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Abstract 
 

Complex biological networks are dynamic and intricate systems that reflect the fundamental 

processes of life. This can range from the molecular interactions in a single cell to the complex 

communication web between organs and tissues in multicellular organisms, where the network 

orchestrates different biological functions. Unravelling these complexities is critical to the 

development of therapeutic interventions. The interdisciplinary nature of studying biological 

networks involves integrating principles that cut across biochemistry, molecular biology, 

genetics, and system biology, thereby providing a comprehensive perspective that allows 

researchers to examine the intricate connections driving the complexities in living organisms.  

Biological systems are constantly changing, capturing, and understanding their dynamism can 

be challenging. Visualization tools can help solve these difficulties by simplifying the 

complexity and representing the data visually and intuitively, making it easier for the 

researchers to identify the inherent patterns and relationships within the data. 

The aim of this thesis is to examine the features and measures of interest and evaluate the 

usability of interactive visualization of complex biological networks. To achieve this, five 

objectives were formulated. First, tasks and patterns of interest regarding the analysis of 

biological networks were determined through a literature review, interviews, and consultations 

with biologists. Second, a set of metrics based on tasks and patterns was defined by 

demonstrating how the concepts of interestingness and visualization can support the analysis of 

complex biological networks. Third, the study evaluated the usability and limitations of existing 

network visualization methods used for biological networks to identify how the usability of 

complex biological networks can be improved. Fourth, a visualization tool was designed and 

developed that overcomes current limitations and supports human cognition and data 

exploration, using multiple coordinated views and interactivity guided by interestingness 

measures. Finally, the network visualization tool was evaluated to identify limitations and areas 

for improvement. Overall, the evaluation of the developed tool was positive and guided by 

experts’ feedback, which was obtained using survey and interview techniques.  
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Chapter 1. Introduction 
Networks have often been employed to simulate the structures of various biological systems. 

Many strategies have been utilised to build credible biological networks. The main objective 

of understanding a biological system is to direct the states of complex systems towards the 

optimal or desired ones (Li et al., 2018). In addition, the sustainability of ecological 

processes that sustain life depends on biological variety (Rebolledo et al., 2019). The 

biological constituents of a natural system do more than engage and impact one another at 

the local and regional levels. They also generate intricate environmental connections 

responsive to outside forces (Rebolledo et al., 2019). Consequently, this thesis explores 

interestingness measures and interactive visualization for the usability of complex biological 

networks by providing background on their relevant aspects. This section will also provide 

basic information about the thesis, such as the problem statement, research aim, objectives, 

and research questions.  

1.1. Background 
In today’s digital era, digital enterprises must manage tremendous volumes of data, 

commonly known as ‘big data’. The exponential increase in the amount of data over recent 

years has led to the creation of massive and highly detailed datasets. Amidst this data deluge, 

the paramount challenge involves uncovering valuable insights concealed within this mass 

of information. Effective and automated methods are needed to identify practical trends and 

links in the data (Hussein et al., 2015). However, despite the availability of dependable and 

accurate data mining techniques, the quest for truly captivating patterns remains. Here, the 

concept of ‘interestingness measures’ introduced by Garima (2014) comes to the forefront, 

aiming to assist users in making decisions in extraordinary circumstances. Interestingness 

measures are important in data mining, as they are meant to choose and rank patterns based 

on their potential interest to the users (Hamilton, 2007). Good interestingness measures 

allow for reducing the cost of time and space of the mining process. Measuring the 

interestingness of identified patterns is one of the active and most significant parts of data 

mining research. In the context of information visualization, Behrisch et al. (2018) refer to 

quality metrics as a formal method for evaluating the quality and effectiveness of 

visualization. The metrics are used in different ways, such as the amount of clutter, the clarity 

of visual patterns, and how well the visualization supports the user's analytical task. Its goal 

is to create a standardised way for performance assessment of visualization to enable 
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comparison of different techniques and to support the design of enhanced visual tools. They 

are critical because they provide means to quantify subjective visualization elements, like 

usability and interpretability, more objectively. This helps in guiding the development of 

visualizations that are not only aesthetically pleasing but also functional and efficient for 

data analysis. Compared to the current study, the interestingness measure relies more on user 

perception and engagement, while the quality metric offers a more structured approach to 

evaluation. Also, interestingness measures are designed to capture how engaging a 

visualization is from the users' perspective. This is why surveys and interviews were 

conducted in this study.  

In data mining, acquired data properties like consistency, understandability, and interest are 

essential (Garima, 2014). However, the current study underscores the need to explore and 

develop novel and domain-specific interestingness metrics. For instance, the associative 

method proposed by Jalali-Heravi and Zaïane (2010) employs association rule mining to 

establish relationships between characteristics and class labels. The effective 

‘interestingness' metrics of support and confidence are applied to identify relevant 

association rules within this context. Nevertheless, scholars acknowledge the need for 

further investigation of interestingness measurements to narrow the pool of mined rules or 

discover more meaningful patterns in complex systems.  

In parallel, advancements in visualization technology have enabled users to recognise 

critical trends in vast datasets, pinpoint areas requiring more exploration, and draw informed 

conclusions from the data (Zudilova-Seinstra et al., 2008). Interactive visualization has 

emerged as a transformative approach, fostering a closer link between analysts, their models, 

and the studied data. As such, it facilitates improved data understanding and fosters more 

effective decision-making. Such interactive visualization techniques hold promise in 

complex biological networks. By allowing researchers to explore and manipulate network 

representations, interactive visualization enhances data comprehension and empowers the 

identification of critical patterns and relationships. 

Notably, network models have emerged as vital tools for comprehending the biological 

mechanisms underlying the lifespan and stability of biological systems (Allesina et al., 2015; 

Aljadeff et al., 2015; Arnoldi et al., 2018; Coyte et al., 2015; Grilli et al., 2017; Novak et al., 

2016; Rohr et al., 2014; Su & Guo, 2016). Rich, highly linked biological networks are 

believed to be more stable and adaptable to environmental changes, making them valuable 
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sources of insights into complex biological processes (Stone, 2018). However, while the 

cited authors have contributed significantly to this field, the current study recognises the 

importance of critically analysing their specific findings and methodologies. It aims to 

explore potential limitations, biases, and alternatives in network modelling to advance the 

understanding of the intricate biological interactions driving the development of disease-

related phenotypes in biological cells (Benton et al., 2021). 

1.2. Problem Statement 
The significant problem of this study is identifying relevant methods of measuring and 

visualising complex biological networks, as they are difficult to investigate experimentally 

(Paul & Kollmannsberger, 2020). Moreover, effective interestingness measures are needed 

to adequately measure the knowledge in research databases (Selvarangam & Kumumar 

Ramesh, 2014). Visual perception has immense potential to identify themes, trends, oddities, 

and clusters in data (Brodbeck et al., 2009). Visual representation converts a conceptual 

challenge into a more effective perceptual task (Brodbeck et al., 2009). The goal and 

knowledge behaviour of visual representation are critical elements of information use. 

Moreover, as stated earlier, finding effective and automated methods for identifying practical 

trends and links in the data is crucial (Hussein et al., 2015). Numerous biologists and 

bioinformaticians now utilise biological network modelling and analysis frequently because 

these interactive graphs make it possible to map and define signalling pathways and 

anticipate the function of unidentified proteins (Millán, 2013). In addition, researchers in 

biology and medicine are working hard to understand the inherent biological process 

contexts of clinical illness pathways. Many biological and clinical data, including electronic 

health records, biomedical images, disease pathways, gene ontology, biomolecular 

interactions, protein and small molecule structures, DNA microarrays, and genomic 

sequences, have been generated (Li et al., 2014). Extracting useful information from 

interaction networks can be challenging, considering the magnitude and intricacy of 

interactome datasets (Millán, 2013). 

Furthermore, data mining challenges must be conquered in order to convert the massive 

amount of biomedical data into meaningful information for clinical and healthcare 

applications. These problems involve the processing of computing-intensive tasks (e.g., 

mining, searching, and large-scale graph indexing) as well as the managing of noisy and 

incomplete data. These issues present new challenges for data mining researchers in the data-
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intensive post-genomic era (Li et al., 2014). Building, characterising, and analysing 

biological networks can be done using various methods and technologies. Hence, this 

research seeks to explore the possibility of employing interestingness measures and 

interactive visualization for the usability of complex biological networks. 

1.3. Research Aim, Objectives, and Questions 
The key research question of this study is as follows: ‘What technique can be used to develop 

a more suitable visualization tool that can overcome human perceptual and cognitive 

limitations?’ The overarching aim of this project is to research novel methods for developing 

more usable visualization tools for biological networks, considering the perceptual and 

cognitive limitations of humans and utilising the concepts of interestingness measures and 

interactive visualization. The objectives and the associated research questions are provided 

in Table 1.  

Table 1: The objectives and the associated research questions 

Objectives Sub research questions 

Objective 1: To determine the tasks and 

patterns of interest concerning analysing 

biological networks through a literature 

review and interviews/consultations 

with biologists.  

• Research Question 1.1: What methods, tasks, 

and patterns can enhance the usability of 

complex biological networks?  

• Research Question 1.2: What are the network 

visualization tools and techniques used for 

biological data? 

 

Objective 2: To define a set of 

interestingness metrics based on tasks 

and patterns. 

• Research Question 2.1: In what ways can the 

concepts of interestingness and visualization 

support complex biological networks? 

• Research Question 2.2: What are the different 

application patterns of the visualization 

techniques for complex networks? 

Objective 3: To evaluate the usability 

and limitations of existing network 

visualization methods used for 

biological networks.  

• Research Question 3.1: How can the usability 

of complex biological networks be improved? 
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• Research Question 3.2: What interestingness 

measures can be used to enhance the analysis of 

biological processes? 

Objective 4: To design and develop a 

visualization tool that overcomes current 

limitations and supports human 

cognition and data exploration, using 

multiple coordinated views and 

interactivity guided by interestingness 

metrics.  

• Research Question 4.1: What are the drawbacks 

of the selected visualization tool? 

• Research Question 4.2: How can these 

drawbacks be overcome?  

Objective 5: To evaluate the designed 

network visualization tool and upgrade it 

based on the testing. 

• Research Question 5.1: What is the usability of 

the implemented tool? 

• Research Question 5.2: What is the user 

acceptance rate of the implemented tool? 

 

1.4. Significance of the Study 
The current study aims to develop more usable visualization tools for biological networks, 

considering humans’ perceptual and cognitive limitations and utilizing the concepts of 

interestingness measures and interactive visualization. This will have several benefits. First, 

the study will provide useful insights regarding the usability of complex biological networks, 

the different patterns of visualization used in visualizing data, and the relevant 

interestingness measures for improving biological data. In addition, it will add to the existing 

knowledge of interestingness measures, interactive visualization, and complex biological 

networks. Regarding practice, the information that emerges from this study will help give 

users more control over the entity being investigated, which will help them make good 

decisions when investigating biological systems. 

1.5. Contribution 
The main contribution of this study is providing a holistic approach to enhancing the 

usability of complex biological networks. The study integrates insights from the literature, 

experts’ opinions, and innovative visualization techniques to enhance the researcher’s 

analytical capabilities in the field of biological networks. The first objective of the study is 

to determine the tasks and patterns of interest in analysing biological networks through a 

literature review and interviews/consultations with biologists. In this way, the study can 
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improve the current understanding of the tasks and patterns of interest when analysing 

biological networks. This information synthesis, including the literature review findings and 

the insights obtained from the interviews and survey consultations with biologists, will be 

critical for redirecting subsequent objectives. Objective two involves defining a set of 

interestingness metrics based on tasks and patterns. The study contributes to developing a 

set of interestingness metrics for identifying tasks and patterns in biological network 

analysis. These metrics will serve as a foundation for evaluating the importance and 

relevance of information within the networks. 

The third study objective is to evaluate the usability and limitations of existing network 

visualization methods used for biological networks. The study assessed the advantages and 

weaknesses of the current visualization tools used in biological research. This evaluation 

offers a critical analysis of the current visualization tools, helping to identify areas where 

improvements and innovations are needed. Similarly, the fourth objective involves designing 

and developing a visualization tool that overcomes current limitations and supports human 

cognition and data exploration, using multiple coordinated views and interactivity guided 

by interestingness metrics. This advanced visualization tool is specifically designed for 

biological network analysis. Finally, the fifth objective involves evaluating the new network 

visualization tool and upgrading it based on testing. The insights gained from the evaluation 

process will guide further improvements and upgrades to ensure the effectiveness of the 

tools in supporting human cognition and data exploration in complex biological network 

analyses. 

1.6. Definition of Key Terms 
A list of the key terms used in this thesis is presented below. 

1.6.1. Interestingness measures 
Interestingness refers to attracting and holding one’s interest or attention (McIntyre et al., 

2021). Measures in data mining are used to select and rank patterns according to their 

usefulness to the user (Selvarangam & Kumar, 2014; Sharma, 2022;). Interestingness is an 

important aspect of data mining, which refers to the attractiveness of an association, data 

collection, filtering, and arrangement in large databases and understanding the knowledge 

discovery process in rule mining. In the context of the research presented in this thesis, 

interestingness measures refer to patterns or features of interest when analysing complex 

biological networks. 
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1.6.2. Interactive visualization 
The concept of interactivity refers to the process through which data are transferred from 

one segment of a system to another, that is, the interaction that involves sending a search 

query in the search engine of a system to the production of results as output (Brodbeck et 

al., 2009). Interactive visualization combines interactivity with visualization to provide the 

user with the best experiences when using interactive visualization systems. According to 

Luo (2019), interactive data visualization allows users to directly control the data and the 

information presented to help them make effective decisions.  

1.6.3. Complex biological networks 
Biology networks refer to complex sets of dual interactions with different biological 

systems. These biological functions rely on the architecture of the network, which emerges 

as the result of a changing feedback process (Salem, 2018). Network biology involves 

investigating complex biological systems to understand biological functions better through 

the representation of the binary association among different biological systems. For instance, 

the human immune system is a network of cells, tissues and organs working in consonance 

to protect the body from infection. Contrastingly, a non-complex biological network 

example is the digestive system, which is a network of organs working together to break 

down food and absorb nutrients (Milenković et al., 2011). 

1.7. Thesis Structure 
Chapter 1 is the introduction of the thesis, providing the study background and the problem 

statement. Furthermore, it presents the aim and objectives of the study and discusses its 

significance. Chapter 2 focuses on visualization tools for complex biological networks, 

examining and comparing different tools, and reviews related works in the literature. 

Chapter 3 discusses the factors impacting visualization, which are divided into general 

evaluation factors and heuristic factors. Chapter 4 deals with the evaluation of the factors. 

Here, the adapted method, which comprises data collection and data analysis methods, is 

examined. Interview findings and survey analysis are examined separately, and a 

comparative analysis between general and heuristic factors is presented. Chapter 5 evaluates 

visualization tools, including the datasets, layouts, and five specific visualization tools. 

Chapter 6 introduces an enhanced visualization tool. Background information about 

visualization techniques is discussed, with a particular focus on the fisheye view, its 

technology and architecture, design and implementation and updates to the Blurfisheye 
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visualization tool. Finally, Chapter 7 presents the overall conclusions of the study along with 

key limitations and suggestions for future works.  

1.8. Publications 
1- Chapter Three was presented and published as a peer-reviewed poster under the 

title ‘Investigation and identification of essential factors for visualization tools 

for complex biological networks’ at the ISMB-ISCB (Intelligent Systems for 

Molecular Biology – International Society for Computational Biology) conference 

in 2022. 

2- Chapters Two, Three, and Four were extended and published as a paper under the 

title ‘An investigation into various visualization tools for complex biological 

networks’ in the Sage journal Information Visualization in 2023. 

3- Chapter Six is ready for submission to Frontiers in Bioinformatics. 
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Chapter 2. Visualization Tools for Complex Biological Networks 
The advancement of technology and big data generated from various systems has enhanced 

the study of complex biological systems (He & Wang, 2020). This abundance of biological 

information has resulted in a complicated network of interactions between genes, proteins, 

metabolites, and other macromolecules, producing biological networks. Understanding the 

structure and dynamics of these networks is critical for unravelling the intricacies of life 

processes, illness aetiology, and therapeutic intervention possibilities. Biological networks 

are highly complex, and thus, suitable tools are needed to visualise and provide meaning to 

the data. Therefore, this study section examines the different visualization tools and methods 

available for biological networks, including Cytoscape, Ondex, Metashark, and ProViz. A 

detailed discussion of the tools commonly used for visualising biological networks is 

provided in this chapter. 

2.1. Visualization 
Previously, visualization was defined as constructing a visual image in the mind (White et 

al., 1998). Recently, however, it has come to mean something more than a mental visual 

image; it is more like a graphical representation of data or concepts. Visualization has 

become an external artefact that supports decision-making. According to Ware (2013), four 

basic visualization stages are combined in several feedback loops. The first involves the 

collection and storage of data. This is followed by a pre-processing stage, where the data are 

changed into something that can be easily manipulated. The third stage deals with mapping 

the chosen data to a visual representation, which is achieved through computer algorithms 

that project images to the screen. Finally, the process is completed with the human perceptual 

and cognitive system stage.  

Visualization can reveal unanticipated emergent properties. It helps in understanding large 

volumes of data and makes problems with data become more obvious, as it shows not only 

aspects of the data but also how they have been collected. Despite these obvious advantages, 

there are some inherent challenges, including data complexity. Visualising a large volume 

of datasets may be challenging, as careful data selection and transformation are needed to 

ensure there is clarity without overwhelming the viewers (Petropoulos et al., 2022). Another 

challenge is visual clutter. Overloading a visualization with too many elements or 

unnecessary details may make it difficult for viewers to extract necessary insights (Maya, 

2023). There is also a challenge related to colour and perception. Colour plays an important 
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role in data visualization, and cultural differences and individual perceptions can affect how 

colours are interpreted (Grzybowski and Kupidura-Majewski, 2019). 

According to Sedlmair et al. (2012), learning, winnowing, casting, discovering, designing, 

implementing, deploying, reflecting, and writing are nine stages of the design 

methodological framework for visualization. These are further classified into three top-level 

categories. The precondition phase, also known as personal validation, comprises learning, 

winnowing, and casting. Winnowing filters, the ideas and requirements obtained during the 

‘learn’ stage. It encompasses prioritising the most relevant options that align with the 

project's objective. Essentially, winnowing refines the scope of the visualization project, 

focusing on the most crucial element (Dush, 2021). Collaborators who can contribute to the 

winnowing process include stakeholders with deep domain knowledge, data scientists, and 

project managers. On the other hand, cast is where refined ideas after winnowing are 

structured and defined to guide the subsequent stages of the design process. It highlights the 

design specification and technical requirement determinants and sets the stage for the main 

project phase (Gib and Brodie, 2005). Collaboration should involve technical leads, UX/UI 

designers, and software developers. The second category is core, which is also known as 

inward-facing validation, which is comprised of discovering, designing, implementing, and 

deploying. It focuses on the internal development process to ensure visualization meets the 

technical, functional, and aesthetic requirements established in the previous stages 

(Hashemi-Pour et al., 2022). At this stage, collaborating with domain experts is crucial to 

getting feedback on the visualization's accuracy, relevance, and usability. The third category 

is analysis, also known as outward-facing validation, which comprises reflection and 

writing. 

Human perception and visualization are the processes through which humans acquire, 

interpret, and represent information from their surroundings (Ware, 2019). This involves 

using sensory organs, such as the touch receptors, ears, and eyes, to receive stimuli from the 

environment, which are then transmitted to the brain (DeSalle, 2018). Then, meaningful 

patterns and structures are drawn from the complex visual stimuli. Visualization plays a 

significant role in human cognition by allowing individuals to visually represent and 

manipulate abstractive concepts and data, enhancing understanding, decision-making, and 

communication. 
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2.1.1. The purposes of visualization and interactive network exploration 
Visualization and interactive network exploration are vital in complex biological network 

analysis and understanding. They enable researchers to intuitively understand complex data, 

identify significant trends and generate hypotheses to be investigated (Nguyen et al., 2024). 

Part of the purposes of these tools are: 

Data comprehension and recognition of trend: Visualization can change abstract 

information to a more intuitive format, which then assists the researchers in quick 

understanding of the structure and relationships inherent in the network (Franconeri et al., 

2021). A visual representation can show the trends, clusters and weaknesses that may not be 

clear enough from the raw data. 

Hypothesis generation and testing: An interactive tool ensures that researchers can 

dynamically explore the network. This helps generate novel hypotheses based on pattern 

observation and interactions (Jing et al., 2022). Furthermore, visualization helps in 

biological hypothesis testing by explaining how a change in one part of the network could 

alter the whole system (Biesecker, 2013). 

Identification of vital components and interactions: Visualization seamlessly identifies 

vital nodes with many connections. This is crucial for maintaining the network's integrity 

and function. Research can, therefore, show the important interactions and pathways that are 

significant to certain biological processes (Pan et al., 2016). 

Functional and structural insights: Visualization identifies functional modules and 

communities in any network and helps to evaluate the biological processes' organization and 

modularity more effectively (Alcala-Corona, 2021). Understanding the structural properties 

of the network, like clustering coefficients and centrality measures, is more manageable and 

straightforward when represented graphically (Dudzic-Gyurkovich, 2023).  

Communication and collaboration: Visualization provides a more precise and effective 

way to communicate complex data and findings to others from different fields. The 

interactive tool allows for broader collaborative exploration by enabling researchers to 

investigate various network parts simultaneously (Isenberg et al., 2011). 
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2.2. Complex Biological Network 

Nature presents humanity with a large mass of structures whose functions are diverse. 

Structural-functional relationships are highly specialised and are exclusive to one or many 

specific domains of biological science (Bogdan et al., 2022). These structures can be found 

in genes, development, neural circuits, and integration. They can also be found in metabolic 

pathways and trophic interactions. An underlying organisation suggests a universal principle 

of interactive connectivity across its components in terms of the overall structure and 

dynamics of the biological domain (Bogdan et al., 2022). 

Biological systems can be grouped into components (parts) combined with other elements 

to become one (Simon 1962). When the parts interact with another part of the system, time, 

space, information and function are constrained. These are influenced by the external 

environment. In biological networks, interactions are modelled with graphs and 

mathematical constructs that join from one point to another, known as lines of vertices 

(Barabasi and Oltavi, 2004). A graph that describes a combination of structural domains in 

multidomain proteins will join the vertices and describe structural domains with lines 

depicting the domain presence in proteins (Aziz and Caetano-Anolles, 2021). When the 

connection of vertices is not directed, lines will fail to point in any direction, and each 

connection involves an unordered pair of vertices. Therefore, these lines are called edges. 

However, when connections are directed, lines will point in a single direction; when each 

connection has an ordered pair of vertices, the lines are called arcs. Graphs then become 

networks when value functions such as properties or weights are mapped into vertices of the 

network nodes, and the lines connecting the vertices link the networks. 

Network abstractions in biology are difficult to understand, as is to be expected of complex 

systems. The network can become structurally complex when its wiring tangles as a result 

of multiple rules governing network responses to environmental perturbations. In terms of 

connectivity, the links between nodes differ due to weights, directions, and signs, and they 

interact in other ways. In terms of diversity, nodes and links can be diverse. For example, 

the substrates and enzymes in biochemical networks that control cell division differ. In terms 

of evolution, networks' structure and dynamics can change as they grow, and their wiring 

diagram expands over time. In terms of dynamics, nodes and links can exhibit nonlinear, 

long-range memory, or multifractal dynamic behaviours. The state of each node or link could 

differ in time and be complicated to ensure the achievement of collective goals in a 

decentralised way (Bogdan et al., 2022). 
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The complex, diverse, and ever-changing network accurately describes how components in 

natural systems interact. The correct definition of a biological part is critical to the network 

modelling process. For example, structural domains are viewed as protein structure units 

that aid in protein taxonomy classification (Cateno-Anolles et al., 2009). Domains are 

secondary structure elements that have been folded into well-packed and compacted 

polypeptide structural units. They are functional models because they fold and function 

independently, helping to maintain protein stability by establishing various intramolecular 

interactions and hosting specific molecular functions.  

Proper understanding of biological processes is a function of knowledge about biological 

entities and their interrelationships. Cell differentiation, for instance, depends on which 

protein is available and which is bound together. A graph, also known as a network, is one 

natural way of representing the process. This is because graphs model entities and the way 

they interact. The recent advancements in experimental high-throughput technologies have 

greatly enhanced the data output from monitors at a reduced cost, leading to a vast number 

of biological network data (Reuter et al., 2015). The presence of such data makes it easier to 

address bioinformatics challenges. Such challenges include predicting new drug interactions 

with biological pathways and the structural anticipation of new protein functions. 

Chen et al. (2010) defined complex biological networks as a group of interconnected 

components within living organisms. These components include cells, molecules, and 

tissues, and networks are characterised by the dynamic relationships and interactions 

between them. The key features of complex biological networks discussed in the literature 

are interconnected components, the hierarchy and organisation of the components, the 

dynamic interaction between components, and continuous information flow. In a biological 

network, nodes represent discrete molecular entities such as genes, RNA, transcripts, 

proteins, metabolites, enzymes and regulatory factors. Meanwhile, edges represent 

interaction types like activation, inhibition, expression, or catalysis, with a weight that is 

proportional to the strength or statistical significance of the interactions (Dandekar et al., 

2010). 

 

Typical features and the kind of patterns that domain experts can extract from complex 

biological networks. 



14 
 

Domain experts can extract typical features and patterns from biological networks to get 

insights into biological systems' dynamics, functions and structure. Some of these key 

features and patterns are: 

Nodes and edges: As stated previously, nodes are biological entities like genes, proteins, 

metabolites, or species, while edges are interactions or relationships between nodes (Muzio 

et al., 2021). 

Degree distribution: This is the number of node connections. It usually follows a power 

law showing a few highly connected nodes and many with few connections (Kong et al., 

2019). 

Network motifs: These are small recurring sub-networks or patterns of interconnections. 

The common ones in biological networks are feed-forward loops, bi-fans, and feedback 

loops (Lecca et al., 2016).  

Modules and communities: These are groups of tightly interconnected nodes 

corresponding to functional pathways. Module detection can help domain experts identify 

gene clusters or proteins that work hand-in-hand in a specific biological process (Sia et al., 

2022). On the other hand, communities are larger node groups with dense internal 

connections and sparse connections to different groups, showing a higher level of 

organisation in a particular biological network (Mao et al., 2017). 

Pathways: These are specific interaction sequences that can lead from one node to another, 

like signalling pathways, metabolic pathways or gene regulatory pathways (Hue et al., 

2016). They help in understanding the information flow in a particular network.  

Centrality measures: These are categorised into three: betweenness centrality, closeness 

centrality, and Eigenvector centrality. Betweenness centrality measures the extent to which 

a node lies on the shortest paths between other nodes, showing its role as a potential control 

point in a network (Peng et al., 2018). Closeness centrality shows the level of closeness of a 

node to all other nodes in the network, which can determine its efficiency at propagating 

signals (Peng et al., 2018). Then, Eigenvector centrality shows a node's impact based on its 

neighbours' significance.  

Clustering coefficient: This measures the likelihood of nodes' neighbours being connected 

to each other. A high clustering coefficient means a high degree of local interconnectedness 

(Smith-Miles and Lopes, 2012). 
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2.3. Visualization Tools  
Several visualization tools have been introduced in the literature, and 13 key tools were 

selected for this study. This section presents an in-depth review of the following 

visualization tools: Cytoscape, Osprey, Medusa, ProViz, CN-Plot, Ondex, MAPMAN, 

Pajek, MetaSHARK, BioLayout Express3D, Arena3D, CellNetVis, and Gephi. These tools 

were deemed relevant to this study because they facilitate and enhance the discovery of 

complex data interpretation patterns and can provide useful insights across various scientific 

and research domains. 

2.3.1. Cytoscape  
The broad concept of Cytoscape as an open-source software programme for biological 

network visualization, integration, and manipulation was expanded by Shannon et al. (2019). 

According to the authors, Cytoscape is a multi-purpose programme that integrates large-

scale biomolecular networks, high-throughput expression data, and other forms of molecular 

states in a common conceptual framework. It works on all major operating systems, with 

additional features like plugins, and it is freely available for download (Shannon et al., 

2003). The major feature of Cytoscape is the basic functionality it provides for the 

integration of arbitrary data with a visual representation on a graph, including the integrated 

data, an interface, and filtering tools (Shannon et al., 2019). It also serves as a useful tool for 

visualising and analysing network graphs. The data integration uses ‘attributes’, which serve 

as pairs in mapping nodes or names to specific data values. According to Shannon et al. 

(2019), the Cytoscape software programme can convert expression data into node labels, 

colours, border colours, or thicknesses based on the user configuration and visualization 

schemes. Although Cytoscape can be applied to any system with molecular interactions and 

components, it is more effective when combined with larger databases, including protein–

DNA, protein-protein, and genetic interactions (Shannon et al., 2019). Further, the 

programme mainly focuses on high-level representations of interactions and components. 

One of the significant strengths of Cytoscape is its flexible display and series of layouts, 

which represent different biological relationships (Bell & Lewitter, 2006). 

2.3.2. Osprey  
Osprey is another important open-source software programme used to visualise and 

manipulate complex biological networks. According to Breitkreutz et al. (2003), the Osprey 

network visualization system represents interactions in a flexible and easily expandable 

graphical format. It offers various options for making practical comparisons among datasets. 
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They further noted that the tool represents genes as nodes and interactions in the form of 

edges between nodes. It is a Java-based programme that runs on Linux and different desktop 

operating systems and can be downloaded for free by academic scientists following 

registration on the site (Bell & Lewitter, 2006). Osprey can be used in a stand-alone form 

and as a viewer for online interaction databases. Compared to other visualization tools, it 

can be fully customised, enabling users to personalise their settings to generate interaction 

networks (Breitkreutz et al., 2003).  This is because any interaction dataset can be loaded 

into it with one of several standard file formats or through underlying interaction database 

upload. Furthermore, Osprey uses the General Repository for Interaction Datasets (GRID) 

for its database, through which a user can easily build interaction networks. Breitkreutz et 

al. (2003) emphasised that compared to previously existing network visualization systems, 

it was difficult to search the network for individual genes in the form of large graphs, and 

there was no functional information in the graphical interface. However, Osprey offers a 

solution to these problems by providing a one-click link to the different database field nodes 

with a description of each of their functions and also enables users to conduct text search 

queries with the use of gene names (Breitkreutz et al., 2003). 

2.3.3. Medusa  
Medusa is an important Java application that is used to visualise and manipulate interaction 

networks. The programme was developed to complement and address some of the 

drawbacks identified with existing network visualization systems. According to Hooper and 

Bork (2005), Medusa is a network visualization tool that is designed to be simple and 

straightforward, with a display of up to 10 multiple edges that run simultaneously between 

nodes. They further noted that, like other applications like Cytoscape and Patek, Medusa 

enables users to easily add and delete edges and nodes by simply clicking the mouse, and 

the programme also includes background images that can be used to improve the quality of 

every design. Moreover, Medusa can be used to describe node properties, such as shape, 

colour, position, and annotation. It does not require the use of additional packages and can 

run on different machines if they are Java-enabled (version 1.4.2) (Hooper & Bork, 2005). 

Additionally, Hooper and Bork (2005) noted that Medusa is designed to be easily accessible 

and mainly used as a graph visualization tool for constructing figures. It can run as a stand-

alone programme and is available as an applet version on web pages or interfaces, and the 

graphs can be exported as postscripts or in image formats (Hooper & Bork, 2005).  
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2.3.4. ProViz  
ProViz is a powerful visualization tool developed by the Int-Act European project to 

visualise protein-protein interaction (PPI) networks. According to Iragne et al. (2005), a 

combination of algorithmic and visualization tools that are well integrated into the software 

and have the ability to access distant and local data banks is needed to analyse PPI networks. 

Hence, ProViz was developed and integrated with the Int-Act data model, which enables the 

interactive visualization of large interaction networks (Iragne et al., 2005). As Iragne et al. 

(2005) noted, the programme was designed to improve existing network visualization 

systems by providing a scalable, fast, and open-source tool with many plugins that can 

integrate developing standards to display relevant knowledge within a biologist-oriented 

interface. The application was also designed to interactively understand the process through 

which biologists work, explore large graphs, and recognise proteins and other interactions 

through a keyword search or analysis of network structures (Iragne et al., 2005). ProViz can 

manipulate graphs with several elements and can also be used to make comparisons between 

graphs of various species as well as to extract views and subgraphs for analysis. It also 

enables the clustering of similar proteins as well as interactions (Iragne et al., 2005).  

2.3.5. CN-Plot  
According to Batada (2004), CN-Plot is a simple open-source tool for visualising global 

connectivity in pre-clustered network data or graphs, such as clustering genes or proteins 

based on expression patterns, biological functionality, or geometrical structures. CN-Plot 

can be easy to implement and provides well-informed summaries of data and interpretable 

layouts. A Java implementation of the software programme is freely accessed on the website, 

and the application can run on any platform with a Java-enabled virtual machine (Batada, 

2004). Using Graph-Viz, the standard graph layout can only produce cluttered visualizations 

that can be difficult to interpret. With CN-Plot, the same data set can be produced clearly 

and summarised (Batada, 2004). As further noted by Batada (2004), the programme’s 

Graphical User Interface (GUI) enables users to specify several graphical parameters to 

produce a LaTeX output file that can be easily edited using picture editors like JPicEdit. A 

combination of LaTeX and JPicEdit streamlines the process of creating high-quality, 

formatted documents with complex graphical elements. LaTeX handles the text and 

mathematical content, whereas JPicEdit allows for easy creation and editing of graphical 

components. This combination is useful for academic and technical writers who need to 

produce publication-ready documents. Batada (2004) also emphasised that CN-Plot can be 
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used as a simple open-access tool to analyse large-scale PPI data and genetic interactions. 

The tool can be used to discover relevant information biologically related to the organisation 

of the network as well as to generate hypotheses concerning the possible connections and 

interactions between the different clusters (Batada, 2004). 

2.3.6. Ondex  
According to Kohler et al. (2006), ONDEX is a database system that can be used to interpret 

gene expression results. The programme combines two features: semantic integration of 

databases and text mining with graph-based analysis methods. Kohler et al. (2006) 

highlighted the effectiveness of ONDEX as a visualization tool for identifying the causal 

relationships between stress response genes and the metabolic pathways within gene 

expression data. Moreover, the application can be freely accessed with a General Public 

License (GPL) and downloaded on the website. The ONDEX database system is important 

for other visualization tools, as it combines text mining, sequence and graph analysis, and 

large-scale database integration (Kohler et al., 2006). The combination of these important 

methods enables the system to acquire relevant knowledge that cannot be derived from using 

some of the methods alone. Further, Kohler et al. (2006) demonstrated that the ONDEX 

database system can be used to analyse and interpret experimental results. It is used for 

storing, querying and visualising biological networks, which makes it a valuable resource 

for researchers in the life sciences. It can be used to analyse data derived from any organism 

in a way that is tailored to the unique biological features of such species or organisms, and 

pathway information derived from other species and model organisms, such as a mouse, can 

be integrated and further exploited. However, care is needed when making conclusions 

across different species (Kohler et al., 2006). This is because the ONDEX system allows the 

integration of different pathway information. As such, there can be significant biological 

differences between organisms, even closely related organisms. 

2.3.7. MAPMAN  
MAPMAN is a user-friendly tool that visualises huge genomic datasets as metabolic 

pathways alongside various biological procedures (Thimm et al., 2004). MAPMAN is made 

up of hunter modules that gather and categorise the parameters measured into hierarchical 

functional groups (Thimm et al., 2004). The modules are significant algorithms programmed 

to hunt for certain information types within the dataset and assign them to the relevant and 

functional groups. This enables the display of large-scale datasets in pictorial diagrams, 

which serve as a symbolic representation of the different biological function areas. 
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According to Thimm et al. (2004), with the use of hierarchical categories as well as diagrams 

with additional details, several functional areas can be analysed at various levels. The 

application can be downloaded from the website along with the image annotator module and 

further relevant instructions (Thimm et al., 2004). 

2.3.8. Pajek  
Given that many network algorithms are time and space-consuming and thus not suitable for 

large network analysis, other approaches have been explored for the analysis and 

visualization of large networks (Batagelj & Mrvar, 1998). Pajek is another open-source 

programme developed to analyse and visualise such networks. According to Batagelj & 

Mrvar (1998), the main objectives of the Pajek visualization programme are to provide users 

with a powerful visualization tool, implement a set of effective algorithms that can be used 

for analysing large networks, and provide support for the abstraction of large networks using 

factorisation and dividing them into several smaller networks, which can be further treated 

with the use of more refined methods. The programme runs on Windows (32-bit) and can be 

accessed freely for academic use on its website (Batagelj & Mrvar, 1998). As noted by 

Batagelj and Mrvar (1998), Pajek utilises six data structures in its algorithms, which include 

vector, cluster, partition, hierarchy, network, and permutation, and besides its input format, 

the programme also supports several other input and molecular formats.  

2.3.9. MetaSHARK  
The Metabolic Search and Reconstruction Kit, referred to as MetaSHARK, is an automated 

software package designed to detect enzyme-encoding genes in genome data that are not 

annotated in their visualizations within the context of closely related metabolic networks 

(Pinney et al., 2005). It has a gene detection package known as SHARKhunt, which runs on 

the Linux system and requires only a few sets of raw DNA sequences as input. According to 

Pinney et al. (2005), compared to other existing enzyme annotation programmes, which 

begin by predicting proteins from annotated genomes, using text mining and sequence 

analysis methods to construct a list of enzymatic functions, SHARKhunt only requires a set 

of DNA sequences, such as contigs, expressed sequence tags (ESTs), and finished 

chromosomes and genome survey sequences, to serve as input. This is used to extract new 

knowledge regarding metabolic capabilities from the initial data derived from genome 

sequences and unannotated genomes (Pinney et al., 2005). SHARKhunt software and other 

necessary programmes can be freely accessed on the metaSHARK website. 
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2.3.10. BioLayout Express3D  
BioLayout Express3D is a new open-source visualization tool used to analyse gene 

expression data and for 3D visualization and analysis of complex biological networks 

derived from microarray data (Freeman et al., 2007). According to Freeman et al. (2007), 

these networks comprise nodes in the form of transcripts connected based on the similarity 

of their expression profiles across various conditions. They further noted that this JAVA 

visualization tool is fast, versatile, and intuitive and enables the identification of biological 

relationships that could have been missed with the use of conventional analysis techniques. 

This application is freely available for download and accessed. The application lets users 

mine their data and visualise the results in 3D.  

2.3.11. Arena3D  
Arena3D is a user-friendly visualization tool designed to comprehensively visualise 

biological and other networks within a 3D space (Pavlopoulos et al., 2008). Pavlopoulos et 

al. (2008) noted that complexity is a major issue when biological networks are being 

visualised. This is because the graphical representations become increasingly 

incomprehensible as the number of entities continues to increase. Hence, there is a need for 

software to visualise several entities without losing their meanings. Arena3D combines new 

3D layers with several layouts, algorithms, data-filtering tools, and other relevant tools. This 

enables users to use large datasets and divide them into simpler 2D graphs, making the 

datasets easy to understand, unlike compiling all the data into a 2D graph or a 3D space, 

which makes the data difficult to comprehend (Pavlopoulos et al., 2008). According to 

Pavlopoulos et al. (2008), by separating the datasets in 3D, considerable space is created for 

the vertices within the layers, which helps to avoid possible intersections as well as overlaps 

that frequently occur in 2D, facilitating the visualization of larger datasets. Moreover, they 

noted that compared to other visualization tools, Arena3D goes further by integrating various 

analysis methods alongside visualization to make the exploration and discovery of hidden 

relationships in more complex networks and large-scale datasets easier. This visualization 

tool can run on any platform and is free for academic use. 

2.3.12. CellNetVis 
CellNetVis is another powerful web tool developed for visualising biological networks 

through force-directed layouts that are limited by cellular components (Heberle et al., 2017). 

It is also an open-source and freely accessible tool and can be used alongside networks 

derived from similar databases (Heberle et al., 2017). As Heberle et al. (2017) stated, this 
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visualization tool is designed to display biological networks in the form of a cell diagram 

using a constrained layout algorithm. They further noted that even though several 

visualization tools are used to explore and visualise network models, none of these tools are 

specifically designed to divide the network models into cell structures like CellNetVis. 

Furthermore, the tool can be utilised to investigate complex biological networks by 

generating a reliable representation of the cell diagram on the web (Heberle et al., 2017). 

They further noted that the web tool is useful for displaying complex network information, 

edges, and nodes and their relations with portioned cells. CellNetVis is best suited for use 

with small and medium-sized networks. 

2.3.13. Gephi 
Gephi is another commonly used open-source software programme for network and graph 

exploration, manipulation, and analysis (Bastian et al., 2009). The programme employs a 

3D render engine to present large networks and graphs in real-time and accelerate the 

exploration process. It also uses highly configurable and special force-directed layout 

algorithms, such as the ForceAtlas algorithm, for network visualization and analysis. The 

ForceAtlas layout algorithm is built with real-life settings that include auto stabilise 

functions, gravity, speed, and size, among others. According to Bastian et al. (2009), Gephi 

can visualise large complex networks with over 20,000 nodes and generate relevant visual 

results, as the programme is built on a multi-task architecture and uses multi-core processors. 

Further, the programme can personalise node designs into shapes like photos, panels, or 

textures. On Gephi, the user interface is divided into workplaces. Therefore, a wide range of 

algorithms can be run simultaneously in different workplaces without hindering the 

functioning of the user interface. The software also provides wide and easy access to network 

data and enables network filtering, clustering, spatialising, navigating, and manipulation. 

Gephi is built to perform extensive functions, including the easy addition of filters to 

programs, without requiring prior programming experience on the part of the user. 

Moreover, edges or nodes can be easily obtained and selected manually, and filtering tools 

are available. 
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2.4. Comparison of Visualization Tools 
Table 2 presents a comparison of different visualization tools that may be used for visualising biological networks. 

Table 2: Comparison of visualization tools 

Tool Open Source File Formats Layouts Scalability Editing System URL 

Cytoscape    Yes Supports different 

input formats, such as 

GML, SIF, NNF, 

BioPAX, and PSI-Mi.  

A wide variety of 

simple grids and 

sophisticated 

algorithms are 

available. 

Can visualise large networks 

with nodes and edges. 

Cannot effectively scale 

analysis. 

It offers predefined 

visual styles and colour 

schemes, 17 academic 

viewers, etc.  

Stand-

alone 

http://www.cytosca

pe.org/ 

Osprey   Yes      Supports raw and 

processed formats 

from major MRI 

vendors like GE, 

Siemens, and Philips. 

Circular, concentric, 

spoke, and dual-ring 

layouts. 

It can use two or more 

datasets in an additive 

manner and has filtering 

options. 

Automated identification 

of input file formats; 

uses GRID to build 

interaction networks. 

Stand-

alone 

http://tinyurl.com/o

sprey1/ 

Medusa  Freely accessible 

for academic use. 

Data from the 

STRING database. 

Displays 10 multiple 

edges between nodes 

using a Bezier curve. 

It can be used for graph 

analysis and construction of 

figures. 

Contains background 

images that can be used 

to improve design 

quality. 

Stand-

alone 

http://coot.embl.de/

medusa/ 

ProViz Freely accessible 

with GPL license. 

GO and PSI-Mi 

formats. 

GEM, hierarchical and 

circular layouts. 

Provides facilities for 

navigating in large graphs. 

Provides screen updates 

and content-type helper 

for interaction database. 

Web http://tinyurl.com/pr

oviz/ 

http://www.cytoscape.org/
http://www.cytoscape.org/
http://tinyurl.com/osprey1/
http://tinyurl.com/osprey1/
http://coot.embl.de/medusa/
http://coot.embl.de/medusa/
http://tinyurl.com/proviz/
http://tinyurl.com/proviz/
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Tool Open Source File Formats Layouts Scalability Editing System URL 

MAPMAN   Yes Map files. Scavenger modules, 

image annotator. 

Displays genomic datasets. Display of genes in 

metabolism. 

Stand-

alone 

 

CNplot   Yes Clustered graphs. Area minimisation and 

symmetry, edge 

crossing, force-directed 

energy layout. 

Can analyse large-scale 

genetic interactions and 

protein-protein interaction 

data. 

Free picture editor Web https://www.cambiu

mnetworks.com/cnp

ilot-free-ap/  

Pajek Freely accessible 

for academic use. 

It only supports 

networks in Pajek 

(.net) (Strict file input 

formats). 

Graph layout, 

neighbourhood 

detection, clique 

finding, node merging, 

etc. 

Can visualise a million 

nodes with over a billion 

connections. 

Manual graph editing Standal

one 

http://vlado.fmf.uni-

lj.si/pub/networks/p

ajek/ 

ONDEX Freely accessible 

with a GNU 

public license. 

OBO ontologies. FastCirculae, Ycircle, 

JungFR Layouts. 

Text mining, graph analysis Graph filters Web http://www.ondex.o

rg/ 

MetaSHA

RK 

Yes Raw DNA sequences SHARKview Analysis of preliminary 

genome sequence data. 

Colour schemes and 

coding 

Web http://bioinformatic

s.leeds.ac.uk/shark/ 

BioLayout 

Express3D 

Freely accessible 

with a GNU 

public license. 

GML and Text files 

containing expression 

data in tabular 

formats. 

Fruchterman–

Rheingold layout 

algorithm. 

Large-scale studies of gene 

functions. 

JfreeChart for 

customisation of plots. 

Web http://www.biolayo

ut.org/ 

https://www.cambiumnetworks.com/cnpilot-free-ap/
https://www.cambiumnetworks.com/cnpilot-free-ap/
https://www.cambiumnetworks.com/cnpilot-free-ap/
http://vlado.fmf.uni-lj.si/pub/networks/pajek/
http://vlado.fmf.uni-lj.si/pub/networks/pajek/
http://vlado.fmf.uni-lj.si/pub/networks/pajek/
http://www.ondex.org/
http://www.ondex.org/
http://bioinformatics.leeds.ac.uk/shark/
http://bioinformatics.leeds.ac.uk/shark/
http://www.biolayout.org/
http://www.biolayout.org/
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Tool Open Source File Formats Layouts Scalability Editing System URL 

Arena3D Free for academic 

use. 

Supports text file 

formats. 

Inter/intra-layer 

layouts: circle, grid, 

random, star, 

Fruchterman–

Rheingold layout 

algorithms, etc. 

Can visualise large-scale 

complex biological 

networks. 

Control buttons for easy 

3D navigation: zooming, 

panning and orbiting. 

Web http://bib.fleming.gr

:3838/Arena3D 

CellNetVis Freely accessible 

with a GPLv.3 

license. 

XGMML formats Force-directed layout 

algorithm. 

Can visualise both small and 

large networks. 

Search for nodes by 

label, manual creation of 

shapes and position 

nodes. 

Web    

http://www.lge.ibi.u

nicamp.br/cellnetvis 

Gephi Yes Supports CSV, 

GEXF, GDF, GML, 

GraphML, Pajek 

NET, GraphViz 

DOT, UCINET DL, 

Tulip TPL, Netdraw 

VNA, and 

spreadsheet formats. 

Force-directed layout 

algorithm (ForceAtlas).  

Can visualise large networks 

(over 20,000 nodes). 

Graphical modules, 

designs of nodes, edges 

and labels. Options for 

increasing network 

clarity and readability.  

Web http://gephi.org/  

http://bib.fleming.gr:3838/Arena3D
http://bib.fleming.gr:3838/Arena3D
http://www.lge.ibi.unicamp.br/cellnetvis
http://www.lge.ibi.unicamp.br/cellnetvis
http://gephi.org/
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2.5. Related Works 
Studies related to the current research have been published on interactive data visualization 

tools for biological networks (Ali et al., 2016; Caldarola & Rinaldi, 2017; Faysal & 

Arifuzzaman, 2018; Pavlopoulos et al., 2008, 2017; Suderman & Hallett, 2007). For 

example, Suderman and Hallett (2007) investigated the tools used to visually explore 

biological networks. They looked at the benefits and drawbacks of existing systems to help 

researchers identify suitable data visualization tools and set achievable objectives for the 

next generation of visualization tools. The authors employed a systematic review and 

comparison method. Based on their analysis, as the cost, accuracy, and efficiency of these 

tools improve, it will be increasingly easier to visualise large datasets, and the varieties of 

data types will also increase. They also identified different tools that can be used for data 

visualization, such as Cytoscape, Pathway Studio, PATIKA, VisAnt, and ProViz, and 

evaluated each of them based on their unique features (Suderman & Hallett, 2007). 

The study of Pavlopoulos et al. (2008) is also related to the current study, as it identified 

visualization tools that can be used in biological network analysis. The authors examined 

the tools’ functionalities, strengths and limitations and how they could be improved for data 

integration and information sharing. It was found that each visualization tool has specific 

features that vary in how it deals with the identified challenges. While several visualization 

tools were analysed, the authors recommended the use of Ondex, Pivot, and Medusa as 

integrative tools for solving the issue of data heterogeneity, Cytoscape and BioLayout 

Express 3D to deal with sheer mass issues, tools like Medusa for systems biology data, Pajek 

for system recognition, and Osprey for the visualization of biological functions with a 

comparative focus. 

Ali et al. (2016) focused on big data visualization, tools, and challenges. The study’s main 

aim was to examine the importance of big data visualization and the challenges associated 

with the process and methods. The authors employed a qualitative method for the research 

and a comparison matrix to review the strengths and limitations of different popular 

visualization tools (Ali et al., 2016). The research found that the visualization of big data is 

necessary in today’s world, which involves the use of digital technologies and the daily use 

of data. Hence, considering the large volumes of data, traditional visualization methods are 

no longer sufficient to keep pace, and more advanced tools are needed to cater to the different 

characteristics of big data that offer better response times and performance and enhance 
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interactive visualization. They identified five popular and useful visualization tools, 

including Tableau, Gephi, Microsoft Power BI, Plotly, and Excel 2016, and suggested using 

them based on requirements. Ali et al. (2016) stated these tools are promising and effective 

for generating rich and interactive visualizations. 

In addition, Caldarola and Rinaldi (2017) surveyed big data visualization tools, the new 

paradigms, and the methodologies and tools used to visualise large datasets. Their study 

aimed to analyse the most commonly used visualization tools and techniques for large 

datasets and identify their functional and non-functional characteristics for the benefit of 

entrepreneurs and researchers (Caldarola & Rinaldi, 2017). The findings highlighted the 

flexibility of most of the tools, which are multi-platforms and built with APIs that facilitate 

easy access. Some of the tools they evaluated for visual analytics and visualization of big 

data were Gephi, Plotly, Cytoscape, Pajek, Tulip, and SocNetV (Caldarola & Rinaldi, 2017). 

In addition, Pavlopoulos et al. (2017) empirically compared visualization tools used for the 

analysis of large-scale networks. According to the authors, while there are several existing 

tools for the manipulation, visualization, and interactive exploration of such networks, only 

a few can scale up in accordance with modern information growth. Hence, they set out to 

identify some of the available network visualization tools that are suitable for the 

visualization, analysis and exploration of large-scale networks based on the point of view of 

a user (Pavlopoulos et al., 2017). They also examined the strengths and weaknesses of the 

identified tools based on different criteria, such as user-friendliness, scalability, memory 

efficiency, visual styles, and post-visualization capabilities. Among the wide range of tools 

examined, they recommended Tulip, Cytoscape, Gephi and Pajek, all of which are stand-

alone applications based on the user’s level of expertise (Pavlopoulos et al., 2017). 

Finally, Faysal and Arifuzzaman (2018) conducted a comparative analysis of large-scale 

visualization tools, which also relates to the current study. Their study aimed to identify 

popular visualization tools and factors that should be considered during visualizations and 

analysis of big data (Faysal & Arifuzzaman, 2018). They also examined the features and 

operations these systems supported to assess their performance and difficulties in visualising 

large networks. The tools selected for analysis included Cytoscape, Gephi, Pajek, SocNetV, 

and Tulip (Caldarola & Rinaldi, 2017). The analysis found that all of the tools can display 

and analyse large networks, although there are various degrees of applicability and 

scalability.  
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Overall, all the studies described above showed that data visualization tools are useful for 

visualising biological networks. These tools include Cytoscape, Pathway Studio, PATIKA, 

VisAnt, ProViz, BioLayout Express 3D, tools like Medusa for systems biology data, Pajek, 

Osprey, Tableau, Gephi, Microsoft Power BI, Plotly, Excel 2016, SocNetV, and Tulip, (Ali 

et al., 2016; Caldarola & Rinaldi, 2017; Faysal & Arifuzzaman, 2018; Pavlopoulos et al., 

2008, 2017; Suderman & Hallett, 2007). 

2.6. Summary  
This chapter has reviewed 13 visualization tools, including Cytoscape, Osprey, Medusa, 

ProViz, CN-Plot, Ondex, MAPMAN, Pajek, MetaSHARK, BioLayout Express3D, 

Arena3D, CellNetVis, and Gephi. The tools cater to different disciplines, including biology, 

genomics, and complex system analysis. Accordingly, reviewing them strengthens the 

understanding of visualization applications across different fields. Additionally, each of the 

reviewed tools has unique features that are specific to their application domains and 

reviewing them helps the researcher understand their advantages and disadvantages and 

select the right ones for the current project. Visualization tools help users interpret data, 

recognise patterns, and gain insights. As this study involves complex data, these tools will 

be invaluable for uncovering existing but meaningful relationships. For instance, tools like 

Cytoscape and Gephi are widely used to visualise and analyse biological networks, such as 

PPI networks. Thus, understanding them is critical to the current project, as they are 

beneficial for understanding interactions in the network analysis conducted in this study. 

Additionally, this chapter has provided a broad review of visualization tools that are relevant 

in different domains, which can help other researchers with comparative analysis and help 

them choose the most relevant tools for their projects. Furthermore, it has been demonstrated 

that visualization tools can help users interpret data, identify patterns and gain insights into 

complex data. This can strengthen understanding of visualization applications across 

different fields and promote their use.   

The analysis above in sections 2.1 to 2.2 provides the methods, tasks, and patterns that can 

enhance the usability of complex biological networks, which answers research question 1.1 

and objective 1. The analysis above in section 2.3 provides the different network 

visualization tools and techniques used for biological data. These applications include 

Cytoscape, Osprey, Medusa, ProViz, CN-Plot, Ondex, MAPMAN, Pajek, and 

MetaSHARK. Therefore, this answers research question 1.2 and objective 1.  
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Chapter 3: Interestingness Measures and Factors Impacting 
Visualization 

This chapter starts by explaining the interestingness measures in detail and then discusses 

the factors considered when evaluating visualization tools using interestingness measures. 

The measures are grouped into two categories: general evaluation and heuristic factors. For 

the general evaluation, the factors included filtering tools, plugins, visual styles, advanced 

search, free or open source, efficient layout algorithms, scalability, different file formats, 

text mining, user input and customisation, graph analysis, feedback to users, strength, 

runtime performance, and user-friendliness. The heuristic factors were information coding 

or encoding, flexibility, orientation and help, minimal actions, prompting, consistency, 

spatial organisation, recognition rather than recall, removing the extraneous, and dataset 

reduction. The identified factors and their associated link with the interestingness measures 

are also provided in this chapter. These general and heuristic factors were evaluated to 

determine their importance for inclusion in visualization tools for complex biological 

networks, and the results can be found in Chapter 4. 

3.1. Interestingness Measures 
The concept of measuring interest is crucial in areas such as data visualization, information 

retrieval, recommending content, and designing user interfaces (Tan et al., 2002). The 

measurement of interestingness helps determine which information or content is most likely 

to attract the user's attention and fulfil their requirements. For instance, comprehending what 

users consider interesting in content recommendation systems allows the system to offer 

customised suggestions, thereby improving user satisfaction. When creating data 

visualizations, measuring "interestingness" helps guarantee that the visual display of data 

effectively conveys important findings and captivates the audience (Gupta and Chandra, 

2020). It significantly contributes to enhancing user experience on different digital channels 

by customising content to align with user preferences and needs. 

3.1.1. Key Attributes of Interestingness Measurement 
The key attributes of interestingness measurement are provided below.  

1. Relevance: This attribute assesses the extent to which the information aligns with the 

user's interests, inquiries, or needs (Bobi et al., 2023). Content that closely corresponds 

to the user's present circumstances or search query is more likely to capture and maintain 

their interest. 



29 
 

2. Novelty: The importance of the information lies in its originality or surprise factor. 

Original content grabs attention by presenting something new or unusual, piquing the 

user's interest and involvement. People are naturally attracted to material that provides 

innovative viewpoints or unfamiliar knowledge (Bhatnagar et al., 2008). 

3. Surprise: This evaluates how much the information differs from what the user 

anticipates. Unexpected information can be very captivating as it questions assumptions 

or introduces an unforeseen turn, which makes the content more memorable and 

captivating (Gkitsakis et al., 2024). 

4. Utility: The significance of information's practical utility is a key factor in determining 

its level of interest. Users highly value information that assists them in reaching 

objectives, resolving issues, or making well-informed decisions (Stansfield et al., 2006). 

Content that offers tangible advantages or addresses users' needs is more likely to be 

found interesting. 

5. Aesthetic Appeal: Considering the visual and structural appeal of how information is 

presented is crucial. Thoughtfully crafted visuals, well-organized layouts, and attractive 

formats can elevate the perceived appeal of the data (Van der Geest and Van Dongelen, 

2009). Visually pleasing presentations have the potential to improve accessibility and 

enjoyment of the information, ultimately leading to increased user engagement (Van der 

Geest and Van Dongelen, 2009). 

Considering these important qualities when measuring "interestingness" enables a more 

thorough assessment of the potential of content to captivate users. In data visualization, it's 

vital to ensure that the data is essential, practical, and displayed uniquely and visually 

attractive to increase user engagement and interaction. Likewise, in systems that recommend 

content, grasping and utilizing these characteristics can improve personalization endeavors, 

resulting in more impactful and gratifying user interactions. By focusing on these 

characteristics, designers and developers can produce content and interfaces that more 

effectively address user requirements and desires, increasing involvement and contentment. 

3.1.2. Methods of Interestingness Measurement 
The following is the list of methods of interestingness measurement. 

1. User Feedback: One way to directly measure how engaging something is to gather user 

input through different feedback channels. Getting input through surveys, ratings, and 

comments is a valuable way to understand how users perceive content. This method 
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enables users to express their likes, dislikes, and preferences, providing insight into what 

aspects of the content engage them or need improvement (Xin et al., 2006). User input 

can be collected at various points of engagement, offering instant responses and lasting 

views on the appeal of the content. 

2. Behavioural Analysis: This approach examines how users behave to determine what 

they find engaging. Important measures such as click-through rates, dwell time (the 

duration users spend on specific content), and interaction patterns (such as shares, likes, 

or comments) can provide insight into user engagement levels. By studying these 

actions, experts and creators can pinpoint which material engages users the most. For 

instance, content that keeps users on the page for longer or receives frequent interactions 

is likely more captivating (Huynh et al., 2005). Analysing behaviour offers a data-

oriented method for grasping user preferences without needing direct feedback from 

users. 

3. Content Analysis: One alternative method is to evaluate the inherent qualities of the 

material, such as complexity, uniqueness, and relevance, to determine its potential 

attractiveness. Content analysis includes assessing how thorough the information is, how 

unique the insights are, and how relevant the content is to the user's needs and 

preferences. This method helps identify the natural qualities that make content engaging 

and can be used to improve and refine future content (Naveed et al., 2011). 

4. Algorithmic Approaches: Using machine learning models and algorithms can greatly 

improve the measurement of what is considered interesting. These methods utilise past 

data and individual user information to foresee and order content appeal. By examining 

user behaviour patterns and trends, algorithms can produce tailored content suggestions 

that are anticipated to be engaging for each user (Vaillant et al., 2004). Machine learning 

models can constantly learn and adjust using new data, enhancing the accuracy and 

significance of predictions over time. 

To effectively measure what makes content engaging and how to customise it to meet user 

preferences, it is essential to utilise a mix of user feedback, behavioural analysis, content 

analysis, and algorithmic approaches. Each method provides valuable perspectives that, 

when combined, offer a thorough understanding of interestingness. 

3.1.3. Importance of Interestingness Measurement 
Following is the list of identified importance of interestingness measurement for the system.  
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1. Enhanced User Engagement: Analysing interest is fundamental in data visualization, 

information retrieval, content recommendations, and user interface design. It involves 

assessing the level of user engagement, significance, and practicality of information or 

content to determine its appeal and usefulness. Key attributes of interest measurement 

include relevance, novelty, surprise, utility, and aesthetic appeal. Considering these 

attributes leads to a better understanding of how content captivates users. Methods for 

measuring interest include user feedback, behavioural analysis, and content analysis, 

offering valuable insights into user engagement and preferences (Arapakis et al., 2017). 

2. Improved Efficiency: The assessment of interest level aids users in swiftly locating the 

most suitable information, thus enhancing the efficiency of their interaction with the 

system. By enabling users to readily access highly applicable content to their 

requirements, they can achieve their objectives more quickly and with minimal effort. 

Systems must be efficient in information-heavy settings where users might feel swamped 

by the amount of content. By emphasising the most engaging and pertinent information, 

systems can make the user experience more efficient and lessen the cognitive burden 

(McGarry, 2005). 

3. Personalization: Adapting systems to suit each user's unique preferences is a major 

benefit of measuring interestingness. Understanding the specific interests of each user 

allows systems to deliver a more tailored and enjoyable experience (Riegger et al., 2021). 

Personalised content recommendations can significantly enhance user happiness by 

presenting information that closely aligns with their interests and needs. Tailoring 

experiences creates a feeling of closeness between the individual and the system, 

resulting in a higher chance of sustaining long-lasting involvement and commitment 

(Riegger et al., 2021).  

4. Better Decision-Making: Emphasizing crucial and convincing data is vital to help users 

make informed decisions. It is essential to obtain the most relevant and interesting 

information, whether for professional purposes like data analysis and business 

intelligence or for personal use, such as making decisions about entertainment. 

Measuring the level of interest serves to shield users from an overload of irrelevant data, 

enabling them to focus on the most crucial information and thus make more informed 

decisions (Celotto et al., 2019). 

5. User Satisfaction: Generating and delivering relevant and engaging content is closely 

associated with an increase in overall user satisfaction and loyalty. People tend to have 

a better experience on a platform when they consistently find content that matches their 
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interests and needs (Siro et al., 2023). When people regularly come across content that 

aligns with their interests and requirements, they are more likely to positively engage 

with the platform. It is vital for the continued success of any digital platform or service 

to maintain elevated levels of user satisfaction. This makes the measurement of interest 

a vital element of user experience strategy. 

In summary, assessing interestingness is crucial for boosting user involvement, enhancing 

effectiveness, enabling customisation, facilitating informed decision-making, and 

improving user contentment. By paying attention to these elements, platforms can generate 

more engaging and impactful user interactions, leading to greater achievement and 

expansion. 

3.1.4. Applications of Interestingness Measurement 
Following is the list of applications of interestingness measurements.  

1. Search Engines: Assessing what is considered interesting is crucial for enhancing the 

precision of search results. Search engines can offer users more valuable and compelling 

content by giving more importance to showing more engaging and relevant results. It 

enhances user satisfaction and productivity by allowing individuals to locate the required 

information quickly without sifting through irrelevant search results. Search engines can 

improve user satisfaction and effectiveness by giving more importance to captivating 

and pertinent content (Pon et al., 2011). This simplifies the process for users to find the 

information they require without going through irrelevant search results. 

2. Content Recommendation Systems: Assessing the level of engagement with content 

on platforms such as streaming services, news websites, and social media can 

significantly improve the precision of recommendations. These systems can improve 

user engagement and satisfaction by recommending content that matches the interests 

and preferences of individual users. One way to generate personalised content 

recommendations is by utilising machine learning models to analyse previous 

behaviours, preferences, and interaction patterns (De Gemmis et al., 2015). This could 

improve the attractiveness of the content for users, leading to higher platform 

involvement and stronger commitment. 

3. Data Visualization: Considering interestingness measurement in data visualization is 

essential to create visualizations that effectively emphasise the most compelling and 

valuable data points. This guarantees that users can easily understand important 
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observations and patterns without feeling swamped by unnecessary details (Otten, Chen 

and Drewnowski, 2015). Data visualizations can effectively convey intricate information 

interestingly and understandably by emphasising relevance, originality, and aesthetic 

attractiveness (Otten et al., 2015). This can ultimately assist in improving comprehension 

and decision-making. 

4. Educational Platforms: Educational platforms must assess the engagement and interest 

of each learner to tailor learning materials to their needs effectively. Adapting the content 

to match the preferences and requirements of the learners can enhance their motivation, 

memory, and overall educational outcomes on learning platforms. Adaptive learning 

platforms can use measures of interest to suggest materials, tasks, and appropriate and 

captivating evaluations, thereby assisting individualised learning paths and enhancing 

educational impact (Valsamidis et al., 2011). 

In general, assessing intriguing content improves the efficiency and user satisfaction of 

different online platforms by guaranteeing that the material and details are captivating, 

pertinent, and customised to specific requirements and preferences. 

3.2. General Evaluation Factors 
This section provides complete information regarding the general evaluation factors 

identified from the literature.  

3.2.1. Filtering tools 
In network visualization, filtering refers to the removal of nodes and edges that are 

considered less important or relevant for the analysis. According to Heberle et al. (2017), 

filtering is one of the options for improving network layouts. Freeman et al. (2007) also used 

a filtering tool to eliminate redundant probe sets in a genetic locus. Filtering tools also 

improve compatibility among various file formats in visualization systems, thereby aiding 

in the smooth integration and handling of different data types in network analysis. Table 3 

presents two articles that used filtering tools as an evaluation factor in this study.  

Table 3:Articles showing the filtering tools used for evaluation or review 

Reference What did they use this factor 

for? 

What tools were 

evaluated using 

this factor? 

What was the outcome? 

Baitaluk et 

al. (2006) 

Filtering by the combination of 

attributes or node types. 

Cytoscape and 

VisANT 

While Cytoscape has flexible filters with 

different nodes and edge attributes, 
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VisANT has several available ‘select’ 

filters. 

Yeung et al. 

(2008) 

The filters served as a more 

complex and flexible search 

method than Quick Find. 

Cytoscape The numerical attributes were filtered to 

determine the minimum and maximum 

values, and the nodes and edges within this 

range were identified. 

3.2.2. Plugins 
Plugins are additional features in visualization tools that can be seamlessly integrated into 

the network analysis tools. They are important in network visualization and analysis, as they 

are an important means for advanced users to extend and customise the applications. Several 

plugins, such as the Biological Networks Gene Ontology (BINGO) plugin, can be used to 

perform an analysis in a represented network. Table 4 shows two articles included in this 

study that focused on plugins as a factor for evaluation. 

Table 4: Articles on plugins 

Reference What did they use this factor for? What tools were 

evaluated using this 

factor? 

What was the outcome? 

Schneider 

(2013) 

This gave the users the means to 

perform sophisticated analyses and 

elaborated representation features. 

Cytoscape  The tool assisted in accessing PPI 

repositories and the BINGO plugin for 

the GO enrichment evaluation of the 

resulting network. 

Cline et al. 

(2007) 

It was used to extend the 

functionality of the selected 

visualization tool.  

Cytoscape, Osprey, 

VisANT, GenMAPP, 

BioLayout 

Express3D, 

PATIKA, 

CellDesigner, 

PIANA, ProViz 

Additional functionality in areas such 

as download services and data 

integration.  

3.2.3. Visual styles 
A graphical representation is needed when visualising complex networks. This important 

feature of visualization tools enables users to easily modify the visual appearance of a 

visualised network. Table 5 presents two articles focusing on visual styles, such as graphical 

representation and colours, to visualise graphical networks.  
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Table 5: Articles showing visual styles 

Reference What did they use this 

factor for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Kohl et al. 

(2011) 

It was used to change 

the graphical 

appearance of the 

visualised network. 

ProViz, VANTED, 

Cytoscape. 

While most tools support a GUI to improve 

functionality, the functionality offered by 

most tools is often insufficient for the 

specified tasks. 

Cline et al. 

(2007) 

It was used to create 

experimental data in a 

network context.  

Cytoscape The expression data were mapped to node 

colours. 

3.2.4. Advanced search 
The advanced search feature is another relevant factor in identifying patterns in research 

databases. Table 6 shows two articles that identified visualization tools with advanced 

search, including Cytoscape, VisANT, Ondex Web. and Cytoscape Web. 

Table 6:Articles focusing on the advanced search feature 

Reference What did they use this factor 

for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Baitaluk et 

al. (2006) 

It was used to select the analytical 

search tools to locate direct 

interactions and covering 

pathways.  

Cytoscape and VisANT Cytoscape enables node name 

search on the graph, whereas no 

search option is available in 

VisANT. 

Taubert et al. 

(2014) 

It was used to enter keywords or 

find information on regular 

expressions in the loaded network. 

Ondex Web and Cytoscape 

Web 

It helps the user obtain 

information relevant to the 

network inputs. 

3.2.5. Free/open source 
This refers to an application whose source code is made available to the public to allow users 

to view, modify, and freely distribute the code. This distribution model promotes the 

availability and affordability of visualization tools without the need for financial 

considerations. This factor is also necessary for users to quickly make decisions concerning 

combining multiple tools for effective results. While there are several open-source network 
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visualization systems, most are issued under a GNU or GPL license and are freely available. 

For academic use (not commercial exploitation). Table 7 presents two relevant articles which 

focus on free/open-source visualization tools. 

Table 7:Articles that focused on free/open source solutions 

Reference What did they use this 

factor for? 

What tools were evaluated 

using this factor? 

What was the outcome? 

Cline et al. 

(2007) 

This allowed the use of 

the software and feature 

extension through 

programming. 

Cytoscape, Osprey, VisANT, 

GenMAPP, BioLayout 

Express3D, PATIKA, 

CellDesigner, PIANA, 

ProViz. 

The Cytoscape visualization tool 

integrated the networks with gene 

expression and other functional 

attributes.  

Faysal and 

Arifuzzaman 

(2018)  

It was used for 

integrating, visualising, 

and analysing network 

data. 

SocNetV, Cytoscape and 

Gephi, Tulip, Pajek 

They are all free and open-source 

programmes, except Pajek, which 

has commercial and non-commercial 

versions. 

3.2.6. Efficient layout algorithms 
This factor refers to layout methods, which are necessary elements of network visualization 

tools. A combination of different layout algorithms makes a network visualization tool an 

effective option for creating graph layouts. According to Suderman and Hallett (2007), one 

of the essential features of a network visualization tool is its ability to construct network 

layouts automatically. Examples of common layout algorithms that are used include force-

directed, simple, Fruchterman and Reingold, tree, hierarchical, and multilevel, planar layout 

algorithms. While some of these layout methods are simple and conventional, such as the 

circular and grid layouts and the force-directed layout algorithms, other new algorithms are 

available, such as the multilevel layout algorithm, which offers improved performance with 

large-scale networks. Moreover, as noted by Pavlopoulos et al. (2017), a fast layout in large-

scale network analysis is a form of restriction, as the layout algorithms that are most 

sophisticated end up becoming memory greedy and, therefore, require a lengthy running 

time to reach completion. Table 8 presents two articles that identified visualization tools that 

support efficient layout algorithms, including Cytoscape, Gephi, Cytoscape, Tulip, and 

Pajek. 
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Table 8:Articles that focused on efficient layout algorithms 

Reference What did they use this 

factor for? 

What tools were 

evaluated using this 

factor 

What was the outcome? 

Yeung et al. 

(2008) 

To move the positions 

of the network nodes 

and edges and reduce 

overlap. 

Cytoscape Applying the layout to the network produced 

a more vivid visual representation of data 

and made the network structure more 

interpretable. 

Pavlopoulos et 

al. (2017) 

To construct graph 

layouts. 

Gephi, Cytoscape, 

Tulip, Pajek 

Most tools have several sophisticated layout 

algorithms, although Tulip is highly 

recommended. 

3.2.7. Scalability  
Scalability in visualization tools is the ability to handle and effectively perform with 

different sizes and complexities of data. It helps to assess the effectiveness of the tool in 

accommodating larger datasets and more intricate structures while maintaining an 

acceptable performance level. In the comparison conducted by Faysal and Arifuzzaman 

(2018) regarding the scalability of their selected network visualization tools to large 

networks, they examined the memory consumed by the systems in megabytes and the 

number of seconds it takes in reading and displaying time by the selected tools. There is, 

therefore, a need for visualization tools to employ new approaches to provide access to large 

datasets within end-user limitations (Suderman & Hallett, 2007) to make the visualization 

function effective. Table 9 identifies two articles focusing on the scalability of the 

visualization tools. 

Table 9: Articles that focused on scalability tools 

Reference What did they use this 

factor for? 

What tools were 

evaluated using 

this factor? 

What was the outcome? 

Pavlopoulos et 

al. (2017) 

It was used for basic 

visualizations of large 

networks. 

Gephi, Cytoscape, 

Tulip, Pajek. 

While Tulip is preferred for medium-scale 

networks, it is not as scalable as Gephi. 

Cytoscape does not scale well for large-scale 

analysis, whereas Pajek outperforms other 

tools and offers the highest scalability for 

network visualizations. 
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Faysal and 

Arifuzzaman 

(2018) 

It was used to determine 

the ability and time it 

would take the 

visualization systems to 

read and display large 

networks. 

SocNetV, 

Cytoscape Gephi, 

Pajek, Tulip 

They identified Gephi and Cytoscape as 

effective tools for scaling very large networks 

because the tools can read and visualise all of 

the networks presented in the table. 

 

3.2.8. Different file formats 
This is a crucial factor to consider, as one of the challenges with most visualization tools is 

the complexity of input data. Most network graphs specify their input file formats in order 

to load and store networks. As a result, different tools cannot be easily used with similar 

datasets since the datasets need to be reformatted each time in line with the specific tool. 

This makes it difficult to explore the use of the different tools and the benefits of their 

complementary strengths. Further, while some visualization tools have strict file input 

formats, some offer various input format options. This factor is also important because it 

helps determine the file format that is acceptable or compatible with a specific network 

visualization system. The most commonly used file formats are BioPAX, SBML, PSI-MI, 

and CML. According to Pavlopoulos et al. (2017), visualizations should be able to load and 

store data in widely accepted file formats. Table 10 identifies three articles focusing on file 

formats evaluated with visualization tools.  

Table 10:Articles focusing on file formats and visualization tools 

Reference What did they use 

this factor for? 

What tools were evaluated 

using this factor? 

What was the outcome? 

Cline et al. 

(2007) 

To import and export 

data into the system. 

Cytoscape, Osprey, VisANT, 

GenMAPP, BioLayout 

Express3D, PATIKA, 

CellDesigner, PIANA, 

ProViz. 

Create an image file of the network data 

using Cytoscape. 

Pavlopoulos 

et al. (2017) 

It was used to 

describe the network 

structure. 

Gephi, Cytoscape, Tulip, 

Pajek. 

Cytoscape is the most suitable, as it accepts 

several input file formats, compared to 

Gephi and Tulip, while Pajek is the least 

suitable because it is not flexible in its input 

file format. 
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Faysal and 

Arifuzzaman 

(2018) 

To support diverse 

file formats. 

 

SocNetV, Cytoscape Gephi, 

Pajek, Tulip 

Compared to the other tools with diverse 

file formats, Pajek only supports files in 

Pajek.net format. 

3.2.9. Text mining 
Text mining is the process of extracting meaningful and valuable information from 

unstructured text data. It can also be called data analytics, as different techniques and 

algorithms are used to analyse, extract, and interpret patterns from a large collection of text-

based data (West and Bhattacharya, 2016). It could entail assessing how well the tool can 

extract meaningful patterns and information from data and visually represent the data. Table 

11 describes the text mining evaluation tools identified in one article, including Cytoscape, 

VANTED, and ProViz. 

Table 11: Text mining and visualization tools 

Reference What did they use this 

factor for? 

What tools were 

evaluated using this 

factor 

What was the outcome? 

Kohl et al. 

(2011) 

This helped to derive high-

quality information from the 

specified texts. 

Cytoscape, VANTED, 

ProViz. 

This selected tool provided flexible 

and advanced text mining capabilities. 

3.2.10. User input and customisation 
User input and customisation refers to the ability of users to interact with and tailor the visual 

representation of data based on their specific needs and preferences. This is a functionality 

that enhances the flexibility and usability of visualization tools, as it permits users to refine 

the visual output based on the focus of the analysis. Table 12 shows an article identifying 

the user and input factors used in evaluating the Pathway Studio, Osprey, Cytoscape, ProViz, 

VisANT, and PATIKA visualization tools. 

Table 12:User input and customisation and visualization tools 

Reference What did they use this factor 

for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Suderman 

and Hallett 

(2007) 

It allows users to extend the 

application and customise the 

Pathway Studio, Osprey, 

Cytoscape, ProViz, 

VisANT, PATIKA. 

While most tools support a GUI 

to improve functionality, the 

functionality offered by most 
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network input according to their 

needs. 

tools is often insufficient for the 

specified tasks. 

3.2.11. Graph analysis 
This factor involves the examination and interpretation of graphs, as they are mathematical 

structures that represent relationships between entities. Visualization tools with graph 

analysis capabilities can allow users to explore visually complex networks, helping to reveal 

patterns, structures, and insights present in a particular dataset. Table 13 presents an article 

identifying the graph analysis factor used to evaluate visualization tools, such as Cytoscape, 

MAPMAN, Ondex, PATIKA, and Osprey. 

Table 13: Graph Analysis factor and Visualization tools 

Reference What did they use this 

factor for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Kohler et al. 

(2006) 

This was used for the 

exploration and 

interpretation of biological 

data. 

Cytoscape, MAPMAN, 

Ondex, PATIKA, Osprey 

Unlike other graph-based systems, 

Ondex supported mapping and 

automated data linking from various 

heterogeneous data sources. 

3.2.12. Feedback to users 
This mechanism is used to report the analysis and visualization of the operation process or 

outcome to the concerned users. Some visualization tools offer this specific feature with 

options to print, save, or copy the reports as and when needed. Faysal and Arifuzzaman 

(2018) considered this a necessary tool for network visualization (see Table 14). 

Table 14:Feedback to users and visualization tools 

Reference What did they use this 

factor for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Faysal and 

Arifuzzarman 

(2018) 

It was used as a reporting 

strategy, with options for 

users to print, save, or 

copy the reports. 

Gephi, SocNet, 

Cytoscape, Tulip. 

Only Gephi and SocNet were found to 

have good reporting strategies. Tulip and 

Cytoscape only offer limited options for 

users to save the resultant graphs from the 

operations in specific formats. 
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3.2.13. Strength 
There are positive features that make a visualization tool effective and valuable for a certain 

purpose. Visualization strength adds to the usability, utility, and overall impact of the tool in 

terms of assisting users in understanding and interpreting data. Table 15 presents one article 

that reported the use of a strength factor in evaluating visualization tools. 

Table 15:Strength factor and visualization tools 

Reference What did they 

use this factor 

for? 

What tools were 

evaluated using 

this factor? 

What was the outcome? 

Pavlopoulos et 

al. (2017) 

This factor was 

used to determine 

the strong points 

of the selected 

tools, which are 

different from 

other available 

tools. 

Medusa, 

Cytoscape, 

BioLayout 

Express3D, 

Osprey, Ondex, 

ProViz, PIVOT, 

PATIKA, Pajek.  

The strength of Pajek is its variety of layout algorithms, 

while PIVOT, Medusa, and ProViz are best suited for 

PPI visualization. PATIKA enables efficient 

visualization of transitions, BioLayout Express3D offers 

various approaches to microarray data analysis, and the 

filtering capabilities of Osprey make it a powerful tool 

for network manipulation. Ondex’s strength is 

combining heterogeneous data types in one network, 

while Cytoscape's strength is its visualization of 

molecular networks. 

3.2.14. Runtime performance 
Runtime performance refers to how efficiently and rapidly the tool can process, render, and 

show visual representations of data while executing an application. This is related to the 

speed of the network visualization system in delivering user projects. Table 16 shows an 

article that reported the use of runtime performance to evaluate various visualization tools, 

such as Cytoscape, Gephi, Tulip, Pajek, and SocNetV.  

Table 16:Runtime performance factor and visualization tools 

Reference What did they use this factor 

for? 

What tools were evaluated 

using this factor? 

What was the outcome? 

Faysal and 

Arifuzzaman 

(2018) 

This factor was used to evaluate 

the tools’ community detection 

ability, layout algorithms, and 

measures of prominence.  

Cytoscape, Gephi, Tulip, Pajek, 

and SocNetV 

This factor was used to 

exclude other 

visualization tools that 

did not possess this 

feature, such as SocNetV 

and Cytoscape. 
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3.2.15. User-friendliness 
A user-friendly interface will facilitate easy accessibility, analysis, and quick network 

visualizations. Table 17 identifies an article that reported user-friendliness factors used to 

evaluate different visualization tools, such as Cytoscape, Pajek, Gephi, and Tulip. 

Table 17: User-friendliness factor and visualization tools 

Reference What did they use this factor 

for? 

What tools were 

evaluated using this 

factor? 

What was the outcome? 

Pavlopoulos et 

al. (2017) 

To implement user-friendly 

interactive tools. 

Cytoscape, Pajek, 

Gephi, Tulip 

Tulip is the strongest in terms of user-

friendliness, compared to Gephi and 

Cytoscape, which are good and 

medium in user-friendliness, while 

Pajek is weaker.  

3.3. Heuristics Evaluation Factors 
Heuristic factors are guidelines that individuals adopt in solving problems, making decisions 

and simplifying complex tasks (Gigerenzer and Gaissmaier, 2011). They are shortcuts 

adopted by people when facing uncertainty or incomplete information. They are commonly 

used in biological network analysis, particularly because they provide practical and 

computationally efficient approaches to complex problem-solving. Particularly, heuristic 

factors are used in this study because they offer computational efficiency; since biological 

networks can be massive and complex, heuristic algorithms provide a faster solution 

compared to exact algorithms, which then makes them more useful in handling large-scale 

network data timely. Heuristic factors are critical in the current research because they guide 

the design and implementation of effective biological network visualizations. For instance, 

in terms of user-centric design, the factors help to prioritise the needs and preferences of 

end-users while designing the tool. 

Table 18 below identifies three articles that reported heuristic-evaluated factors that were 

used in visualization tools called visualization heuristics, such as information coding, 

flexibility, orientation and help, minimal actions, prompting, consistency, spatial 

organisation, recognition rather than recall, removing the extraneous, and data set reduction.  
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Table 18:Heuristic evaluation factors and visualization heuristics 

Visualization 

Heuristics 

Authors Description 

Information 

Coding 

 

Forsell and Johannson 

(2010) 

The use of realistic techniques and additional symbols to improve 

information perception. 

Vaataja et al. (2016) 

 

It is useful for information visualization by mapping data objects to visual 

elements, such as graphics, symbols, and visual cues. 

Williams et al. (2018) The mapping of datasets to visual elements. 

Flexibility Forsell and Johannson 

(2010) 

Refers to how the interface can easily adapt to the specific needs of users. 

Vaataja et al. (2016) 

 

Flexibility in network visualizations refers to easy access and available 

means for users to customise the interface of the visualization tools to 

understand the processes, working strategies, and task requirements. 

Williams et al. (2018) The system should provide options for the user to achieve the same goal 

using different tasks or steps.  

Orientation 

and Help 

 

Williams et al. (2018) 

 

Functions that support users in controlling the levels of detail, action, and 

representation of additional information. 

Forsell and Johannson 

(2010) 

This involves providing functions to support users in controlling a wide 

range of details. 

Vaataja et al. (2016). 

 

Using undo/redo options and additional functional information enables 

users to navigate the system easily to visualise or analyse a complex 

network. 

Minimal 

actions 

Vaataja et al. (2016). 

 

This refers to the extent of workloads based on the number of actions 

required to complete a task. 

Prompting Forsell and Johannson 

(2010) 

This refers to using a guide or prompts to support users in taking specific 

actions and providing alternatives within the system. This can be done 

through data entry or by serving as a guide in performing other tasks. 

Consistency Forsell and Johannson 

(2010) 

 

Describes how the choice of interface designs, such as naming, formats, 

codes, and procedures, are maintained in a similar context in a way that 

differs from that when applied in different contexts. 

Vaataja et al. (2016). 

 

This enables the system to become more predictable and improves 

learning and generalisations, including errors with the use of the system. 

Spatial 

Organisation 

Forsell and Johannson 

(2010) 

 

 

This refers to the orientation available to users in the information space, 

efficiency in space usage, distribution of layout elements, legibility and 

precision, and alteration of the visual elements. 

Williams et al. (2018) The overall layout of a visual representation is used to analyse the ease 

of locating an information element on the display. 
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Recognition 

rather than 

recall 

Vaataja et al. (2016) 

 

Used to reduce users’ memory load by making actions, instructions, and 

objects more visible and easier to recognise or retrieve. 

Forsell and Johannson 

(2010) 

To reduce the burden placed on users to recall information while 

visualising or analysing information or networks. 

Remove the 

extraneous 

Forsell and Johannson 

(2010). 

This involves presenting the largest amount of data with a small amount 

of ink by determining whether additional information will distract or 

limit the visualization process. 

Dataset 

reduction 

Forsell and Johannson 

(2010) 

 

This will help users to redirect their focus to more areas of interest or 

relevance and understand the available datasets. 

Vaataja et al. (2016) Features are included in a system to reduce the dataset and improve their 

efficiency and ease of use through methods like filtering, clustering, and 

pruning. 

3.4. The link between Interestingness Measures and General and 
Heuristic Factors 

Interestingness measurement is closely linked to both general evaluation factors and 

heuristic factors in the context of data visualization and user interfaces. The overall 

assessment criteria include broad elements like accuracy, relevance, and thoroughness, 

ensuring that the material effectively meets users' informational needs. Meanwhile, heuristic 

factors involve intuitive guidelines such as simplicity, clarity, and visual attractiveness, 

guiding the creation of user-friendly interfaces and visual representations that are functional 

and engaging. Integrating the measurement of interest with these factors allows designers 

and developers to create data visualizations and user interfaces that are both informative and 

captivating, enhancing the overall user experience. This comprehensive approach ensures 

that content is relevant, accurate, engaging, and easy to use.  

General Evaluation Factors 

1. Filtering Tools: Effective filtering tools can help isolate interesting data by 

removing irrelevant or less attractive information. 

2. Plugins: Plugins can extend the functionality of systems to capture and measure what 

users find interesting better. 

3. Visual Styles: Attractive and clear visual styles can enhance the perceived 

interestingness of data by making it more accessible and engaging. 

4. Advanced Search: Advanced search capabilities enable users to find interesting 

information more quickly and accurately. 
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5. Free/Open Source: Open-source tools often have community-driven improvements 

that can enhance interestingness through collaborative innovation. 

6. Efficient Layout Algorithms: Efficient algorithms guarantee that the most 

captivating information is displayed in a visually attractive and easy-to-comprehend 

format. 

7. Scalability: Systems that efficiently manage large datasets can preserve valuable 

patterns amidst abundant data. 

8. Different File Formats: Expanding the range of supported file formats enables 

greater flexibility and thoroughness in data analysis. 

9. Text Mining: Text mining methods can reveal intriguing patterns and trends within 

written data.  

10. User Input and Customization: Enabling users to enter their preferences and 

personalise the interface guarantees that the most captivating information stands out. 

11. Graph Analysis: Graph analysis techniques can reveal exciting relationships and 

structures within data. 

12. Feedback to Users: Feedback helps users understand what is considered interesting 

and why, improving their interaction with the system. 

13. Strength: The robustness of a system contributes to its ability to present exciting 

data consistently. 

14. Runtime Performance: High performance ensures that users can quickly access 

interesting information without delays. 

15. User-Friendliness: A user-friendly interface enhances the overall experience, 

making interesting information more accessible. 

Visualization Heuristics 

1. Information Coding: Effective information coding (e.g., colour coding and 

symbols) makes it easier to identify interesting data points. 

2. Flexibility: Flexible systems can adapt to user needs, presenting exciting 

information in various formats and contexts. 

3. Orientation and Help: Clear orientation and help features guide users to exciting 

parts of the data. 

4. Minimal Actions: Reducing the number of actions required to access exciting 

information keeps users engaged and reduces frustration. 



46 
 

5. Prompting: Prompts can draw attention to potentially interesting data that users 

might otherwise overlook. 

6. Consistency: Consistent design and interaction patterns help users quickly identify 

and understand exciting information. 

7. Spatial Organization: Effective spatial data organisation ensures that exciting 

information is easily visible and understandable. 

8. Recognition Rather than Recall: Designing systems that facilitate recognition over 

recall helps users quickly identify exciting data. 

9. Remove the Extraneous: Eliminating extraneous details directs users' focus toward 

what is genuinely captivating. 

10. Dataset Reduction: Methods for condensing datasets to their most essential 

components help prevent users from being inundated with excessive amounts of data. 

In summary, interestingness measurement is integral to designing engaging, efficient, and 

user-friendly systems. It combines general evaluation factors and heuristic principles to 

ensure that the most relevant and captivating information is effectively highlighted and 

accessible to users. 

 

3.5. Summary 
This section discussed the factors considered in evaluating visualization tools, which are 

classified as general evaluation and heuristic factors. For the former, the study adopted 

factors including filtering tools, plugins, visual styles, advanced search, free/open source, 

efficient layout algorithms, scalability, different file formats, text mining, user input and 

customisation, graph analysis, feedback to users, strength, runtime performance, and user-

friendliness. Each of these factors was examined in line with the literature. For instance, 

Cytoscape and VisAnt were the tools evaluated in terms of advanced search, and the 

literature showed that Cytoscape enables node name searches on graphs, whereas no search 

option is available in VisANT. Gephi, Cytoscape, Tulip, and Pajek were used in the literature 

to evaluate different file formats. Cytoscape was found to be the most suitable, as it accepts 

more input file formats than Gephi and Tulip, while Pajek accepts the least. Regarding 

heuristic factors, the study adopted visualization heuristics, including coding, flexibility, 

orientation and help, minimal action, prompting, consistency, spatial organisation, 

recognition rather than recall, and removing the extraneous and dataset reduction. These 
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were described in different studies. For instance, information coding refers to the use of 

realistic techniques and additional symbols to improve information perception, while 

flexibility involves easy access and available means for users to customise the visualization 

tool interface to understand the processes, working strategies, and task requirements better. 

Basically, through the application of the two major types of evaluation on widely used 

visualization tools such as Cytoscape, VisANT, Gephi, Tulip, and Pajek. Cytoscape was 

found to be the most suitable for most of the factors, while VisANT and Pajek were the least 

relevant. It was also discovered that the tools had different advantages and disadvantages. 

However, this depends on the data type and size, including the users’ tasks and goals and 

the level of customisation and flexibility needed. These, therefore, contribute to the field of 

visualization research by providing a systematic framework for the evaluation of the tools 

and insights to improve the designs and development of future tools.  

Sections 3.1 and 3.2 show how the concept of interestingness and visualization support 

complex biological networks. The interestingness measures were grouped into the general 

evaluation and heuristic factors. The analysis shows that the concepts interestingness and 

visualization support complex biological networks through filtering tools, plugins, visual 

styles, advanced search, free or open source, efficient layout algorithms, scalability, different 

file formats, text mining, user input and customisation, graph analysis, feedback to users, 

strength, runtime performance, and user-friendliness, information coding or encoding, 

flexibility, orientation and help, minimal actions, prompting, consistency, spatial 

organisation, recognition rather than recall, removing the extraneous, and dataset reduction. 

Therefore, this answers research question 2.1 and objective 2. Similarly, the different 

application patterns of the visualization techniques for complex networks include 

Cytoscape, VisANT, GenMAPP, BioLayout, VANTED, PIANA, and Gephi, among others. 

This answers research question 2.2. and does justice to objective 2. 
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Chapter 4: Evaluation of the Factors 

This chapter aims to evaluate the general and heuristic factors identified in Chapter 3 of the 

literature in order to determine their importance and significance to users based on their 

perspectives revealed in their survey and interview responses. It also emphasises the 

importance of identifying the attributes that are most critical for the successful and efficient 

visualization of complex networks, and it assists developers in incorporating those factors when 

developing new tools. The evaluation used a mixed methodology, including interviews and 

surveys. An interview was used to gather qualitative data, and a survey was used to gather 

quantitative data. The questions are presented in the appendices I and II sections. The interview 

was conducted with 5 domain experts in biomedical sciences, genetic and molecular biology, 

immunology, laboratory research and molecular and cell biology, and the survey was 

conducted with 98 participants with experience in data visualization. After identifying the most 

important and critical factors, the five visualization tools (Medusa, Cytoscape, Arena 3D, 

Gephi, and Graphia) were evaluated based on those most important factors to assist users in 

determining the limitations and strengths, which would guide them in selecting the best tool 

for specific purposes. This is a critical step in this thesis because it is crucial to understand the 

current limitations and strengths of existing visualization tools to determine whether it is 

necessary to develop a new tool or expand the range of existing tools that can be used to 

visualize complex biological networks. The evaluation outcome of the five tools can be found 

in Chapter 5. 

4.1. Method 
According to Saunders et al. (2016), research choice concerns either qualitative or quantitative 

methods, a simple or complex mix of both, or the use of a single process. Quantitative research 

involves numbers and mathematical operations, while qualitative research involves collecting 

vast descriptive data. There are mono, mixed, and multi-methods in research methodology. 

The mono method is adopted when the study focuses on qualitative or quantitative data 

collection. It is applied when the research aims to understand certain concepts, experiences or 

social phenomena deeply. Therefore, it is best applied when the research question is narrow 

and well-defined but focuses on a specific part that can be comprehensively studied using a 

single approach.  
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Multi-method underscores the use of both qualitative and quantitative methods; while the 

research is based on one, the other method serves as an auxiliary or supplementary 

(Melnikovas, 2018). The approach may involve several quantitative and qualitative methods 

or a combination of both methods, applicable simultaneously or sequentially. Multi-method 

qualitative research uses different qualitative techniques to collect data. This may combine 

interviews, focus groups and ethnography. Multi-method quantitative research adopts 

quantitative techniques such as combining surveys, experiments and secondary data analysis 

to collect the needed data. Interdisciplinary multi-method research integrates methods from 

different disciplines to answer research questions across fields. Multi-method research is best 

applied when the research question is broad and multifaceted and requires a series of methods 

to capture the full scope of the phenomenon, which often involves interdisciplinary 

perspectives (Adu et al., 2022). 

The mixed method uses qualitative and quantitative methods in one research to achieve 

different aims and offset the constraints of using a single method (Bahari (2012). It leverages 

the strengths of both methods to understand the research problem thoroughly. It can be 

classified into two. First is the concurrent mixed method, which means qualitative and 

quantitative data are obtained simultaneously and integrated during the analysis phase (Fetters, 

Curry and Creswell, 2013). The second is a sequential mixed method. This means that data is 

obtained in phases. Qualitative data could be collected first to explore a phenomenon, while 

quantitative data is collected afterwards to measure it. Mixed methods are best applied when 

the research question is complex, and understanding ultimately requires numerical 

measurements and deep exploration of contexts and experiences (Fetters et al., 2013). 

The current study is a mixed-method study that combines quantitative and qualitative methods 

and involves sequential or concurrent methods based on the study design (exploratory or 

explanatory) (Terrell, 2012). According to Dawadi et al. (2021), a mixed-methods study uses 

multiple research methods to provide the answer to the research question. This type of study is 

beneficial, as it allows researchers to navigate from one research method to another to answer 

a research question and converge or confirm the research findings (Terrell, 2012). Another 

benefit of mixed-methods research is that it can solve complex research problems by 

integrating positivism and interpretivism philosophical frameworks, which combine 

quantitative and qualitative methods to answer a research question (Dawadi et al., 2021). 

Additionally, using mixed methods represents a flexible research approach, helping to provide 

an in-depth understanding of a research issue (Maxwell, 2016). However, conducting a mixed-
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methods study involves a good knowledge of research methodology and the ability to interpret 

findings from different research methods (Terrell, 2012). Nevertheless, the mixed-methods 

approach is suitable for the current study since both qualitative and quantitative data are 

required for evaluation in general.  

4.1.1. Data collection 
Qualitative data are textual data used in qualitative research, which seeks to explore and 

provide a deeper understanding of real-world issues (Tenny et al., 2022). Qualitative data help 

the researchers get closer to the phenomenon being studied (Aspers & Corte, 2019). Although 

the use of qualitative data in research has some limitations, such as smaller sample sizes, high 

subjectivity, and significant time requirements, it has some important benefits (Rahman, 2016). 

Qualitative data help researchers understand feelings and experiences and obtain new ideas 

relevant to a research question in a qualitative study (Ugwu & Eze, 2023). Meanwhile, 

quantitative data are numerical data used in quantitative research, which provide relevant 

information regarding the proportions, percentages, and levels of a phenomenon under 

investigation (Apuke, 2017; Kabir, 2016). In other words, quantitative data reduces a 

phenomenon into a numerical format for the purpose of statistical analysis (Apuke, 2017). 

Quantitative data have several benefits compared to qualitative data when conducting 

quantitative research, including objective results, a larger sample size, and lower time 

requirements (Rahman, 2016). The current study employed a mixed-methods approach that 

included qualitative and quantitative data, as both types were beneficial to achieving the aim 

and objective of the study. 

The data collection method used in the qualitative part of the current study is the interview 

method. The use of interviews allows for knowledge/information generation from the 

participants, as it helps researchers to understand the existing assumptions of theories and 

results in the inductive generalisation of new theories (Dunwoodie et al., 2023). The survey 

tool benefitted the current study in the following ways: It allowed for collecting large amounts 

of data, led to time and cost savings, and offered a higher chance of achieving accurate results, 

as statistical tools can be used to analyse such data (Taherdoost, 2021). Hence, the data 

collection and research methods were helpful in achieving the aim of this study. Closed 

questions were used for the interview and survey. This is to ensure that respondents' responses 

follow a consistent pattern, making comparison and avoiding off-topic answers easier. 

However, unlike a survey, an interview can provide clarification as needed. Thus, conducting 
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interviews is essential for this objective in order to get comprehensive knowledge from domain 

experts.  

Online interviews using Zoom and Skype were conducted with the participants in academia. 

This included five bioinformaticians whose years of experience ranged from 4–5, 6–10 and 

more than 10 years. The conversations were recorded as audio files and later documented in 

Microsoft Word. The data consists of the demographic details of the participants, their 

awareness of graph visualization tools, and the general and heuristic factors. For each interview 

question, the details of which are presented in Appendix B, the participants were allowed to 

express themselves fully, which is crucial for thematic analysis.  

The Newcastle University online survey was used and is presented in Appendix A. The 

participants first answered demographic questions, followed by questions relating to the 

project. Each survey question, whose details are found in Appendix A, has five different 

response categories: strongly agree, agree, neutral, disagree, and strongly disagree. These are 

also the levels of agreeability. The questions were grouped. For instance, there are five different 

survey questions related to the visual styles factor of the network visualization tools. There are 

138 columns and 98 rows on the questionnaire. Ideally, this implies that each participant 

answered about 138 survey questions and that the study includes 98 participants with prior 

experience in the use of visualization tools (e.g. data science and data visualization). 

4.1.2. Data analysis method 
The responses from five participants were analysed using thematic analysis. Thematic analysis 

(TA) is a useful research method in qualitative research, which examines systematic 

identification, organisation, and patterns of meaning across a dataset. Basically, the focus is on 

the meaning of the dataset, enabling the researcher to observe and deduce collective meanings 

and experiences. The focus of thematic analysis is not limited to identifying unique and 

idiosyncratic meanings and experiences. It is also a method for identifying commonalities in 

the content of a topic of conversation or document and making sense of those commonalities 

(Braun & Clarke, 2012). Excerpts were extracted from the participant’s responses and placed 

in a column entitled ‘Interview extract’. Then, codes were formed from the excerpts, and 

general themes were formulated. The codes were made to be relevant to the quantitative 

analysis (survey analysis), and the themes captured both codes and the interview extracts. This 

is because the participants’ responses to most of the interview questions were ‘yes’ and ‘no’. 
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As a result, ‘strongly agree’,’ ‘agree’, ‘neutral’, ‘disagree’, and ‘strongly disagree’ were used 

as the codes, while ‘essential’ and ‘not essential’ were used as the themes.  

The data derived from the participants’ responses were analysed using IBM SPSS version 25. 

Content analysis was performed on the responses to each of the survey questions to extract the 

frequency of each of the levels of agreeability (strongly agree/very important = 1, 

agree/important = 2, neutral = 3, disagree/less important = 4, and strongly disagree/not 

important at all = 5). The original data were ‘string’, which is the level of agreeability. The data 

were transformed into a five-point scale to support the analysis, which can only be done on a 

‘numeric’ data type. The frequency of each level of agreeability is expressed as a percentage; 

however, the frequency tables are attached for a detailed description of the responses. The level 

of agreeability with the highest percentage was used to identify the views of most of the 

participants. Additionally, the percentage of the levels of agreeability expressing the same 

general view, such as ‘agree’ and ‘strongly agree’, which support the survey questionnaire, 

were added together to identify categories of participants with a certain view and those with 

different views regarding the survey questions. 

4.2. Interview Findings 

4.2.1. General factors 
Filtering tools 
The interview findings are presented in Table 26 in Appendix C. The interview analysis in the 

table shows that all the interviewees agreed that filtering tools are essential in network 

visualization tools. According to one of the respondents, ‘filtering tools are really key in 

network visualization tools, as they help increase the reliability of the visualization tools.’ 

Plugins 
Further, the data indicate that the complexity of the network visualization tool is the major 

downside to having plugins. The respondents stated that such complexity would negatively 

affect the plugin of the network visualization tool, and they advocated for the simplicity of the 

network tool. The findings presented in Table 27 in Appendix C show that the respondents 

agreed that plugins should be free and available to researchers. Of the five people interviewed, 

four stated they would be happy if plugins were made available for all researchers for free. The 

interview analysis revealed that the respondents believed there should be special functionalities 

in plugins in graph and network visualizations. One of the respondents remarked that ‘having 

a special type of functionality plugin will make it easier to use network visualization tools.’ 
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Visual style 
Table 28 in Appendix C shows that the interviewees agreed that 2D is a better choice than 3D, 

making it the most preferred by the respondents. Of the five interviewed, three stated they 

would use a 2D network visualization tool. This implies that 3D, although not captured in the 

interview, is still associated with potential complexities. This makes it difficult for the 

respondents to use 3D visualization tools as easily as 2D ones. Further, when asked if gaining 

insights into the associations present in a graph is a function of the visual style of the network 

visualization tool, all the respondents answered affirmatively, indicating that this would 

improve the visual style of the tool. 

Advanced search 
The participants' responses in Table 29 in Appendix C show that many respondents believe that 

having a visualization tool capable of searching academic web pages and online databases 

would be extremely useful and welcome.  Also, the respondents agreed that searching out a 

group is an advanced search in network visualization. This implies that users prefer network 

visualization tools with the ability to search for a group. On the other hand, a significant number 

of respondents disagree that there is a need for the network visualization tool to consider regular 

expression as part of advanced search. Respondents also do not consider the ability of a graph 

visualization tool to perform an advanced search to be pivotal to their choice of using a 

visualization tool. According to some of the respondents, that factor is not useful to them. 

Open source 
As shown in Table 30 in Appendix C, open source is something the respondents look for in a 

graph visualization tool. However, they prefer free tools to commercial ones. One of the 

respondents said that being able to use the free tool might convince him to choose the paid one 

later. The respondents also noted that free graph visualization tools can be used by anyone 

without restrictions. However, a few respondents said they had not used commercial graph 

visualization tools often, and thus, they may not have used the tool long enough to understand 

whether the free version has as many features as the commercial version. 

Efficient layout algorithms 
As shown in Table 31 in Appendix C, the respondents stated that an efficient layout and 

algorithm are very important in network visualization tools. They further noted that ease of use 

is the major factor they consider when judging the efficiency of the layout algorithm in a 

network visualization tool. The respondents agreed that the efficiency of layout algorithms is 

dependent on the tool being used. From their perspective, efficient layout algorithms are much 
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better with a better tool and vice versa. Finally, many of the respondents indicated that they 

think it is a good idea for graph visualization tools to show the transition of graph visuals into 

a specific layout. 

Scalability 
The respondents strongly agreed with all the scalability points in the interviews (Table 32, 

Appendix C). Regarding whether they expect graph visualization tools to produce visual 

networks since real-life networks are complex, all the respondents agreed that they should do 

so. Further, the interview respondents agreed that benchmark complexity should be simpler to 

ensure users do not have problems while using the network visualization tool. All the 

respondents felt that the choice of scalability is a key aspect of graph visualization tools.  

Different file formats 
Table 33 in Appendix C shows the respondent’s responses regarding different file formats. They 

stated that it is important for graphs to work with different file formats. As one respondent 

argued, this feature makes network visualization tools unique and more appealing to users. 

Moreover, the respondents agreed that network visualization tools should be able to import 

networks stored in other file formats. With this ability, it would be easy to share files with 

different network visualization tools. The respondents also agreed that file formats are 

important in facilitating the use of graph visualization tools. As one noted, ‘accepting different 

file formats makes it easier to use graph visualization tools when the job at hand is a high 

priority’. 

Text mining 
Table 34 in Appendix C presents the participants’ responses regarding text mining. When asked 

if a visualization tool should be able to perform semantic analysis, three of the five interviewees 

stated that if it could, it would improve the researchers’ work. Further, the participants 

maintained that text mining should be a default feature in text visualization tools, not just a 

plugin. This, they believe, would make the use of the tool easier and more appealing. While 

many of the participants agreed that text mining does not affect their choice of graph, they 

believe that graphs and charts are the main text mining techniques every visualization tool 

should include. They stated that developers of the tools should consider this important aspect 

of the software. 

User input and customisation 
Table 35 in Appendix C presents the respondents’ responses regarding the subject matter. User 

input and customisation appeared to be very important to the participants in the interview, as 
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they strongly agreed with all the related questions. They felt that zooming should be possible 

with a touchpad, not just with a mouse. They also agreed that visualization tools provide 

customisation options for users, that they should support different parameters with charts and 

graphs, and that user input and customisation are important considerations when selecting a 

network visualization tool. In fact, two of the participants indicated that user input and 

customisation should be the first consideration of anyone using a network visualization tool, 

as it makes the work of the users easier. 

Graph analysis 
According to the results presented in Table 36 in Appendix C, the participants want graph 

visualization tools to be used for graph analysis even though they are widely used for network 

visualization. The participants stated that having an analytical graph feature would make it 

easier for analysts to combine these features for better results. As one of the participants noted, 

‘This should be fun to work with’. Again, the participants indicated that graph visualization 

should be capable of working with Google charts, Tableau, and Chartist. Some stated that it 

should support principal component and correlation analyses. While the preferred choice varied 

among the participants, correlation analysis was mentioned by four of the five participants, an 

indication of its importance as a network visualization tool. 

Feedback to users 
The results presented in Table 37 in Appendix C show that user feedback on questions helped 

the participants realise the importance of including a progress bar in a graph visualization tool. 

As some of the participants stated, this helps them know if progress is occurring while carrying 

out their analysis. The participants agreed that a bar chart is one of the best formats for graph 

visualization tools, and it should be possible to export the results. The participants felt that 

exporting files as Word, PDF, and Excel documents was also good. All the participants agreed 

that user feedback is a key factor to consider when selecting a visualization tool. 

Strength 
The feedback from the participants is presented in Table 38 in Appendix C. An important 

finding is that the strength of a visualization tool is tied to its ease of use by the user. According 

to the participants, users prefer stronger visualization tools. This consists of having strength in 

all the areas combined with ease of use and a range of display options (e.g. 2D or 3D). The 

participants noted that user-friendliness and ease of use are strengths they look for when 

choosing a network visualization tool. 
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Runtime performance 
The details of the participants’ responses regarding runtime performance are presented in Table 

39 in Appendix C. They indicated that runtime performance is a crucial aspect of a visualization 

tool. All the participants agreed that they primarily select a visualization tool based on its speed. 

They also consider how quickly it can switch from one layout to another. These two runtime 

performance characteristics are the main criteria determining the participants’ choice of a 

network visualization tool. 

User-friendliness 
All the participants agreed that there is a need for the screen to be maximised, as it enhances 

the user experience and improves the tool’s user-friendliness (Table 40, Appendix C). They 

stated that a user-friendly visualization tool should include tool tips, self-explanatory button 

names, a simple interface, and movable panes. According to the participants, these features will 

make it easier for users to navigate and use the tool efficiently. 

4.2.2. Heuristic factor 
Information coding 
Information coding ensures that the codes, nodes, and other information input into the network 

visualization tool are easily coded using different symbols or colours. Based on the interviews 

(Table 41, Appendix D), the participants agreed that visualization tools should be able to swap 

source and target nodes, appropriately separating nodes to make it easier for users to identify 

them. The participants also indicated that different line types should be used to represent edges. 

They noted that it is important to use colours to identify different nodes and lines, thereby 

making colour information coding one of the most important types of coding in the 

development of network visualization tools. 

Flexibility 
As shown in Table 42 in Appendix D, all the participants identified ease of use as the major 

criterion they would consider when selecting a visualization tool, concluding that a good tool 

must be flexible. ‘It must not be complex’, noted one of the participants, who also stated that 

it should be compatible with other types of graph visualization tools. The participants also 

suggested that graph visualization tools should support all possible layouts by default, thereby 

reducing the need to have these layouts as plugins. The implication of this is that the 

participants consider plugins to be complex and cumbersome. 
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Orientation and help 
The results presented in Table 43 Appendix D indicate that the participants want orientation 

and help available offline so that users can access them without being connected to the network. 

One participant lamented, ‘It could be frustrating trying to go online and get the information 

one is looking for, especially when the network is out of coverage.’ The participants agreed that 

having online communities for support helps with the issues that both experienced and new 

users may encounter when using network visualization tools. I agree that orientation and help 

can be in the first stage of the visualization tool. The participants also agreed that textual, audio, 

and video formats can be used for the orientation and help page. 

Minimal actions 
As shown in Table 44 in Appendix D, the participants indicated that network visualization tools 

should have the minimum number of steps needed to produce the required results. When asked 

about the number of steps that should be taken before performing a task in a network 

visualization tool, all the participants indicated that it must not exceed two steps at most. They 

also agreed that there should be minimal steps when importing data. Thus, the participants 

consider minimal actions to be an important factor when they are choosing a network 

visualization tool. 

Prompting 
The interview participants (Table 45, Appendix D) regarded prompting as an important feature, 

even though it can sometimes slow their work. They also agreed that alert boxes do not distract 

them when using the visualization tool. Hence, network visualization tool developers can use 

alert prompt boxes to pass on key messages to users while they are utilising the visualization 

tool. For example, a prompt message box could alert users when they are about to delete 

messages or suggest fixes to errors. However, the participants did not like the idea that prompt 

boxes could prevent the user from using the tool. According to one participant, this represents 

an ‘unwanted restriction’. 

Consistency 
There was a general agreement among the participants that visualization tools should utilise 

graph notation based on graph theory (Table 46, Appendix D). They also agreed that lines and 

icons should be used to represent graph edges and buttons. One participant said, ‘It makes their 

lives and work a lot easier.’ Further, the participants indicated that consistency is a key factor 

in choosing a visualization tool. 
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Spatial organisation 
According to the results presented in Table 47 in Appendix D, the participants indicated that 

zooming, spate windows, and having an adjustable screen space are good features in a 

visualization tool. These features enhance the work of users, making it easier for them to remain 

organised. Thus, the participants felt that spatial organisation is important and should be 

considered when selecting a visualization tool. 

Recognition rather than recall 
When answering the questions on recognition rather than recall, the participants agreed on the 

simplicity of the features. For instance, they agreed that icons, not names, should be used. They 

also stated that nodes should have different colours for easy identification and that the thickness 

of edges should be appropriate to improve the readability of graphs (Table 48, Appendix D). 

Remove the extraneous 
The interview participants, whose responses are presented in Table 48 in Appendix D, indicated 

that they would like to see many features made available on the screen instead of in the menus. 

This would improve accessibility and reduce the number of actions to perform. However, they 

suggested that having the same feature somewhere in the menu is important so that the user 

can access it from different points. All the participants rejected the idea that pop-ups should be 

made part of a visualization tool. As one participant said, ‘It is so distracting and annoying.’ 

Thus, network visualization tools should have few pop-ups and only those that are extremely 

very important. 

Dataset reduction 
The participants reported that they would also like to see a reduction in the amount of data in 

visualization network tools (Table 49, Appendix D). Moreover, they stated that graph 

visualization tools should support node reduction. Finally, all the participants insisted that 

dataset reduction is an important consideration when choosing a network visualization tool. 

4.3. Survey Analysis 

4.3.1. Reliability test 
The reliability test indicates the degree of consistency in the participants’ responses across the 

survey questions. Cronbach’s alpha values for the first 50 and second 50 columns in Tables 44 

and 45 are 0.943 and 0.961, respectively. As they are greater than 0.7, the responses are 

considered consistent across the survey questions, and the data are reliable (Adamson & Prion, 

2013). 
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Table 19: First 50 columns for the reliability test. 

Reliability Statistics 

Cronbach’s Alpha 

Cronbach’s Alpha 

Based on 

Standardised 

Items N of Items 

.943 .943 50 

 

Table 20: Second 50 columns for the reliability test. 

Reliability Statistics 

Cronbach’s Alpha 

Cronbach’s Alpha 

Based on 

Standardised 

Items N of Items 

.961 .961 50 

 

4.3.2. Validity test 
The Kaiser-Meyer-Olkin (KMO) and Bartlett tests are used to evaluate the validity of data. The 

KMO values shown in Tables 21 and 22 are 0.700 and 0.795, indicating that the sample 

adequacy is good for factor analysis. Bartlett’s p-value is 0.000, implying that the correlations 

between variables are significant, which is an indication that the data is suitable for factor 

analysis. KMO has a threshold value of 0.5, and Bartlett’s p-value has a threshold value of 0.05. 

Table 21: First 50 columns for KMO and Bartlett’s Test. 

KMO and Bartlett’s Test 
Kaiser–Meyer–Olkin Measure of Sampling Adequacy. .700 

Bartlett’s Test of Sphericity Approx. Chi-Square 3247.574 

df 1225 

Sig. .000 

 

Table 22: Second 50 columns for KMO and Bartlett’s Test. 

KMO and Bartlett’s Test 
Kaiser–Meyer–Olkin Measure of Sampling Adequacy. .795 

Bartlett’s Test of Sphericity Approx. Chi-Square 3499.261 

df 1225 

Sig. .000 
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4.3.3. Comparative analysis 
Comparative analysis involves the study of a group of variables in such a way that a trend can 

be observed. In this work, various factors are considered when developing a network 

visualization tool. For each factor, there are several survey questions, so the responses of the 

participants to the survey questions were grouped by factor, which facilitated the inferential 

analysis. 

 

4.3.4. General factor 

 

Figure 1 shows the responses of the survey participants regarding the importance of the general 

factors of the visualization tool. The highest rating is for the filtering tool (73%), which is thus 

the most important factor in a network visualization tool, followed by user input and 

customisation (58%), graph analysis and the benefit of the tools to its users (57% each), and 

user-friendliness and scalability (56% and 55%, respectively). Efficient layout, plugin 

availability, and runtime performance all had the same rating (54%), as did visual style, text 

mining, and user feedback (53%). The lowest participant ratings were for different file formats 

(51%), advanced search (48%), and open-source features (44%). Overall, 15 factors were rated 

in their order of importance. Filtering tools were the most significant, while advanced search 

and open source were the least important. The remaining factors can be considered significant 

since they were all rated average or a bit above average. This is not the calculated average of 

the response but just the average importance level of the factors. 
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Table 23:Standard deviations and mean values of general factors 

Factors Mean Std. Dev Factors Mean 
Std. 

Dev 

Filtering Tools 3.88 .52 Text Mining 3.42 .56 

Plugins 3.57 .59 User Input & Customisation 3.59 .64 

Visual Styles 3.50 .54 Graph Analysis 3.54 .57 

Advanced Search 3.44 .53 Feedback to Users 3.52 .64 

Free and Open Source 3.41 .58 Strength 3.59 .62 

Efficient Layout Algorithm 3.51 .56 Runtime Performance 3.50 .65 

Scalability 3.55 .56 User Friendliness 3.57 .62 

Different File Formats 3.51 .62    

In Table 23, the lowest mean value is 3.41, while the highest is 3.88. This shows that the ratings 

of the survey participants are positive on average. For the standard deviation, the highest value 

is 0.65, while the lowest value is 0.52, showing relatively low variation among the survey 

respondents. This reflects similarities in the participants’ responses.  

4.3.5. Heuristics factors 

 
Figure 2: heuristic factors  

Figure 2 shows the ratings of the survey participants on the heuristic factors of the visualization 

tool. Information coding, flexibility, and consistency are rated highest (59%, respectively), 

indicating that they are the most important factors. This is followed by prompting and 

recognition rather than recall (57%), orientation and help (56%), minimal action (55%), spatial 

organisation (54%), and dataset reduction (53%). Every heuristic factor is important since they 

are above average (50%), but a visualization tool should prioritise information coding, 

flexibility, and consistency. 
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Table 24:Standard deviations and mean values of heuristic factors 

Factors Mean Std. Dev Factors Mean Std. Dev 

Information coding 3.61 .55 Consistency 3.57 .59 

Flexibility 3.59 .61 Spatial Organisation 3.49 .56 

Orientation and Help 3.53 .62 
Recognition Rather than 

Recall 
3.52 .67 

Minimal Action 3.52 .61 Removing the Extraneous 3.49 .68 

Prompting 3.56 .67 Dataset Reduction 3.49 .57 

As shown in Table 24, the lowest mean factor value is 3.49, while the highest is 3.61. This 

indicates that the ratings of the survey participants are positive on average. Regarding standard 

deviations, the highest value is 0.68, while the lowest is 0.55, showing relatively low variation 

among the survey respondents. This reflects the similarity in the participants’ responses. 

 

4.4. Results and Discussion 
Next, a summary of the findings is presented based on a critical analysis of the participants’ 

responses. The participant’s responses to the online survey were analysed using various 

techniques to scrutinise the information embedded in the data. The analysis started by checking 

the reliability and validity of the data. Cronbach’s alpha, the KMO measure of sampling 

adequacy, and Bartlett’s test of sphericity were conducted on the survey data. Based on the 

results of these tests, the data were considered reliable and valid, as the threshold values for 

each of the tests were achieved. 

The participants’ responses were further analysed using content analysis to calculate statistics 

regarding the participants’ opinions on each question. This clearly indicated the number of 

participants who supported the inclusion of a visualization tool in a complex biological network 

and those who did not. To better understand the trend of the participant’s responses, the 

percentages of similar levels of agreeability (e.g. ‘agree’ and ‘strongly agree’) were added. A 

specific condition was used to identify essential and non-essential factors that should be 

considered in a good network visualization application. For each of the survey questions, the 

factors with the highest percentage of ‘agree’ answers were deemed ‘essential’ factors, while 

those with the highest percentage of ‘neutral’ answers were categorised as ‘non-essential.’ 

None of the factors considered in this work had the highest percentage of ‘disagree’ or ‘strongly 

disagree’ responses. Speculatively, the aim of this research was to investigate existing 

visualization tools for complex biological networks, seeking to identify the important factors 
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that could improve the effectiveness of network visualization applications. Based on the results 

of this work, of the 25 factors considered, 24 were found to be highly essential/important for 

network visualization applications, whereas only 1 factor (advanced search) was found to be 

non-essential due to a large number of respondents saying it is not essential. Thus, all of the 

factors listed above should be considered when developing a network visualization application. 

The findings of the quantitative analysis agree with those of the qualitative analysis. The 

interview participants agreed that filtering tools are an important feature of network 

visualization tools. This is consistent with the findings of the quantitative analysis, which 

identified a positive and significant relationship between filtering tools and plugins. The results 

also indicate that the plugin is important in graph visualization, but the complexity must be 

reduced to make it easier for users.  

In addition, both analyses showed that network visualization users recognise the importance of 

visual styles in the tool. Visual style was shown to be positively correlated with other variables 

in the quantitative analysis, while the interview participants stated that it is one of the key 

factors they consider before choosing a network visualization tool. Furthermore, the advanced 

search is considered unimportant in the survey and interview. In the quantitative analysis, the 

result was lower than average (50%), and in the qualitative analysis, users disagreed with the 

usefulness of some advanced search features and said some of them should be excluded from 

network visualization tools, such as considering regular expressions in advanced search tools. 

Both analyses found that advanced search was not an important factor to consider when 

selecting a network visualization tool. However, it may be improved to include other features, 

such as searching for a group of nodes and the availability of searching webpages. 

In related findings, the interviewees felt that factors such as open source, efficient algorithm 

layout, and scalability are crucial to ensuring the better use of network visualization tools. 

Regarding the heuristic features, the respondents and interview participants stated that 

information coding is an essential foundation for an effective visualization tool. They also 

indicated that flexibility, orientation help, and minimal actions are features they consider before 

choosing a visualization tool. This shows that for the visualization tool to perform effectively, 

many of the general factors and heuristic factors must be intact. 

 

The importance of performance is further emphasized in Chapter 4, where it is highlighted as 

a critical aspect of network visualization tools. Understanding that performance directly 
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influences the usability and effectiveness of these tools, the study focuses on this aspect in 

Chapter 5. 

To test the significance of these factors, the next chapter assesses the performance of some 

selected visualization tools: Medusa, Cytoscape, Arena3D, Graphia, and Gephi. By evaluating 

these tools, we aim to provide a clearer understanding of how well they meet the outlined 

criteria and their overall effectiveness in practical applications. 

The methodologies applied in this research appeared to have worked well with the data. 

However, further investigation of the essential factors in developing visualization tools for a 

complex biological network is needed. The factors could be further broken down into pieces to 

identify the specific elements of the factors that are essential and should be included in such 

tools. For instance, plugins have many features. Some participants condemned a plugin 

initialising automatically, while others supported such a feature. 

In future research, it is strongly recommended that the features of the factors considered in this 

research are investigated instead of the factors themselves. It is highly possible that this would 

disqualify some of the factors considered essential in this research, as analysing the 

participant’s responses to the features of the factors would reveal more detailed insight into 

their importance for complex biological network visualization tools. 

4.5. Summary 
This section evaluated the factors based on the experts’ responses. Five participants were 

interviewed and responded to questions based on 25 factors, including general and heuristic 

factors. Their responses were analysed using a thematic analytical technique. In addition, a 

survey was administered online to participants from different categories related to the subject 

matter. The responses from the interview were compared with those from the survey, and it was 

found that filtering tools are a crucial feature in network visualization. This is consistent with 

the findings of the quantitative analysis, which found a positive and significant relationship 

between filtering tools and plugins. The results also indicate that plugins are important in graph 

visualization, but their complexity must be reduced to make it easier for users. 

The findings of this chapter not only contribute to the field of network visualization research 

by providing a broad framework to consider when developing and evaluating network 

visualization tools but also make practical recommendations to improve their usability and 

functionality. 
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Chapter 5: Evaluation of the Visualization Tools 
This chapter discusses the evaluation of the visualization tools, as they are necessary for 

investigating biological networks. In Chapter 5, the visualization capabilities of five tools are 

tested using datasets of different sizes. It also evaluates the layouts available in the visualization 

tools and whether they are user-friendly when working with large and small datasets. This 

knowledge is used to capture the layouts used for the tool developed by the researcher. 

Visualization tools like Medusa, Cytoscape, Arena3D, Graphia, and Gephi are chosen for 

review simply because they have been widely used and recommended in the literature. Thus, 

this chapter will describe the datasets, the layouts evaluated, and a summary of the visualization 

tools. 

5.1. Dataset 
Each visualization tool was used to visualize the gene-disease association dataset, such that the 

size of the dataset increased from 2,000 to 10,000 in steps of 2,000 edges. The dataset has 16 

columns and 84,038 rows. The columns are defined as follows: 

geneId   -> Gene Identifier 

geneSymbol -> Official Gene Symbol 

DSI  -> The Disease Specificity Index for the gene 

DPI  -> The Disease Pleiotropy Index for the gene 

diseased  -> UMLS concept unique identifier 

disease name  -> Name of the disease  

disease type  -> The DisGeNET disease type: disease, phenotype, and group 

diseaseClass -> The disease class(es). 

diseaseSemanticType -> The semantic type(s) of the disease 

score  -> DisGENET score for the gene-disease association. 

EI  -> The Evidence Index for the gene-disease association. 

YearInitial -> First time that the gene-disease association was reported. 

YearFinal -> Last time that the gene-disease association was reported. 

Nomeids -> a Total number of publications reporting the gene-disease association. 

NofSnps -> Total number of SNPs associated with the gene-disease association. 

Source  -> Original source reporting the gene-disease association. 

 

All the columns, apart from geneId, geneSymbol, diseaseId, diseaseName, diseaseType, and 
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diseaseSemanticType, were used in visualising the gene-disease association. The datasets can 

be accessed via: 

https://www.disgenet.org/dbinfo#:~:text=The%20DisGeNET%20database%20integrates%20i

nformation,Mendelian%2C%20complex%20and%20environmental%20diseases. 

5.2. Layouts 
Layouts are the way in which elements like nodes and edges are arranged in visualizations or 

on a two-dimensional plane (Gibson et al., 2013). They can also be referred to as the spatial 

organisation and positioning of nodes and edges to relay information properly. There are 

different types of layouts, the most common of which are random, circular, and grid layouts. A 

brief discussion about the layouts is provided below. 

5.2.1. Random Layout 
This type of layout is used for arranging elements or nodes in a graph or diagram without 

following any predefined structure or pattern (Hearst and Rosner, 2008). It positions elements 

at random and with predetermined features. It is commonly used to represent a relationship 

between elements that are not defined explicitly. The goal of a random layout is to create an 

organic but visually pleasing arrangement. Thus, it is useful for exploring large and complex 

datasets in which the underlying structure is not immediately known. Examples of visualization 

tools using random layouts include Medusa and Gephi. 

5.2.2. Circular layout 
A circular layout is a typical graph layout that arranges the graph’s nodes in a circle (Gansner 

and Koren, 2006). The nodes are usually placed around a central point, while the edges between 

them are drawn as straight lines. This layout is used mostly for the visualization of hierarchical 

data. This type of layout seeks to remove centralised nodes by placing all the nodes in a circle. 

Examples of visualization tools that use it include Medusa, Cytoscape, and Gephi. 

5.2.3. Grid 
A grid layout is a fundamental concept in data visualization, providing a structured arrangement 

of elements within a visualization (Dayama et al., 2020). It involves organising data into a grid-

like structure, typically consisting of rows and columns, to present information clearly and in 

order. This type of layout is commonly used in tables, charts, graphs, and dashboards. Tools 

that use grid layouts include Medusa and Cytoscape. 

https://www.disgenet.org/dbinfo#:~:text=The%20DisGeNET%20database%20integrates%20information,Mendelian%2C%20complex%20and%20environmental%20diseases
https://www.disgenet.org/dbinfo#:~:text=The%20DisGeNET%20database%20integrates%20information,Mendelian%2C%20complex%20and%20environmental%20diseases
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5.2.4. Hierarchy 
In this type of layout, nodes are represented in the order of their number of connections, such 

that the nodes with a high number of connections are placed at the top, while those with a low 

number are placed lower down (Schulz et al., 2010). Examples of tools using hierarchy include 

Medusa and Cytoscape. 

5.2.5. Fruchterman–Reingold 
This is a force-directed graph-drawing algorithm that positions nodes in 2D spaces based on 

their level of connections (Muelder, 2011). It is used to create diagrams of complex networks 

that are aesthetically pleasing and informative. Its algorithm works through the iterative 

application of a force-based mode to the nodes in the graph, with each node exerting an 

attractive force on its connected nodes and repulsive forces on the other sides. Examples of 

tools using this technique include Medusa and Gephi. 

5.2.6. K-means 
K-means clustering is an unsupervised learning algorithm that partitions a set of data into k 

groups known as clusters (Tavallali et al., 2021). A powerful tool for analysing complex 

biological data when integrated with network visualization, it helps uncover pattern functional 

relationships. The number of clusters is specified in advance. The algorithm works by 

iteratively assigning data points to clusters and then updating the cluster centroids. This process 

is repeated until the cluster centroids can no longer change. Medusa is a tool that uses K-means 

clustering. 

5.2.7. Stack layout 
This layout type provides a visual representation of a call stack, which is a data structure that 

stores information on the active function calls in a particular program (Gralka et al., 2017). It 

shows the function calls sequentially, starting from the main function and going through the 

nested function calls. Each function call is represented in a rectangular box, with the function 

name and other needed information shown inside. It organises data into interconnected layers, 

thereby providing clarity and focus making it easier to interpret interactions within the network. 

An example of a tool using stack layouts is Cytoscape. 

5.2.8. Attribute layout 
An attribute layout plays a significant role in organising and presenting data effectively (Qin 

et al., 2020). It refers to the arrangement of nodes and edges in a network graph based on some 
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nodes’ characteristics, like gene expression levels and interaction types. It effectively shows 

the patterns inherent in biological data. Cytoscape uses this type of layout. 

5.2.9. Degree-sorted layout 
Degree-sorted layouts are used in visualization tools to arrange nodes in a graph based on their 

degree, that is, the number of connections they have to other nodes (Nishida et al., 2023). This 

layout algorithm aims to reduce the number of edge crossings and improve the overall 

readability and clarity of graphs. In a degree-sorted layout, nodes with a higher degree are 

placed closer to the centre of the graph, while nodes with a lower degree are positioned further 

away. 

5.2.10. ForceAtlas layout 
This is a force-directed layout algorithm that uses network visualization (Cheong and Si, 2020). 

It is designed to show the underlying structure of a network by positioning the nodes and edges 

in a way that shows their relationships and interactions (Cheong and Si, 2020). It works through 

the simulation of physical forces that act on the nodes if connected through springs. The 

algorithm iteratively calculates the forces between nodes and alters their positions until 

equilibrium is achieved. Gephi uses this tool. 

5.2.11. Markov clustering 
This unsupervised machine-learning algorithm uses clustering nodes in a graph (Blumenthal et 

al., 2020). It is based on the idea that nodes are strongly linked to each other and are more 

likely to be in the same cluster. Iteratively, it works by updating a matrix with similarities 

between nodes, which is calculated based on the number of paths connecting them. Graphia is 

a visualization tool that uses this technique. 

5.2.12. Edge reduction 
This technique is used to simplify or minimise the number of edges shown in a graph or 

network visualization (Van Den Brand et al., 20203). It is mainly useful for dealing with 

complex networks, where the volume of connections could result in cluttered visualizations. 

Graphia uses this type of layout. Other layouts using this technique include Spectral clustering, 

Affinity propagation, Parallel geometry, Group-attribute layout, Edge weighted-spring, 

Embedded layout, ForceAtlas 2, and Vifan HU metrics and structures. 

5.3. Visualization Tool 1: Medusa 
Medusa represents a network of nodes in 2 dimensions (Zhou et al., 2023). It expects network 

data to be in CSV, TSV, or txt formats such that the nodes definition follows a line with the 
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string “*nodes” while the connection (edges) definition follows a line with the string “*edges”. 

Medusa is a standalone application implemented in Java. Chosen because it supports random, 

circular, grid, Fruchterman, and Hierarchical layout algorithms. It has a simple user interface 

and supports pre-defined clustering by placing pre-defined clusters in the network in random 

positions on the screen. It allows the usage of IDs for nodes with optional annotation of nodes.  

For our working dataset, nodes are geneId and diseaseId with annotation of geneSymbol and 

diseaseName, respectively. Since Medusa supports clustering by only one variable, the network 

was clustered by the “diseaseSemanticType” column because it has a more fine-grained 

number of clusters (28 semantic types of disease) than “diseaseType”, which has only 3 unique 

groups. 

5.3.1. Visualization results for different datasets 
An in-depth discussion of the visualization results for different datasets of different sizes is 

provided below. Using Medusa for data visualization, From the first 2000 rows, all connections 

originate from a centre cluster of the genes to disease nodes. However, as the size increased to 

4000, Medusa randomly placed the gene cluster on the left-hand side of the screen. Since the 

data size has increased, more clusters are forming a closed shape. Furthermore, as the dataset 

increased to 6000, the connections became denser, and the gene cluster was at the top right side 

of the screen. And as such, more disease clusters, that is, about 13 of them, formed a closed 

shape. As expected, the network connection becomes denser as the size increases to 8000, but 

the number of closed-shaped disease clusters remains at about 13. Finally, for the first 10,000 

gene-disease associations in the data, the connection is denser; as such, there are now about 15 

closed-shape clusters. 

The average time taken to load the different data into Medusa. 
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Figure 3: Time taken to load data into Medusa. 

In Figure 3, we see an approximate linear relationship between the size of the data and the time 

taken to load the data into Medusa. In general, the time taken to load the data increases with 

the size of the data. 

5.3.2. Layouts 
Medusa supports several layouts, including random, circular, grid, Fruchterman, and 

hierarchical layouts. The larger size of all these layouts is presented in Appendix H. 

Random Layout 
Random layout positions the network’s nodes and connects them 

at random based on their relationship with the loaded data. One of 

its advantages is that it does not take much time to compute. 

However, it has some drawbacks, including poor readability. 

Additionally, it is not easy to track a specific connection in the 

network because of its highly dense edges. 

 

Circular Layout 
Here, the intention is to remove users’ attention from centralised nodes by 

encircling all the nodes in a circumference. This circular pattern enhances 

the relationship among visualization. However, a significant limitation is 

that the edges are highly dense due to many edge interceptions, thus 

reducing the readability of a particular connection. 
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Figure 5: Circular layout 
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Grid Layout 
The nodes in this layout are presented in a grid format. Its layout 

neutrality encourages the removal of users’ attention from the central 

node, as the nodes on the lowest part of the grid have more 

connections than those at the top. However, it has difficulty 

effectively representing clusters in the network. 

 

Fruchterman–Reingold 
This is a force-directed algorithm used to represent graphs in a more 

aesthetically appealing way. One of its strengths is that all the edges 

are equal in length, which minimises edge interception. Hence, 

highly connected nodes are easily recognised. However, the time 

complexity is relatively high. 

 

Hierarchical Layout 
This layout is used to represent nodes in order of their number of 

connections. Nodes with a high number of connections are placed at the 

bottom, while those with a low number are placed at the top. This produces 

highly readable and intuitive visualizations. However, it is not well suited 

for all data types. 

 
 
 

K-means 
K-means is an algorithm that is used to cluster data into k 

number of clusters, with each cluster represented by its 

centroid. The position of these centroids is calculated so that 

they are as far away from each other as possible, and for nodes 

belonging to a given cluster, the centroid of the cluster is the 

nearest centroid to them. As shown in Figure 9, Medusa’s k-

means rendering of the data grouped all the gene nodes as a 

cluster as expected. 

Figure 6: Grid layout 

 

 
Figure 7:Fruchterman layout 

Figure 8:Hierarchical 
layout 
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Spectral Clustering 
Spectral clustering is a supervised clustering approach similar to 

k-means in which the user must define the number of clusters. A 

weighted undirected G graph is partitioned into a collection of 

discrete groups via spectral clustering. As shown in Figure 10, 

genes with many associated diseases are formed into a cluster. 

 

 

 

 

5.3.3. Summary 

Medusa’s rendition of datasets of different sizes has some similarities in the way it displays 

these datasets. Different types of data can be clustered based on the semantic disease type. 

However, we observed some differences as the amount of data increases:  

1. Increase in the connection density of the network. 

2. Increase in the number of clusters. 

3. Increase in the amount of time taken to load the data. 

A downside of Medusa is that it does not label the names of the clusters in the visualization. In 

addition, it cannot properly render layers in a graph, and connection lines intercept, making it 

difficult to trace a particular connection without having to use filtration tools. 

5.4. Visualization Tool 2: Cytoscape 
This free software application visualises a network of molecular interactions and biological 

pathways and integrates them alongside other factors, including annotations, gene expression 

levels, and other state data (Miryala et al., 2018). While it is rooted in biological research, this 

programme, over time, has developed into a generic platform for visualization and network 

analysis. One of the major features of Cytoscape is that it is a foundation tool for data 

integration, analysis, and visualization. Based on this, Cytoscape needs no special data format, 

although it supports traditional input data types, such as CSV, databases, National Data 

Figure 9:K-means 

Figure 10:Spectral clustering. 
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Exchange Program (NDex), Tab Separated Values (TSV), and Uniform Resource Locator 

(URL). 

5.4.1. Visualization results for different datasets 
Cytoscape’s visualization of the first 2,000 rows uses a default (perfuse force-directed layout) 

layout. The resulting diagrams frequently demonstrate a graph's inherent symmetric and 

clustered structure and a well-balanced distribution of nodes with only a few edge intersections. 

A data size of 4,000 results in a dense, lone cluster of gene-disease associations. There are some 

clusters connected to but extended from the dense cluster of genes and diseases. However, with 

a data size of 6,000, the network becomes denser, and Cytoscape captures more one-to-one 

gene-disease associations. With a data size of 8,000, there is a similarity with 6,000-row data, 

along with a reduction in the number of lone gene-disease associations and an increase in the 

density of the dense middle cluster of genes and diseases. Finally, the network diagram for a 

data size of 10,000 contains a greater number of lone clusters of gene-disease associations. 

Figures 11-15 show the visualization results for different datasets. The visualization indicates 

that red is the highest DisGENET Score, and blue represents the lowest DisGENET Score. 

  
Figure 11: Data size 2000 

 

Figure 12: Data size 4000 
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Figure 13: Data size 6000 

 

 
Figure 14:Data Size 8000 

 

 

Figure 15:Data Size 10000 
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Time is taken to apply to perfuse force-directed layout. 

 

Figure 16:The average time taken to apply to perfuse force-directed layout. 

In Figure 16, we see an approximately linear relationship between the size of the data and the 

millisecond time taken to run the default perfuse force-directed layout algorithm in Cytoscape. 

The time taken to perform the force-directed layout increases with the data size. Applying a 

force-directed layout in Cytoscape involves the use of a graph layout algorithm to arrange 

nodes and edges based on the force between them.  

5.4.2. Cytoscape layouts 
Grid Layout 

The nodes in this layout are presented in a grid format. Its layout 

neutrality is beneficial, as it encourages users to remove their 

attention from the central node, with nodes at the lowest point 

on the grid having more connections than those at the top. 

However, this layout has difficulty effectively representing 

clusters in the network.  
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Hierarchical Layout 
This layout represents nodes in order of their number of 

connections. Nodes with a high number of connections are 

placed at the top, while those with a low number are placed at 

the bottom. This results in highly readable and intuitive 

visualizations. However, readability is low for large and complex 

networks, as shown in Figure 18. 

 
Circular Layout 

The circular layout generates network visualizations as group and 

tree structures, dividing the network into segments based on 

nodes’ connections and then organises these segments as distinct 

segments in a radial tree pattern. However, in Figure 19, we can 

see a circular network with some faint, smaller lone networks of 

genes and diseases, reducing its readability. The result of zooming 

into the big circular network is seen in Figure 19. 

 

Stack Layout 
 

This layout organises the nodes by stacking them vertically and using 

curves and lines to connect source and target nodes. The disadvantage 

of this approach is that the layout is not visually appealing for large 

networks. 

 

 
 

Attribute Layout 
 

This is a fast and useful layout that places all the network nodes in a 

circle, which is beneficial when working with small networks. 

Consequently, all nodes with similar values in the column are categorised 

around the circle. Figure 21 presents shows the big circle, represented by 

Figure 14: Circular layout 

Figure 15: Stack layout 

Figure 16: AIribute layout 

Figure 18:Hierarchical layout. 

Figure 19:Circular layout 

Figure 20:Stack layout 

Figure 21:AIribute layout 
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blue nodes. However, not all nodes in the data can fit into the circle, and the excess nodes and 

their connections are placed outside the circle. 

 

Degree-Sorted Layout 
This layout places nodes on the circumference of a circle such that the 

nodes are sorted in order of their degrees, that is, the number of 

connections the node has. Figure 22 shows the results of applying the 

degree-sorted layout to our data. As seen in the network visualization, 

the nodes are sorted in order of their degrees, starting from 6 o’clock 

and proceeding in an anticlockwise direction. It was also observed that 

genes have the highest degrees, as they are many from the starting 

position of 6 o’clock. Like the attribute circle layout, excess nodes and 

their connections are placed outside of the circle. 

Group Attribute Layout 
 

This type of layout makes use of a pre-defined cluster to 

group nodes, as with the attribute circle layout. However, 

unlike the attribute circle layout, any set of nodes with 

similar interesting column values is categorised into 

different circles as opposed to a single circle with all the data 

nodes. As shown in Figure 23, more than 20 groups of 

disease nodes were visualised after categorising the disease 

semantic types. 

 

5.4.3. Summary 
Cytoscape is a powerful network visualization tool supporting several layouts, including 

perfuse force-directed, circular, grid, group attribute, and degree-sorted layouts. It does not 

require a special data format but supports conventional data formats, including NDex, CSV, 

TSV, URL, and databases. Its interface allows users to select source, target, and attributes from 

the columns of loaded data. In addition, the time taken to load and run the default perfuse force-

directed layout is proportional to the data size. 

Figure 17: Degree-sorted 
layout. 

Figure 18: Group aIribute Layout. 

Figure 22:Degree-sorted 
layout 

Figure 23:Group aIribute layout 
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5.5. Visualization Tool 3: Arena 3D 
This standalone Java application focuses on 3D graph presentations. It utilises a multi-layer 

concept that analyses big networks in 3D so that the different layers in the representation may 

be the same as different data types (Zhou and Xia, 2018). When clustering, we adopt the disease 

type (DisGNet disease type) and semantic disease type, that is, the ULMS disease type. The 

clustering process is performed for the disease type and semantic disease type layers for various 

amounts of data. The data sizes range from the initial 2,000 rows to 10,000 rows, with a step 

size of 2,000. 

The Arena 3D graph for datasets of different sizes is similar. The time taken to load the network 

data for the different sizes of data is shown in Figure 24. 

 

 

Figure 24:Arena 3D graph dataset sizes 

Therefore, we can see that as the data size increases, the time taken to load the data also 

increases per second. 

5.5.1. Layout 
Arena 3D employs a multi-layer approach for graph rendering. The multi-layer rendering of 

the working network data uses gene, disease Type (DisGNet disease type), and disease 
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Semantic Type (ULMS disease type) from the 

layer’s working data. In contrast, the clustering of 

the disease type and semantic disease type layers 

is shown as follows. 

From Figure 25, we see three layers, namely, 

‘GENE’, ‘DISGNET_DISEASE’, and ‘UMLS 

DISEASE’. These layers are represented by the 

endpoints of the straight lines (edges) in the 

figure. These are the three disease types in the 

data. The orange lines in the graph represent the 

mapping of certain genes to the disease type. Each disease type is further mapped onto its 

corresponding semantic disease, which is clustered into 28 groups. 

5.5.2. Summary 
Arena 3D is a standalone Java application that visualises graphs using a multi-layer layout. It 

expects data to be in a certain format, as presented above. It can make use of predefined clusters 

to cluster nodes within a layer, has a simple UI, and is optimised for visualising complex 

networks. 

5.6. Visualization Tool 4: Gephi 
Gephi is an open-source graph visualization programme that uses a 3D rendering engine to 

show graphs in real-time, allowing quick exploration. It accepts different formats, such as CSV, 

databases, and spreadsheets, as well as edge and node information in separate files in different 

formats. Edge data are expected to have ‘source’, ‘target’, and ‘weight’ columns for source 

node and target node identifications and connection strength, respectively. Conversely, the node 

data should include ‘id’ and ‘label’ in its columns for the unique nodes and respective labels. 

When varying the size of the data from 2,000 to 10,000 connections with a step size of 2,000, 

data loading is very fast (less than 2 seconds) and virtually the same for the different data sizes. 

 

Figure 20:  Figure 25:MulO-layer concept 
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Figure 26:Gephi graph dataset sizes. 

5.6.1. Layouts 
Layouts refer to the spatial organisation and positioning of nodes and edges to relay information 

properly. 

Random Layout  
 

The random layout is the default layout in Gephi. It is a 

2D rendering of the network in which the nodes and 

their corresponding edges are randomly placed in the 

graph. It is quick to implement, but it does not often 

show any patterns in the network. 

 

 

Circular Layout 
The circular layout is fast and places all the nodes in the network 

around a circle, which is especially useful when working with 

small networks. A user-selected node column determines the 

node order. All nodes with the same column value are grouped 

around the circle. This circular pattern enhances visualization 

relationships, but it reduces the readability of individual 

connections. 

1.7

1.75

1.8

1.85

1.9

1.6

1.65

1.7

1.75

1.8

1.85

1.9

1.95

2000 4000 6000 8000 10000

tim
e 

ta
ke

n 
fo

r t
he

 V
isu

al
iza

tio
n

No of relationship of the nodes

Gephi

Figure 22: Random layout 

Figure 23: Circular layout 

Figure 27:Random layout 
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ForceAtlas Layout 
The ForceAtlas layout, also known as scale-free or small-world 

layout, is a quality-oriented network layout algorithm. In Figure 

29, nodes with low degrees are far away from the centre of the 

graph, whereas those with high degrees are close to the centre of 

the graph. ForceAtlas is useful for obtaining quick insights into 

small networks, as it shows nodes with high degrees. 

 
 
 

Fruchterman–Reingold 
This layout represents the graph as a system of mass particles, with 

nodes and edges being mass and spring particles, respectively. The 

algorithm’s objective function is optimised by minimising the energy 

of the physical system. This algorithm is often used in graph 

visualization but has the downside of a slow operating speed. 

 

 

 

Yifan HU 
This is a fast algorithm that can be used to visualise large graphs. It 

reduces complexity through the integration of a force-directed model 

and a graph-coarsening method. The negative impacts on one node 

from a cluster of distant nodes are estimated by a Barnes-Hut 

calculation that treats them as a single super-node. 

As shown in Figure 31, the nodes with lower degrees are pulled 

farther from the centre of the graph than those with higher 

connections. Disease nodes (Red nodes) are repelled by their gene 

nodes, thus forming an umbrella and pulling on their gene nodes. 

Figure 24: ForceAtlas layout 

Figure 25:  

Figure 26:  

Figure 29:ForceAtlas layout 

Figure 30:Fruchterman–
Reingold layout 

Figure 31:Yifan HU layout 
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5.6.2. Summary 
Gephi is an open-source network graph visualization programme that uses a 3D rendering 

engine to display graphs in real-time, allowing quick exploration. Its major strength is that it is 

built on a multi-task architecture that supports multi-core processors. It also supports different 

file formats (e.g. CSV, spreadsheets, databases). Data loading is very fast, and it supports layout 

algorithms, including Yifan Hu, Fruchterman–Reingold, and ForceAtlas. 

5.7. Visualization Tool 5: Graphia 
Graphia is an open-source graph-visualising application that can handle large and complex 

graphs. It supports adjacency matrix, CSV, GraphML, and TSV files. It may be used for 

visualising graphs with a large number of nodes and edges in both 2D and 3D (Majeed et al., 

2020). The tool provides high-quality rendering, which can be performed on a standalone 

graphics card. For instance, Figure 32 presents the edges and disease nodes associated with the 

gene node with geneID ‘ABCD1’ when zoomed in. 

 

 

Figure 32:Visualising data in Graphia 

Datasets load into Graphia very quickly. We found no significant difference in the time required 

to load different sizes of datasets into Graphia. In addition, Graphia organises algorithms in the 

transform tab (or window), which contains various functions that can be applied to graphs. 
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Figure 33:Graphia graph dataset sizes. 

5.7.1. Layouts 
Edge Reduction 
Visualising graphs with a high number of edges is often difficult. Many of these edges may 

obscure higher-level clusters or patterns and may not contribute to the overall structure of the 

graph. K-nearest neighbours (k-NN), percentage nearest neighbours (%-NN), and edge 

reduction are techniques for pruning graphs in Graphia (Figures 34–36). 

 
Figure 34:k-NN 

 
Figure 35:%-NN 

 
 

 
Figure 36:Edge Reduction 

 
 

Metrics 
Graphia uses the following metrics for analysing a graph structure: 

Betweenness: This is a centrality measurement that is based on the shortest paths between 

nodes. It is the number of these shortest paths that pass through the node. 
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Eccentricity: This is a measure of a node’s global position in the graph. Graphia does this by 

calculating the shortest path between every node and then assigning the longest path length 

found for each node. 

Page Rank: This is used to obtain an estimate of how important a node is by counting the 

number and quality of links to that node. Its name is because it was originally used to measure 

the importance of a web page.  

 
Figure 37:Betweenness 
 

 
Figure 38:Eccentricity 

 

 

 
Figure 39:Page Rank 

 
 

Structures 
Graphia can alter the structures of a graph using the following tools: 

Remove Leaf: This pruning algorithm is used to remove leaf nodes from a graph to make it 

easier to see patterns in a graph. 

Remove Branches: Similar to removing leaf nodes, the removal of branches utilises a pruning 

algorithm, but unlike removing leaf nodes, it prunes a graph by removing less important 

branches of nodes.  

Spanning Tree: This is a subgraph (a tree) that includes all of the nodes of the super-graph. In 

general, a graph can have multiple spanning trees. However, a graph that does not have any 

connections cannot have a spanning tree. 
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Figure 40: Remove the leaf 
 

 
Figure 41:Remove Branches 
 

 
Figure 42:Spanning Trees 

 
 

5.7.2. Summary 
Graphia is a powerful open-source graph visualization application. It supports plugins and can 

handle graphs with millions of nodes and edges. It can run on a GPU and provides high-quality 

graph rendition. It supports different file formats, including CSV, TSV, adjacency matrix, and 

GraphML. 

5.8. Summary of the Visualization tools  
Medusa, Cytoscape, Arena3D, Gephi, and Graphia are popular tools for visualising and 

analysing biological networks. As shown above, each has different strengths and weaknesses. 

For instance, part of Medusa's strength is that it specialises in multilevel network visualization, 

which helps users explore hierarchical structures in a network. It also allows users to identify 

and analyse heavily connected substructures. Its weaknesses include fewer options for 

integrating different data types. Meanwhile, Cytoscape has vast collections of plugins, which 

broaden its functionality, making it adaptable for different tasks. However, non-experts may 

not be able to handle it. Furthermore, Arena3D provides interactive features to explore and 

manipulate 3D structures of biological networks, but it has a less extensive feature set for data 

analysis. Gephi’s strength lies in its user-friendly interface, which makes it easily accessible 

for users with different levels of expertise. However, it may encounter performance issues when 

working with large-scale networks. Graphia offers support for the integration of multi-

dimensional data, providing a detailed view of biological networks. Its weaknesses include its 

high license cost, which might be too expensive for some users. 

Medusa is a good choice for specialised multilevel network visualization and node clustering 

tasks, while Cytoscape may be selected because of its comprehensive plugin ecosystem and 
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community support. Arena3D is used for 3D visualization, while Graphia has strong interactive 

analysis and data integration capabilities. Finally, Gephi offers a user-friendly interface and 

supports dynamic network analysis. 

In summary, all these tools contribute to the advancement of research by empowering scientists 

with needed insights to visualise complex biological networks and complex biological data 

analysis and gain insights into complex relationships within these systems.  
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Table 25: Overall view of the tools from the researcher’s perspective 

No Factors Medusa Cytoscape Graphia Arena 3D Gephi 

1 Filtering Tools It has moderate filtering tools. 

It allows filtration by labels, 

nodes, and annotation. It uses 

regular expressions to match 

searches. 

Supports column, 

degree, and topology 

filters. It has rich 

filtration tools that users 

can use to view 

information of their 

choice in the network. 

It is capable of filtering by nodes. The 

graph can be centred on a filtered node. 

A group of nodes can be selected, 

viewed, and styled differently. 

It has rich filtering tools 

that make it possible to 

show or hide lines, 

labels, grids, layers, etc. 

It includes numerous 

filtering tools, which 

are easy to use, access, 

and understand. 

It is capable of directly 

selecting an object 

(node or connection) in 

the network. Selected 

nodes are filtered for 

viewing. 

2 Plugins No plugins – does not support 

plugins. 

It offers great support 

for plugins, including 

Bingo, ClueGo, 

CluePedia, and 

StringApp. 

It has many plugins and is highly 

extensible through the addition of 

plugins. It includes a plugin named 

Generic by default. 

Does not support user-

defined plugins. It is 

difficult to customise 

for personal usage. 

Gephi supports plugins. 

Developers can 

implement plugins in 

Java to extend Gephi. 

3 Visual Styles It renders the network in 2D 

and represents clusters as 

circles of nodes. Network 

visualizations do not fit the 

screen by default. Some 

networks may not be able to 

fit the screen by adjusting the 

zoom level. 

It renders 2D network 

graphs. It is mainly 

focused on high-level 

representations of 

interactions and 

components. 

It is optimised for viewing large and 

complex graphs. Graphs can be viewed 

in 3D or 2D. The visualization interface 

makes full use of human cognitive 

abilities. Graph data are well rendered, 

allowing easy understanding and 

communication. 

It renders networks as 

3D images with a 

default dark 

background that makes 

the colour of the nodes 

stand out. The 3D visual 

result allows for 

rotation, flipping, and 

zooming, giving users a 

The software 

accelerates the 

exploration process by 

using a 3D rendering 

engine to display large 

networks and graphs in 

real-time. This allows 

for the styling of nodes 
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holistic view of the 

network. 

and edges in the 

network. 

4 Advanced 

Search 

It uses regular expressions to 

search for nodes by labels or 

annotations.  

It supports searching by 

edges, nodes, and 

attributes. Capable of 

searching the web. 

It can search for nodes and centre the 

graph on the selected node. 

It has many tools for 

searching for direct and 

indirect nodes, 

connections, and layers. 

It can search for 

keywords and 

descriptions. 

It has limited search 

functionality. It 

supports direct selection 

as a search method. 

5 Free/Open-

Source 

Free for academic use. Free and open source. Open source and free. Free for academic use. Free and open source. 

6 Efficient Layout 

Algorithms 

Supports random, circular, 

grid, hierarchical, distance 

geometry, Fruchterman, and 

Rheingold layouts. In 

addition, Medusa can use its 

relaxing feature to perform 

visual animation.  

Provides support for 

layouts including 

hierarchical, stacked 

node, circular, attribute, 

attribute circle, and 

perfuse force-directed 

layouts. 

Only a force-directed layout algorithm is 

available by default. Other algorithms 

are available as plugins. 

Supports multi-layer, 

circular, random, and 

grid layouts. Uses 

efficient layout 

algorithms like 

Fruchterman and 

Rheingold. 

It supports many layout 

algorithms, including 

ForceAtlas, 

Fruchterman, and Yifan 

Hu. 

7 Scalability Scales well with the size of the 

network. It is capable of 

visualising large networks. 

Moderate capability in 

reading large datasets. It 

scales well with the size 

of the data. 

It is highly scalable and can handle 

graphs with millions of edges. 

The time complexity of 

loading and 

manipulating the 

network increases with 

the network size. It does 

It is optimised for large 

datasets. The data is 

read faster than Medusa, 

Arena 3D, and 

Cytoscape. 
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not scale with network 

size. 

8 Different File 

Formats 

It supports CSV, TXT, or 

TSV formats. 

Can read data from the 

National Data Exchange 

program (NDex), CSV, 

TSB, URL, and 

databases.  

Offers support for a variety of input data 

formats, including TXT, CSV, and TSV 

GraphML 

A single text file that 

contains information 

about layers, nodes, 

connections, clusters, 

etc. 

Gephi supports various 

file formats, including 

CSV, GDF, GML, 

GEXF, Pajek NET, 

Graphviz Dot, and 

spreadsheets. 

9 Text Mining It uses regular expressions to 

search for nodes whose names 

match a given pattern. Not 

many text mining tools. 

Cityscape’s plugin 

StringApp supports 

advanced text mining 

and analysis. 

It is an efficient search tool for keywords 

and retrieving useful textual information 

from the network. However, there are 

not many text-mining tools in the default 

plugin, although the application can be 

extended for text-mining purposes. 

It has an efficient search 

tool to search for 

keywords and retrieve 

useful textual 

information from the 

network. However, it 

does not have many 

text-mining tools. 

Gephi can be used for 

semantic network 

analysis, including 

stemming and 

lemmatization. 

10 User Input & 

Customisation 

Users cannot extend the 

application and can hardly 

customise the inputs. 

The application can 

easily be customised 

and extended. Users can 

configure it according to 

their preferences. 

The application can easily be 

customised and extended. Users can 

configure it to their taste. 

Limited extension of the 

application. UI can 

hardly be customised. 

For example, the left 

pane of Arena 3D 

version 2 cannot be 

resized, and it is only 

possible to zoom in and 

The application can 

easily be customised 

and extended. Users can 

configure it according 

to their preferences. 
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out of the network with 

the scrollbar of an 

external mouse. 

11 Graph Analysis It supports K-means, affinity 

propagation, and spectral and 

predefined clustering. It is a 

moderately effective tool for 

carrying out graph analysis on 

networks. 

Capable of plotting 

histograms and 

generating summary 

statistics of the network. 

Plugins like 

WorldCloud and 

Network Analyser 

provide rich graph 

analysis features. 

Capable of various types of graph 

analysis, including betweenness, 

eccentricity, page rank, MCL clustering, 

and Louvain clustering.  

Limited graph analysis 

can be done. One of 

many possible graph 

analysis types is 

principal component 

analysis (PCA). 

Can generate summary 

statistics.  

12 Feedback to 

Users 

Network visualization can be 

converted to an image file. 

Networks can be exported to 

PostScript, HTML, Pajek, 

Arena 3D, Bio-layout express 

3D, Cytoscape, and Graphviz. 

Has a show status tool 

capable of giving 

updates on processes 

run by the app. Supports 

exporting networks to 

NDex, web pages, and 

images. 

Has tooltips and alert boxes to 

constantly update users on processes. 

Reports and 

visualizations can be 

exported to different 

formats, including jpeg, 

Pajek, Medusa, and 

VRML. 

Tools in Gephi have 

tooltips, and graphs can 

be exported as an image 

file or PDF file. 

13 Strength It provides simple, useful 

visualizations of predefined 

network clusters and can 

convert from one data type to 

another. 

It is an advanced 

network visualization 

application with many 

plugins. A major 

strength is the flexible 

Optimised for large and complex 

networks. High-quality graph rendition 

in 3D. Easily extensible. 

Powerful application 

for 3D visualization of 

the network. Nice 

network rendering and 

representation. Nodes 

Software is built on a 

multi-task architecture 

that makes use of multi-

core processors and can 

be used to visualise 
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display and series of 

layouts. 

can be clustered in a 

layer. 

large complex networks 

with over 20,000 nodes 

and generate relevant 

visual results. 

14 Runtime 

Performance 

It is fairly quick to load and 

run layout algorithms.  

Fairly slow in running 

some layout algorithms. 

Very fast in computation.  Slow, especially for 

large networks. Slow in 

loading and 

manipulating data. 

Fast in terms of running 

layouts. Takes less time 

to represent the layout 

than tools like Medusa 

and Arena 3D. 

15 User-friendliness It has a simple and easy-to-

understand user interface. 

Nice user interface. 

Users can customise and 

rearrange panes. 

Application tools have 

tooltips. 

Very user-friendly. The screen is 

maximised for viewing graphs. Offline 

tutorials are available. It has tooltips and 

is easy to use. 

Panes are not moveable. 

It is not possible to 

zoom in and out of the 

network easily. There 

are no tooltips. 

Nice user interface. 

Users can drag, zoom, 

and resize visual results. 

Tools names are self-

explanatory. 

 

 

 

No Factors Medusa Cytoscape Graphia Arena 3D Gephi 

1 Information Coding It can display up to 10 

multiple edges that run 

simultaneously between 

nodes through the use of 

It can be used to convert 

expression data into 

node labels, colour, 

border colour, or 

Information is well coded. 

It provides top-notch 

representations of graphs 

Effectively converts 

network data into visual 

information in 3D. It 

represents the network 

It makes clustering, 

spatialising, navigating, 
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Bezier curves. Supports 

predefined clustering. 

thickness based on the 

user’s configuration and 

visualization schemes. 

in 3D and has an overview 

mode. 

in multiple layers, which 

makes it more readable. 

and manipulation of 

networks easy. 

2 Flexibility The interface cannot easily 

adapt to the specific needs 

of users. Users cannot 

readily customise the 

interface. 

The interface can easily 

adapt to the specific 

needs of users. It allows 

the use of different data 

types and ways of 

creating network graphs. 

Supports command line 

tools. 

Highly flexible. The 

interface can easily adapt 

to the specific needs of 

users. Users can have 

multiple windows, each 

with different plugins. 

The interface cannot 

easily adapt to the 

specific needs of users. 

Panes are immovable, 

not resizable, and can 

have limited zoom 

capabilities. 

Panes can be resized and 

minimised. Users can 

customise the interface of 

the visualization tools. 

3 Orientation and Help Medusa has a tutorial page 

on its website. Tools have 

tooltips and icons that 

explicitly and implicitly 

explain their functions, 

respectively. 

It has a rich user manual 

and tutorial page. All 

tools have tooltips. 

It has offline and online 

tutorials. The website is 

informative. 

It has no help tab or 

tooltips. The website 

explains its usage, but it 

has not been updated for 

a long time, while most 

dependencies have 

undergone an update. 

Has online 

documentation and 

tutorials. Users have 

access to information 

regarding the app's usage. 

4 Minimal Actions Extremely few actions are 

required to load and 

visualise the network. 

Changing network layouts 

requires a few steps. 

It requires many steps to 

load data and style the 

network and nodes. 

Loading CSV and TSV 

files requires several 

steps. 

Few actions are needed 

to get results or to 

visualise the network. 

The network is 

visualised after loading 

the data. 

Many steps are required 

to read data and run 

layout algorithms 

compared to tools like 

Medusa. 
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5 Prompting Tooltips and icons serve as 

guides for users before 

taking any action. 

Provides tooltips and 

alert boxes to users. 

Users are well prompted 

for necessary actions. Has 

tooltips and prompt boxes. 

No prompting is 

available. There are no 

tooltips. Users may take 

risky actions they did not 

intend to take. 

Has prompt windows and 

buttons for users to run 

certain tasks. Tools in the 

application also have 

tooltips. 

6 Consistency Naming conventions and 

file-supported format 

formats are almost the 

same as those of 

convention tools. 

The notations are 

consistent with 

conventional ones. 

Notations are consistent 

with those generally used 

in the study of graphs and 

networks. Objects are 

named properly. 

The data input format is 

different from those of 

conventional tools. It 

cannot accept traditional 

CSV files, TSV files, 

spreadsheets, or 

databases. 

Notations in the 

application are consistent 

with the generally used 

ones (e.g. edges and 

nodes). 

7 Spatial Organisation It can effectively organise 

clusters of network data. 

However, the default size 

of the network is small. 

Zooming is often needed to 

view the entire network. 

Has a zoom-to-fit feature. 

The network graph is 

well organized and is 

detachable to a new 

window. 

Highly organised and 

intuitive rendition of 

networks. Nodes are 

arranged in ways that ease 

visualization, 

communication, and 

understanding. 

The network is well 

represented in 3D with 

different layers. 

Predefined clusters can 

be visualised easily. 

Nodes are nicely 

arranged in space. Nodes 

can be resized based on 

certain attributes. 

8 Recognition Rather than 

Recall 

The functions of tools can 

be easily understood. Tools 

and tabs are expected, and 

users do not need to recall 

most steps. 

Tools can easily be 

recognised even without 

the tooltips. Tool icons 

are self-explanatory. 

Buttons and tools are 

easily recognised. 

Conventional icons are 

used. 

The usage of tools can 

be easily understood. 

Tools and tabs are given 

expected names. Users 

Users can easily 

recognise tools and tabs 

based on their names and 

icons.  
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 do not need to recall 

most steps. 

9 Remove the Extraneous The layout is simple, with 

no extraneous information. 

Space for visualization 

network is maximised. 

There are extraneous 

panes, but they can be 

minimised.  

The user interface is 

simple, with no 

extraneous and distracting 

panes. 

The UI is simple, with 

no extraneous panes. 

Network visualization is 

not distracted by other 

tools or information in 

the UI. 

There are extraneous 

panes, but they can be 

minimised.  

10 Dataset reduction Individual nodes can be 

selected, viewed, and 

deleted. The network can 

easily be pruned. 

Data can be reduced. 

Tables can be loaded 

into an existing network. 

The dataset can be 

reduced; %-NN, Edge 

reduction, and k-NN are 

some of the available data-

reduction tools. 

Data can be easily 

reduced to visualise 

information about a 

particular node, 

connection, or layer. 

Data can be reduced by 

selecting nodes or 

connections of interest. 
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5.9. The selected tool - Cytoscape  
Five network visualization tools were reviewed in the previous sections. Based on the literature, 

evaluation, and several meetings with the domain experts, Cytoscape was chosen for this study, 

particularly because it is an essential tool for network visualization and is useful for visualising 

complex biological systems. Some of its benefits include its ability to deal with complex 

visualization networks. Moreover, its interactive and customisable interface allows researchers 

to explore and analyse complex relationships within the data. Furthermore, Cytoscape has a 

vibrant community that is active in developing and maintaining a wide range of plugins, which 

extend the programme’s functionality, allowing users to integrate additional algorithms, data 

formats, and analysis tools into their workflows. Cytoscape supports the integration of diverse 

data types, enabling researchers to overlay a series of information into the network 

visualization, thereby enhancing the exploration of comprehensive data (Piñero et al., 2021).  

Cytoscape can be compared to other visualization tools like Gephi, which is capable of dynamic 

and interactive network visualization, is suitable for exploring large-scale networks, and 

supports different layout algorithms. However, Cytoscape is preferred in this study because of 

its broader user base and more comprehensive support in the scientific community. Graphia 

also emphasises visual analytics, and it is designed for the interactive exploration of complex 

networks (Mousavian et al., 2021). Although Graphia provides advanced visual analysis 

features, the extensive plugin ecosystem of Cytoscape offers a broader array of functionalities. 

Medusa is specifically built for multidimensional biomedical data visualization, and it 

effectively represents complex relationships within biological systems. However, Cytoscape 

has a more general-purpose approach and can be applied more broadly to diverse areas 

(Ragueneau et al., 2021). Arena 3D is usually adopted because of its 3D network visualization 

capabilities. Indeed, it has a lot of experience exploring networks in 3D space. Meanwhile, 

Cytoscape is more commonly used in 2D network visualization, although it supports some 3D 

visualization plugins like Arena 3D. 

Additionally, Cytoscape supports integration with diverse data types and offers a platform for 

multi-omics data visualization. Doncheva et al. (2022) demonstrated that Cytoscape effectively 

depicted complex biological systems within biological networks. Cytoscape is used to 

understand and explore network and genomic sequences by loading, visualising, searching, 

filtering, viewing, and traversing network nodes and clusters. 
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5.10.Interactivity of Cytosacpe  
The term ‘interactivity’ describes the interaction between users of digital materials or devices 

and the capacity of a computer, software, or another piece of material to react to a person’s 

actions (Genially, 2022). Cytoscape offers a highly interactive interface, allowing this 

interaction to be managed and altered. As part of the interactivity process, networks can be 

imported into Cytoscape from Excel spreadsheets. Interactivity helps a user better understand 

a technology’s features and use it to execute tasks more effectively. Further study is needed on 

interaction despite its significance in the Information Communication Technology (ICT) world. 

Currently, interactivity is one of the hottest conversation keywords in modern ICT. 

Communicating complex data concepts using plain text is difficult for many people to 

understand (Case Guard, 2022). Cytoscape layouts created or integrated by developers are 

referred to as layouts. A layout is the process of manipulating the network visualization and 

determining the node or edge location in a network, given certain restrictions. This feature is 

packaged as a reusable component in Cytoscape. Cytoscape has several layouts, including grid, 

hierarchical, circular, stack, attribute grid, prefuse force-directed, degree-sorted circle, and 

prefuse force-directed opencl. The choice of layout affects the tool's user experience. For 

instance, a network layout helps developers map out nodes or clusters (called edges), which 

helps them analyse the network and its behaviour. It can also be complemented by adding a 

style to the network, enhancing it visually and making it easy to understand (Cytoscape, 2022), 

while node layout tools help align, distribute, rotate, scale, and stack nodes. This feature is 

available via the menu command View >> Show Tool Panel via layout >> Node Layout Tools. 

The layout in Cytoscape affects the way networks are viewed. While other layouts could have 

been useful for visualization, the Cytoscape desktop application only has a static layout. 

However, adding animation to the layout will improve the visualization of the network and 

make it more engaging and fun to work with than a discrete layout. After evaluating various 

visualization tools and having several meetings with the domain experts, it can be concluded 

that Cytoscape needs to add more engaging forms of interactivity. Specifically, adding blur and 

fisheye view as layout-based properties in Cytoscape would be helpful. 

5.11.Summary 
This chapter focused on the evaluation of visualization tools. Different layouts can be used in 

different visualization tools, including random layout, circular, grid, hierarchy, Frutchterman–

Reingold, K-means, stack layout, attribute layout, degree-sorted, ForceAtlas, and Markov 

clustering layouts. The evaluated visualization tools were Medusa, Cytoscape, Arena3D, 
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Gephi, and Graphia. Each of these tools has unique layouts as well as ones that are common to 

others. Medusa is suitable for specialised multilevel network visualization and node-clustering 

tasks, while Cytoscape offers a comprehensive plugin ecosystem and community support. 

Arena3D is used for 3D visualization, Graphia has excellent interactive analysis and data 

integration capacities, and Gephi has a particularly user-friendly interface and allows dynamic 

network analysis. Overall, each of these tools has strengths and weaknesses.  

Five existing network visualization methods used for biological networks were evaluated based 

on their usability and limitations. They are Medusa, Cytoscape, Graphia, Arena3D and Gephi. 

Sections 5.3 to 5.7 comprehensively describe how the usability of those complex biological 

networks can be improved. Thereby answering research question 3.1. Furthermore, 

interestingness measures such as random layouts, circular layout, grid layout, edge reduction, 

and ForceAtlas layout, among others, in section 5.2, subsection 5.2.1 to 5.2.12, answer research 

question 3.2 and thereby do justice to objective 3.  
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   Chapter 6: Introduction to Enhanced Visualization Tools 
This chapter provides detailed information on the enhanced visualization tool developed for 

this study, as well as background information on the visualization techniques discussed in the 

literature. It also includes detailed information about the fisheye view and blur techniques 

used in the enhanced visualization tool. The researcher focused on interactivity, so the fifteen 

general factors were considered during the development stage. Therefore, the tool has only 

been evaluated using the ten heuristic factors and the ICET. 

6.1. Background Information About Visualization Techniques 

A range of visualization techniques exists that are designed to help users focus on certain parts 

and details in the data while maintaining awareness of the complete data structure. Particularly 

because biological networks like protein-protein interaction (PPI) networks, gene regulatory 

networks, and metabolic pathways, among others, are inherently complex. They have large 

numbers of components known as nodes and intricate relationships known as edges. The 

visualization technique then allows simplification and representation of this complexity, 

making it easier for researchers to understand, analyse and extract detailed information from 

the complex networks. While the research presented in this thesis has focused on fisheye views, 

several other alternatives have been considered. A summary of these alternatives is provided 

below, followed by an in-depth description of the fisheye view. Fisheye view, a visualization 

technique, balances detail and large complex dataset contexts (Janecek and Pu, 2002). This 

technique allows users to focus on certain parts of the data while maintaining an awareness of 

the overall data structure. Some similar techniques include the following: 

Zooming and panning: Zooming is the ability to alter the scale of a visualization, allowing 

users to focus on certain areas of interest within the network. Meanwhile, panning entails 

moving the view of visualization horizontally or vertically, allowing users to navigate across 

the network (Franconeri et al., 2021). Both are critical to the interactive exploration and 

analysis of complex biological networks and help researchers investigate network structures 

interactively, leading to the identification of important components and a deeper 

comprehension of the relationships and interactions within the network (Junker et al., 2021). 

Specifically, zooming enables users to focus on certain nodes of interest and supports 

comprehensive data exploration (de Paula, 2019), while panning allows users to move around 

the whole biological network to obtain a comprehensive view of it. However, despite these 

obvious advantages, there are inherent disadvantages of this technique, which is why it was not 
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chosen for this study. One major issue is the tendency to make navigation complex, especially 

if users lose track of their position within the network (Jusufi, 2013). Panning over large 

networks requires a great deal of navigation time, which may make it overly cumbersome for 

users to move across extensive biological networks (Praneenararat et al., 2011).  

Overview + Detail: This technique combines an overview visualization and detailed views. 

Users can interact with an overview to select and zoom into a certain area, while the detailed 

view furnishes the users with additional information (Cockburn et al., 2008). One of the main 

strengths of this technique is that it allows users to zoom in on a specific node and gather 

comprehensive information, which facilitates the identification of important components, 

clusters, or pathways within the network and helps in analysing specific biological processes 

(Cockburn et al., 2008). It also enhances pattern recognition and anomalies, which is important 

for biological network analysis, especially where subtle patterns could indicate specific 

biological phenomena (Kim & Mukhiddinov, 2023). However, some key limitations prevented 

the programmer from adopting this method. It can be challenging to implement this technique 

effectively, especially with large and complex biological networks, and balancing the 

representations of both global and comprehensive information can overwhelm users (Kim & 

Mukhiddinov, 2023). 

Treemaps: This technique shows hierarchical data using nested rectangles, where the size and 

colour of each rectangle are a representation of different parts of the data. In complex biological 

networks, treemaps are used to represent hierarchical structures, such as the relationships 

between entities like genes and functional categories (Gillespie et al., 2022). Some of the 

inherent advantages of treemaps include effective representation of the data structure hierarchy, 

which is useful for illustrating the organisation of and relationships in complex biological 

networks (Gillespie et al., 2022). In addition, it is easy to identify individual nodes and clusters 

within a treemap, which facilitates the analysis of specific pathways in biological networks 

(Balzer & Deussen, 2005). However, despite the obvious advantages, some inherent limitations 

prevented the researcher from adopting this technique. Treemaps can be difficult to interpret 

due to cluttering, especially when the biological network is densely interconnected. Moreover, 

irregularly shaped cells in the treemaps could distort the representation and readability of the 

visualization, hindering accurate interpretation (Balzer & Deussen, 2005). 

Heatmaps: Heatmaps represent data values in a grid-like form based on colour intensity. With 

this technique, users can zoom in to view data inputs closely and specifically and adjust the 
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granularity level (Rohlig et al., 2019). Heatmaps provide a visual representation of the 

relationships between many components in a biological network, which is useful for 

understanding co-expression patterns, interactions, or correlations among genes or proteins. At 

the same time, graphs represent interactions and relationships between entities (Rohlig et al., 

2019). However, the researcher chose another technique because of some of the limitations of 

heatmaps. They are primarily visual tools, and their interpretation may be subjective due to a 

heavy reliance on users’ ability to identify patterns. They may inadvertently place too much 

emphasis on certain features while others may be overlooked (Wong, 2012). 

Focus + Context Cartograms: This technique uses distortion to emphasise certain regions while 

maintaining a contextual view. It is mostly used with geographical (Nusrat & Kobourov, 2016). 

An advantage of this technique is that it distorts less significant nodes, which helps reduce 

visual clutter, making it easy to focus on the most relevant details (Marcílio-Jr et al., 2021). 

However, it is subject to distortion, which could lead to the loss of more comprehensive details, 

which might be significant when attempting to obtain a detailed understanding of a biological 

network (Marcílio-Jr et al., 2021). Consequently, the researcher did not choose this technique 

due to a preference for detail and precision. 

Semantic Zooming: This refers to changing the detail or abstraction level based on the actions 

of the users. For instance, semantic zooming may be used to show enhanced information about 

data elements when zoomed in, while less detail is presented when the user zooms out 

(Bhowmick et al., 2023). Part of the strength of this technique is that it enhances the user 

experience by allowing intuitive exploration and navigation of complex biological data, which 

makes it easier for researchers and other users to identify patterns and relationships (Bhowmick 

et al., 2023). However, zooming in too much on highly detailed data could overwhelm the users 

with a large volume of unnecessary information, making it challenging to obtain relevant 

insights. Hence, it was not chosen for this study. 

Fisheye View: This technique allows distortion of data representation to give focus and context 

to a visualization instance. Users can zoom in on a certain part of the visualization while 

maintaining an understanding of the encircled data that is already compressed and distorted 

(Turetken & Schuff, 2002). The fisheye view is a valuable approach for visualising complex 

biological networks, particularly in terms of data preservation and reducing clutter. Hence, the 

researcher chose it for use in this study.  
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All these techniques are designed to assist users in moving through the data effectively and 

understanding the complexity of the data by creating a balance between local and global 

contexts. However, which technique should be adopted depends on the specific needs of users 

and the available data. 
 

6.2. Fisheye View 
 
The fisheye view is a visualization technique for distorting data representation and providing a 

focus-and-context view of a larger dataset. Blurred nodes outside the radius effectively direct 

the users' attention to the selected node and its immediate surroundings. This is beneficial 

because reducing the visual clutter allows the users to focus on more relevant information with 

less or no distraction. It is useful for showing complex information, as specific areas of interest 

are highlighted while displaying the surrounding context as well. Common applications are 

described in the following. 

6.2.1. How it works 
The fisheye view consists of a focus region, context region, and transition. A focus region is a 

certain region, usually the centre of the visualization, where the data details are shown 

accurately. Meanwhile, the context region is distorted to produce a compressed view. The 

distortion degree increases as the user moves further from the focus region. The transition 

between the region focuses, and contexts is stepwise, allowing the viewer to transition 

effortlessly between detailed and compressed views. A simplified overview is presented in 

Figure 43.  
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           Figure 43:A simplified fisheye view of the graph (Sarkar & Brown, 1992) 

6.2.2. Application  
The fisheye view can be applied in different areas, including graph visualization, information 

retrieval, and document browsing. For instance, it is commonly used for graph visualization 

and to visualise complex networks or graphs, such as computers and biological and social 

networks (Huang & Lai, 2006). It lets users or viewers focus on certain nodes while offering a 

global overview of the whole network (Huang & Lai, 2006).  

Another area in which the fisheye view is applied is information retrieval. It may be used in 

the search interface to display results, while the central area shows comprehensive information 

about the chosen items and the output is compressed (Janecek et al., 1970). Fisheye views are 

also useful in document and web browsing to provide a detailed view of a chosen document or 

webpage. At the same time, they present a condensed view of close content, making it simple 

and easy to move through collections of large documents (Janecek & Pu, 2002). Furthermore, 

fisheye views are applicable to geographic information systems (GIS), as they provide 

comprehensive views of certain geographic areas while showing the entire map ((Huang & Lai, 

2006). 

In software development, the fisheye view may be used in sourcing for code visualization, 

which enables programmers to focus on certain sections of the code while maintaining the 

code’s structure (Storey, Best & Michand, 2001). It is also valuable for network traffic analysis 
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and monitoring, allowing the network administrator to zoom in on certain areas of the network 

while tracking the overall traffic patterns. In task management, the fisheye view helps manage 

to-do lists by emphasising critical tasks while displaying the less important ones in a compact 

form.  

Overall, fisheye views effectively balance the need for details and context, can deal with large, 

complex datasets, and help users maintain situational awareness while allowing them to zoom 

in on other interesting areas for a more detailed analysis. 

6.2.3. Benefits and drawbacks of using the fisheye view for visualization. 
There are many benefits of using the fisheye view for visualizations. Some of these include 

balancing detail and context, improved focus, and contextual understanding. For example, in 

balancing details and context, the fisheye view can provide the right level of detail and context 

for large or complex datasets. The fisheye view allows users to zoom in on areas while keeping 

an overview of the overall data structure (Luciani et al., 2018). Furthermore, it provides a 

clearer focus on the central area, where comprehensive details are accurately presented, making 

it easier to concentration on certain data areas or points (Kumar, 2022).  

Fisheye views help to provide contextual understanding, as users can understand the 

surrounding context, which is visible even though it has been compressed visually. It is 

important to understand how a certain data point interacts with the entire region (Kumar, 2022). 

Additionally, users can effortlessly change between focused and compressed views, making it 

easy to navigate the data. Furthermore, the fisheye view supports interactive exploration, 

allowing users to zoom in, panning, and interact with data in real-time, thereby improving their 

engagement and understanding. It is particularly useful here for data structure hierarchies like 

graphs and trees, allowing users to explore various detail levels in the hierarchy. 

There are some known drawbacks to using a fisheye view for visualizations. For instance, it 

distorts the data outside of the centre of the field of view. The more the user zooms out from 

the centre of view, the more distorted the data becomes, making it difficult to read correctly 

(Storey et al., 2001). Some users may not find it easy to use the fisheye view at first because 

of the distortion, requiring time to attain proficiency. It is particularly effective with circular or 

radial layouts (Brauer-Burchardt et al., 2010). Moreover, creating and executing visualizations 

with fisheye views can be difficult due to the complex algorithms and user interfaces needed 

to ensure smooth transitions and interactions (Brauer-Burchardt et al., 2010). Importantly, this 
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technique is only beneficial when there is a need to focus on certain elements in a wider context, 

and it relies on user interaction, as a need to zoom in and out of the visualization.  

6.3. Fisheye View of Complex Biological Networks 
Exploring and analysing complex biological networks present some unique challenges, 

including distinguishing complex relationships within large volumes of data. Applying 

innovative visualization techniques is crucial to fully understand these networks. One approach 

that is gaining prominence is the fisheye view for complex biological networks, which can be 

used in the following ways. 

Hierarchical structure:  

Hierarchical or modular networks are used in many complex biological networks, including 

Protein-to-protein interactive protein-protein interaction (PPI) networks and gene regulatory 

networks. Fisheye views display hierarchical data well, allowing users to zoom in and out of 

the view to see different levels in the hierarchy (Junker et al., 2006).  

Focus on key components:  

Biological networks often contain essential nodes or routes that researchers wish to examine in 

greater detail. Fisheye views enable users to focus on specific nodes or areas, thereby 

facilitating the study of critical components (Cockburn et al., 2008). However, it should be 

noted that fisheye views may not be as effective for visualizing long paths within the network. 

Maintaining context:  

Biological networks with many connected parts can be incredibly large and complex. Using 

fisheye views, it is possible to keep track of the details of the network while also being able to 

zoom in on specific areas (Schaffer et al., 1996). This allows users to comprehend how their 

own interactions are connected to the larger network. 

Interactive exploration 

Most fisheye views offer interactive exploration, which means it is possible to zoom in and out 

and interact with the data. This is especially helpful when working with intricate biological 

networks, as it is possible to explore different parts of the data and paths in real-time (Schaffer 

et al., 1996). 

Spatial organisation  
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Fisheye views can be used with either a circular or radial layout, which is useful for many 

biological networks. A circular layout can reveal the connections between elements like genes 

or proteins in an easy-to-read way (Tominski et al., 2006). However, it is not useful for force-

based layouts and others because they are dynamic iterative and adjust continuously to attain 

equilibrium where all the forces are balanced, making it challenging to use. 

Reducing visual clutter  

Nodes and connections in biological networks can be very dense, and a fisheye view can help 

reduce the visual clutter by reducing the amount of irrelevant information in the background, 

allowing the user to concentrate on the centre of the network (Holten, 2009).  

Navigational aid  

It is challenging to navigate complex biological networks. Fisheye views provide navigational 

help, enabling users to effortlessly transition between a focused view of certain genes, 

pathways, or proteins and an overview of the whole network (Boyle et al., 2012). 

Identifying pathways and clusters  

Fisheye views allow users to identify pathways, networks, or subnets within a larger biological 

system. Scientists can focus on specific regions to study the functional relationships among 

genes, proteins, or other biological systems (Holten, 2009). 

Fisheye view techniques are particularly beneficial for large biological network visualization. 

It is important to consider certain dataset features, and the goal of this study was to determine 

whether this technique is the most suitable choice. It is also crucial to consider users’ familiarity 

with when implementing this technique for biological networks to ensure effective data 

exploration and interpretation. 

6.4. Technology and Architecture 
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Figure 44:System architecture of the tool 

The system’s architecture is presented in Figure 44, showing the flow of data and the 

interrelationship between the system’s components. From the figure, we can see that the file 

containing the dataset to be visualised is parsed by Papa Parse, which is reputed to be the fastest 

plain-text file parser. The file parser uses JavaScript technology to parse the file and extract the 

dataset as an array of objects. The array of objects is then used as an input to the dataset 

visualization module, which Cytoscape powers. The module uses HTML, CSS, and JavaScript 

to visualise the dataset. The final visualization of the dataset is rendered on the monitor’s 

display. 

Some of the technologies used in developing this tool are summarised below. 

1. Cytoscape.js: This is a JavaScript library for visualising data. This library powers the 

actual visualization of data in this tool.  

2. Papa Parse: This library is used to parse plaintext files. It has the reputation of being one 

of the fastest plaintext parsers in the world. 

3. HTML: This was used for the layout of the front end, including the canvas for 

visualization. 

4. CSS: This was used to apply HTML styling. 

5. Vanilla JavaScript: This made the tool dynamic. 
 

6.4.1. Algorithm for Fisheye view and blur technique 

1. Get the position of the node that was clicked. 
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2. For each visualised node, do the following: 

a) If this node is the clicked node, skip it and go to the next iteration. Else, proceed. 

b) Get the X coordinate of the position of this node. 

c) Get the Y coordinate of the position of this node. 

d) Get the difference between the x coordinate of this node and the X coordinate of the 

clicked node. Save the value as distanceX 

e) Get the difference between the y coordinate of this node and the Y coordinate of the 

clicked node. Save the value as distanceY 

f) Compute the distance between this node and the clicked node using the equation:  

!distanceX! + distanceY! 

g) Compute the new height of this node using the equation:  

baseHeight
1 + (distanceBtwNodes/radius)! 

h) If the distance between this node and the clicked node is less than or equal to the 

specified radius, then this node is within the radius. Then do the following: 

i. Apply the inRadiusStyle (defined in Appendix G) to this node. 

ii. A node’s height must not be less than the minimum height; otherwise, the node 

will become too small for visibility. Hence, if the computed height is less than the 

minimum height, then set the new height to the minimum height. 

iii. Apply the new height and width to this node. The width is the same value as the 

height. 

iv. Make all the edges between the clicked node and the nodes within the radius to 

be more pronounced. 

i) Otherwise, if the distance between the current node and the clicked node is greater 

than the specified radius, this node will be outside the radius. Then do the following: 

i. Apply the blurredStyle (defined in Appendix G) to this node. 
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ii. Apply the new height and width to this node. The width is the same value as the 

height. 

iii. Make the edges between the clicked node and this node to be blurred by 

decreasing the line width and the opacity. 

3. If the graph is a complex graph, then apply the selectedNodeStyle (defined in Appendix 

G) to the nodes that were initially selected from the dropdown menu. This is necessary 

because the style could have been changed from the above operations. 

4. Apply the clickedStyle (defined in Appendix G) to the node that was clicked. 

 

6.5. Incorporating Interestingness into the Design of the Enhanced Visualization Tool 
In general, integrating measures of attractiveness into a visualization tool requires combining 

different methods and techniques to guarantee that the displayed data is captivating, pertinent, 

and beneficial to the user. Here's a thorough description of how it was incorporated into the 

design and implementation of the enhanced visualization tool.  

1. Data Pre-processing and Analysis 

Before visualization, data must be processed and analysed to identify the most exciting 

elements. This involves several steps which were used in the pre-processing of the data.: 

• Data Cleaning: Eliminating unimportant or disruptive data that could divert the user's 

attention. This process guarantees that the data used for visualization is precise and 

dependable, thereby preserving the integrity of the insights being conveyed (Himeur et al., 

2023). 

• Feature Selection entails identifying the primary characteristics or aspects of the data that 

are expected to be noteworthy (Khaire & Dhanalakshmi, 2022). This entails choosing the 

variables that significantly influence the result or offer the most understanding of the data 

being examined (Khaire & Dhanalakshmi, 2022). 

• Statistical Analysis: Analysing data with statistical techniques to identify meaningful 

patterns, trends, or irregularities. Methods such as regression analysis, correlation, and 

hypothesis testing can reveal connections within the data that may not be readily obvious 

(Guetterman, 2019). 

• Text Mining: Using techniques from natural language processing (NLP) to derive valuable 

information from textual data. Text analysis can uncover patterns, emotions, and other 
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valuable details from extensive text data, which can be presented visually for a better 

understanding (Gutierrez et al., 2021). 

2. User Profiling and Personalization 

Understanding the user's preferences and behaviour is essential for personalizing visualization. 

Therefore, the following steps were conducted. 

• User Profiles: Develop comprehensive user profiles by analyzing their previous 

engagements, preferences, and demographic data. These profiles help tailor the 

visualizations to match different user segments' specific interests and needs (Dwivedi et al., 

2022). 

• Feedback Loops: Create a system for users to give input on the visual representations, 

which can be utilized to improve upcoming content. This may involve systems for rating, 

commenting, or asking direct survey questions to enable users to share their satisfaction 

and provide suggestions for enhancements (Sutton et al., 2020). 

3. Visualization Design Principles 

Creating visualizations that emphasize engaging content requires the application of numerous 

fundamental principles. The following are some of the concepts that were incorporated into the 

system. 

• Relevance and Context: Ensuring the visual representations are appropriate for the user's 

specific situation and inquiries (Lynch, 2001). For example, a financial overview should 

emphasise necessary measures like profit margins and revenue patterns, whereas an 

educational resource might concentrate on student achievement statistics (Hastings et al., 

2013). 

• Clarity and Simplicity: Use simple and straightforward designs to make the data easy to 

understand. Reducing clutter and focusing on essential data points can improve 

engagement, as this will help users grasp the information quickly (Franconeri et al., 2021). 

• Aesthetics: Utilizing attractive visual elements such as suitable colour schemes, fonts, and 

designs to captivate and maintain users' interest. The visual components should enhance 

the information instead of taking attention away from it, ultimately improving the user's 

experience (West et al., 2020). 

4. Interactive Elements 



110 
 

Incorporating interactive features can significantly increase the appeal of visual 

representations. Following are some of the features that were incorporated into the enhanced 

visualization tool to improve user experience. 

• Filtering and Drilling Down: Enabling users to refine data and delve deeper into specific 

perspectives assists them in investigating elements that capture their interest. Users can 

personalise their experience and concentrate on the data that matters most to them (Sjodin 

et al., 2021). 

• Dynamic Updates: Keeping the visualizations up to date in real-time or near real-time 

helps maintain their relevance and keep the audience interested. This is especially crucial 

for dashboards that track continuous processes or real-time events, where timely 

information is crucial (Nadj, Maedche and Schueder, 2020). 

• Tooltips and Annotations: Adding tooltips and annotations that provide additional context 

or insights when users hover over data points. These components can provide further 

explanations, relevant data, or references to more comprehensive information, enhancing 

the user's comprehension (Jueneman, 2023). 

5. Advanced Analytical Techniques 

Using advanced analytical methods can assist in discovering and emphasising noteworthy data 

points. The following aspects were discussed in the literature, but it is proposed that it could 

be used in the future to enhance the tool. 

• Machine Learning Models: Machine learning techniques analyse past data to anticipate 

which data or patterns will capture the most attention from users. These designs can utilise 

previous user engagements and preferences to emphasise the most pertinent information in 

upcoming visual representations (Lisboa et al., 2023). 

• Anomaly Detection: Using methods for anomaly detection to identify unusual patterns or 

outliers that could be especially noteworthy. The presence of outliers can offer valuable 

insights into underlying issues or possibilities that may be missed when focusing on more 

typical data points (Habib ur Rehman et al., 2017). 

• Trend Analysis involves monitoring and representing patterns over time to understand how 

specific measurements are developing. Analysing trends can uncover extended patterns and 

changes, providing insight into the past and enabling predictions of future events (Samariya 

and Thakkar, 2023). 
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6. User Feedback and Customization 

Ensuring the visualizations stay meaningful and enjoyable involves incorporating user 

feedback methods and customisation choices.  

• Customisation Choices: This option allows users to personalise the visual representations 

based on their preferences, like picking specific metrics to show or selecting various chart 

styles. Personalising the experience through customisation increases user involvement by 

enabling individuals to adapt it according to their preferences (Sarker, 2021). 

• Feedback Mechanisms: Creating functionality for users to rate or comment on the 

visualizations to gather feedback for enhancing future versions. Continuous feedback helps 

to keep the visualizations aligned with user needs and ensures ongoing relevance and 

interest (Dwivedi et al., 2021). 

Summarising and assessing interestingness in data visualization and user interface design is a 

complex process that includes thorough data preparation and analysis, a firm grasp of user 

preferences, adherence to practical design principles, interactive features integration, advanced 

analytical methods, and ongoing user feedback and personalisation. By concentrating on these 

aspects, designers and developers can produce compelling and visually attractive data 

visualizations that improve user experience and satisfaction. 

 

6.6. Design and Implementation of the Blurfisheye visualization Tool 
The design and implementation of a fisheye view is an important approach to visualization. 

This innovative method utilises fisheye distortion to focus specifically on certain elements 

within an intricate network, providing researchers with a nuanced and enlarged perspective of 

the complex system. It has been shown clearly that this technique can increase network analysis 

efficiency, revealing hidden patterns and fostering a deeper understanding of the underlying 

biological relationships. A description of how the functional requirements of the visualization 

tool were implemented is provided below. The Blurfisheye visualization tool can be accessed 

at https://blurfisheye-visualization.com/. 

6.6.1 Visualization of a dataset 

Users can use the tool to visualise data, as shown in Figure 45. They can select a file from the 

drop-down menu labelled ‘Select a file to visualise’ or upload a file containing the dataset they 

wish to visualise. 

https://blurfisheye-visualization.com/
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Figure 45:Data visualization 

6.6.2 Visualization of all the nodes in a simple dataset 

If a graph has 7,000 or fewer connections (edges), and all the nodes and edges are rendered 

when the dataset loads. 

 

Figure 46:Visualization of a simple graph 

6.6.3. Allowing users to select the nodes to be visualised in a complex dataset 

A complex dataset is one that has more than 7,000 connections (edges). The tool does not render 

this type of dataset when the data are loaded. Instead, the user has to select the nodes that they 

want to render using search and filter, attribute-based selection, and manual selection. This is 

because a very large dataset requires a great deal of resources to be fully rendered. Figure 47 

shows the state of the graph when the data are fully loaded. Figure 48 shows the dropdown 

menu before selecting a node from the menu, while Figure 49 shows the graph after rendering 

a selected node. 
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Figure 47:Initial rendering of a complex dataset 

 

Figure 48:Selection of the node to render 

 

Figure 49:Rendering of the selected node 

1. The fisheye effect when the user clicks a node in the graph 

When the user clicks on any of the nodes in the graph, all the nodes outside the radius of the 

fisheye effect are blurred. Additionally, it is blurred so that users can smoothly explore different 

parts of the graph. As the mouse is moved or interacts with the graph, there is a dynamic change, 

which shows the details while keeping the big picture intact. Further, the size of the nodes is 

recalculated based on their proximity to the clicked node (Figure 50). 
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Figure 50:Fisheye effect 

2. Changing layout algorithms from the toolbar 

The tool has five layout algorithms from which the user can choose. These include the grid, 

CoSE, concentric, circle, and Breadthfirst layouts. The user can change the layout from the 

toolbar section labelled ‘Select layout’. The rendering of each of the layouts is shown in Figures 

51 to 55. 

 

Figure 51:Grid layout 
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Figure 52:CoSE Layout 

 

Figure 53:Concentric layout 

 

Figure 54:Circle layout 
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Figure 55:Breadthfirst layout 

3. Allowing users to customise the tool 

Users can easily change the tool’s appearance by changing colours and hiding labels using the 

toolbar. The attributes that can be changed are the node colour, the colour of the selected node, 

the colour of the node label, the colour of the edges, and the background colour of the canvas. 

Figure 56 shows a fully customised graph. 

 

Figure 56:Customised graph 

4. Tutorials and user guide 

Tutorials were added to make it easy for users to find their way around the tool. The tutorials 

cover uploading files, changing data visualization algorithms, creating a fisheye effect, 

changing the fisheye radius, changing the colour of nodes, changing the colour of edges, 

disabling edge labels, and changing the background colour. Figure 57 shows the tutorial view. 

It can be opened by clicking the tutorial button in the toolbar.  
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Figure 57:Tutorial 

5. Owner’s details in the footer 

The details of the owner of the project were added to the tool’s footer. The view can be toggled 

by clicking the show/hide footer button. The footer can be seen in Figure 57. 

 

Figure 58: Owner’s information 

6.7. Alternative methods 

6.7.1. Sedlmair’s Design Study Methodology (DSM) 

This nine-stage framework, Sedlmair's DSM, has been proven to guide the visualization 

designs for complex, real-world problems like biological networks. The stages are Learn, 

Winnow, Cast, Discover, Design, Implement, Deploy, Reflect, and Write (Sedlmair et al., 

2012). They are further divided into three categories: the precondition stage, the core stage, 

and the follow-up stage.  

i. The precondition stage, also known as personal validation, comprises learning, 

winnow and cast.  

ii. The core stage is also known as inward-facing validation and comprises discover, 

design, implement and deploy.  
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iii. The follow-up stage consists of reflecting and writing.  

Emphasize Sedlmair's DSM's iterative nature, which focuses on development and validation at 

different stages. This approach effectively ensures that visualizations meet user needs and solve 

technical constraints. 

6.7.2. Munzner’s Nested Model 

Munzner's nested model, an abstract and hierarchical framework for visualization design, is 

known for its adaptability. It features four levels of decision-making: domain characterization, 

data abstraction, visual encoding, and algorithm design (Munzner, 2009). 

i. Domain characterization: this is to understand the specific domain where 

visualization will be used. 

ii. Data abstraction: This is where domain-specific needs are transformed into abstract 

data types. 

iii. Visual encoding: This is where the visual representation of the data is designed and 

how users interact with it. 

iv. Algorithm design: This ensures that the underlying algorithms efficiently support 

the visual encoding and interactions. 

6.7.3. McCurdy’s Action Design Research  

This framework, McCurdy's Action Design Research, integrates action research principles with 

design sciences. It focuses on iterative development and close collaboration with stakeholders 

throughout the design stages, ensuring that everyone's input is considered. It is useful where 

the problem definition and solution evolve together through design cycles and evaluation 

(McCurdy et al., 2016). The framework encourages solutions that are not technically driven 

but practicable in real-world applications. 

6.7.4. Comparison 

Table 26: Comparison between alternative methods 

 Sedlmair Munzner McCurdy 

Level of abstraction Pragmatic and more 

grounded in real-

world application, 

with emphasis on 

It is highly abstract 

but focuses on 

systematic validation 

at each level. As 

Flexible, adaptive 

and ideal for cases 

where the problem is 

well-defined and 
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iterative 

development and 

stakeholder 

engagement 

(Sedlmair et al., 

2012) 

such, it is more 

suitable for projects 

with meticulously 

structured design 

processes (Muzner, 

2009). 

needs continuous 

iteration and 

stakeholder 

engagement 

(McCurdy et al., 

2016) 

Iterative 

development 

It is iterative all 

through its stages, 

especially at the core 

stage (Sedlmair et 

al., 2012) 

Iterative within each 

design level 

(Muzner, 2009) 

Iterative all through 

the whole process, 

with continuous 

development and 

reflection cycle 

(McCurdy et al., 

2016) 

Stakeholder 

engagement 

Holistic 

stakeholders’ 

integration 

throughout the whole 

process, particularly 

the pre-condition and 

follow-up stages 

(Sedlmair et al., 

2012) 

Stakeholders are 

involved right from 

the initial domain 

characterization 

stage (Muzner, 2009)  

Strong stakeholder 

collaboration 

throughout the 

process shows its 

roots in action 

research (McCurdy 

et al., 2016) 

 

6.7.5. Justification for Blurfisheye's view approach against the other three models 

i. Blurfisheye view framework for visualization design integrates focus and context, 

which allows users to zoom in on details while maintaining the entire dataset 

overview. This is particularly useful when dealing with large, complex datasets 

where users explore global patterns and local information at the same time (Bjrk 

and Holmquist, 2002). However, this is a challenge to traditional approaches; while 

the other models are robust for design, they do not explicitly address the effective 

maintenance of balance between global context and local information in their final 

visualization stage (Munzner 2009). 



120 
 

ii. The blur fisheye view approach is user-centric, enabling users to interact with 

visualization more intuitively through smooth transitions between overview and 

details (Turetken and Schuff, 2002). However, this feature is less pronounced in the 

other models due to their structure, process-oriented approach in Sedlmair and 

Munzner, and action-oriented scope in McCurdy (Turetken and Schuff, 2002). 

iii. Blurfisheye view is well adapted for addressing scalability problems, especially in 

complex domains such as biological networks where micro and macro analysis are 

critical. It is also dynamic for large dataset visualization without overwhelming the 

users. These are more challenging to achieve with the other models (Ali et al., 

2016). 

iv. McCurdy’s adaptive nature and iterative process of the Sedlmair and Munzner 

models can be integrated into the Blurfisheye view to enhance visualization 

adaptability (McCurdy et al., 2016; Sedlmar et al., 2012). This is because it allows 

real-time changes based on user interaction, alignment with other methodologies, 

and stakeholders' inputs. 

6.7.6. Corresponding Sedlmair DSM steps with Blurfisheye view approach. 

The blur fisheye view design corresponds to the design and implementation stages in Sedlmair 

DSM. For example, in the design stage, the focus is to create visual encodings and interaction 

systems that best represent the data and meet the users' needs (Bertini et al., 2011). The 

Blurfisheye view design is a visual encoding and interaction technique addressing how the 

users can explore data. At this stage, the design team explores different ways to integrate the 

Blurfisheye view into the visualization to ensure it effectively balances the focus and contexts 

for the users (Wu and Chang, 2024). Furthermore, the design concept is turned into a working 

prototype at the implementation stage. The Blurfisheye view is technically implemented within 

the visualization tool at this same stage. It involves algorithm development and user interface 

components to enable dynamic zooming and detail-in-context features defining the blur fisheye 

view (Wu and Chang, 2024).  

 

6.8. Evaluation of the Blurfisheye Visualization Tool 
 
The evaluation was conducted using the data collection methods that are vital for researchers 

to obtain data from different sources to answer research questions, test hypotheses, and gain 
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insights into the concept under study. Other types of data collection techniques can be used in 

research. 

Surveys: These are structured questionnaires used to collect quantitative or qualitative data 

from a pool of respondents. They can be administered in different formats, such as paper-based, 

online, telephone, and face-to-face surveys (Sajjad Kabir, 2016). One significant advantage of 

a study is that a large audience can be reached, standardised questions ensure consistency in 

the survey ensure consistency, and it is cost-effective for large samples (Sajjad Kabir, 2016). 

However, it has a limited depth of responses, the potential for low response rates, and if the 

questions are poorly designed, the response may be biased. 

Interviews: This involves direct, face-to-face, telephone or online interaction where a 

researcher asks questions to the respondents, and they can be structured, unstructured or semi-

structured. (DeJonckheere and Vaughn, 2019) Structured interviews follow a predetermined set 

of questions with few variations. Its significant advantages lie in the fact that it is easier to 

compare responses and efficient in collecting specific data. However, it has limited flexibility 

and may be unable to capture deep responses (DeJonckheere and Vaughn, 2019). Semi-

structured uses a guide with essential questions but gives room for flexible responses. Its 

advantages are that it balances structure and flexibility and can explore subject matter deeply 

(Whiting, 2008). However, it consumes time. Unstructured interviews, on the other hand, have 

no predetermined questions, thus allowing a natural free flow of conversation. It captures rich 

and comprehensive information due to its high flexibility. However, it is difficult to compare 

responses, and this consumes time (DeJonckheere and Vaughn, 2019). 

Focus Groups: These involve guided discussions with a small group of respondents led by a 

moderator to explore their perceptions, opinions, perspectives, and attitudes on some topics. 

Their advantage is that they generate rich data from group interactions, participants can build 

on each other’s ideas, and they are effective (Nyumba et al., 2018). However, the dominant 

participant may skew the results, resulting in a biased outcome. 

Observations: This system records behaviours, events, or conditions in natural settings. 

Observations can be participatory and non-participatory. The former is about the researcher 

actively engaging or getting involved in the setting, while the latter is about observing without 

interaction (Amerstorfer, 2021). Observation offers real-world context and can capture non-

verbal behaviour. Hence, it is useful for behavioural and interactional studies. However, it can 

consume time, be prone to observer bias and may not deeply capture the intrinsic state of things 
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(Dewaele and MacIntyre, 2016). The data required for this evaluation were collected using 

survey and interview techniques to gain information on users’ usability evaluation and testing 

of the tool, using different parameters, which are described below. 

6.8.3. Evaluation Process 

Collaboration with experts 

Early in the development stage, the researcher collaborated with two bioinformaticians from 

Newcastle University with extensive experience in using visualization tools for biological 

networks to identify the right technique and design that would meet users’ needs. This involved 

comprehensive discussions about existing visualization tools for biological networks, and the 

researcher also presented a preliminary version of the prototype to them, introducing every 

feature that was included and sharing ideas for beneficial aspects that had not been considered. 

Furthermore, the discussion touched on the user-friendliness of the biological network, 

particularly the ease of arranging nodes to form desired patterns and the ease of deducing new 

patterns from existing patterns, among other things. The researcher noted the outcomes of 

the productive discussion and made the required changes or amendments to the prototype 

design. One of the key suggestions to improve the prototype was the addition of further 

functionalities, such as providing detailed information about the uploaded networks, total 

nodes and edges, rendered nodes and edges, and network type in the toolbar. However, this was 

more of an informal discussion with no timeline or method of evaluation. Mainly, it was an 

opportunity to extract information that could be used as a guide to ensure the technology meets 

the experts ‘needs.  

Usability evaluation (survey) 

To enhance the usability of the Blurfisheye tool, a heuristic usability evaluation, as well as 

Insight, Confidence, Essence, and Time (ICET) heuristics, were conducted (Forsell & 

Johansson, 2010). This was preferred to the classical heuristic in this study because this new 

set was developed by Forsell and Johansson (2010) specifically to assess serious issues with 

the usability of the InfoVis technique (Nielsen, 1994). Furthermore, Forsell and Johansson 

(2010) discussed 10 out of 63 heuristic factors as the best practices; that is, the 10 heuristics 

are derived from the 63 previously published heuristic sets, whose numbering has letters that 

refer to the original heuristic in combination with their original number. Six evaluators were 

contacted to seek their consent to participate in the study. Since three to five evaluators are 

considered a benchmark for heuristic evaluation, the researcher worked with the six who gave 
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their consent, indicating a comprehensive and thorough study. The survey questions were 

carved in line with previous work from the literature. There were three sections; the first 

section, also known as Section A, collected demographic information of the six evaluators, 

while Section B attempted to seek the knowledge and experience of the evaluators on 

visualization tools. The questions were five in number, all culled from the literature. Then, 

section C, which was about requirements of network visualization tools and divided into two 

parts, general factors and heuristic factors, was designed using the 5-Likerts scale of Strongly 

Agree, Agree, Neutral, Disagree, and Strongly Disagree responses. Both general and heuristic 

factors had three to five questions per variable. The study was conducted face-to-face with six 

evaluators, more than the number that is considered sufficient for a heuristic evaluation. 

According to Holzinger (2005), three to five evaluators are generally considered sufficient for 

heuristic evaluation, which the current study surpassed, indicating a comprehensive and 

thorough study. In this study, the evaluators (three males, two females, and one other/preferred 

not to) had computer science degrees and extensive practical and theoretical knowledge and 

experience related to data visualization. They included a research associate, lecturer, graph 

practitioner, scientist, PhD students, and a postdoc. Their expertise in visualization tools ranged 

from one to three, four to five, and six to ten years, with some having more than ten years of 

experience. The age of the experts ranged from 25 to 55 years of age. 

The testing session was done separately to ensure that there was no evaluator bias. It is 

important to note that the assessors were permitted to inquire about the subject matter to get 

future clarity. Each of the evaluators tested the tool two times. The first time was to achieve 

familiarity with the general scope of the tool, while the second time was to focus on the visual 

and interactive interface elements concerning the available heuristic lists. Two additional pilot 

studies were conducted before the main study to refine the study. Both test participants were 

PhD students researching visualization in the School of Computing at Newcastle University. 

User testing (interview) 
Usability evaluation is a more general term for the process of assessing the usability of a tool, 

and it includes methods like heuristic evaluation. However, user testing is a more specific type 

of usability evaluation that involves the observation of users as they interact with the tool. The 

aim of user testing in this study was to derive valuable insights about the usability of the tool 

and identify possible areas where improvement might be needed. 

Various tools and software programmes are commonly utilised to analyse and visualise 

biological data in biological networks. Many of these tools have made essential contributions 
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to visualising biological data in biological networks. However, because biological networks 

are intricate and involve different types of data like protein interactions and gene expression, 

existing tools may not comprehensively and effectively cover all the parts of the diverse data 

types. Furthermore, as biological datasets increase in complexity and size, the existing tools 

may not be able to efficiently manage large-scale networks. Therefore, researchers require tools 

that can seamlessly scale this hurdle and accommodate big data. One such tool is Blurfisheye, 

which is designed to help researchers understand complex interactions in a biological system, 

such as gene regulatory network PPIs. This study included a biomedical scientist, a genetic and 

molecular biology and immunology specialist, a laboratory researcher, and a lecturer in 

molecular biology and cell biology, with experience ranging from 6 to 10 years to more than 

10 years. The participants took control of the tool using the Microsoft Teams feature. Microsoft 

Teams was selected for this purpose because it has a sharing feature that allows other session 

participants to use their cursor and interact with the host machine. The participants were asked 

to test the tool using their datasets, and they worked on this for three to seven days. After a 

week, when the participants had interacted with the tool, the researcher conducted semi-

structured interviews with the participants, which involved a mixture of open and closed-ended 

questions. To ensure that the interview details were fully captured, the interview was recorded 

and later transcribed into text. Furthermore, the participants reviewed the transcript to ensure 

their agreement with the interpretation of what was said prior to the analysis. There were also 

discussions after the participants had a chance to test the tool and provide feedback. Each 

interview lasted between 60 and 75 minutes. 

6.8.4. The result of the usability evaluation (survey) 
A usability evaluation was conducted by analysing the participants’ responses based on 

different variables, including information coding, flexibility, orientation and help, and minimal 

actions. Tables 51-62 of Appendix E present the results of the data visualization specialists' 

analysis (evaluation) of the usability of the developed Blurfisheye visualization tool. 

Tables 51-64 in Appendix E show four components and the constituent heuristics for each 

component. Tables 51-64 also show the summary (average) ratings for visualising each 

heuristic and the standard deviation of each rating. Starting with the tool’s information coding, 

the mean rating is 4.4, as seen in Table 51, indicating that the tool’s layer is easy to use to 

differentiate nodes. Also, it is easy to use different line types and colours to represent edges, 

and at the same time, it is easy to use different colours to represent node clusters. Regarding 

the tool’s flexibility, the mean rating is 5 (Table 52, Appendix E). This suggests that the tool 
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is highly flexible, making it easy to arrange the node, enlarge a node to get more details, and 

import datasets into the systems. Regarding orientation and help, the overall mean value is 4.33 

(Table 53, Appendix E). This implies that it is easy to understand how to change the toolset 

using the panel on the right. The overall mean value for minimal actions is 4.7 (Table 54, 

Appendix E), indicating that it is very easy to fix inconsistencies in the features of the tools, 

such as colouring. For prompting, the overall mean value is 4.3 (Table 55, Appendix E), which 

means that it is easy to understand when certain actions are being taken by the tool. In terms of 

tool consistency, the overall mean value is 4.2 (Table 56 Appendix E), indicating the ease of 

fixing and finding inconsistencies and predicting the time it will take to render a dataset in the 

tool. The overall mean value of 4.8 for spatial organisation implies that it is easy to identify the 

differences in the nodes using the fisheye view (Table 57, Appendix E). Furthermore, as shown 

in Table 58 in Appendix E, the overall mean value for recognition rather than recall, another 

heuristic factor, is 4.6, which shows that the tool is more accessible to recognition than to recall. 

In other words, it is easy to identify the similarities and differences between datasets when 

there are changes. In terms of removing the extraneous, the overall mean value is 4 (Table 59, 

Appendix E), indicating a high level of ease in removing extraneous information, making it 

easy to find unwanted nodes and remove parts of the tools that are not relevant. Similarly, as 

shown in Table 60 in Appendix E, the overall mean value for dataset reduction is 4.3, indicating 

that it is easy to render parts of a large dataset, find irrelevant elements in the dataset, and 

partition a dataset into several actions. The overall mean value for time is 4.2 (Table 61, 

Appendix E). This indicates that the time taken to render a large data set is impressive, and it 

takes a short time to find patterns in a dataset, so a short time is needed to remove unwanted 

features using the tool. The overall mean value for insight is 4.2 (Table 62, Appendix E). This 

indicates that it is easy to judge a dataset's accuracy, find faults, and find inspirations when 

visualised using the blur fisheye tool. The overall mean value for essence is 4.2 (Table 63, 

Appendix E). This indicates that it is easy to make sense of random values, easy to reach a 

conclusion from visualised data and easy to get the message in a dataset. The overall mean 

confidence value is 4.3 (Table 64, Appendix E), which implies a significant confidence level 

in the tool.  

From the analysis above, the lowest overall mean value is 4 (Table 59, Appendix E), while the 

highest is 5 (Table 52, Appendix E), which indicates that the tool is highly usable, considering 

the different heuristic factors. 
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6.8.5. User testing (interview) results 
The user testing evaluation was carried out by analysing the participants' responses using 

heuristic and ICET factors. Tables 65-78 of Appendix F present the results of user testing of 

the developed Blurfisheye visualization tool based on discussions with a biomedical scientist, 

a genetic, molecular, and immunology specialist, a laboratory researcher, and a lecturer in 

molecular biology and cell biology. 

Regarding the information coding, the first question posed was how relevant the visualization 

outcome was to the users’ needs. It was found that the application provided users with good 

visualizations due to its flexibility and easy tunability. Some of the challenges faced in 

visualising a dataset include web lagging, the clunkiness of the interface, a lack of 

understanding of what the node represented, and node dragging, which slows down the web. 

Thus, regardless of the relevance of the tool, some inherent challenges can impede its 

functionality. All four layout algorithms, grid, Breadthfirst, goose, and circle, conveyed the 

information about a dataset (see Table 65, Appendix F). 

In terms of flexibility, the extent to which zooming and panning were utilised shows that those 

two features were a nice addition to the visualization tool. However, the smaller amount of 

white space makes panning a bit more difficult. Additionally, the number of nodes visualised 

in the dataset depended on the selected radius. However, numbers like 1,986, 3,000 or 19,623 

could be derived. No adjustments were made to the visualised network after rendering because 

of the web loading speed and the lag problem (see Table 66, Appendix F). 

Regarding orientation and tool help, it was straightforward to understand the information 

displayed when the help button was clicked and that the dataset had to be a TXT file before it 

could be uploaded. An information prompt and layout explanation should be included in the 

help instructions (see Table 67, Appendix F). 

In terms of minimal actions, it was not challenging to achieve the fisheye view in the way the 

participants preferred, but it was hard to change the look of the visualised network. Hence, 

there is a need for an undo button to make minimal actions easy and add more sensitivity to the 

range radius. Further, when the user tried to change the look, there was a slow-down, but a 

minor adjustment would correct this issue. (see Table 68, Appendix F). 

Regarding prompting, the most relevant prompts in the system were the cluster of relevant 

genes and nodes and edge highlights. These are relevant because they relate to other clusters 

more clearly. However, concentric circles are not necessary in the system. It does not appear 
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there is a need to add any additional prompts. Should such a need arise, the ability to add notes 

and groups would likely suffice (see Table 69, Appendix F). 

No inconsistencies were identified in the tool. Although there are differences in the rendering 

time of datasets, the datasets can be enhanced to minimise the differences. Further, the 

visualization of the datasets was consistent with what was expected (see Table 70, Appendix 

F). 

In terms of spatial organisation, the layout algorithms where the fisheye view is most useful 

include grid, goose, and Breadthfirst. CoSE is the layout algorithm that produces the most 

visually appealing renderings and can arrange the nodes in a way that suits users’ purposes (see 

Table 71, Appendix F). 

Regarding recognition rather than recall factor, it is possible for node clustering and the analysis 

of the visualization’s concentric and data parts to have gone unnoticed if not for the visual cue 

and spatial arrangement. Additionally, information recognition is more efficient than 

information recall. The tool helped in this area by providing useful recognition and 

remembering data. (see Table 72, Appendix F). 

In terms of removing the extraneous, there was no part of the tool that the participants wanted 

to remove but could not; there were no unnecessary features that served no real purpose. 

Moreover, it was easy to find unnecessary elements in the dataset (see Table 73, Appendix F). 

Regarding dataset reduction, it is unnecessary to render datasets in small chunks instead of all 

at once. Further, the tool was used to partition a dataset into sections. Some features that could 

make it easier to reduce datasets include feature snipping and easy deletion of uninteresting 

nodes (see Table 74, Appendix F). While the tool is not overly time-consuming, it took more 

than 30 seconds to render the largest dataset, which is not good enough. Loading the dataset, 

changing the layout, and rendering are the functions that took the most time (see Table 75, 

Appendix F). 

In terms of insights, the cluster of related genes and PPI for heart disease treatment were 

identified using the visualised network. A cluster of essential nodes was the new pattern that 

emerged from all of the visualised networks. It was possible to explore the relationship between 

different genes when selected from the drop-down list using the Blurfisheye visualization tool, 

as shown in Table 76 in Appendix F. 



128 
 

Regarding essence, no special meaning existed in any of the visualised datasets. However, 

adding interaction capabilities, a way to analyse specific edges, and side-by-side layouts could 

make it easier for users to find meaning in datasets. (see Table 77, Appendix F). 

Finally, in terms of confidence, it is rational to make confident decisions based on the 

visualization of a dataset because of the identity clustering and clarity of the dataset. Indeed, 

binding decisions can be made based on the visualization of the dataset because all interactions 

are clear. Improving the programme based on users’ needs, providing easy data accessibility 

on edges, and allowing users to redownload specific views of interest could increase users’ 

confidence in the visualizations produced by this tool (see Table 78, Appendix F). 

6.8.6. Summary of the evaluation 
The study evaluated Blurfisheye, a tool supporting the exploratory analysis of large and 

complex biological networks. The tool was evaluated using a set of evaluation heuristics and 

participant feedback. Blurfisheye received mostly positive feedback, and experts achieved 

good results using the tool, such as identifying targets for drug discovery and clusters/areas 

that might be of interest for future research. In addition, two potential proteins for heart disease 

treatment were discovered. From an educational perspective, it could be used to teach students 

about biological networks. Most importantly, the tool's primary goal of identifying nodes of 

interest and then analysing them using the various available views was met. The feedback 

indicated that only minor changes were needed to the tool and that the technique itself was 

sound. Most of the changes were minor, such as adding new toolbar functions like snipping 

and notes.  

6.9. Updates to the Blurfisheye Visualization Tool 
 
Following the evaluation and user testing, a number of updates were made to the Blurfisheye 

visualization tool, including highlighting nodes with a specific number of interactions, adding 

notes, and UI blockers for intense operation, among others. The details of the update are 

therefore presented as follows: 
 
1. Highlighting nodes with a specific number of interactions 

Users can filter nodes with a certain number of interactions. The user can set the number of 

interactions using the range selector or the text field in the ‘number of interactions’ section. 

The number of interactions represents the minimum number of edges that should be connected 

to the selected nodes. In Figure 54, the four nodes have a minimum of 50 interactions. 
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Figure 59:Nodes with specific instructions 

2. Adding notes 

Users can take notes as they use the tool. The notes are saved in the local storage of the user’s 

browser so that the user can access them anytime they open the tool. The view for adding notes 

is shown in Figure 59. 

 

Figure 60: Adding a note 

  

A user can edit an existing note by clicking the edit button in the button list beside the name of 

the note, as shown in Figure 60. This will open the edit text area, where the user can change 

the existing text, as shown in Figures 61-62. 
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Figure 61: Edit note 1 

  

 

Figure 62:Edit note 2 

Users can delete an existing note by clicking the trash button beside the note’s name. The user 

will be prompted to confirm that they want to delete the note, as shown in Figure 63. 

 

Figure 63:Deleting the note 

A user can download an existing note by clicking the download icon beside the note’s name. 

This will automatically trigger the download of the note in TXT format, as shown in Figure 64. 
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Figure 64:Downloading note 

3. UI blockers for intense operations 

During intense operations, such as file parsing and node rendering, it is possible for the UI to 

freeze momentarily, and further interactions by the user could exacerbate the problem and 

further slowdown the operation. Hence, a UI blocker was introduced to improve performance, 

as shown in Figure 65. 

 

Figure 65:UI Blocker 

4. Taking and downloading screenshots 

A user can take a screenshot of the graph by clicking the camera icon in the ‘Tools’ section of 

the toolbar. This will trigger the download of the screenshot of the full graph, as shown in 

Figure 66 below. 
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Figure 66:Screenshot 

5. Undo changes 

Users can undo some changes that they have made to the visualization by clicking the undo 

button in the ‘Tools’ section of the toolbar (Figure 66). Some actions that can undone are colour 

changes, zoom changes, and pan changes. 

 

Figure 67:Undo feature 

6. Zoom feature 

Users can zoom in and out of the visualization area to better view the nodes, as shown in Figure 

68. This can be done by clicking the ‘+’ or ‘-’ icon in the ‘Tools’ section of the toolbar. Clicking 

the ‘+’ zooms in while clicking the ‘-’ zooms out. 

 

Figure 68:Zoomed in 

7. Panning feature 
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The tool gives users the ability to pan the visualization without touching it. There are instances 

where touching the visualization could alter it, resulting in the need for panning buttons. These 

buttons (arrows) can be found in the ‘Tools’ section of the toolbar. Figure 69 shows a 

visualization that has been panned to the right and downward. 

 

Figure 69:Panned view 

8. Tutorials and user guide 

The tutorial and user guide were updated in version 2 to provide users with information about 

the tool’s main purpose as well as detailed instructions on how to use each feature (Figure 70).  

 

Figure 70:Tutorials and user guide view 

6.10. Comparison of the enhanced visualization tool with the existing tools. 
The latest tool, utilizing fisheye view and blur methods in the Cytoscape framework, is a major 

improvement compared to other network visualization tools like Medusa, Cytoscape, Graphia, 

Arena 3D, and Gephi. Although traditional tools excel in filtering, plugin support, visualization 

styles, and scalability, the new tool improves user interaction and data clarity with innovative 

visual methods. The ability to zoom in with a fisheye view lets users concentrate on individual 

nodes and edges while still keeping track of the entire network, making navigation more 

intuitive. The blurring technique also helps differentiate important areas by lessening the visual 

emphasis on less relevant parts of the network. 
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Regarding filtering, the new tool combines enhanced functionalities to enhance the strong 

features of Cytoscape and Graphia, resulting in more accurate data manipulation and 

exploration. The core strength of plugin compatibility allows users to seamlessly extend 

functionality. The visual appearances are greatly enhanced by blending Graphia and Arena 3D's 

detailed 2D/3D rendering with innovative, dynamic focus methods, leading to more transparent 

and informative network displays. 

Scalability and performance have been improved to efficiently manage large datasets, similar 

to Gephi's abilities, but with additional visual enhancements that ensure clarity in intricate 

networks. The user-friendly interface of the new tool can be customized extensively. It includes 

advanced search functions and feedback features to facilitate in-depth analysis and exploration. 

 

In general, this innovative tool excels by combining advanced visualization techniques with 

strong analytical capabilities, establishing a new benchmark for network visualization and 

analysis. A detailed comparison of the new tool introduced in this study with existing tools, as 

evaluated in Chapter 5, for the general factors is provided in table 27.  

Table 27. The detailed comparison of the new tool introduced in this study with existing tools evaluated in chapter 5 for the 
general factors 

N

o 

Factors Medusa Cytoscape Graphia Arena 3D Gephi New Tool 

(Cytoscape 

with Fisheye 

View and 

Blur) 

1 Filtering 

Tools 

Moderate 

filtering, 

regex 

support 

Rich 

filtration 

tools support 

columns, 

degrees, etc. 

Node 

filtering, 

focus on 

filtered 

nodes 

Rich 

filtering 

tools 

show/hide 

various 

elements 

Direct 

node/connecti

on selection 

Advanced 

filtering with 

enhanced 

node focus 

using fisheye 

and blur 

2 Plugins No plugins Extensive 

plugin 

support 

Highly 

extensible 

with 

plugins 

No user-

defined 

plugins 

Supports 

Java-based 

plugins 

Same 

extensive 

plugin 

support as 

Cytoscape 

3 Visual 

Styles 

2D does not 

fit the 

2D, high-

level 

interaction 

Optimized 

for large 

graphs, 

3D 

rendering, 

3D real-time 

rendering 

Enhanced 

2D/3D 

visualization 
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screen by 

default 

representati

ons 

2D/3D 

views 

holistic 

view 

with fisheye 

and blur 

techniques 

4 Advanced 

Search 

Regex-

based 

search 

Supports 

edges, 

nodes, 

attributes, 

and web 

search 

Node 

search, 

graph 

centring on 

nodes 

Direct/indir

ect nodes, 

connections

, layers 

search 

Limited 

search, direct 

selection 

Advanced 

search with 

enhanced 

focus on 

nodes/edges 

with fisheye 

and blur 

5 Free/Open-

Source 

Free for 

academic 

use 

Free and 

open-source 

Open-

source and 

free 

Free for 

academic 

use 

Free and 

open-source 

Free and 

open-source 

6 Efficient 

Layout 

Algorithms 

Multiple 

layouts, 

visual 

animation 

Hierarchical

, circular, 

force-

directed 

layouts 

Force-

directed by 

default, 

other 

plugins 

available 

Multi-layer, 

circular, 

random grid 

layouts 

Various 

layouts, 

including 

ForceAtlas 

and Yifan Hu 

Multiple 

layouts with 

enhanced 

visualization 

using fisheye 

and blur 

techniques 

7 Scalability Scales well 

with large 

networks 

Moderate 

capability 

for large 

datasets 

Highly 

scalable, 

handles 

millions of 

edges 

Increases 

complexity 

with 

network 

size 

Optimized for 

large datasets 

High 

scalability 

with 

enhanced 

performance 

for large 

networks 

8 Different 

File 

Formats 

Supports 

CSV, TXT, 

TSV 

Supports 

NDex, CSV, 

TSB, URL, 

databases 

Supports 

TXT, 

CSV, 

TSV, 

GraphML 

Single text 

file with 

various info 

Supports 

CSV, GDF, 

GML, GEXF, 

Pajek NET, 

Graphviz Dot 

Supports the 

same formats 

as 

Cytoscape, 

with 

additional 

visualization 

enhancement

s 

9 Text 

Mining 

Limited, 

regex-based 

search 

Advanced 

text mining 

via 

Efficient 

search 

tool, 

limited 

Efficient 

search tool, 

limited text 

mining 

Semantic 

network 

analysis, 

stemming, 

Advanced 

text mining 

with 

enhanced 
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StringApp 

plugin 

default text 

mining 

lemmatizatio

n 

node focus 

using fisheye 

and blur 

10 User Input 

& 

Customizati

on 

Limited 

customizati

on 

Highly 

customizabl

e and 

extendable 

Highly 

customiza

ble and 

extendable 

Limited 

customizati

on 

Highly 

customizable 

and 

extendable 

Highly 

customizable

, with 

enhanced 

visualization 

options using 

fisheye and 

blur 

techniques 

11 Graph 

Analysis 

Supports 

various 

clustering 

methods 

Rich graph 

analysis via 

plugins like 

Network 

Analyser 

Various 

graph 

analyses, 

including 

clustering 

Limited 

graph 

analysis 

Generates 

summary 

statistics 

Comprehensi

ve graph 

analysis with 

enhanced 

focus using 

fisheye and 

blur 

12 Feedback to 

Users 

Export to 

multiple 

formats 

Show status 

tool, export 

to NDex, 

web pages, 

images 

Tooltips, 

alert boxes 

for process 

updates 

Export to 

jpeg, Pajek, 

Medusa, 

VRML 

Tooltips, 

export as 

image or PDF 

Tooltips and 

alerts with 

enhanced 

user 

feedback 

using fisheye 

and blur 

techniques 

13 Strength Simple 

visualizatio

ns, data 

type 

conversion 

Advanced 

visualization

, flexible 

display 

Optimized 

for large 

networks, 

high-

quality 3D 

rendering 

Powerful 

3D 

visualizatio

n, node 

clustering 

Multi-task 

architecture 

visualizes 

large, 

complex 

networks 

Enhanced 

visualization 

and 

interaction 

using fisheye 

and blur 

techniques 

14 Runtime 

Performanc

e 

Fairly quick Fairly slow Very fast Slow, 

especially 

for large 

networks 

Fast layout 

rendering 

Fast 

performance 

with 

enhanced 

visualization 

techniques 
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for large 

networks 

15 User-

friendliness 

Simple 

interface 

Customizabl

e UI, tooltips 

Very user-

friendly, 

offline 

tutorials 

Limited UI 

flexibility, 

no tooltips 

Nice UI, 

draggable, 

zoomable, 

resizable 

visuals 

User-

friendly 

interface 

with 

advanced 

interaction 

using fisheye 

and blur 

techniques 

 

The integration of fisheye view and blur techniques in the Cytoscape framework results in a 

breakthrough in network visualization and analysis. Contrary to current tools like Medusa, 

Graphia, Arena 3D, and Gephi, which excel in information coding, flexibility, and spatial 

organization, the new tool enhances user engagement and data visibility. The fisheye view lets 

users concentrate on particular nodes and edges while maintaining awareness of the overall 

network, and the blur technique decreases the visual importance of less significant parts of the 

network, enhancing navigation ease. Improved filtering features enhance data handling while 

plugin support remains strong. The tool's latest feature guarantees scalability and performance, 

efficiently managing large datasets with dynamic visual improvements. Comprehensive 

tutorials, tooltips, and advanced search functions optimize user customization and feedback. 

Overall, this new tool establishes a higher benchmark through the integration of advanced 

visualization methods alongside strong analytical capabilities to provide clearer and more 

elaborate network insights. The detailed comparison of the new tool introduced in this study 

with existing tools evaluated in chapter 5 for the heuristic factors is provided in table 28. 

 

Table 28. The detailed comparison of the new tool introduced in this study with existing tools evaluated in chapter 5 for the 
heuristic factors 

N
o 

Factors Medusa Cytoscape Graphia Arena 3D Gephi New Tool 
(Cytoscape 
with Fisheye 
View and 
Blur) 

1 Informatio
n Coding 

Displays 
multiple 
edges using 
Bezier 

Converts 
expression 
data into 

Provides top-
notch 3D 
graph 
representatio

Effectively 
converts 
network 
data into 

Facilitates 
clustering, 
spatialising, 
navigating, 

Enhances 
information 
coding with 
fisheye and 
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curves. 
Supports 
predefined 
clustering. 

visual 
attributes. 

ns and 
overview 
mode. 

3D visual 
information
, 
representin
g multiple 
layers for 
readability. 

and 
manipulatin
g networks. 

blur 
techniques, 
improving 
focus and 
readability of 
complex 
networks. 

2 Flexibility The interface 
is not easily 
customizable
. 

A highly 
adaptable 
interface 
supports 
different 
data types 
and 
command 
line tools. 

Highly 
flexible with 
multiple 
plugin 
support and 
customizable 
interface. 

The 
interface is 
not 
adaptable, 
with 
limited 
zoom and 
immovable 
panes. 

Customizabl
e interface 
with 
resizable and 
minimizable 
panes. 

Highly 
flexible, 
combining 
Cytoscape's 
adaptability 
with 
advanced 
visualization 
features for 
customized 
user 
experiences. 

3 Orientation 
and Help 

It provides a 
tutorial page 
and 
tooltips/icon
s for 
guidance. 

Rich user 
manual 
and tutorial 
page with 
tooltips. 

Offers 
offline and 
online 
tutorials and 
informative 
websites. 

No help tab 
or tooltips 
and 
outdated 
website 
information
. 

Online 
documentati
on and 
tutorials are 
available. 

Comprehensi
ve orientation 
with updated 
tutorials, 
tooltips, and 
advanced 
visual guides 
using fisheye 
and blur 
techniques. 

4 
Minimal 
Actions 

A few 
actions are 
needed to 
load and 
visualize the 
network. 

Many steps 
are 
required 
for loading 
data and 
styling. 

Several steps 
to load CSV 
and TSV 
files. 

Few 
actions are 
needed to 
visualize 
the network 
after data 
loading. 

Many steps 
are required 
to read data 
and run 
layout 
algorithms. 

Streamlined 
actions are 
needed for 
network 
loading and 
visualization, 
with an 
enhanced 
focus on 
specific areas 
using 
advanced 
techniques. 

5 Prompting 
Uses tooltips 
and icons for 
guidance. 

Provides 
tooltips 
and alert 
boxes. 

Well, it 
prompts 
users with 
tooltips and 
prompt 
boxes. 

No 
prompting 
is available, 
risking 
unintended 
user 
actions. 

Uses prompt 
windows and 
buttons with 
tooltips for 
tasks. 

Advanced 
prompting 
with 
interactive 
tooltips and 
alerts 
enhanced by 
fisheye and 
blur 
techniques 
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for better user 
guidance. 

6 Consistenc
y 

Naming 
conventions 
and file 
formats align 
with 
conventional 
tools. 

Consistent 
notations 
with 
convention
al ones. 

Consistent 
notations and 
well-named 
objects. 

Different 
data input 
formats do 
not accept 
traditional 
CSV/TSV 
files or 
databases. 

Consistent 
notations 
with general 
usage (e.g., 
edges and 
nodes). 

Maintains 
consistent 
notations and 
file formats, 
enhancing 
with dynamic 
visual focus 
techniques 
for improved 
data 
interpretation
. 

7 
Spatial 
Organisati
on 

Effectively 
organizes 
clusters but 
requires 
zooming. 

Well-
organized 
network 
graphs are 
detachable 
to new 
windows. 

Highly 
organized 
with intuitive 
node 
arrangement. 

Well-
represented 
3D network 
with 
predefined 
clusters 
visualized 
easily. 

Nicely 
arranged 
nodes with 
resizable 
attributes. 

Enhanced 
spatial 
organization 
using fisheye 
and blur, 
allowing 
better focus 
and 
navigation of 
large 
networks. 

8 
Recognitio
n Rather 
than Recall 

Tools and 
tabs are 
easily 
understandab
le and 
expected. 

Easily 
recognizab
le tools 
without 
needing 
tooltips. 

Conventiona
l icons are 
used for easy 
recognition. 

The usage 
of tools is 
easily 
understood 
with 
expected 
names. 

Tools and 
tabs are 
easily 
recognized 
based on 
names and 
icons. 

Enhances 
recognition 
with 
interactive 
visual cues, 
reducing the 
need for 
recall and 
making user 
navigation 
more 
intuitive. 

9 
Remove 
the 
Extraneous 

Simple 
layout with 
maximized 
visualization 
space. 

Extraneous 
panes can 
be 
minimized. 

Simple UI 
without 
distracting 
panes. 

Simple UI 
without 
extraneous 
panes. 
Network 
visualizatio
n is 
undistracte
d. 

Extraneous 
panes are 
present but 
minimizable. 

The 
streamlined 
interface 
minimizes 
distractions, 
leveraging 
fisheye and 
blur 
techniques 
for a cleaner, 
focused 
visualization. 

10 Dataset 
Reduction 

Nodes can be 
selected, 
viewed, and 

Data 
reduction 
and table 

It supports 
data 
reduction 

Data is 
easily 
reduced for 

Data is 
reduced by 
selecting 

Advanced 
data 
reduction 
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deleted 
easily. 

loading 
capabilities
. 

with tools 
like %-NN, 
edge 
reduction, 
and k-NN. 

specific 
nodes, 
connection
s, or layer 
visualizatio
n. 

nodes or 
connections 
of interest. 

with 
enhanced 
focus on 
specific 
network areas 
using fisheye 
and blur 
techniques 
for better 
clarity. 

 

 

6.11. Summary 
This section has provided background regarding the focus and context of visualization and 

examined different visualization techniques, including zooming and panning, overview + 

details, treemaps, heatmaps, focus + context cartograms, semantic zooming and fisheye view. 

This study focused on the fisheye view because it is valuable for visualising complex biological 

networks, particularly in terms of data preservation, clutter reduction, and meeting specific 

research needs. The second part of this chapter focused on the fisheye view, including its 

application, usability, benefits and drawbacks, technology, and architecture, including HTML, 

Papa Parse, and CSS.  

Then, the fisheye view was used in the visualization of complex biological networks. The 

design and implementation of the Blurfisheye visualization tool were described, particularly 

its dataset visualization and all nodes in a simple dataset. The Blurfisheye tool was then 

evaluated, which involved collaborating with domain experts from the beginning of the design 

process. The data required for this evaluation were collected using survey and interview 

techniques to gain information regarding the usability of the tool and get users’ feedback. Areas 

for improvement were identified, including the ability to highlight nodes with a specific 

number of interactions, note additions, and UI blockers for intense operations. In terms of 

research contribution, the detailed exploration of the fisheye view presented here can provide 

researchers with insights into how to better implement and use the technique to overcome the 

current limitations when visualising complex biological networks. Furthermore, researchers 

can understand the benefits of data preservation and clutter reduction. Also, the evaluation of 

Blurfisheye in this chapter has contributed to research through the validation of its 

effectiveness, uncovering potential therapeutic proteins and provision of valuable educative 

information to comprehend biological networks. 
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The fisheye view is the selected visualization tools that overcame current limitations in the five 

visualization tools evaluated in objective 3 and support human cognition and data exploration, 

using multiple coordinated views and interactivity guided by interestingness metrics. Section 

6.2, particularly subsection 6.2.3, answers the research question 4.1. Also, section 6.3 answers 

research question 4.2. These answers, therefore, do justice to objective 4. 

After the evaluation of the designed Fisheye view visualization tool, it was upgraded to the 

Blurfisheye visualization tool based on the testing. Thus, section 6.5 answers research question 

5.1 on the usability of the implemented tool. While subsections 6.6.1 to 6.6.3. answer the 

research question 5.2. these, therefore, did justice to objective 5.  

 



142 
 

Chapter 7: Conclusion and Future Works 

7.1. Conclusion 
The study reviewed different visualization tools for complex biological networks, including 

Cytoscape, Medusa, Osprey, ProViz, CN-Plot, MAPMAN, Graphia, Gephi, Arena3D, and 

CellNetVis. This helped me understand the strengths and weaknesses of each tool by comparing 

them in terms of open source, file formats, layouts, scalability, editing, system, and URL. This 

can help other researchers with comparative analysis and help them choose the most relevant 

project tools. Furthermore, the study identified and evaluated the general and heuristic factors 

to determine their importance for inclusion in complex biological network tools. The result of 

the mixed methods of qualitative and quantitative analysis of the evaluations identified crucial 

features, with particular emphasis on the role of filtering tools and the need for efficient and 

accessible plugins in graph visualization. Following that, these significant factors were used to 

evaluate the most common visualization tools for complex biological networks. This 

contributed to the visualization research field by providing a broad and systematic framework 

for visualization tool evaluations and providing insights and recommendations to improve 

future tool designs and development. Out of all the visualization tools, Medusa, Cytoscape, 

Graphia, Gephi and Arena3D contributed the most to the advancement of research by 

empowering the scientists with insights to visualise biological networks. Despite the usefulness 

of these five major visualization tools, there was a need for enhanced visualization tools 

because biological networks like protein-protein interaction (PPI) networks, gene regulatory 

networks, and metabolic pathways, among others, are inherently complex. Hence, the 

introduction of the fisheye view is useful for showing complex information, as specific areas 

of interest are highlighted while displaying the surrounding context as well. However, in the 

evaluation of the Blurfisheye visualization tool, some important features were lacking, hence 

their addition to the updated Blurfisheye visualization tool, which allowed the researcher to 

gain insights into how to implement and use the technique more effectively. 

This study examines the usability of interestingness measures and interactive visualization with 

complex biological networks. Five objectives were formulated to measure the main aim of this 

work.  

The first goal involved identifying tasks and patterns relevant to the analysis of biological 

networks based on a literature review and interviews/consultations with biologists. This 

encompassed aspects such as arranging nodes to form desired patterns, deducing new patterns 
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from existing patterns, gaining insights into dataset issues, node arrangement, enlarging a node 

to get more details, importing datasets, understanding panel settings, and selecting visualised 

nodes. Other aspects include focusing on nodes by zooming and panning, changing the fisheye 

radius, the appearance of nodes/edges, understanding when a dataset file is being processed 

and when it is complete, and recognising tool pitfalls. All these tasks and patterns contribute to 

the utility of biological networks as visualization tools. 

The second objective was to define a set of interestingness metrics grouped into general factors 

and heuristic factors based on identified tasks and patterns. These metrics play a crucial role in 

data analysis and knowledge discovery, providing valuable tools for data scientists, researchers, 

and decision-makers in different fields. As big data evolves, it is crucial to define and refine 

these metrics to extract meaningful information and insights from large datasets; this is needed 

to make informed and data-backed decision-making.  

The third objective was to evaluate the usability and limitations of existing network 

visualization methods for biological networks. These methods have advanced the 

understanding of intricate network structures. However, the evaluation highlighted the need for 

more intuitive, user-friendly, and efficient tools to make biological network analysis more 

accessible to researchers and practitioners. The study also revealed a need for more research 

and development in this area to address the limitations regarding data integration, scalability, 

and visualization of dynamic network behaviours. 

The fourth objective focused on designing and developing a visualization tool that overcomes 

current limitations and supports human cognition and data exploration, using multiple 

coordinated views and interactivity guided by interestingness metrics. This tool contributes 

significantly to data analysis and decision-making, empowering users by presenting data in a 

more accessible and engaging way and guiding them based on the most relevant and valuable 

information. The tool developed in this study has the potential to yield new insights, which 

could help to drive innovation not only in the healthcare industry but also across many other 

sectors. 

The fifth and final objective was to evaluate and upgrade the network visualization tool based 

on user testing. Rigorous testing and analysis supported the refinement, optimisation, and 

enhancement of the tool, with the aim of meeting users’ expectations and evolving needs. This 

iterative approach demonstrates a commitment to quality, user satisfaction, and adaptability to 

evolving specifications, paving the way for a more comprehensive and user-friendly network.  
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7.2. Limitations of the Study 
These are the two primary limitations of the study that should be addressed in future research. 

The developed tool should be tested for security and reliability before being adopted as an 

industry standard and made public for use by other researchers, developers, and practitioners. 

This would ensure future collaboration, knowledge sharing, and potential improvements based 

on experts’ feedback. 

The developed tool should be tested against other visualization tools to assess its usability. This 

should provide information about how well the tool works in terms of user interaction, 

efficiency, and effectiveness. It would also give the researcher the opportunity to highlight areas 

where the tool excels and where it could be improved. 

7.3. Future Work 
The following work is recommended in the future to extend this study: 

A larger number of specialists should be interviewed to assess general and heuristic factors, as 

agreement among larger experts would increase confidence in the evaluation results. This 

would allow the researcher to identify common patterns and areas of agreement. 

The developed tool should be tested for security and reliability to ensure that it meets industry 

standards and is suitable for public use. The code could be made available on GitHub to solicit 

public feedback and suggestions for future improvements to the tool. 

  
The developed visualization tool should be compared to other tools to determine its usability. 

This is because comparative usability studies ensure that the developed tool is useful and 

relevant to users. This would help guide decisions on whether to use the tool, improve it, or 

iterate on it. 
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Appendix A 
 Survey questions for evaluating the general and heuristics factors. 

 
                                                                                                   Section A: Demographic Information 
 

Section B: Knowledge and Experience of Visualization Tools 
 

Question 1:  

Do you think network Visualization tools aid network analysis? 

Yes 

No 

Maybe 

 

Question 2:  

Which of the following network Visualization tools are you aware of? 

 Cytoscape 

 Gephi 

 Pajek 

 ProViz 

 Osprey 

 Medusa 

 ONDEX 

 Others (please identify)  

 

Question 3:  

Which of the following network Visualization tools have you used? 

 Cytoscape 

 Gephi 

 Pajek 

 ProViz 

 Osprey 

 Medusa 

 ONDEX 

 Others (please identify)  
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Question 4: 

How long have you been using the network Visualization tool(s)? 

 0–5 years 

 6–10 years 

 11–15 years 

 16–30 years 

 More than 30 years 

 

Question 5:  

Do you think network Visualization is a relevant skill for a data scientist/analyst? 

 Yes 

 No  

 Maybe 
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Section C: Requirements of Network Visualization Tools 
 

This section aims to identify which of these factors are considered most important in good network Visualization tools. A 
range of statements on network Visualization tools and their features are provided below. Please respond based on the 
level at which you agree with each of the statements.  

C1: General Factors 
 

Factor 1: Filtering Tools 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

A good network Visualization tool should have filtering 
tools to reduce the amount of data. 

     

Data analysts often want to use filtering tools when 
visualising networks. 

     

Visualization filtering tools should be easily accessible.  

 

    

Node filtering and regular expressions should be possible 
with a network Visualization tool. 

     

Factor 2: Plugins 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

The availability of plugins is an indicator of a good network 
Visualization tool. 

     

Network Visualization tools should have plugins that are 
easy to install. 

     

Network Visualization tools with plugins have more 
functionalities than those without plugins. 

     

Network Visualization tools with plugins are generally 
preferred to those without plugins. 

     

Factor 3: Visual styles 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

The first thing people look for in a network Visualization tool 
is its visual style.  

     

Aesthetics is very important in network Visualizations.      

Network Visualization tools that support 3D Visualization are 
preferred to those that support only 2D Visualization. 

     

A good network Visualization tool draws graphs in ways that 
improve understanding and network communication. 

     

Network Visualization tools that support node Visualization 
with layers are preferred to those that do not use layers. 

     

Factor 4: Advanced Search 
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 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

A good network Visualization tool should centre the screen 
on a searched object in the network. 

     

Network Visualization tools should support a graph search 
by node and edge attributes. 

     

A good network Visualization tool should be capable of 
searching for web pages. 

     

A good network Visualization tool should be capable of c 
searches using regular expressions. 

     

 
 
 
Factor 5: Free/Open-Source 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Open-source network Visualization tools are preferred to 
closed source tools. 

     

Open-source network Visualization tools generally have more 
functionalities than those that are closed source. 

     

Free network Visualization tools are preferred to commercial 
ones. 

     

The source codes of open-source network Visualization tools 
are useful. 

     

Open-source network Visualization tools have more online 
support than those that are closed source. 

     

 
Factor 6: Efficient Layout Algorithms 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

A good network Visualization tool should quickly represent 
graphs in different layouts. 

     

A good network Visualization tool should support a multi-
layer layout. 

     

A good network Visualization tool should support layouts 
that tell the whole story in a graph. 

     

A good network Visualization tool should be able to 
visualise complex graphs. 

     

Factor 7: Scalability 
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 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network Visualization tools should be fast to load data.      

Network Visualization tools should be able to visualise 
large networks. 

     

Network Visualization tools should scale with the size of 
nodes in a network. 

     

Network Visualization tools should scale with the size of 
edges in a network. 

     

Network Visualization tools should scale with representing 
graph visuals. 

     

Factor 8: Different File Formats 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization tools should support CSV files.      

A good network Visualization tool should support the file 
formats of other Visualization tools. 

     

A good network Visualization tool should be able to export 
data to the formats of other Visualization tools. 

     

A good network Visualization tool should not have an 
unconventional file format. 

     

Network Visualization tools should support an adjacency 
matrix. 

     

Factor 9: Text Mining 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

A good graph Visualization tool should be able to do 
lemmatisation. 

     

A good graph Visualization tool should be able to do 
stemming. 

     

A good graph Visualization tool should be able to perform 
semantic analysis. 

     

A good graph Visualization tool should support text mining 
tools by default. 

     

 

Factor 10: User Input & Customisation 
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 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network Visualization applications should enable user 
customisation. 

     

Network Visualization applications should be capable of being 
expanded. 

     

Functionalities possible with a mouse should also be possible 
with a touchpad in network Visualization tools. 

     

Users should have the ability to drag and drop objects with 
network Visualization tools. 

     

Users should have the ability to change the default layout of a 
network Visualization tool. 

     

Factor 11: Graph Analysis 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization applications should be able to do 
spanning tree. 

     

Network Visualization applications should be able to detect 
cycles. 

     

Network Visualization applications should be able to find 
the shortest path. 

     

Network Visualization applications should be able to do 
summary statistics. 

     

Network Visualization applications should support graph 
analysis by default. 

     

Factor 12: Feedback to Users 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization applications should be able to export 
graph visuals as image files. 

     

Network Visualization applications should have tooltips.      

Network Visualization applications should be able to print 
results as PDF files. 

     

Network Visualization applications should have a progress 
bar to update users on processes. 

     

Factor 13: Strength 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization applications should have strength in 
visualising large and complex networks. 

     

The main strength of a network Visualization tool affects 
users’ preferences. 

     

Network Visualization applications should have strength in 
supporting many layouts. 

     

Factor 14: Runtime Performance 
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 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network Visualization applications should have low 
computation time. 

     

Network Visualization applications should load data and 
export output on time. 

     

Network Visualization applications should be capable of 
switching quickly between layouts. 

     

Runtime performance is an important factor in the choice of 
a network Visualization tool. 

     

Factor 15: User-friendliness 
 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

The screen of a good network Visualization tool should be 
able to be maximized for visuals. 

     

A good network Visualization tool should have tooltips and 
movable panes. 

     

A good network Visualization application should have self-
explanatory tool names. 

     

A good network Visualization application should have an 
easy-to-use interface. 

     

C2: Heuristic Factors 
Heuristic Factor 1: Information Coding 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network Visualization tools should use layers to 
differentiate nodes. 

     

Network Visualization tools should enable the use of 
different line types and colours to represent edges. 

     

Network Visualization tools should be able to use different 
colours to represent node clusters. 

     

Network Visualization tools should be able to use different 
symbols to represent nodes. 

     

Heuristic Factor 2: Flexibility 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization tools should be able to load different 
data types. 

     

Network Visualization tools should support plugins, 
movable planes and different layouts. 

     

Network Visualization tools should be flexible.      

Heuristic Factor 3: Orientation and Help 



173 
 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network Visualization applications should have manuals.      

Network Visualization applications should have easily 
accessible tutorials and tooltips. 

     

Network Visualization applications should have an online 
community for help. 

     

Network Visualization tools should have helpful error 
messages. 

     

Heuristic Factor 4: Minimal Actions 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Changing network layouts in graph Visualization tools 
should require few steps. 

     

Network Visualization tools should require few steps to 
style networks. 

     

Network Visualization tools should require few steps to 
visualise a network reasonably. 

     

Network Visualization tools should not require several 
installation steps. 

     

Heuristic Factor 5: Prompting 

 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Prompt boxes should serve as a guide to users before 
allowing them to take any action. 

     

Error messages should suggest possible solutions.      

Deletion of nodes should be confirmed before being 
executed. 

     

 

Heuristic Factor 6: Consistency 
 

 

Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Notations and icons used in graph Visualization tools 
should be consistent with the conventional ones. 

     

Notations and icons used in graph Visualization tools 
should be consistent throughout the application. 

     

Users should be pre-informed of any changes to features in 
future versions of the application. 

     

Plugins should be consistent with the application.      

Heuristic Factor 7: Spatial Organisation 
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 Strongly 
Agree 

Agree Neutral Disagree Strongly 
Disagree 

Network graphs should be detachable to other windows.      

Network visuals should be capable of full-screen display.      

Network visuals should preferably be 3D.      

Network visuals should use as much of the screen space as 
possible. 

     

Nodes and edges should be easily differentiated in graph 
visuals. 

     

Heuristic Factor 8: Recognition Rather than Recall 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization buttons should be easily recognised.      

Nodes of interest should be easily recognised in the 
network visual. 

     

The names of network Visualization tools should be 
consistent with their functions. 

     

Heuristic Factor 9: Removing the Extraneous 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization tools should not have distracting 
panes. 

     

Network Visualization tools should not have pop-ups.      

Tools should not be duplicated in network Visualization 
tools. 

     

The user interface of network Visualization tools should be 
simple. 

     

Heuristic Factor 10: Dataset Reduction 
 Strongly 

Agree 
Agree Neutral Disagree Strongly 

Disagree 

Network Visualization tools should support edge or node 
reduction through selection. 

     

Network Visualization tools should support data pruning.      

Network Visualization tools should support automated 
dimension reduction. 

     

Network Visualization tools should support automated 
clustering. 
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Appendix B 
Interview questions for evaluating the general and heuristics factors. 

 

 

C1: General Factors 
Factor 1: Filtering Tools 
Question 1: Do you think that it is important that a graph Visualization tool should be able to filter out the 
connections of a single node?  

Question 2: Do you think that it is important that a graph Visualization tool should be able to filter out the 
connections of a single edge?  

Question 3: How important is regular expression in filtering networks when using graph Visualization tools?  

Question 4: At what point will filtering of network be important?  

Question 5:  Do you think that it is important that a graph Visualization tool should be able to filter out the 
groups of nodes or edges? 

Factor 2: Plugins 
Question 1: Do you think that it is a good idea to reduce the size of a graph Visualization tool to make some 
functionalities available as plugins?  

Question 2: Do you think that graph Visualization tools with plugins are preferred to those without plugins?  

Question 3: What do you think are the downside of using plugins in graph Visualization tools?  

Question 4: Do you think that plugins should be available for free?  

Question 5: Are there special kinds of functionalities that should be available as plugins in graph Visualization 
tools? 

Factor 3: Visual styles 
Question 1: Which Visualization style do you prefer? 

o 2D 
o 3D 
o Others, please specify. 

Question 2: Do you think that gaining of insight into associations present in a graph is a function of the visual 
style?  

Question 3: Should graph Visualization tools have multi layers layouts?  

Question 4: Should visual style be customisable?  

Question 5: What is a good visual style to you?  

Factor 4: Advanced Search 
Question 1: Which kind of search do you consider to be advance?  

Question 2: Do you expect graph Visualization tools to be capable of searching for webpages?  

Question 3: Do you think that the use of regular expression should be considered to be an advanced search?  

Question 4: Do you consider the ability of a graph Visualization tool to perform advance search as being pivotal 
in your choice of using the Visualization tool?  

Question 5: Do you think that the ability of a graph Visualization tool to search for group is advance?  



176 
 

Factor 5: Free/Open-Source 
Question 1: Is being an open-source application something to look for in a graph Visualization tool? 

Question 2: Which do you prefer? Free graph Visualization tool 

o Commercial graph Visualization tool 
o Others, please specify.  

Question 3: What are the benefits of using open-source graph Visualization tool?   

Question 4: What are the benefits of using free graph Visualization tool?  

Question 5: Have you ever used the source code of a graph Visualization tool?  

Factor 6: Efficient Layout Algorithms 
Question 1: What is the main criterion for considering the layout algorithm of a graph Visualization tool as 
being efficient?  

Question 2: Do you think it is important for a graph Visualization tool to have multi-layer layout?  

Question 3: To you, which layout is generally the most efficient in terms of Visualization of networks?  

Question 4: Do you think that the efficiency of a particular type of layout is tool dependent?  

Question 5: Do you think it is good idea for graph Visualization tools to show the transition of a graph visual 
into a particular layout?  

Factor 7: Scalability 
Question 1: Since real life networks are often complex, do you think a graph Visualization tool is expected to 
quickly produce visuals of networks?  

Question 2: Is speed of loading in data an important factor in choosing a graph Visualization tool?  

Question 3: What do you think is the benchmark complexity of network a graph Visualization tool should 
handle?  

Question 4: What do you think is the benchmark speed of loading data for graph Visualization tools?  

Question 5: Do you consider scalability to be an important factor in the choice of a graph Visualization tool?  

Factor 8: Different file formats 
Question 1: Do you think it is a good idea for a graph Visualization tool to have its own data format?  

Question 2: If graph Visualization tools should have a standard data format, what do you think it should be?  

Question 3: Do you think that a graph Visualization tool should be able to export networks to other file formats?  

Question 4: Do you think that a graph Visualization tool should be able to import networks stored in other file 
formats?  

Question 5: How does file formats affect your choice of a graph Visualization tool?  

Factor 9: Text mining 
Question 1: Should graph Visualization tools have the ability to do semantic analysis on networks?  

Question 2: Should text mining features be defaulting features or available in plugins?  

Question 3: Graph Visualization tools are mainly used for visualising graphs; do you think that text mining 
feature is needed?  

Question 4: Does text mining ability affect your choice graph Visualization tool?  

Question 5: What is the main text mining technique you think every graph Visualization tool should have?  
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Factor 10: User input & Customisation 
Question 1: Do you think that functionalities like zooming that are possible with mouse be possible with 
touchpad when using graph Visualization tools?   

Question 2: To what extent do you think graph Visualization tools should allow users’ customisation?  

Question 3: What are the main types of inputs you think graph Visualization tools should support?  

Question 4: Do you think that graph Visualization tools should have moveable panes?  

Question 5: Is user input and customisation an important factor to consider in one’s choice of graph 
Visualization tool?  

Factor 11: Graph Analysis 
Question 1: Graph Visualization tools are widely known for their usage as network Visualization. Do you think 
they should still be able to be used for graph analysis?  

Question 2: Which graph analysis do you think graph Visualization tools should be capable of doing?  

Question 3: Do you think that graph analysis features be available in plugins or in the graph Visualization tools?  

Question 4: Which technique in graph analysis do you use often?  

Question 5: Do you think that graph analysis is an important factor to consider in one’s choice of graph 
Visualization tool?  

Factor 12: Feedback to users 
Question 1: Do you think that it is important for graph Visualization tools to have progress bar?  

Question 2: Which output formats do you think graph Visualization tools should be capable of exporting results 
to?  

Question 3: Do you think that graph Visualization tools should have helpful error messages?  

Question 4: Do you think that graph Visualization tools should be able of exporting graphs and reports to Word 
document. format?  

Question 5: Do you think that uses’ feedback is an important factor to consider in one’s choice of graph 
Visualization tool?  

Factor 13: Strength 
Question 1: Do you think that the strength of graph Visualization tools affects users’ preference?  

Question 2: Do you think that graph Visualization tool should have strength in one area or in many?  

Question 3: What metric do you think should be used in comparing the strength of graph Visualization tools?   

Question 4: Should the types of layouts available in a graph Visualization tool be an important factor in telling 
of the strength of a graph Visualization tool?  

Question 5: What is the most important criterion in determining the strength of a graph Visualization tool?  

Factor 14: Runtime performance 
Question 1: Since real world networks are often large and complex, do you think runtime speed is important in 
choosing a graph Visualization tool?  

Question 2: To you, what is the benchmark speed of graph Visualization tools in computing layout algorithms? 
Fast.  

Question 3: How fast should graph Visualization tools switch from one layout to another?  

Question 4: How fast do you expect a graph Visualization tool to load in data?  
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Question 5: Do you think that runtime performance is an important factor in one’s choice of a graph 
Visualization tool?  

 

Factor 15: User-friendliness 
Question 1: Do you think that it is important for the screen for showing graph visuals be maximised in graph 
Visualization tools? why? 

Question 2: When using graph Visualization tools, are tooltips important?  

Question 3: Is having self-explanatory button names user friendly in graph Visualization tools?  

Question 4: Do you think that having moveable panes is important for graph Visualization tools?  

Question 5: Should graph Visualization tools have simple interface or an interface with many tools available on 
the go?   

 

C2: Heuristic Factors 
Heuristic Factor 1: Information Coding 
Question 1: Do you think that graph Visualization tools should be able to swap source and target nodes?  

Question 2: Do you think graph Visualization tools should be able to use different symbols to represent nodes?  

Question 3: Do you think that graph Visualization tools should be able to use different line types to represent 
edges?  

Question 4: Do you think that graph Visualization tools should be able to use different colours to represent 
edges? Why? 

Question 5: To you, what is the best way to code information in graph Visualization tools?  

Heuristic Factor 2: Flexibility 
Question 1: What do you look out for before considering a graph Visualization tool as being flexible?  

Question 2: Is compatibility with different data types of an important feature in graph Visualization tools?  

Question 3: Do you think that graph Visualization tools should support all possible layouts by default? 

Question 4: To what extent should the flexibility of graph Visualization tools be?  

Question 5: Do you think that flexibility is an important factor to consider in one’s choice of graph Visualization 
tool?  

Heuristic Factor 3: Orientation and Help 
Question 1: Do you think that orientation for a graph Visualization tool be available offline?  

Question 2: Do you think that graph Visualization tools should have online communities to reach out to for 
help?  

Question 3: Do you think graph Visualization tools should have orientation on first start up?  

Question 4: Which of these orientation forms do you think is best? 

o Textual 
o Audio 
o Video 
o Combination of any two listed above. Please specify. 
o All three listed above 
o Others. Please specify. 
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Question 5: Do you think that orientation and help are important factors to consider before choosing a graph 
Visualization tool?  

Heuristic Factor 4: Minimal actions 
Question 1: Is the number of steps taken before performing a task important when using graph Visualization 
tools?   

Question 2: To you, what is the benchmark number of steps to be taken before outputting visuals of network 
when using graph Visualization tools?  

Question 3: Do you think graph Visualization tools should have minimal installation steps?  

Question 4: Do you think that graph Visualization tools should have minimal steps before importing data?  

Question 5: Do you think that minimal actions is an important factor to consider when choosing a graph 
Visualization tool?  

Heuristic Factor 5: Prompting 
Question 1: Promptings can slow down work sometimes; do you think they are needed in graph Visualization 
tools?  

Question 2: Are alert boxes distracting when using graph Visualization tools? why? 

Question 3: Do you think it is important for graph Visualization tools to have confirmatory boxes before 
deletion of certain objects?  

Question 4: Do you think that error messages should suggest position solution to errors in graph Visualization 
tools?  

Question 5: Do you think prompt box should disable users from using the graph Visualization application unless 
they have attended to the prompt in the prompt box?  

 

Heuristic Factor 6: Consistency 
Question 1: Do you think that notations used in graph theory be used in graph Visualization tools?  

Question 2: Edges are often represented with lines; do you think that graph Visualization tools should stick to 
this?  

Question 3: Do you think that icons be used as buttons in graph Visualization tools?  

Question 4: How should graph Visualization tools handle cases where many notations are being used for a 
particular object in graph theory?  

Question 5: Do you think that consistency affects one’s choice of graph Visualization tool?  

Heuristic Factor 7: Spatial Organisation 
Question 1: How important is zoomed to fit in graph Visualization tools?  

Question 2: Do you think it is a good idea to make graph Visualization tools to have spate windows for visual 
outputs?  

Question 3: Do you think that graph visuals be given the maximum screen space as possible in graph 
Visualization tools?  

Question 4: To you, what is a good spatial organisation in graph Visualization tools?  

Question 5: Do you think that spatial organisation is an important factor to consider when choosing a graph 
Visualization tool?  

Heuristic Factor 8: Recognition rather than recall 
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Question 1: Should icons be used instead of names of tools in graph Visualization tools? why? 

Question 2: Do nodes having different colour from edges make graph more readable?  

Question 3: Does the symbol of nodes affect graph readability in graph Visualization tools?  

Question 4: Does the line thickness of edges affect the readability of graph Visualization tools?  

Question 5: Does default displaying the names of nodes improve recognition?  

Heuristic Factor 9: Remove the extraneous 
Question 1: Is it a good idea for many features to be made available on the screen as opposed to be in menus 
when using graph Visualization tools?  

Question 2: Do you think that certain tools should be accessible through more than one way in graph 
Visualization tools? why? 

Question 3: Do you think pop ups are a good idea in graph Visualization tools?   

Question 4: Do you think Ads are distracting in graph Visualization tools?  

Heuristic Factor 10: Data set reduction 
Question 1: Real world data are often large, is data reduction a good idea in graph Visualization tools?  

Question 2: Should graph Visualization tools support node reduction?  

Question 3: Do you think that information captured in pruned network are a reflective of that in the whole 
network?  

Question 4: If all graph Visualization tools must be able to reduce the size of data, which data set reduction 
algorithm do you think is the must have?  

Question 5: Do you think that data set reduction is an important factor to consider when choosing a graph 
Visualization tool?  
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Appendix C 
Table 29: Filtering tools. 

S/N Interview extract Codes Themes 

1 Very important(5x) Strongly agreed Essential 

2 Very important(5x) Strongly agreed Essential 

3 Important(3x) Regular(2x) Agreed Essential 

4 At all points(5x) Strongly agreed Essential 

5 Yes, very useful. (5x) Strongly agreed Essential 

 

Table 30: Plugins. 

S/N Interview extract Codes Themes 

1 Yes (4x) | Maybe, I am not sure (1x) Strongly agreed Essential 

2 Yes (3x) | I don’t know (2x) Agreed Essential 

3 Complexity (4x) | I don’t know(1x) Strongly disagreed Not essential 

4 Yes, should be available (5x) Strongly agreed Essential 

5 Yes, others should be added (5x) Strongly agreed Essential 

 

Table 31: Visual styles. 

S/N Interview extract Codes Themes 

1 2D (3x) | 3D (2x) 2D most preferred Essential 

2 Yes (4x) | No (1x) Strongly agreed Essential 

3 Yes (4x) | Maybe (1x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Good charts (5x)  Strongly agreed Essential 
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Table 32: Advanced search. 

S/N Interview extract Codes Themes 

1 Very important (3x) | I don’t know (2x) Agreed Essential 

2 Yes (2x) | No (3x) Disagreed Not essential 

3 Yes (2x) | No (3x) Disagreed Not essential 

4 Yes (2x) | No (3x) Disagreed Not essential 

5 Yes (4x) | No (1)  Strongly agreed Essential 

 

Table 33: Free/Open source 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 Free graph visualization tool Strongly agreed Essential 

3 Accessibility and Economical Strongly agreed Essential 

4 Accessibility and Economical Strongly agreed Essential 

5 No (5x) Strongly disagreed Not essential 

 

Table 34: Efficient and layout algorithms. 

S/N Interview extract Codes Themes 

1 Ease to use (4x) | Accuracy (1x) Strongly agreed Essential 

2 Yes (4) | Maybe (1x) Strongly agreed Essential 

3 No specific trend Neutral Neutral 

4 Yes (5x) Strongly agreed Essential 

5 Yes (4x) | Not necessary(1x) Strongly agreed Essential 

Table 35: Scalability. 

S/N Interview extract Codes Themes 
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1 Yes (4x) | Maybe (1x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Ease of use (4x) | Not sure (1x)  Strongly agreed Essential 

4 Very fast (5x) Strongly agreed Essential 

5 Yes (5x) Strongly agreed Essential 

 

Table 36: Different file format. 

S/N Interview extract Codes Themes 

1 Yes (2x) | No (3x) Disagreed Not essential 

2 Common format (5x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Matters (4x) | Doesn’t matter (1x) Strongly agreed Essential 

 

Table 37: Text mining. 

S/N Interview extract Codes Themes 

1 Yes (3x) | No (2x) Agreed Essential 

2 Yes (4x) | No (1x) Strongly agreed Essential 

3 Matters (3x) | Doesn’t matter (2x) Agreed Essential 

4 Yes (1x) | No (4x) Strongly disagreed Not Essential 

5 No specific trend - - 

 

Table 38: User input and customisation. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 
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2 As much as possible (3x) | Minimum (2x) Agreed Essential 

3 Common formats (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Yes (4x) | No (1x) Strongly agreed Essential 

 

Table 39: Graph analysis. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 Correlation, PCA, Clustering (5x) Very Important Essential 

3 In the visualization tool (5x) Strongly agreed Essential 

4 Correlation, Regression, PCA, Ordination Very Important Essential 

5 Yes (5x) Strongly agreed Essential 

 

Table 40: Feedback to users. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 Common formats (5x) Strongly agreed Essential 

3 Yes (4x) | No (1x) Strongly agreed Essential 

4 Yes, common formats (5x) Strongly agreed Essential 

5 Yes (4x) | No (1x) Strongly agreed Essential 

 

Table 41: Strength. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 Many strengths (4x) | a few (1x) Strongly agreed Essential 
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3 Ease of use (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Charts (3x) | Speed (2x) Strongly agreed Essential 

 

Table 42: Runtime performance. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 Fast (3x) | I’m not sure (2x) Agreed Essential 

3 Very fast (4x) | Not sure (1x) Strongly agreed Essential 

4 Seconds (3x) | Minute (2x) Agreed Essential 

5 Yes (5x) Strongly agreed Essential 

 

Table 43: User friendliness. 

S/N Interview extract Codes Themes 

1 Yes (5x)  Strongly agreed Essential 

2 Yes (5x)  Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (4x) | Maybe (1x) Strongly agreed Essential 

5 Simple interface (5x) Strongly agreed Essential 
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Appendix D 
Table 44: Information coding. 

S/N Interview extract Codes Themes 

1 Yes (4x) | No (1x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Different colours (3x) | Don’t know (2x) Agreed Essential 

 

Table 45: Flexibility. 

S/N Interview extract Codes Themes 

1 Ease to use (5x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Very flexible (5x) Strongly agreed Essential 

5 Yes (4x) | Not really (1x) Strongly agreed Essential 

 

Table 46: Orientation and help. 

S/N Interview extract Codes Themes 

1 Yes (4x) | Maybe (1x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (4x) | Not necessary (1x) Strongly agreed Essential 

4 Textual, audio, video (5x) Strongly agreed Essential 

5 Yes (4x) | No (1x) Strongly agreed Essential 
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Table 47: Minimal actions. 

S/N Interview extract Codes Themes 

1 Yes (5x) Strongly agreed Essential 

2 4-5 steps (3) | Not sure (2) Agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Yes (5x) Strongly agreed Essential 

 

Table 48: Prompting. 

S/N Interview extract Codes Themes 

1 Yes (4x) | Not necessary (1) Strongly agreed Essential 

2 Yes (3x) | No (2) Agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Yes (1x) | No (4x) Strongly disagreed Not essential 

 

Table 49: Consistency. 

S/N Interview extract Codes Themes 

1 Yes (3x) | Not sure (2x) Agreed Essential 

2 Yes (4x) | Not sure (1x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Selection (3x) | Clustering (2) Agreed Essential 

5 Yes (4x) | No (1x) Strongly agreed Essential 
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Table 50: Spatial organisation. 

S/N Interview extract Codes Themes 

1 Very important (4x) | Important (1x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Ease to use (5x) Strongly agreed Essential 

5 Yes (5x) Strongly agreed Essential 

 

Table 51: Recognition rather than recall. 

S/N Interview extract Codes Themes 

1 Yes (2x) | No (3x) Disagreed Not essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (5x) Strongly agreed Essential 

4 Yes (5x) Strongly agreed Essential 

5 Yes (4x) | No (1x) Strongly agreed Essential 

 

Table 52: Remove the extraneous. 

S/N Interview extract Codes Themes 

1 Yes (4x) | Maybe (1x) Strongly agreed Essential 

2 Yes (4x) | No (1x) Strongly agreed Essential 

3 Yes (2x) | No (3x) Disagreed Not essential 

4 Yes (5x) Strongly agreed Essential 
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Table 53: Data set reduction. 

S/N Interview extract Codes Themes 

1 Yes (4x) | No (1x) Strongly agreed Essential 

2 Yes (5x) Strongly agreed Essential 

3 Yes (3x) | Maybe (2x) Agreed Essential 

4 Not sure (4x) | PCA(1x) Neutral Essential 

5 Yes (5x) Strongly agreed Essential 
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Appendix E 
Survey for the Usability evaluation. 

Table 54: information coding 

Information coding 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to use layers to differentiate nodes 0 5 5 5 

It is easy to use different line types and colours 
to represent edges.        0 4 4 4 

 It is easy to use different colours to represent 
node clusters 0.52 4.3 4 5 

Total 0.17 4.4 4.33 4.7 

 

Table 55: Flexibility 

Flexibility 

 

Standard 

Deviation 

Mean Minimum Maximum 

It is easy to arrange nodes.  0 5 5 5 

It is easy to enlarge a node to get more details. 0 5 4 5 

It is easy to import datasets into the system.  0 5 4 5 

Total 0 5 4.33 5 

 

Table 56:Orientation and help 

Orientation and Help 

 

Standard 

Deviation 

Mean Minimum Maximum 

It is easy to understand how to change the 
settings   using the panel on the right        0.52 4.33 4 5 

 The help feature can be understood easily  0.52 4.33 4 5 

The help feature is detailed enough.  0.82 4.33 3 5 
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Total 0.56 4.33 3.67 5 

 

Table 57:Minimal actions 

Minimal Actions 

 

Standard 

Deviation 

Mean Minimum Maximum 

It is easy to select any of the visualised node. 0.4 4.8 4 5 

it is easy to focus on nodes by zooming and 
panning. 0.5 4.7 4 5 

It is easy to change the radius of the fisheye 
view and the appearance of nodes/edges. 0.5 4.7 4 5 

Total 0.3 4.7 4.3 5 

 
Table 58:Prompting 

Prompting 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to know when a dataset file is still 
being processed.        0.4 4.8 4 5 

It is easy to know when a change of layout is 
fully processed.        0 4 4 4 

It is easy to know the pitfalls in the tool        0 4 4 4 

Total 0.1 4.3 4 4.3 

 

Table 56: Consistency 

Consistency 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to fix inconsistencies in the features 
of the tool, such as colouring.       0.5 4.3 4 5 

It is easy to predict the time it will take to   
render a dataset        0.4 4.2 4 5 

It is easy to find inconsistencies in a dataset.        0.6 4 3 5 
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Total 0.5 4.2 3.7 5 

 

Table 59:Spatial organisation 

Spatial Organisation 

 
Standard 
Deviation 

Mean Minimum Maximum 

 It is easy to see the differences in the nodes in 
the fisheye view.        0.5 4.7 4 5 

The nodes in the fisheye effect are properly 
sized        0.4 4.8 4 5 

The way the nodes are arranged makes it easier 
to   see patterns        0 5 5 5 

Total 0.3 4.8 4.3 5 

 

Table 60:Recognition rather than recall 

Recognition rather than recall 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to notice differences between datasets 
using the blurfisheye-visualization tool        0 5 5 5 

It is easy to notice when a dataset has changed   
using the blurfisheye-visualization tool        0.5 4.5 4 5 

It is easy to identify similarities between 
datasets   using blurfisheye-visualization tool        0.4 4.2 4 5 

Total 0.3 4.6 4.3 5 

 

Table 61:Removing extraneous. 

Removing the Extraneous 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to find unwanted nodes in the dataset.        0.6 4 3 5 

It is easy to remove parts of the tools that are 
considered irrelevant.        0 4 4 4 

It only takes a short time to remove unwanted   
features using the tool        0 4 4 4 
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Total 0.2 4 3.7 4.3 

 

Table 60:Dataset reduction 

Dataset Reduction 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easier to render parts of a large dataset 
instead of all of it.        0.5 4.7 4 5 

It is easy to find the irrelevant elements in a   
dataset.        0.4 4.2 4 5 

It is easy to partition a dataset into several 
sections        0 4 4 4 

Total 0.3 4.3 4 4.7 

 

Table 62:Time 

Time 

 
Standard 
Deviation 

Mean Minimum Maximum 

The time taken to render large datasets is 
impressive.        0.4 3.8 3 4 

It takes a short time to find patterns in a 
dataset.        0.4 4.2 4 5 

It only takes a short time to remove unwanted   
features using the tool        0.5 4.7 4 5 

Total 0.3 4.2 4 4.7 

 

Table 63:Insight 

Insights 

 
Standard 
Deviation 

Mean Minimum Maximum 

 It is easy to judge the accuracy of a dataset 
when   it is visualised using blurfisheye-
visualization tool.        0.4 4.2 4 4 

It is easy to find faults in a dataset when it is   
visualised using blurfisheye-visualization tool        0.5 4.3 4 5 
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It is easy to find inspirations in a dataset when 
it   is visualised using the blurfisheye-
visualization tool        0.4 4.2 4 5 

Total 0.3 4.2 4 4.7 

 

Table 64:Essence 

Essence 

 
Standard 
Deviation 

Mean Minimum Maximum 

It is easy to make sense of random values        0 4 4 4 

It is easy to reach a conclusion from visualised   
data               0.4 4.2 4 5 

It is easy to get the message in a dataset               0.5 4.3 4 5 

Total 0.3 4.2 4 4.7 

 
Table 65:Confidence 

Confidence 

 
Standard 
Deviation 

Mean Minimum Maximum 

Visualised network boost confidence in data 
when   using the blurfisheye-visualization tool        0.4 4.2 4 4 

Visualised data affects the possibility of 
accepting the data when using the blurfisheye-
visualization tool 0.4 4.2 4 5 

It is easy to trust data that can be seen when 
using the blurfisheye-visualization tool        0.5 4.7 4 5 

Total 0.2 4.3 4 4.7 

 

Evaluation Tasks for the usability test 

The Task have general information but did not give too detailed to make it more rigid in 

examination. For example, task 1 focuses on studying the selection and drag feature of the 

nodes. The task did not tell the user to select a certain node rather told to select any node and 

record their experience. 

Task 1 
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Load any of the datasets or select one of the sample data provided in the system and click and drag any 
of the nodes. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 

• Step 2: Select a data set from the list of data sets or upload one. 

• Step 3: When it is fully loaded, click any of the nodes. 

• Step 4: Drag the node that you clicked across the view. 

 

Task 2 

Select 4 nodes from a complex dataset (Yeast probabilistic Network) and change the color of each node. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 

• Step 2: Select the dataset labeled “Yeast probabilistic Network” from the list of datasets. 

• Step 3: When it has fully rendered, go to the side bar and select any four (4) nodes from the dropdown 
menu labeled ‘Select node’. 

• Step 4: In the same side bar, click the colored shape labelled ‘color of selected node’ and pick a different 
color from the color palette. 

 

Task 3 

Select a node from a complex network, apply fisheye effect to the selected node, increase the scope of 
the fisheye effect, and change the color of the nodes and edges. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 

• Step 2: Select the dataset labeled “Yeast probabilistic Network” from the list of datasets. 

• Step 3: When it has fully rendered, go to the side bar and select a single node from the dropdown menu 
labeled ‘Select node’. 

• Step 4: When the graph has rerendered, click any node other than the selected node. 

• Step 5: Go to the side bar and increase the value of the range bar labeled range radius to 160. 

• Step 6: Change the value of the range bar to 240.  

 

Task 4 

Select two nodes from dataset “Yeast probabilistic Network”, click on either of the nodes, drag the 
clicked node across the canvas, then increase the scope of the fisheye effect. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 
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• Step 2: Select the dataset labeled “Yeast probabilistic Network” from the list of datasets. 

• Step 3: When it has fully rendered, go to the side bar and select a single node from the dropdown menu 
labeled ‘Select node’. 

• Step 4: When the graph has rerendered, go to the side bar and click Concentric. 

• Step 5: Click any of the selected nodes. 

• Step 6: Drag the clicked node to the edge of the circle formed by the other node. 

• Step 7: Go to the sidebar and increase the range radius bar to 140.  

 

Task 5 

Read and understand the help information in the side bar. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 

• Step 2: Click the Icon with question mark. 

• Step 3: Read the instructions provided. 

 

Task 6 

Build a network with more than 7000 edges. 

Please follow the steps to achieve the task: 

• Step 1: Open the portal. 

• Step 2: Select the dataset named Probabilistic Functional Integrated Network. 

• Step 3: Go to the list of nodes and select nodes. 

• Step 4: Continue selecting nodes from the select node menu until the number of edges exceed 7000. You 
can see the current number of edges on the side bar. 

• Step 5: Click any of the rendered nodes to show all the connections of the clicked node clearly. 

  

Task ended. 
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Appendix F 
Interview for the evaluation of user testing. 

HF1: Information coding 

Table 66: HF1 information coding 

Questins Q1: To what extent was 
the outcome of the 
visualization relevant to 
your needs? 

Q2: What challenges 
did you face while 
attempting to visualise a 
dataset the way you 
wanted it? 

Q3: In your opinion, out 

of the five-layout 

algorithm, which one 

passed the most 

information about a data 

set? 
 

Participants Application allowed 
for good 
visualization. 

Flexible and easily 
tuneable 

Web lagging, 
clunkiness of the 
interface. 

Lack of what node 
represented and 
drugging a node to 
slowdown the web 

Grid, breadfirst, 
goose and circle 

 

HF2: Flexibility 

Table 66: HF2 Flexibility 

Questins Q1: To what extent did you utilize 

zooming and panning? 
 

Q2: How many nodes did the 
visualised dataset have? 

Q3: How many 

adjustments were 

you able to make to 

the visualised 

network after 

rendering it? Kindly 

state areas you felt 

limited. 
 

Participants Nice touch to the 
visualization. 

Simple, but more difficult 
when panning due to smaller 
white space 

Number depends on the 
selected radius. 

1986,3000 or 19623 

Speed of loading 
the web 

Lag problem 

 

HF3: Orientation and help 

Table 67:HF3 Orientation and help 
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Questins Q1: How long did it take you to 

understand the information 

displayed when you clicked the 

help button? 
 

Q2: What did you understand 
were the criteria that must be 
met by any dataset to be 
uploaded? 

Q3: Which 

information do you 

recommend should 

be included in the 

help instruction? 
 

Participants Straight forward txt file Information 
prompt 

Layout 
explanation 

 

HF4: Minimal Actions 

Table 68:HF4 Minimal Actions 

Questins Q1: Was it challenging to achieve 

the can fisheye view the way that 

you wanted it? If yes, kindly share 

your challenges. 
 

Q2: Was it hard to change the 

look of the visualised network? 

If yes, in which areas did the 

tool let you down? 
 

Q3: From your 

experience with the 

tool, do you think 

the tool can easily 

visualise any 

dataset that meets 

the criteria? 
 

Participants No Undo button will make it 
easy 

More sensitivity of range 
radius 

Yes, but need 
minor adjustment 

 

HF5: Prompting 

Table 69:HF5 Prompting 

Questins Q1: Which prompting do you 

consider most relevant in the 

system? Briefly explain what 

makes it so relevant. 
 

Q2: Which prompting did you 

consider unnecessary in the 

system? Kindly explain why 

you consider it unnecessary. 
 

Q3: Is there any 
prompting that you 
would like to be 
included? If so, 
please provide 
examples 

Participants No prompting 

Cluster of relevant genes 

Node and edges highlights 

Concentric and circle 

None 

No 

Ability to add 
notes and groups 

 

HF6: Consistency 
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Table 70:HF6 Consistency 

Questins Q1: Did you observe any 

inconsistencies in the tool? If yes, 

in what way did they affect you 

experience with the tool? 
 

Q2: Did you notice any 

difference in the rendering time 

of datasets? 
 

Q3: Do you 

consider the 

visualizations of 

any datasets to be 

inconsistent with 

what is expected? If 

no, briefly point out 

the inconsistencies. 
 

Participants No Yes 

Dataset can be 
enhanced 

No 

 

HF7: Spartial organisation 

Table 71:HF7 Spatial organisation 

Questins Q1: which of the layout 

algorithms was the fisheye view 

most useful?  
 

Q2: Which of the layout 

algorithms is do you consider 

producing the most visually 

appealing renderings? 
 

Q3: Were you able 

to arrange the nodes 

in a manner that 

suits your purpose? 

If no, what changes 

would you 

recommend? 
 

Participants Grid, goose and breadfirst Cose yes 

 

HF8: recognition rather recall 

Table 702:HF8 Recognition rather recall 

Questins Q1: Did you notice anything in 
the data that would have gone 
unnoticed if not for the 
visualization? 

Q2: Do you consider 

recognition of information 

more efficient that recalling of 

information? If yes, how has 

this tool helped in that area? 
 

Q3: In what ways 

can this tool be 

improved to help 

users recognise 

unexpected 

patterns in 

datasets? 
 

Participants Possible node cluster 

Better analysis of concentric 

Useful in recognition and 
remembering data 

Pattern and 
relationship 
recognition 
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Data part of the visualization 

 

HF9: Removing the extraneous 

Table 73:HF9 removing the extraneous 

Questins Q1: Was there any part of the 
tool you wanted to remove but 
could not? If yes, briefly describe 
it 

Q2: Having used the tool, do 

you think that there are any 

unnecessary features that serve 

no real purpose? If yes, kindly 

state them. 
 

Q3: Did you find it 
easy to find 
unnecessary 
elements in your 
dataset? Kindly 
share your 
experience. 

Participants No No Yes 

 

HF10: Dataset reduction 

Table 74: HF10 Dataset reduction 

Questins Q1: Do you consider it necessary 
to render datasets in small 
chunks? 

Q2: Did you use the tool to 

partition a dataset into sections? 

If yes, what were your 

challenges? If no, why not? 
 

Q3: What features 
would recommend 
that could make it 
easier to reduce a 
dataset? 

Participants No Yes Snipping feature 

Easy deletion of 
uninteresting 
nodes 

 

HF11: Time 

Table 75:HF1 Time 

Questins Q1: Do you consider it to be time 
consuming to use this tool? If 
yes, kindly state your reasons. 

Q2: How many seconds did it 

take to render the largest dataset 

you have? Do you consider the 

time to be good enough. 
 

Q3: Which aspects 

of the tool took the 

most of your time? 

In what ways can 

the time spent in 

those aspects be 

reduced? 
 

Participants No More than 30 secs Loading the 
dataset 
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Layout changing 
and rendering 

 

HF12: Insights 

Table 76: HF12 Insights 

Questins Q1: What were the issues you 

were able to figure out with the aid 

of the visualised network? 
 

Q2: Were you able to see new 

patterns emerging from any of 

the visualised networks? If so, 

what type of patterns? 
 

Q3: To what extent 

can you act on any 

of the issues? 
 

Participants Cluster of related genes 

Protein interaction for heart 
disease treatment 

Cluster of important nodes Test target protein 

Further 
experimentation 

 

HF13: Essence 

Table 71: HF13 Essence 

Questins Q1: Were you able to see special 

meaning in any of the datasets that 

you visualised? If yes, briefly talk 

about it. 
 

Q2: What could be added to 
the tool to make it easier for 
users to find meaning in 
datasets? 

Q3: Were there any 

features or layouts 

in the tool that you 

think would not be 

useful for gaining 

insight from the 

data? Kindly state 

your reason. 
 

Participants No Interaction 

Analysis of specific edges 

Two layouts to be side by 
side 

No 

 

 

HF: Confidence 

Table 72:HF14 Confidence 

Questins Q1: Do you think it is rational to 
confidently make a decision 
based on the visualization of a 
dataset? Kindly state your 
reasons. 

Q2: To what extent can you 

make binding decision about a 

dataset based on the 

visualization of the dataset? 
 

Q3: In your 

opinion, what could 

be done to increase 

users’ confidence in 

the visualizations 
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produced by this 

tool? 
 

Participants Identify cluster. 

Dataset is clear 

Interactions are clear. 

Extensive 

Design software 
intuition based on 
users need. 

Easy accessibility 
of data on edges. 

Re-downloading 
of specific view 
of interest. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



203 
 

Appendix G 
The styles referenced in the algorithm 

inRadiusStyle: 

     'background-color': nodeColor, 

      'opacity': 1, 

      'border-color': '', 

      'border-width': '', 

      'border-style': '', 

      'color': nodeLabelColor, 

      'text-outline-color': nodeLabelColor, 

      'text-outline-width': .5, 

      'font-size': 12, 

      'height': '32px', 

      'width': '32px' 

 

blurredStyle: 

      'background-color': nodeColor, 

      'opacity': 0.2, 

      'border-color': '', 

      'border-width': '', 

      'text-outline-width': 0, 

      'font-size': 0, 

      'border-style': '', 

      'height': '24px', 

      'width': '24px' 

 

selectedNodeStyle: 

'background-color': selectedColor, 

      'opacity': 1 

 

clickedStyle: 

'opacity': 1, 
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      'border-color': clickedBorderColor, 

      'border-width': '4px', 

      'font-size': 12, 

      'border-style': 'solid', 

      'text-outline-width': .5, 

      'height': '50px', 

      'width': '50px', 

 

NOTE: The parameters listed below are variable because their values can be changed from the tool 
bar: nodeColor, nodeLabelColor, nodeLabelColor, clickedBorderColor, selectedColor. 
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Appendix H 
Medusa layouts 

Random 

 

 

 

 

 

 

 

Circular 

      

 

 

 

 

 

Grid 

 

 

 

 

 

 

 

 

 

 

 

Fruchterman-Reingold 
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Hierarchical 

 

 

 

 

 

 

 

K-Means 

 

 

 

 

 

 

 

 

 

 

Spectral clustering 
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