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Abstract 

Cell signalling is a fundamental biological activity by which cells respond and adapt to chemical 

signals in their environment. All cells have these processes; from single-celled organisms such 

as yeast to cells to multi-cellular organisms. Optical microscopy is the most common method 

for observing the activity of living cells, including cell signalling. This thesis describes work 

pushing microscopy to new heights, both figuratively and literally.  

Firstly the limits of size and timescale were pushed to observe individual molecules of signal 

transduction proteins in live cells. Transcription factors are proteins that control gene 

expression, it is not yet fully known how these correctly find their DNA binding sites in a maze 

of many throughout the genome. It is thought that clustering may be a mechanism by which 

this is done, single-molecule fluorescence microscopy and in vivo stoichiometry analysis can 

elucidate this. Here a single-molecule fluorescence microscope was developed and optimised 

for highly inclined laminated optical-sheet (HILO) imaging capabilities and was used to image 

the transcription factors Mig1 in yeast, RelA in U2OS cancer cell lines and the androgen 

receptor (AR) in prostate cancer cell lines. Mig1-GFP results were compared to those 

previously obtained to assess the microscope function. HILO microscopy was used on cells 

before and after stimulation and the images analysed to measure changes in molecular 

complex size of these transcription factors before and after activation.   

Secondly the limits of where microscopes can be used were explored. Gravityscope is a new 

microscope built to operate on board a parabolic flight, which offers microgravity (10-2g) and 

hypergravity (2g) conditions. Cell signalling has been shown to be severely affected by low 

gravity across diverse areas from the human immune system, metabolism and in 

microorganisms such as yeast. Gravityscope was used to image yeast, a model cell signalling 

experiment: uptake of fluorescent glucose in yeast.   

 

 

 

 

 

 



2 
 

Declaration of work carried out 

Chapter 1  

The entire literature review was carried out by myself.  

Chapter 2 

Before I began work on the HILO/TIRF microscope, Adam Wollman had already added basic 

488nm excitation optics to the Nikon microscope. I added further excitation optics for the 

561nm laser including ND filters, a dichroic mirror, a beam shutter and a third flip lens. I also 

added a DV2 image splitter and temperature and CO2 incubation modules. I carried out 

analysis on the microscope functionality including measuring the beam angle in relation to 

displacement of the HILO/TIRF lens, measuring the image pixel length and Airy Disk radius of 

GFP. All MATLAB functions were written by Wollman et al. I used these functions to analyse in 

vitro GFP simulations. I conducted fluorescent beads assays and analysed intensity results 

using the Wollman MATLAB functions. Lastly, I performed in vitro GFP assays and used the 

Wollman MATLAB functions to characterise image intensity.  

Chapter 3 

Vials of Mig1-EGFP::His3 NRD1-mCherry::hgrB yeast cells were created by Adam Wollman in 

2019. I used these to culture yeast cells and imaged them using various conditions with the 

HILO/TIRF microscope. I used the Wollman MATLAB functions to characterise image intensity 

and cell stoichiometry. I compared some of my results to those published in Wollman et al. 

(2017). I also took some images of PAR6-GFP in C. elegans embryos which had been grown by 

Rodriguez et al. I analysed these images using the Wollman MATLAB functions and 

characterised the image intensity and cell stoichiometry. Lastly, I took images of 488-A𝛽1-42 

and 568-apoE2 which had been created by Haapasalo et al.  I analysed these images using the 

Wollman MATLAB functions and characterised the image intensity and stoichiometry.  

Chapter 4  

U2OS cells at passage 20 had been acquired from the Newcastle University tissue culture 

facility cryogenic storage. I cultured these cells and transfected them with an eGFP-RelA 

plasmid. I took images of these cells using the HILO/TIRF microscope and used the Wollman 

MATLAB functions to characterise image intensity and cell stoichiometry. I also imaged AR-GFP 



3 
 

in LNCaP cells which had been cultured and transfected by Coffey et al. I used the Wollman 
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Aus den Augen, aus dem Sinn.  

If we do not observe, how are we to know?  
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Chapter 1 – Introduction 

1.1 Introduction to optical microscopy  

Optical microscopy is the most common method for observing and imaging living cells and 

microorganisms. Various inventions and breakthroughs make up the fabric of the field of 

microscopy from the very first, very basic two-lens compound microscope system created by 

Hans & Zacharias Janssen at the end of the sixteenth century (A. J. M. Wollman et al., 2015) to 

Hirschfield observing the first single molecule in 1976 using fluorescence microscopy 

(Hirschfeld, 1976).  

Fluorescence microscopy has seen its own advances including manipulating the angle of the 

lightbeam before it hits the sample. At high angles this becomes total internal reflection 

fluorescence (TIRF) microscopy, first explained by Axelrod in 1981, whereby high signal is 

achieved by only illuminating a few hundred nanometres into the sample. A highly inclined 

laminated optical sheet (HILO) can also be used to achieve better signal by illuminating only a 

part of the cell, as first described by Tokunaga et al. in 2008. Part of this thesis focuses on 

developing and testing a single-molecule fluorescence microscope and optimising it for HILO 

microscopy. Various biological processes were imaged to test the microscope capabilities. This 

included tracking transcription factors such as the glucose repressor Mig1 in Saccharomyces 

cerevisiae, the NFkB immune-response regulator RelA in U2OS breast cancer cells and 

androgen receptor (AR) in LNCaP prostate cancer cells.   

Throughout microscopy history several hurdles had to be overcome to improve sample image 

quality, the highest of these hurdles being image resolution. Image resolution remained an 

issue for hundreds of years and was thought to be a hard limit until the advent of super-

resolution microscopy in 1993 with scanning near-field optical microscopy (SNOM) outlined by 

Betzig et al. (Betzig and Chichester, 1993) followed by stimulated emission depletion (STED) 

microscopy created by Hell  in 2000 (Klar et al., 2000).  

The field of microscopy is one of constant change with new approaches and image analysis 

techniques developing all the time. Microscopes have been developed to image biological 

processes and organisms in various environments, including in varying gravity conditions. Part 

of this thesis focuses on developing a new microscope for use on a parabolic flight offering 

microgravity (10-2g) and hypergravity (2g) conditions. The capabilities of this microscope were 
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tested by imaging fluorescent glucose uptake by Saccharomyces cerevisiae on the ground and 

in flight.  

1.1.1 Basic single convex lens magnification  

An incident beam of light passing 

through a convex lens (figure 1.1) is 

focussed to a point, the focal point, 𝐹. 

The focal length, 𝑓, of a lens is defined 

by the thickness and curvature of the 

lens (Abramowitz et al., 2002). The size 

of an image of an object seen through a 

lens is determined by the real size of the 

object, 𝐼𝑅 and the distance, 𝑑𝑗 between 

the object and the lens system. The 

closer an object is to the lens, the 

greater the magnification. This is 

because the angle, 𝜃𝑗  subtended by 𝐼𝑅 and 𝑑𝑗 at the lens is increased (Abramowitz et al., 2002). 

This is depicted in figure 1.2; for the same size sample, the greater 𝑑𝑗 is, the smaller 𝜃𝑗  

becomes, for 𝑗 = 1,2,3. This is defined as the angular distance. The greater this angular 

distance, the more information, or light, from the sample is magnified by the lens.  

 

Figure 1.2 Depiction of the angular distance of a convex lens. The angle, 𝜃𝑗, 𝑗 = 1,2,3 is subtended by 

the size of the object and the distance, 𝑑𝑗, 𝑗 = 1,2,3 between the object and the convex lens. For larger 

values of 𝑑𝑗 we obtain larger angles, therefore a greater angular distance. Image created in 

BioRender.com 

A simplification of image magnification, 𝑚 is given by;  

𝑚 =
𝐼𝐴

𝐼𝑅
            (1) 

Figure 1.1 Depiction of the focal length, f and focal point, 
F of a convex lens with an incident beam passing through. 
Image created in BioRender.com 
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where 𝐼𝐴 is apparent size of the object (the size of the object we see when it is magnified by 

the lens) and 𝐼𝑅 is the real size of the object.  

In 1665, Micrographia by Hooke was published, it detailed several magnified observations he 

made with a single lens system including the eye of a fly, parts of plants and cork (Hooke et al., 

1665). He described sections of cork as ‘cells’, resulting in the use of the word ‘cell’ in biology 

today (Mazzarello, 1999). Following this, van Leeuwenhoek used a single lens to observe 

samples magnified by up to 280 times. He was the first to describe blood cells and to describe 

the striations in muscle tissue (Carpenter, 1856).  

1.1.2 The compound microscope  

The compound microscope (figure 1.3) 

usually consists of at least two lenses; an 

objective lens which is placed near the 

sample for magnification and an ocular 

lens, an eyepiece used for viewing. The 

objective lens is responsible for image 

formation and magnification 

(Abramowitz et al., 2002).  

The distance between the objective lens 

and the ocular lens is known as the tube 

length, this is usually fixed as it depends 

on the focal lengths of objective and 

ocular lens. Adding any other optical 

instruments within this distance results 

in the objective or ocular lens having to 

be moved to correct magnification and 

resolution. However, more modern 

microscopes have another lens within 

the lens tube, the tube lens, and if the 

light rays passing from the objective to 

the ocular lens are parallel to one another then the light is focussed at infinity. The tube lens 

creates a real image of the object at the focus of the ocular lens. Therefore, the space between 

Figure 1.3 Depiction of a simple compound microscope 
with an objective lens and ocular lens. The sample sits 
below the objective and an enlarged image is created just 
in front of the imaginary focal point of the ocular lens. A 
magnified image of the sample can be seen with the 
human eye. Image created in BioRender.com 



13 
 

the objective and tube lens can be of any length and any number of optical instruments can 

be added to it (Vangindertael et al., 2018).  

The objective is placed close to the sample with either air or a medium of complementary 

refractive index, 𝑛  between the angular aperture of the objective lens and the sample 

(Abramowitz et al., 2002). This medium can be water, oil, silicone oil or glycerol. 

1.1.2.1 The refractive index and Snell’s Law  

The refractive index, describes how much a 

light beam, initially travelling at an angle 𝜃1, is 

bent, or refracted, when it passes from one 

medium with refractive index, 𝑛1 through 

another medium with refractive index, 𝑛2. The 

resulting angle, 𝜃2 of the refracted light beam 

through a medium with refractive index, 𝑛2 is 

given by Snell’s Law (figure 1.4);  

𝑛1 sin 𝜃1 = 𝑛2 sin 𝜃2                                   (2)

                     

The product of the angular aperture of the 

objective and the refractive index is known as 

the numerical aperture, 𝑁𝐴 given by;  

𝑁𝐴 = 𝑛 sin 𝜃               (3) 

where 𝜃 =
𝜃𝑗

2
⁄  is the half angle of light that the objective can collect. Objectives with higher 

𝑁𝐴 can capture more light, or signal, from the sample. Typically, objective lenses which use air 

as a medium have 𝑁𝐴 values ranging from 0.1-0.95 and have lower magnification than water-

based, silicone-oil-based and oil-based objectives which have 𝑁𝐴 values 1-1.51.  

1.1.2.2 The magnification of a microscope  

The magnification ability of an optical microscope is affected by the focal lengths of the lenses. 

The focal length, 𝑓 of a convex lens is a measure of how much the lens converges to a focal 

point, 𝐹. Magnification in microscopy occurs when the sample is closer to the objective lens; 

a shorter focal length results in higher magnification. For a beam of light of radius, 𝑟1 incident 

Figure 1.4 Depiction of Snell's Law showing an 
incident beam of light in a medium of refractive 
index, 𝑛1 travelling at angle 𝜃1 through a 
medium of refractive index, 𝑛2, the refracted 
beam has a new angle of 𝜃2. Image created in 
BioRender.com 
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upon a lens of focal length, 𝑓1 and emerging at a radius, 𝑟2 from a second lens of focal length, 

𝑓2, we have;  

𝑟𝑗

𝑓𝑗
= tan(𝜃𝑗) , 𝑗 = 1,2                       (4) 

where 𝜃1, 𝜃2 are the half angles of the normal through the focal points of each lens. Due to 

the law of vertically opposite equal angles, we have 𝜃1 = 𝜃2, thus after rearranging we obtain;  

𝑓2

𝑓1
=

𝑟2

𝑟1
             (5) 

If we define the ratio between the emergent beam radius, 𝑟2 and the incident beam radius, 𝑟1 

as the magnification, 𝑀1, we have;  

𝑀1 =
𝑓2

𝑓1
            (6) 

Equation (6) describes magnification as the ratio between the focal lengths of lenses that a 

beam of light travels through. Typically, optical microscopes are composed of a series of lenses 

used to magnify a sample illuminated by a light source, therefore, the overall magnification, 

𝑀 of a lightbeam travelling through 𝑘 lenses of focal lengths 𝑓1, 𝑓2, 𝑓3, … 𝑓𝑘  is given by;  

𝑀 = (
𝑓2

𝑓1
) (

𝑓4

𝑓3
) … (

𝑓𝑘

𝑓𝑘−1  
) (

𝑓𝑖

𝑓𝑜𝑏𝑗
)         (7) 

where 𝑓𝑖  is the ocular lens and 𝑓𝑜𝑏𝑗 is the objective lens (Leake, 2013).  

As brilliant as optical microscopy was for capturing some of the first microscopic organisms, 

there were several limitations to the spatial resolution, chromatic and spherical aberration, 

sample illumination, image contrast and imaging depth.   

1.2  Limitations of optical microscopy  

1.2.1 Resolution and Airy Disks  

The resolution of a microscope is the smallest distance between two points such that the two 

points can be distinguished as separate from one another (Vangindertael et al., 2018). The 

spatial resolution of a light microscope is affected by the diffraction limit. Light microscopes 

utilise the far-field regime whereby there is a distance of several wavelengths of light between 

the light source and the detector (e.g. a camera). Fluorophores visualised with the far-field 

regime exhibit diffraction (Shashkova and Leake, 2017). The apertures of a light microscope 

are usually round and when light propagates through these they produce an Airy disk. The 
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shape of the Airy disk is determined by the point-spread function (PSF) of the microscope 

(Shashkova and Leake, 2017).  

The PSF can be better explained using the single-slit 

experiment; the waves of a coherent light source passing 

through a pinhole or a small linear slit will change their 

behaviour. Before travelling through the slit, the waves 

move in the direction of propagation, however when 

passing through the slit, they convert to a cylindrical 

wavefront (Hecht, 2002). When the slit size increases, the 

wavefronts start to interfere with one another, causing 

diffraction patterns (Vangindertael et al., 2018). The PSF of 

a microscope refers to the concentric geometrical pattern 

resulting from the diffraction of light from a lightsource 

passing through a lens, which acts as a circular aperture, 

being spread out when it reaches the detector (e.g. 

camera) (Vangindertael et al., 2018) (figure 1.5). The bright 

circle surrounded by alternating dim and bright concentric 

rings pattern produced on the image plane is referred to as 

the Airy pattern, the centre of which being the Airy Disk 

(Hecht, 2002).  

 

A 2D Bessel function can be used to describe the intensity profile of an Airy Disk ring pattern. 

The first of the dimmer circles has diffraction angle, 𝛼 and satisfies;  

sin 𝛼 ≈ 1.22
𝜆𝑚

2𝑟 
= 0.61

𝜆𝑚

𝑟
                 (8)  

where 𝑟 is the is the radius of the circular aperture through which the light passes and 𝜆𝑚 is 

the wavelength of light when it is in the imaging medium with refractive index, 𝑛, given by;  

𝜆𝑚 =
𝜆

𝑛
              (9) 

where 𝜆 is the wavelength of light in a vacuum.  

Figure 1.5 An Airy Disk profile 
showing a point object surrounded 
by concentric light and dim rings, 
following an intensity profile shown 
below. Image created in 
BioRender.com 
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Usually for a microscope, the circular aperture through which the light passes is an objective 

lens of focal length, 𝑓 and therefore we have a lateral distance, 𝑑 from the optic axis to the 

first dim ring given by;  

𝑑 = 𝑓 sin 𝛼𝑚𝑎𝑥                            (10) 

where 𝛼𝑚𝑎𝑥is the maximum diffraction angle of the first dim ring. If we substitute equation (9) 

into equation (8) and substitute in a rearranged equation (10) where 
𝑑

𝑓
 is the subject then 

rearrange and substitute these into equation (3) then we obtain;  

𝑑 = 0.61
𝜆

𝑁𝐴 
                        (11) 

where 𝑑 is the minimum distance that can differentiated between two points, 𝜆 is the 

wavelength of the incident light and 𝑁𝐴 is the numerical aperture of the objective. This is the 

equation as set out by Abbe in the nineteenth century (Hecht, 2002). If two Airy Disks overlap, 

the distance between them will be equal to 𝑑. The Rayleigh Criterion for the optical resolution 

limit states that two point sources can be resolved as distinct from one another if the distance 

between their images is at or above the value of the Airy Disk radius (equation (11)).  

For many years after the description of the diffraction limitation to light microscopy by Abbe, 

improvements to spatial resolution were only made by using lower wavelengths of light such 

as UV or using electrons (electron microscopy (Hayat, 1974)) rather than photons to illuminate 

samples (A. J. Wollman et al., 2015). However, electron microscopy cannot be used in live- cell 

microscopy as samples are always fixed due to the nature of illumination. Electrons do not 

interact well with organic material so samples are stained with heavy metals which the 

electrons interact better with (Day, 2014). 

1.2.2 Chromatic and spherical aberration  

A further limitation of light microscopy is chromatic aberration caused by dispersion; when a 

lens does not focus all wavelengths of light onto the same point.  Chromatic aberration causes 

blur of the sample image.  

The achromatic lens was invented by Chester Moore Hall and consisted of two lenses made of 

two different materials fused together; these focussed light of different wavelengths onto the 

same focal point (Willach and Cook, 1997). This reduced the impact of chromatic aberration 

during microscopy.  
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A further microscopy issue caused by lens quality is spherical aberration; light wavelets 

incident upon a spherical lens that don’t hit the centre of the lens are refracted or reflected 

more than those that do hit the centre; this means that not all of the light wavelets converge 

to the focal point.  Abbe invented an apochromatic lens which fuses more lenses together and 

reduces both chromatic and spherical aberrations (A. J. Wollman et al., 2015).  

1.2.3 Sample illumination 

Early-day optical microscopes had limited sample illumination abilities. One example being 

image glare; an image of the lightsource being visible in the image of the sample.  

In the nineteenth century, Abbe invented a system to focus light with multiple lenses, the Abbe 

Condenser (A. J. Wollman et al., 2015). This collects light from the microscope lightsource and 

concentrates it into a light cone. At higher magnifications, a condenser lens can make images 

appear sharper, however at lower magnifications the condenser lens can limit the field of view 

(FOV).  

In 1893, Köhler Illumination was first demonstrated (figure 1.6). Light from the lightsource 

collected by a collector lens is focussed through an aperture iris diaphragm. This focussed light 

is projected onto the sample by a condenser lens. The objective lens collects transmitted light 

from the sample, this is then focussed through a field iris diaphragm before it is collected by 

the ocular lens. Due to its advantages such as reducing image glare and providing uniform 

illumination of the sample, Köhler Illumination is still used in modern brightfield microscopy.  

 

Figure 1.6 Depiction of Köhler illumination (from right to left); an excitation beam from a lightsource 
travels through the collector lens and is focussed through an aperture iris diaphragm. The light then 
passes through a condenser lens before focussing at the sample. The emission light from the sample 
travels through the objective lens and a field iris diaphragm and the image of the sample is projected 
on an ocular lens (e.g. a camera). Image created in BioRender.com  
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1.2.4 Image contrast  

Optical microscopes also suffer from reduced image contrast; biological samples are usually 

composed of water and are surrounded by a water-based solution, causing meagre 

transmitted image intensity and limitations in the ability to distinguish a sample from the 

background media surrounding it. Various methods have been developed to improve image 

contrast in light microscopy including phase contrast, differential interference contrast (DIC) 

and darkfield.  

1.2.4.1 Phase contrast microscopy  

Phase contrast microscopy, developed by Zernike (Zernike, 1942), illuminates a transparent 

sample by converting the light phase shifts that pass through it into brightness changes in the 

image (Zernike, 1955). A ring of illumination is created by placing a circular annulus in front of 

the lightsource. Light passing through the sample is out of phase, shifted by 90° relative to the 

background light. A circular phase plate below the objective shifts the incoming light by 90° so 

it is in phase, therefore improving image contrast (A. J. Wollman et al., 2015). A disadvantage 

of phase contrast microscopy is that the circular plates used reduce the working 𝑁𝐴 of the 

objective which reduces image resolution. The circular plates can also create artifacts in the 

image, therefore reducing image quality.  However,  apodised phase contrast microscopy 

reduces these artifacts and increases image contrast by utilising selective amplitude filters 

(Dokland, 2006).  

1.2.4.2 Differential interference contrast (DIC) microscopy  

Differential phase interference contrast (DIC) microscopy was created and further developed 

by Smith (Smith, 1955) and Nomarski (Nomarski and Weill, 1955) in 1955. For DIC, unpolarised 

light entering the microscope is polarised at 45°. A Nomarski-modified Wollaston prism is used 

to separate this light into two rays polarised orthogonally to each other; one ray is the sample 

ray and the other is the reference ray. These rays pass through the condenser lens and 

adjacently hit the sample where they experience different optical path lengths due to 

differences in the refractive index of the sample. A phase change occurs in one ray but not the 

other. The rays then pass back through the objective and though a second Nomarski-modified 

Wollaston prism which combines the rays to create an image. A disadvantage of DIC is that, as 

in phase contrast microscopy, artifacts can be created in the image from the phase changes.  
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 1.2.4.3 Darkfield microscopy  

In darkfield microscopy light is sent through the condenser lens to the sample at an angle that 

cannot pass through the angular aperture of objective. The light can only pass through if it is 

diffracted, refracted or reflected by the sample. This creates an image of a light sample atop a 

dark background (Dokland, 2006).  

Advantages of darkfield microscopy are that it is relatively straightforward to set up and can 

be used on living samples. Additionally, unlike phase contrast microscopy and DIC, artifacts are 

not created in the image as it does not utilise interference or circular plates.  

 

1.2.5 Depth of field and working distance  

The depth of field is the distance (usually in microns) between the closest, in-focus object 

plane and the farthest, in-focus object plane. The depth of field is usually referred to as the 

axial (z-direction) resolving power of the microscope objective and it is dependent on the 𝑁𝐴. 

With higher 𝑁𝐴, the depth of field reduces. This means there is a trade-off between 

magnification and resolution. The optical microscope has a limited depth of field and can only 

focus on narrow sections of the sample at a time which can cause parts of the sample to be 

blurred.  

The working distance is the distance between the objective and the sample and determines 

how far into the sample we can focus. Usually the working distance decreases as the 𝑁𝐴 

increases. Increasing the working distance allows us to see further into the sample. This results 

in another trade-off between magnification and resolution.  

The Schmidt objective (Voigt et al., 2023) uses a spherical mirror and a refractive correction 

plate instead of lenses; this yields a higher 𝑁𝐴 (0.69-1.08), larger FOV (1.1-1.7mm) and a 

longer working distance (11mm) for optical microscopy (Balasubramanian et al., 2023).  

 

1.3 Utilising fluorescence in optical microscopy  

The observation of fluorescence has its origins rooted in 1845 when Herschel scrutinised the 

emission of blue light from quinine as it was hit with sunlight (Herschel, 1997). After this, 

Helmholtz noted that objects within an image can be better differentiated if, rather than just 

being illuminated by an external lightsource, they were intrinsically fluorescent (von 
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Helmholtz, 1874). The turn of the twentieth century saw Zeiss and Reichert develop the first 

fluorescence microscopes (Heimstädt, 1911; Lehmann, 1913; Reichert, 1911). Sixty years later, 

in 1976, Hirschfield observed the first single molecule using fluorescence microscopy 

(Hirschfeld, 1976). Since then, fluorescence microscopy has been used extensively to study 

and image many biological processes such as transcription (Janissen et al., 2022; Munsky et 

al., 2015), diffusion (Xiang et al., 2020) and signalling (Marchetti et al., 2013; Tian et al., 2017).  

1.3.1 Fluorescence  

Fluorescence occurs when a 

single light photon is absorbed 

by a fluorophore at a particular 

wavelength, an electron within 

the fluorophore which is at 

ground state is excited and 

transitions to a higher energy 

state. A photon is emitted with 

a longer wavelength than the 

excitation wavelength when 

the electron relaxes to a lower 

energy state. A Jablonski 

diagram (figure 1.7) can be used to depict the transitions between these energy states 

(Jablonski, 1933).  

1.3.2 Fluorescent tags and dyes  

To observe a molecule of interest in a sample using fluorescence microscopy, the molecule 

must first have a fluorescent tag or dye attached to it. These emit light when excited, thus 

allow the user to see the molecules within a sample. There are a range of methods including 

fluorescent proteins, organic fluorophores, immunofluorescence labelling and PAINT.  

1.3.2.1 Fluorescent proteins   

Fluorescent proteins (FPs) are molecules typically of mass 25-30kDa that exhibit fluorescence 

(Kremers et al., 2011). The green fluorescent protein (GFP) was discovered in 1962 in the 

Aequorea victoria Jellyfish (Shimomura et al., 1962) and was cloned in 1992 (Prasher et al., 

1992). Usually, an FP is introduced to the cell through genetic encoding; the FP is expressed as 

a fusion tag to the protein of interest.  

Figure 1.7 Jablonski diagram. Excitation of photons from ground 
state, S0, to a higher energy level state, S1 then during emission, 
the photon loses energy and returns to S0. Image created in 
BioRender.com 
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Multicolour labelling can be achieved by expressing multiple FP ‘colours’ in cell samples, 

allowing simultaneous imaging of multiple cellular processes, compartments or proteins 

(Hickey et al., 2022). However, FPs have wide fluorescence profiles so there is spectral overlap 

between the different ‘colour’ markers (Specht et al., 2017; Wei et al., 2017).  

Advantages of using FPs are that the sample cell does not need to be permeabilised unlike 

when using other probing methods (Miyawaki and Yusuke, 2015) and that cells do not need to 

be fixed (Hickey et al., 2022). A disadvantage of FPs is that they tend to have a lot of 

background fluorescence. However, recently Wu et al. used FPs bound to RNA aptamers to 

trigger a ‘turn-on’ fluorescence response, allowing visualisation of mRNA in human embryonic 

kidney 293 (HEK293) cells using an inverted microscope with epifluorescence (Wu et al., 2019), 

thus improving background fluorescence. A further disadvantage of standard FPs is that they 

irreversibly photobleach following a certain time period, they cannot be tracked after this, 

meaning they aren’t well-suited to imaging on longer timescales (Shashkova and Leake, 2017). 

Although, SNAP-tags and HALO-tags are linkers that allow a fluorescent probe to be added to 

a protein; the encoding DNA of a primary protein probe is genomically fused to the protein of 

interest. The name SNAP-tag is a registered trademark of New England Biolabs. A SNAP-tag is 

labelled to the protein of interest and then a fluorescently labelled guanine is added which 

links to a cysteine on the protein of interest through a chemical reaction. HALO involves using 

a haloalkane dehalogenase enzyme (Los et al., 2008). Following these processes, the cell is 

incubated with a secondary fluorescently labelled probe, this binds to the primary protein 

probe. A brighter and more photostable fluorophore, compared to standard FPs, is yielded 

using this method, thus yielding greater localisation precision of the protein of interest 

(Shashkova and Leake, 2017).  

GFP was used as the label of choice for all of the work outlined in this thesis, including in vitro 

GFP assays, Mig1-GFP in yeast cells and RelA-GFP in U2OS cancer cells and AR-GFP in LNCaP 

cells. This was because GFP is widely used and well-characterised.  Additionally, the Wollman 

strain of budding yeast was stably transfected with GFP (Wollman et al., 2017). This work was 

used as a basis for comparison when imaging Mig1-GFP with the HILO/TIRF microscope to 

observe if the same results could be obtained, it was also used as a basis of comparison for 

the clustering characteristics of transcription factors. Furthermore, GFP was an easy label to 

use in in vitro assays which were important to initially test differences between imaging 
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conditions before imaging GFP labels in other organisms. It was also relatively easy and 

inexpensive to transfect U2OS cells with a RelA-GFP plasmid.  

1.3.2.2 Organic fluorophores  

Organic fluorophores are composed of fluorescent chemicals such as rhodamine, cyanine, 

oxazine, bodipy and perylene which emit light when excited. They can be used as a fluorescent 

dye by covalently bonding to molecules within the sample (Ha and Tinnefeld, 2012).  

An advantage of organic fluorophores is their size; they are one hundred to one thousand 

times smaller than FPs [161] and are thus less invasive to a cell (Zheng et al., 2014). A further 

advantage is that they can act as drug-masks, thus allowing the visualisation of drug delivery 

in real time (Hickey et al., 2022). Gunnlaugsson et al. studied chemosensors based on the 1,8-

naphthalimide scaffold and visualised glycosidase activity in cancer cell lines (Calatrava-Pérez 

et al., 2016).  

 1.3.2.3 Immunofluorescence labelling  

A further labelling method is immunofluorescence; a method by which single molecules can 

be dyed with antibodies (Coons et al., 1942). There are direct and indirect 

immunofluorescence approaches. The direct approach employs the use of a primary antibody 

only, this antibody is chemically linked to a fluorophore and binds to the molecule of interest. 

The indirect approach first uses a primary (non-fluorescent) antibody to bind to the molecule, 

a secondary antibody (fluorescent) is then attached. Direct immunofluorescence labelling is 

often quicker to implement than indirect as there are less steps involved in the process 

(Vangindertael et al., 2018). The advantage of indirect immunofluorescence labelling over 

direct lies in variety – for a primary antibody, many secondary antibodies and detection 

methods can be used. However, disadvantages, in general, of antibody labelling are owed to 

their relatively large size, approximately 10nm, because of this, cells need to be fixed to let the 

antibody enter and once inside it can be difficult to localise accurately (Vangindertael et al., 

2018).  

1.3.2.4 Point accumulation in nanoscale topography (PAINT) 

Original PAINT involves targeting molecules with freely diffusing dyes (Sharonov and 

Hochstrasser, 2006). An advantage of PAINT is that photoswitching can be implemented 

without the need of particular experimental conditions. However, when using PAINT it is 

difficult to specifically label more molecules of different kinds (Schnitzbauer et al., 2017).  
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DNA-PAINT  is similar to original PAINT, but also allows the user to use DNA molecules as 

imaging and labelling probes which can be programmed. DNA-PAINT has been used to observe 

cellular proteins on the nanometre scale (Schnitzbauer et al., 2017).  

An advantage of DNA-PAINT is that more photons can be collected during imaging than with 

other labelling methods because DNA-PAINT is not affected by photobleaching as the labels 

can be replenished from solution (Jungmann et al., 2016). However, using DNA-PAINT results 

in a lot of background fluorescence, therefore it can only really be used with oblique 

illumination microscopy methods such as TIRF or light-sheet microscopy. Additionally, DNA-

PAINT is not best used on living cells due to unforeseen stress effects that would be imposed 

on the cell by introducing nucleic acids (Schnitzbauer et al., 2017).  

 

1.3.3 Fluorescence microscopy  

To get a better picture of cellular processes, it is important to observe single molecules within 

cells. Mammalian cells are typically on the lengthscale of microns while the molecules within 

them such as protein complexes and membrane domains are on the lengthscale of 

nanometres (Möckl and Moerner, 2020). Fluorescence microscopy improves image contrast 

by utilising a narrow emission fluorescent beam incident upon the sample. The beam 

wavelength is absorbed by the labelled molecules in the sample and light is emitted from the 

labels at a longer wavelength (Lichtman and Conchello, 2005). A dichroic mirror is used, usually 

positioned at an angle of 45°,  to separate excitation from emission light by reflecting excitation 

light but allowing emission light, of a longer wavelength, to pass through to the detector 

(Vangindertael et al., 2018). 
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1.3.3.1 Epifluorescence microscopy  

Epifluorescence microscopy (figure 

1.8) usually involves using the 

objective as both the magnifier and 

condenser lens (Vangindertael et 

al., 2018). The angle of the 

excitation beam incident upon the 

sample is 0°, therefore is parallel to 

the emission beam; this generally 

illuminates an entire cell.  

Slimfield epifluorescence involves 

sending a collimated beam through 

the objective lens. This increases the beam focus, therefore exciting smaller areas of the 

sample with higher intensity (Reyes-Lamothe et al., 2010). The SNR can be increased by 

employing this method. This method was utilised by Wollman et al. to capture Mig1-GFP 

translocating in budding yeast cells (Wollman et al., 2017). Narrowfield epifluorescence 

involves collimating the beam after it has passed through the objective and can be used to 

increase SNR and to image only sub-cellular features (Leake, 2013). When the angle of 

incidence reaches a critical angle, 𝜃𝑐=61°, we have Total Internal Reflection Fluorescence (TIRF) 

microscopy.  

1.3.3.2 TIRF Microscopy  

When the angle of incidence of 

an excitation lightbeam reaches 

a critical angle, 𝜃𝑐=61° then total 

internal reflection occurs 

whereby the incident beam is 

reflected off the bottom of the 

sample slide rather than passing 

through the sample (Jialei Tang 

and Young Han, 2018). This is 

called Total Internal Reflection 

Figure 1.8 Depiction of an epifluorescence beam profile which 
passes through the objective lens parallel to the Normal 
position. Image created in BioRender.com 

Figure 1.9 Depiction of a TIRF beam profile though an objective 
lens where D is the distance of the incident beam from the 
Normal position. Image created in BioRender.com 
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Fluorescence (TIRF) microscopy (figure 1.9).  

The critical angle, 𝜃𝑐  can be determined by rearranging Snell’s Law of refraction (equation (2)), 

providing a trigonometric relationship between the critical angle and the refractive indexes of 

the glass sample slide, 𝑛𝑔 and the water surrounding the sample, 𝑛𝑤;  

𝜃𝑐 = arcsin (
𝑛𝑤

𝑛𝑔
)                                      (12) 

Typically these values are measured to be 𝑛𝑤=1.33 and 𝑛𝑔=1.52 yielding a typical critical beam 

angle of 61°. This results in the beam being reflected when it reaches the sample slide.  

The TIRF method was first described by Axelrod in 1981 and was used to visualise the 

membrane and underlying cytoplasmic structures at cell substrate contacts while dramatically 

reducing autofluorescence from debris and thick cells. This method involved placing a quartz 

cube in optical contact with the upper surface of a coverslip, in contact with the sample, with 

a thin layer of glycerol (Axelrod, 1981).  

In 1989 Axelrod & Stout described conditions to achieve TIRF microscopy without the need of 

a quartz cube, instead they modified the epifluorescence beam angle by placing an opaque 

disk in the illumination path, allowing the epifluorescence beam to travel at supercritical 

angles (Stout and Axelrod, 1989). The usual setup for TIRF microscopy now is not to use a 

prism, but to use through-the-objective TIRF with an inverted microscope with a beam profile 

resembling that in figure 1.9 (Axelrod, 2003).  

Single molecules were first detected using TIRF in 1995; ATP turnover was monitored in in vitro 

single myosin molecules (Funatsu et al., 1995) and live cells were first imaged using TIRF in 

2000 on fluorescently labelled epidermal growth factor (EGF) receptors (Sako et al., 2000). 

During TIRF microscopy, none of the excitation beam itself is transmitted into the sample, 

rather parts of the sample which are close to the surface of the sample slide are illuminated 

by the energy, 𝐸(𝑧) released from the beam in the form of an evanescent wave. This energy 

is an exponential decay function of the vertical distance, 𝑧 of the beam of wavelength, 𝜆 from 

the sample;  

𝐸(𝑧) = 𝐸(0)𝑒
−

𝑧

𝑑𝑒                         (13) 

where the depth of penetration, 𝑑𝑒 of the beam energy into the sample is given by;  
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𝑑𝑒 = 𝜆[4𝜋√𝑛𝑔
2 sin2 𝜃 − 𝑛𝑤

2 ]
−1

                     (14) 

The intensity of the evanescent wave depletes exponentially with distance from the interface 

between the sample and the slide (Shashkova and Leake, 2017).  

There have been several variable-angle (VA-TIRF) and multi-angle (MA-TIRF) approaches to 

improve the penetration depths of the evanescent waves by altering the beam angle during 

TIRF microscopy. Burmeister et al. used VA-TIRF microscopy to image well-spread bovine aortic 

endothelial cells stained with a membrane-bound carbocyanine dye. At angles above the 

critical angle of 64°, the dorsal and ventral membranes were illuminated. At angles above 66°, 

only focal contacts were illuminated and at angles above 74°, images were dominated by 

background noise (Burmeister et al., 1994).  

An advantage of TIRF microscopy is that it reduces background signal because only single 

molecules close to the slide surface are illuminated. However, only objects very close to the 

surface are observable with TIRF (Axelrod, 1981). Hence, TIRF is mainly used to observe 

phenomena occurring at the cell membrane while other methods such as HILO microscopy 

can be used to observe activity within the cell.  

1.3.3.3 HILO microscopy  

An excitation beam positioned at angles above epifluorescence and below the critical angle 

generates what is known as HILO (Highly Inclined Laminated Optical-sheet) microscopy (figure 

1.10A). This involves inclining the excitation beam and reducing the illumination area 

(Tokunaga et al., 2008a).  

 

Figure 1.10 A. Depiction of a HILO fluorescence beam profile travelling through an objective lens where 
D is the distance of the incident beam from the Normal position whereby B. the incident beam is at 
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angle 𝜃1 and is refracted to an angle 𝜃2 as it passes through the coverslip. The refracted beam has 
thickness 𝑑𝑧 which illuminates the sample area with radius 𝑅. Image created in BioRender.com 

The beam is inclined by increasing the angle of incidence, 𝜃 by displacing the beam on the 

objective. Only the parts of the cell which the excitation beam passes through are illuminated. 

An advantage of this is that it makes for increased SNR due to a decrease in background signal. 

HILO has been used to achieve up to 7.6 times improved SNR relative to epifluorescence 

(Gardini et al., 2023) and has been used in various widefield and single-molecule localisation 

applications (Chong et al., 2018; Ganji et al., 2018; Hansen et al., 2017; Izeddin et al., 2014; 

Jungmann et al., 2014; Landgraf et al., 2012; Nozaki et al., 2017; van de Linde et al., 2011).  

The thickness, 𝑑𝑧 of the refracted lightsheet is given by;  

𝑑𝑧 =
𝑅

tan 𝜃
                           (15) 

where 𝑅 is the diameter of the illuminated area at the sample plane and 𝜃 is the angle of the 

beam as it hits the plane (figure 1.10B). Therefore, the beam can be made thinner by 

decreasing 𝑅 or increasing 𝜃 (Gardini et al., 2023).  

The usage of HILO microscopy as a method for increasing image intensity while reducing 

background intensity yielding an SNR 8 times greater than that of epifluorescence was first 

described by Tokunaga et al. in 2008 (Tokunaga et al., 2008a). Ten years later, Tang & Han 

described a HILO method involving a confocal slit detection, producing 2 times thinner 

illumination and over 40 times larger imaging area than conventional HILO microscopy, again 

increasing the SNR (Jialei Tang and Young Han, 2018). More recently, Gardini et al. presented 

the impact of reducing the HILO beam thickness to dimensions smaller than cell radii (less than 

3μm); this reduced the background fluorescence from out-of-focus planes and improved 

image quality (Gardini et al., 2023). Additionally, HILO microscopy has been combined with 

software techniques to produce background-free images by subtracting the estimated 

background, one such being the V-HiLo-ED edge detection method proposed by Hu et al. (Hu 

et al., 2022). HILO has been described to improve SNR by up to 32% compared to 

epifluorescence and has been used to achieve a 118% increase in the number of single 

molecules detected  within stationary phase particles (Neria and Kisley, 2023). HILO has also 

been used to image, several micrometres deep, the interaction of GFP-importin-𝛽 and nuclear 

pore complexes in C.elegans embryos (Tokunaga et al., 2008b).  
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Epifluorescence microscopy was used in some of the imaging of Mig1-GFP in yeast outlined in 

this thesis. This was to produce comparisons to (Wollman et al., 2017) to verify the microscope 

capabilities. HILO microscopy was used to image Mig1-GFP in yeast, in vitro GFP and 

fluorescent beads in various ways, such as changing the angle of the HILO profile, from 45° to 

56°, and changing the placement of the beam centre while using a HILO profile. After this, HILO 

microscopy was used to image RelA-GFP in U2OS cancer cells before and after stimulation with 

tumour necrosis factor 𝛼 (TNF-𝛼) and to image AR-GFP in LNCaP cells before and after 

stimulation by R1881 to test if the microscope could capture clusters of transcription factors.   

1.3.3.4 Confocal microscopy  

Confocal microscopy (figure 1.11), first patented by Minsky in 1961 (Minsky, 1961), involves 

using a pinhole in front of the lightsource which results in only a small point of the sample 

being illuminated. Another pinhole resides behind the detector which results in only focussed 

signal being collected (Minsky, 1988).   

Later, confocal laser scanning microscopy (CLSM) was invented whereby the small pinhole of 

light is scanned across the sample (Pawley, 2006). An advantage of confocal microscopy and 

CLSM is greatly increased SNR because a lot of unfocussed background fluorescence is 

removed. However, a disadvantage of CLSM is the long time it takes to scan an entire sample 

(Shashkova and Leake, 2017).  

Figure 1.1 1 Depiction of confocal microscopy where F is the focal point of the objective lens. Excitation 
light from a lightsource passes through a confocal pinhole before reaching the sample and emission 
light from the sample also passes through a confocal pinhole before reaching the detector.  Image 
created in BioRender.com 
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1.4 Super resolution microscopy  

Super-resolution microscopy occurs when optical imaging can be used to produce spatial 

information above the limit set by the Rayleigh Criterion (Shashkova and Leake, 2017).  

1.4.1 Scanning near field optical microscopy (SNOM) 

The advent of super resolution microscopy came in the form of scanning near field optical 

microscopy (SNOM) developed by Betzig in 1993 (Betzig and Chichester, 1993). This involves 

focussing an excitation beam through an aperture with a diameter smaller than the excitation 

wavelength which creates an evanescent wave. This thin beam only penetrates a small section 

of the sample at a time with small sample penetration. An image is created by scanning the 

beam across the entirety of the sample (A. J. Wollman et al., 2015).  

1.4.2 Stimulated emission depletion (STED) microscopy  

In 2000, Hell described stimulated emission depletion (STED) microscopy (Hell and Wichman, 

1994; Klar et al., 2000; Klar and Hell, 1999) which involves utilising two laser beams; one 

excitation beam and one stimulated emission beam. The emission beam is approximately 200-

300nm offset from the excitation beam and has a longer wavelength (Leake, 2013). All 

fluorophores except those in the centre of the illumination volume are switched off (Klar et 

al., 2000). The image is formed by scanning the focal point across the sample. The lateral 

resolution, 𝑅𝑥 that can be yielded when using STED microscopy is given by;  

𝑅𝑥 =
𝜆

2𝑁𝐴𝐼𝑠𝑞
                              (16) 

where 𝜆 is the wavelength of the incident light and;  

𝐼𝑠𝑞 = √1 +
𝐼𝑆𝑇𝐸𝐷

𝐼𝑠𝑎𝑡
                             (17) 

where 𝐼𝑆𝑇𝐸𝐷 is the STED intensity and 𝐼𝑠𝑎𝑡 is the saturation intensity of the fluorophore 

(Vangindertael et al., 2018). Usually, 𝐼𝑠𝑎𝑡  takes on values in the order of 0.1-1GWcm-2 (Blom 

and Widengren, 2017; Vicidomini et al., 2011) which is much higher than saturation intensities 

applied in other microscopy methods such as confocal. This can cause photobleaching and 

phototoxic effects in live cells (Blom and Widengren, 2017). However, photoswitchable 

fluorophores can be used to improve this (Vangindertael et al., 2018).  

STED can be used to minimise the width, 𝑤 of the Airy disk which is given by;  
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𝑤 =  
Λ 

2𝑁𝐴√1+
𝐼𝑓

𝐼𝑠

                       (18) 

where Λ is the STED depletion beam wavelength, 𝑁𝐴 is the numerical aperture, 𝐼𝑓 is the 

excitation intensity centred on the fluorophore and 𝐼𝑠 is the saturating intensity of the STED 

depletion beam (Ando et al., 2002; Hell and Wichman, 1994; Klar and Hell, 1999).   

Alvelid et al. combined STED microscopy with widefield imaging for event detection to 

automatically select events such as protein recruitment and biosensor activity and image them 

with high resolution. Using GPU accelerated peak detection, they processed data in 

milliseconds (Alvelid et al., 2022). Groβe et al. used STED to show that the apoptotic Bax 

protein forms rings on the surface of mitochondria (Große et al., 2016).   

Advantages of STED are that it can be used to image thicker samples, it has in vivo applications 

due to its fast acquisition and no image-processing is required after imaging, the super-

resolution image is immediately available (Tam and Merino, 2015). However, it can be slower 

to create images with larger FOVs.  

1.4.3 Structured illumination microscopy (SIM) 

Also in 2000, Gustafsson developed structured illumination microscopy (SIM) (figure 1.12) 

whereby lateral resolution is improved through use of uniform illumination and controlled 

modulation of excitation light. SIM can be used to improve image resolution by twice as much 

(Gustafsson, 2000).  

A moving grid is projected onto the sample and multiple images are recorded while the grid 

moves and creates a Moiré effect interference pattern (Gustafsson, 2000). Recently, the image-

processing algorithm for SIM has been enhanced and can provide a spatial resolution of about 

60nm (Hickey et al., 2022). Figure 1.12 depicts SIM and is similar to the depiction in the paper 

(Gustafsson, 2000). The lenses 𝐿1 and 𝐿2 are in telecentric arrangement with the objective; 

achieving constant magnification despite the distance or location of an item in the FOV.  
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SIM can be used to image dynamic events as it employs the use of digital cameras rather than 

single point detectors for detection, allowing frame rates exceeding 100 frames per second 

(Hinsdale et al., 2021). However, the interference pattern can produce artefacts on the final 

image (Shashkova and Leake, 2017).  

SIM has been used to image the actin skeleton of a HeLa cell (Gustafsson, 2000). Advantages 

of SIM include the fact that sample preparation is relatively simple when compared to other 

super-resolution techniques, it is the same as that for confocal microscopy, and SIM building 

materials can be easily acquired from numerous microscope manufacturers (Vangindertael et 

al., 2018). However, during SIM, the sample is exposed to high illumination intensities for 

prolonged periods, leaving it open to phototoxic effects and  as imaging takes time, it is prone 

to sample drift issues (Vangindertael et al., 2018). Additionally, multiple images per focal plane 

are required to be taken as well as having to shift through the sample in small steps in the axial 

direction, both of these hinder the imaging speed (Heintzmann and Huser, 2017).  

1.4.4 STORM and PALM  

Stochastic Optical Reconstruction Microscopy (STORM) (Rust et al., 2006a) and Photo-

Activation Localisation Microscopy (PALM) (Betzig et al., 2006) methods involve the use of 

photoswitchable fluorescent probes which can change their light absorption or emission 

wavelength properties (Yamanaka et al., 2014).  

Figure 1.12 Depiction of structured illumination microscopy (SIM) whereby the excitation beam passes 
through a grid before reaching the sample. Image created in BioRender.com.  
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During PALM most of the fluorophores in a sample are converted to a dark state, by 

photoswitching or photobleaching, the rest, less than about 1%, are switched on. The 

probability that any two fluorophores will be in close proximity is quite small, this means that 

their PSFs wont overlap and they will be distinguishable and therefore each one can be isolated 

and their movement tracked. Once these fluorophores have photobleached and information 

has been gathered from them, a new collection of fluorophores is switched on elsewhere in 

the sample. The spatial distribution of the lit up fluorophores is used to reconstruct the 

structure in the image (Vangindertael et al., 2018).  

The localisation precision of the fluorophore locations is the spread of the position estimates, 

𝑥𝑝𝑒
 around the mean, 𝑥𝑝̅̅ ̅ and the localisation accuracy is the deviation of 𝑥𝑝̅̅ ̅ from the true 

positions, 𝑥𝑝 of the fluorophores. The localisation precision is given as;  

𝜎𝑥𝑦
2 = (

𝑠2

𝑁𝑐𝑜𝑙𝑙
) + (

𝑎2

12⁄

𝑁𝑐𝑜𝑙𝑙
) + (

8𝜋𝑠4𝑏2

𝑎2𝑁𝑐𝑜𝑙𝑙
2 )                      (19) 

where 𝑁𝑐𝑜𝑙𝑙 is the total number of detected photons, 𝑠 is the standard deviation of the PSF of 

each fluorophore, 𝑎 is the size of each pixel and 𝑏 is the background noise of each pixel 

(Thompson et al., 2002). 

For STORM, synthetic dyes like Cy3-Cy5 are used with alternating laser wavelengths to image 

a small number of fluorescent probes at a time. Like PALM, the individual images are combined 

into a super-resolution image (Rust et al., 2006b). Often dSTORM (direct STORM) is used 

instead of STORM; fluorophores are in a blinking state so more random localisations can be 

collected over time (Vangindertael et al., 2018).  

DNA vectors with a transgene that encodes a fusion between the protein being observed and 

a fluorescent protein compatible with PALM is the method often used for labelling in PALM 

while primary and/or secondary antibodies, tetracysteine tags (Griffin et al., 1998), eDHFR tags 

(Miller et al., 2005), CLIP tags, SNAP tags or HaloTags (Gautier et al., 2008; Griffin et al., 1998; 

Keppler et al., 2004) are usually used for STORM.  

An advantage of PALM over STORM is that the diffraction-limited areas of fluorophores tend 

not to overlap as only a small number of them are excited at any one time (Shashkova and 

Leake, 2017). Drawbacks of STORM and PALM are that they usually produce many thousands 

of frames, therefore taking substantial time to image (Hess et al., 2006; Legant et al., 2016).   
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1.4.5 Light sheet microscopy  

Light-sheet microscopy (figure 1.13) utilises one or two illumination objectives to create a 

sheet of light (Huisken et al., 2004; Huisken and Stainier, 2007) taking on a Gaussian top-hat 

profile. The sheet is scanned across the sample while imaging (Daetwyler and Fiolka, 2023). 

Widefield detection is used to detect the fluorescent signal from the illuminated plane 

(Daetwyler and Huisken, 2016).  

 

Figure 1.13 Depiction of light-sheet microscopy. A light sheet created by the illumination objective hits 
the sample which is usually within a medium-filled chamber. Sample emission passes through the 
detection objective and is collected by the detector. Image created in BioRender.com.  

A disadvantage of light-sheet microscopy is that it is not the best for imaging deeper into 

samples as the widefield detection reduces the optical penetration depth (Daetwyler and 

Fiolka, 2023). On the other hand, there are a few methods that have been developed to 

improve optical penetration depth such as multi-photon excitation (Horton et al., 2013; Lecoq 

et al., 2019; Zipfel et al., 2003) or using an immersion medium with a refractive index better 

matched to that of the sample (Boothe et al., 2017; Iijima et al., 2021) which reduces 

scattering. Advantages of light-sheet microscopy include reduced out-of-plane excitation, 

producing better sectioning (Daetwyler and Fiolka, 2023). It also confines illumination, in the 

shape of a sheet, to the focal plane, therefore samples are less likely to experience phototoxic 

effects (Balasubramanian et al., 2023). Additionally, when the sample is rotated, multiple views 

can be acquired; recently, light-sheet microscopes utilising four objectives have been made to 

alternate between sheet illumination and detection (Krzic et al., 2012; Schmid et al., 2013; 

Tomer et al., 2012). Light-sheet microscopy has been criticised in the past for its cumbersome 
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sample mounting issues. Although, open top (Glaser et al., 2019; Mcgorty et al., 2017) and 

oblique plane microscopes (OPM) (Bouchard et al., 2015; Dunsby, 2008; Sapoznik et al., 2020) 

have been developed, these leave space available to place samples of various sizes (Daetwyler 

and Fiolka, 2023).   

1.4.6 MINFLUX microscopy  

Minimal photon flux (MINFLUX) (Balzarotti et al., 2017) 

microscopy (figure 1.14) involves scanning a doughnut-

shaped beam around a single fluorophore. A vortex 

phase mask is used to create a doughnut-shaped 

excitation beam. This beam is then modulated by an 

amplitude modulator and deflected in XY so that it shifts 

around a fluorescent molecule position (star in figure 

1.14). Photons emitted from the fluorescent molecules 

are collected through the objective into a fluorescence 

bandpass filter (BPF) and confocal pinhole (PH). 

Fluorescent photons are picked up by a detector (DET) 

in each location where the doughnut beam is 

positioned. A field-programmable gate array (FPGA) is 

used to record intensity modulation and detection and 

photon counting (Balzarotti et al., 2017).  

The scanning of the doughnut beam follows a specified 

pattern with multiple positions. Photons are detected in 

these positions and are used to estimate the position of 

the fluorophore. The precision, 𝑃 of this estimate is 

proportional to the pattern size, 𝑆 and depends on the 

photon count, 𝑁 yielding the relationship;  

𝑃 =
𝑆

2√2𝑁
                    (20) 

Better localisation precision is achieved by iteratively 

decreasing 𝑆 and centring it on the fluorophore (S. Liu 

et al., 2022). Gwosch et al. used MINFLUX microscopy 

to image Nup96 proteins tagged with mMaple in U20S 

Figure 1.14 Depiction of MINFLUX 
microscopy from Balzarotti et al. (2017). 
A doughnut-shaped excitation beam is 
directed through an amplitude 
modulator, XY deflector and dichroic 
mirror (DM) and scanned around a 
fluorescent molecule position (star). 
Photons emitted from the fluorescent 
molecule pass through the objective 
before being directed by the DM 
through a bandpass filter (BPF) and 
confocal pinhole (PH). The detector 
(DET) picks up the photons and a field-
programmable gate array (FPGA) 
makes recordings.  
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cells and achieved a 1-3nm fluorophore localisation precision (Gwosch et al., 2020). More 

recently, Remmel et al. demonstrated a MINFLUX technique which increases fluorophore 

localisation up to 30 times by using spontaneously blinking fluorophores with blinking times 

that are close to the iterative MINFLUX localisation times (Remmel et al., 2023).  

An advantage of MINFLUX is that it is highly efficient, UV can be used at high intensities until a 

fluorophore is detected whereby the UV laser is switched off, this makes it a great method to 

use during live-cell imaging with photoconvertible fluorescent proteins (S. Liu et al., 2022). 

However, currently MINFLUX imaging speeds are too slow to capture dynamic live cell activity 

(S. Liu et al., 2022).  

1.4.7 Super resolution optical fluctuation imaging (SOFI) microscopy  

When imaging fluorophores, the fluorescence intensity does not remain the same over time 

but fluctuates. Each pixel in the image represents an intensity distribution of this fluorescence. 

SOFI microscopy (Dertinger et al., 2009) involves using cumulants to calculate the fluorescence 

distribution in each image pixel. The number of cumulants used on each pixel, 𝑛 is referred to 

as the 𝑛th order cumulant. When 𝑛=1, the pixel fluorescence is averaged over, when 𝑛=2 the 

pixel fluorescence standard deviation is calculated. Therefore a SOFI image is one of the 

sample whereby the value of each pixel is the value of the cumulant, the 𝑛th order image is 

given by;  

𝑆𝑂𝐹𝐼𝑛( 𝑟 ) = ∑ 𝑈𝑛( 𝑟 − 𝑟𝑘)𝜖𝑔𝑁
𝑘=1                                    (21) 

where 𝑟𝑘 is the position of a fluorophore,  𝑈 is the PSF of the microscope, 𝜖 is the brightness 

of the fluorophores and 𝑔 depends on the dynamics of the fluorophores which is a constant if 

all fluorophores have the same emission properties (Vangindertael et al., 2018). We also have 

𝑁, the total number of cumulants, this value can theoretically rise to infinity.  

An advantage of SOFI is that spatial resolution and contrast of images are more enhanced than 

for images taken using PALM or STORM (Dertinger et al., 2009). Additionally, for 𝑛 = 2, only a 

few hundred frames are needed to yield a super-resolution image, making it a fast imaging 

method. However, a drawback of SOFI is that for 𝑛 > 4 the cumulants are more susceptible to 

noise (Vangindertael et al., 2018).  
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1.5 3D microscopy  

Various techniques have been developed to produce 3D images of samples, some methods 

are built upon existing fluorescence and super resolution microscopy and others are 

completely novel ideas.  

1.5.1 3D-COL0RME 

A 3D super-resolution approach to TIRF was developed, the 3D-COL0RME, which uses a 3D 

reconstruction procedure using MA-TIRF in the axial plane in combination with sparsity-based 

modelling for molecule localisation and intensity estimation in the lateral plane. This 

significantly improves image resolution (Stergiopoulou et al., 2022).  

1.5.2 3D confocal microscopy  

The multiple z-stacks that make up a 2D image in confocal microscopy can also be used to 

produce a 3D image. A disadvantage of this method is that repeated laser excitation has to be 

used to acquire the multiple z-stacks, this increases the time taken to image and increases cell 

phototoxicity (Hickey et al., 2022). 

1.5.3 3D STED microscopy  

One method for achieving 3D STED microscopy involved fluorescently labelling fixed samples 

which were sliced into thin sections and embedded in polymer resin. The sections were imaged 

using nanoscale resolution STED microscopy with up to 80nm resolution (Punge et al., 2008).  

A further method involved placing phase plates into the STED beams; this boosted the lateral 

and axial resolution. When compared to the above method, this is non-invasive to the sample 

and produces a 3D stack which doesn’t require alignment afterwards (Wildanger et al., 2009).  

1.5.4 3D SIM 

3D-SIM was achieved by using a grated illumination pattern which was both laterally and 

axially structured to diffract laser light (Gustafsson et al., 2008). 3D-SIM was used to view 

eukaryotic cell division and the function of the centrosome in this process (Lawo et al., 2012).  

1.5.5 3D PALM  

PALM was combined with Single Particle Tracking (SPT) analysis to make sptPALM and was used 

to observe the influence of membrane lipids on TNF-𝛼 by spatially mapping diffusion 

coefficients to observe where molecules are and are not mobile (Heidbreder et al., 2012).  
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Bi-plane PALM utilises the fact that the PSF is inherently a 3D entity; emission light is split from 

the sample and the two halves of the EM-CCD camera capture the image in two different focal 

planes, the 3D PSF is used to fit the emitter positions in each dataset, pinpointing xyz positions 

simultaneously (Juette et al., 2008; Ram et al., 2008, 2007).  

1.6 Opensource microscopy  

Opensource microscopy refers to microscopy analysis software and hardware designs freely 

available on open platforms and editable by whomever uses them for their bespoke 

requirements.  

1.6.1 Opensource microscopy data management  

The Open Microscopy Environment (OME), developed by Swedlow in 2002, is a platform which 

offers microscopy data management. OME formats and software are freely available and 

designed to work with commercial platforms (Brooks, 2023). Almost twenty years later, Zarr 

was created; this was aimed to improve storage and download solutions of large data on the 

cloud (Brooks, 2023). In 2021, Moore et al. described a way for OME and Zarr to be used 

together as a next-generation file format (NGFF) for bioimaging (Moore et al., 2021) and in 

2023, OME-Zarr was launched with the aim of providing biologists with specialist tool designs 

and programming libraries (Brooks, 2023).  

1.6.2 Opensource microscope designs  

1.6.2.1 The miCube 

The miCube fluorescence microscope designed by Hohlbein et al. is constructed from a 

combination of 3D-printed parts and computer-numerically-controlled (CNC) machined 

aluminium parts (Strack, 2019). miCube can be used for single-molecule FRET (fluorescence 

resonance energy transfer) and was recently used to track CRISPR-Cas9 with 40nm precision 

in gram-positive bacteria (Martens et al., 2019). However, this microscope can be quite 

expensive to build (Almada et al., 2019).  

1.6.2.2 The K2TIRF and liteTIRF 

K2 total internal reflection (TIR) fluorescence microscope designed by Ganzinger et al. built 

with focus stabilisation and multi-colour imaging capabilities (Niederauer et al., 2023). K2TIRF 

and miCube are both modular so are easy to upgrade when better technology is released 

(Almada et al., 2019). The liteTIRF microscope developed by Jungmann et al. was used for high 

resolution PAINT imaging and made entirely from off-the-shelf components (Danial et al., 
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2022). Although, the liteTIRF is not modular so it is difficult to change or upgrade built-in 

components.  

1.6.2.3 The WOSM 

The WOSM (Warwick opensource microscope) (Danial et al., 2022) designed by Cross et al. for 

high quality super-resolution imaging includes a smaller distance between the sample 

mounting position and the top side of the microscope chassis, this is claimed to allow for long-

duration, high-resolution imaging without needing drift correction. However, the WOSM is not 

ideal for high-throughput, multi-sample imaging due to a short travel range in xyz and it can 

be complicated to construct as some parts require milling through large sheets of aluminium. 

Furthermore, there is no complete list of components for this microscope available (Danial et 

al., 2022).  

1.6.2.4 The cellSTORM2 

The cellSTORM2 (Diederich et al., 2020) is a 3D-printed mobile-phone-based super resolution 

microscope and can achieve up to 100nm spatial resolution. The cellSTORM2 is relatively 

affordable due to the use of low-cost opto-mechanical components and the use of deep 

learning for image processing. However, maintaining a low cost for this microscope results in 

reduced spatial resolution abilities (Danial et al., 2022).  

1.6.2.5 The Flexiscope  

The Flexiscope (Courtney et al., 2020) is a microscopy and electrophysiology system capable 

of infrared illumination, multi-channel fluorescent imaging and automatic 3D scanning of 

larger samples with easy conversion between upright, inverted and electrophysiology 

configurations.  

1.6.2.6 The NanoPro 1.0 

The NanoPro 1.0 (Danial et al., 2022) is a super resolution microscope constructed with 

multiple low-cost lasers capable of imaging at 20nm resolution and has step-by-step 

instructions for construction. It can be used to achieve epifluorescence, HILO or TIRF, STORM 

or PAINT imaging.  

1.6.2.7 The miEye 

The miEye (Alsamsam et al., 2022), built using a milled aluminium microscope body and other 

commercially available parts with a Python interface, can be used for high-resolution widefield 

fluorescence microscopy.  
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1.6.2.8 The openFrame  

The openFrame, developed by Cairn Research in collaboration with researchers at Imperial 

College London, is an inverted light microscope frame with a stack of functional layers (Lightley 

et al., 2023). Starting with three layers for widefield microscopy to five or more layers for 

multichannel microscopy. Layers include, but are not limited to, a focus layer, epi-illumination 

layer, tube-lens layer, detection layer and base layer.  

1.6.2.9 The SQUID 

The Simplifying Quantitative Imaging Platform Development and Deployment (SQUID) 

developed by Li et al. (2020) (Li et al., n.d.) is an opensource setup of microscopy software and 

hardware designed for fluorescence microscopy and is considerably cheaper than commercial 

microscope systems.  

Chapter 5 of this thesis outlines the development and use of Gravityscope which was based 

on the SQUID design. Work to modify the SQUID design for use on a parabolic flight was carried 

out with Li et al.  

 

1.7 Aims and objectives of this PhD work  

Three objectives were outlined for the work outlined in this thesis, namely;  

1. Build and optimise a two-colour HILO microscope  

This work involved building upon the Wollman lab single-molecule fluorescence HILO/TIRF 

microscope. This included designing and building excitation optics for two different 

wavelength laser beams to illuminate samples simultaneously or individually. This work also 

involved measuring the beam angle and testing image quality depending on different imaging 

conditions used, including using different angles between HILO and TIRF. This work is covered 

in Chapter 2.  

 

2. Test HILO imaging of Mig1-GFP in yeast, comparing results to published work   

After building and optimising the HILO/TIRF microscope, it was used to take fluorescence 

images of Mig1-GFP in yeast using similar methods as those used by Wollman et al. (2017). 

Images were analysed to characterise the stoichiometry of clusters of Mig1 transcription factor 

molecules. Images were first taken using epifluorescence, to observe if they were comparable 
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to published results (Wollman et al., 2017) and then HILO imaging was tested based on these 

and in vitro GFP results. This work is covered in Chapter 3.  

 

3. Image NFkB transcription factors in human cancer cell lines and measure their 

stoichiometry 

After cluster detection methods had been fully developed during the work done to achieve 

objectives 1 and 2, these methods were used to image the NFkB transcription factor RelA 

tagged with GFP in U2OS cell lines. The aim being to characterise the clustering behaviour of 

RelA-GFP molecules in response to stimulation by TNF-𝛼. This work is covered in Chapter 4.  

 

This PhD work also took a space-related research direction in the form of the development of 

a microscope and microfluidic syringe pump designed, built and tested by Team SUGAR 

(Saccharomyces cerevisiae Uptake of Glucose Applying Real-time imaging) for The 79th 

European Space Agency (ESA) Parabolic Flight Campaign as part of the Fly Your Thesis 2022 

Program. The work carried out by myself and Team SUGAR is covered in Chapter 5. This work 

was carried out with Team SUGAR and various other parties. The two aims of this research 

were;  

 

1. To build and optimise a fluorescence microscope that will work in varying gravity 

conditions and use it to take images of fluorescent signal uptake in budding yeast  

A relatively simple and inexpensive fluorescence microscope, Gravityscope, was co-developed 

based on the opensource Simplifying Quantitative Imaging platform Development and 

Deployment (SQUID) microscope designed by Li et al. (Li et al., n.d.). This microscope design 

was optimised to be able to withstand vibrations experienced during a parabolic flight and 

ensure it would be sensitive to capturing metabolic activity in yeast cells.  

 

2. To observe glucose uptake in budding yeast cells in microgravity and hypergravity  

Gravityscope was used alongside a microfluidic syringe pump to take images of fluorescent 

glucose uptake by budding yeast while the yeast samples were injected with the glucose 

through a microfluidic sample system during flight.  
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Chapter 2:  Developing a single-molecule HILO/TIRF fluorescence microscope for 

the lab 
Single-molecule fluorescence microscopy involves using fluorescence microscopy to take 

images of samples and determine the spatial location of single fluorophores within these 

samples by fitting PSFs to bright spots in the image. The intensity of fluorophores in images 

can be characterised. For fluorescence microscopy, a narrow fluorescent beam is incident upon 

a sample, the beam wavelength is absorbed by the labelled molecules within the sample and 

light is emitted from the labels at a longer wavelength (Lichtman and Conchello, 2005). 

Excitation and emission beams are usually separated by a dichroic mirror before reaching the 

detector. In epifluorescence microscopy, the objective lens is used as both a magnifier and a 

condenser lens (Vangindertael et al., 2018). The angle of the excitation beam incident upon 

the sample is 0° and is parallel to the sample emission beam, this generally illuminates the 

entire cell. At angles above the critical angle, 𝜃𝑐=61°, total internal reflection occurs whereby 

the incident beam is reflected off the bottom of the sample slide rather than passing through 

the sample (Jialei Tang and Young Han, 2018). This is called Total Internal Reflection 

Fluorescence (TIRF) microscopy. The sample is illuminated by the energy released from the 

beam in the form of an evanescent wave. This energy is an exponential decay function of the 

vertical distance of the beam from the sample. A highly inclined laminated optical sheet (HILO) 

is created at excitation incidence beam angles between 0° and the critical angle. Only the parts 

of the cell which the excitation beam passes through are illuminated. An advantage of this is 

that it makes for increased SNR due to a decrease in background signal. HILO has been used 

to achieve over 7 times improved SNR relative to epifluorescence (Gardini et al., 2023).  

This chapter covers the building and optimisation of a two-colour HILO/TIRF single-molecule 

fluorescence microscope for the lab. The work done adhered to the first of the five main 

objectives of this PhD, namely;  

1. To build and optimise a two-colour HILO microscope 

A suite of MATLAB tracking functions was built by Wollman et al. (Miller et al., 2015; Wollman 

and Leake, 2022) and these were used to analyse images taken with the HILO/TIRF microscope. 

The efficiency of the MATLAB tracker function at identifying bright spots in an image video 

frame and tracking them across the video was tested by analysing simulated in vitro GFP data. 

From this, an optimal parameter script was created that could be used with the tracker 

function to analyse further images of GFP-tagged proteins. The performance of the HILO/TIRF 
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microscope was tested by taking images of fluorescent beads and in vitro GFP. The results of 

analysing images of fluorescent bead images demonstrated the impact of changing the beam 

angle on image intensity while the results from analysing in vitro GFP images demonstrated 

the impact of different imaging conditions, such as camera exposure time and beam intensity, 

on bright spot intensity in the images.  

 

2.1 Microscope development  
The HILO/TIRF microscope started as a Nikon TiE with a 488nm laser. More was added to 

improve the excitation optics, including a second 561nm laser, two neutral density filter lens 

wheels, a beam shutter, beam expansion lenses and an image splitter.  

2.1.1 The microscope and user interface 

The main body of the microscope (figure 2.1) was a Nikon TiE. Adam Wollman fitted a 67.5 

frames per second (FPS) Teledyne Photometrics CCD Evolve delta (512x512)ROI camera which 

produced  90nm width image pixels. I fitted a Teledyne DV2 image-splitter to allow for imaging 

with two emission wavelengths. The objective used was an Apo TIRF 100X/1.49 oil ∞/0.13-

0.20 WD 0.12 DIC N2 MRD01991 with 𝑁𝐴 = 1.49. Nikon LDF immersion oil with a refractive 

index of 𝑛=1.52 was used with glass coverslips for refractive index correction. The total 

magnification factor from sample to detector was calculated by the ratio between the lens 

tube length (150mm) and the objective focal length (2mm) yielding a total magnification factor 

of 75X.  

I attached removable temperature and CO2 control units to the microscope stage to allow the 

user to image samples in various controlled environments. Also included were a control unit 

for the brightfield lamp which had a binary power switch and a dial to control bulb intensity 

and a unit which allowed the user to manually shift the sample stage in the x and y directions 

with an analogue joystick and shift the objective height (z direction) with a dial, the sensitivity 

of both could be adjusted with this unit. The user could see and take images of the sample 

using Nikon Elements software on the PC. The software also allowed the user to change various 
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imaging conditions such as the size (in pixels squared) of the region of interest (ROI) and the 

exposure time (in ms).  

2.1.2 The microscope excitation optics  

For fluorescence illumination, a bespoke excitation optics setup was created (figure 2.2). This 

included a Coherent OBISTM blue laser with wavelength 488nm (fitted by Adam Wollman) and 

a Coherent SapphireTM green laser with wavelength 561nm (which I fitted). The 488nm laser 

could be controlled by the user with a USB connection on the PC using Coherent connection 

software; with this, the user could switch the laser on and off and control the beam intensity, 

ranging 1-50mW. The 561nm laser was switched on/off manually and had a peak beam 

intensity of 20mW which could be altered using neutral density (ND) filters. Planning was 

required to determine where the 488nm and 561nm lasers could sit and where lenses and 

mirrors would be placed to ensure both beam paths would reach the sample together or 

individually. Figure 2.3A-B demonstrates the excitation and emission optics with detailed views 

of the excitation optics using two different flip lenses.  

Figure 2.1 The main body of the HILO/TIRF microscope showing a Nikon TiE microscope fitted with a 
Teledyne DV2 image splitter and Teledyne Photometrics CCD Evolve delta (512x512)ROI camera.  
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Figure 2.2 Photo of the HILO/TIRF microscope excitation optics with annotated positions of the 561nm 
and 488nm lasers, dichroic and lenses 𝐿4𝑎, 𝐿4𝑏 , 𝐿4𝑐 , 𝐿3 and 𝐿2.  

Each of the 488nm and 562nm beams first passed through a Thorlabs ND filter wheel. The 

wheels were fitted with ND lenses of 𝑁𝐷 = 0, 0.5,1,2,3,4. The filter wheels could be rotated 

manually by the user to reduce beam power, 𝑃𝑁𝐷 according to;  

𝑃𝑁𝐷 =
𝑃

10𝑁𝐷                      (21) 

where 𝑃 is the power of the beam without the ND filter. After this, the 488nm beam was 

reflected by a standard mirror and the 561nm beam was reflected by two standard mirrors.  
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Figure 2.3 Depiction of the HILO/TIRF microscope excitation and emission optics paths including the 
mirrors, the dichroic and the lenses, 𝐿4𝑎 , 𝐿4𝑏 , 𝐿4𝑐 , 𝐿3, 𝐿2, 𝐿1 and 𝐿𝑜𝑏𝑗 that the 488nm and 561nm 

excitation beams  passed through resulting in beam expansion by A. 10X when flip lenses 𝐿4𝑎 and 𝐿4𝑏 
were up and by B. 5X when the flip lenses  𝐿4𝑎 and 𝐿4𝑐  were up. Lens 𝐿2 was the HILO/TIRF lens that 
could be shifted to alter the beam angle before it hit the sample. 𝐿𝑜𝑏𝑗 was the objective lens. The sample 

was excited by the beam(s) and emission passed through a multiband filter and the image splitter 
before reaching the camera. Not to scale. Image created in BioRender.com 
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Both beams then hit a Chroma T565lpxr dichroic mirror which transmitted 570-700nm and 

reflected 450-560nm. The orientation of the dichroic (figure 2.3A-B) allowed both the 488nm 

and 561nm beams to travel to another standard mirror before passing through a Thorlabs 

SHO5 ½’’ beam shutter which allowed the user to control whether the beams hit the sample. 

This was done using the Thorlabs SC10 Shutter Controller. 

With the telescopic flip lenses 𝐿4𝑐 , 𝐿4𝑏 𝐿4𝑎 all down (narrowfield excitation), the excitation 

beams passed through lens 𝐿3 before passing through 𝐿2. Shifting lens 𝐿2 left and right 

changed the angle of the excitation beam before it hit the sample. After passing through lens 

𝐿2 , the beams passed through mirrors and lenses within the Nikon microscope before passing 

through a Semrock LED-DA/FI/TR/Cy5-B-000 multi-band filter set cube and then through the 

objective lens, 𝐿𝑜𝑏𝑗 before hitting the sample.  

The lens 𝐿4𝑐was at a distance of 300mm from lens 𝐿4𝑎 and when these were simultaneously 

up (intermediate-narrowfield excitation) the beam was expanded by 5 times. The lens 𝐿4𝑏was 

at a distance of 275mm from lens 𝐿4𝑎 and when these were simultaneously up (widefield 

excitation) the beam was expanded the beam by 10 times (figure 2.3A-B).  

 

2.1.3 Keplerian beam expansion in the excitation optics  

Keplerian beam expansion (figure 2.4) involves using two converging lenses to expand a 

collimated beam. The collimated beam passes through lens 1 where is it focussed on the focal 

point, 𝜙, the beam then passes through lens 2 and is expanded. For the beam expansion to 

work, the lenses must be at a distance of 𝐹 from each other where 𝐹 is the sum of the focal 

lengths of lens 1, 𝑓1, and lens 2, 𝑓2.  

 



47 
 

 

Figure 2.4 Depiction of Keplerian beam expansion. A collimated beam of light travels through lens 1 
where it is focussed to the focal point, 𝜙, of lens 2. The beam then emerges from lens 2 with an 
expanded width. For the expansion to work, the lenses must be at a distance of F (mm) from one another 
where F is the sum of the focal length of lens 1, f1, and lens 2, f2. Image created in BioRender.com. 

It is beneficial to have the option to expand or attenuate an excitation beam in microscopy 

because there are multiple sample types and ROI sizes that require wider or narrower 

excitation beams. This is because the power of the beam is inversely proportional to the width 

of the beam aperture. Therefore, a narrow beam focusses more intense light onto an area of 

a sample; this increases the beam intensity and can increase the rate of the fluorophores 

photobleaching. However, despite the increase in onset of photobleaching, it may be 

beneficial to use higher beam intensities to increase SNR, faster acquisition times can be used 

to gather enough information before the sample completely photobleaches. An example of 

this in use is imaging the transcription factor Mig1, tagged with GFP, in budding yeast; this 

protein moves quickly, so fast acquisition times can be used to capture the protein dynamics 

in live yeast cells. In other cases, it may be more beneficial to use a wider beam aperture, and 

hence lower intensity, if longer acquisition times are to be used. An example of this in use is 

imaging the protein PAR6, labelled with GFP, in C.elegans embryos. PAR6 is a protein which 

drives the cell division in the embryo (Rodriguez et al., 2017), this is a slow-moving protein and 

longer imaging times can be used to observe the dynamics of this protein, and embryo division, 

in live developing eggs.  

Three beam size options were added to the excitation optics of the HILO/TIRF microscope using 

three flip lenses, 𝐿4𝑎, 𝐿4𝑏 , 𝐿4𝑐  (figure 2.3A-B). When all three of the flip lenses were down, the 

beam remained collimated, this was termed narrowfield excitation. When lenses 𝐿4𝑎 and 𝐿4𝑐 
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were up, the beam was expanded 5 times (calculated as 
250𝑚𝑚

50𝑚𝑚
), this was termed intermediate-

narrowfield excitation. When lenses 𝐿4𝑎 and 𝐿4𝑏 were up, the beam was expanded 10 times 

(calculated as 
250𝑚𝑚

25𝑚𝑚
), this was termed widefield excitation.  

 

2.1.4 Measuring image pixel size  

The pixel size of the images taken using the HILO/TIRF microscope was measured using an 

image of a graticule with a resolution of 80lp/mm (40 dark lines alternating with 40 light lines) 

and linewidth 6.3𝜇m. An image was taken of this line and ImageJ(Fiji) was used to measure 

the length of the line; a vertical marker line was placed over the image line and the angle of 

the marker line against the image line was displayed in the ImageJ(Fiji) toolbar. The average 

marker line angle was 1.75°. A new vertical marker line at 90° was made over the image line 

and the original marker line angle was added, making the new marker line angle 91.75°. The 

length of the new marker line was measured at 67.53pixels, displayed in the ImageJ (Fiji) 

toolbar. This graticule linewidth (6.3𝜇m) was divided by this measurement to obtain an overall 

image pixel length of 0.0933𝜇m ≈ 93nm.  

 

2.1.5 Measuring the excitation beam diameter 

The excitation beam diameter was 

measured by taking images of green 

fluorescent beads using a 40mW 488nm 

narrowfield epifluorescence beam at 

50ms exposure with a (512x512)ROI 

(figure 2.5). After establishing the image 

pixel length as 93nm, this was set in the 

pixel scale in ImageJ(Fiji). The fluorescent 

bead images were opened in ImageJ(Fiji) 

and the multipoint measure tool was used 

to measure the distance between two 

beads at the very edges of the beam 

coverage (blue dashed circle in figure 2.5). 

Figure 2.5  Image of green fluorescent beads taken 
with the HILO/TIRF microscope using a 40mW 488nm 
narrowfield epifluorescence beam at 50ms exposure 
with a (512x512)ROI. The blue dashed circle indicates 
the width of beam coverage. 
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Several measurements were taken and the average distance between the beads, and hence 

the beam diameter, was 7.6±1.1𝜇m.  

2.1.6 Calculating the microscope spatial resolution   

Image spatial resolution is dependant on the sampling interval and the sample spatial 

frequency. The sampling interval is the number of pixels contained in the sample image and 

the distance between these pixels. Details in the sample image are created by brightness 

transitions, cycling between light and dark. The cycle rate between light and dark is referred 

to as the sample spatial frequency. According to the Nyquist criterion, spatial resolution is 

preserved in a sample image by ensuring that the sampling interval is twice the highest sample 

spatial frequency.  

The spatial resolution of the HILO/TIRF microscope when imaging GFP was calculated using 

the Rayleigh Criterion (equation (11)). In this case, the emission wavelength, 𝜆 was that of GFP, 

508nm and the HILO/TIRF microscope objective numerical aperture was, 𝑁𝐴=1.49.  Therefore, 

the spatial resolution was 208nm. This is just over two pixels, therefore fulfilling the Nyquist 

criterion.  

 

2.1.7 The microscope emission optics 

The sample emission passed back through the objective and through the Semrock LED-

DA/FI/TR/Cy5-B-000 multi-band filter set cube before reaching the Teledyne Photometrics CCD 

Evolve delta (512x512)ROI camera. The Teledyne DV2 image-splitter was fitted between the 

Nikon microscope and the camera and was fitted with two filters, a Chroma ET520/20M which 

transmits 511-526nm and absorbs 450-500nm and 530-600nm and a Chroma ET630/75m 

which transmits 588-662nm and absorbs 550-580nm and 670-750nm.  

 

2.1.8 Changing and measuring excitation beam angle  

In epifluorescence microscopy, the angle of the excitation beam incident upon the sample is 

0° and is parallel to the sample emission beam, this generally illuminates an entire cell. When 

the excitation beam is at an angle above the critical angle, 𝜃𝑐=61°, we have total internal 

reflection (TIRF) microscopy which illuminates the cell membrane with an evanescent wave. 

When the excitation beam is at angles between zero and the critical angle, we achieve highly 
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inclined laminated optical sheet (HILO) microscopy; only the parts of the cell which the 

excitation beam passes through are illuminated.  

Attached to lens 𝐿2 was a ThorLabs Kinesis Brushed Motor Controller, the motor shifted this 

lens and altered the angle of the excitation beam before it hit the sample. ATP software was 

installed to control the motor displacement via a control unit or via the PC through USB 

connection. A displacement value (in mm) corresponding to the beam angle was displayed on 

the PC. 

If a relationship could be determined between the displacement of the motor moving lens 𝐿2 

and the excitation beam angle then the beam angle could be changed by typing a displacement 

value into the software. An approach to measuring the excitation beam angle is by using an 

oily prism (figure 2.6A(i)), a prism, of depth 𝑃, manufactured by adhering multiple glass sample 

slides together with immersion oil. The top of the objective (figure 2.6A(ii)) is lubricated with 

immersion oil and the prism is placed on top of it.  A piece of paper is placed on the top of the 

prism and the location of the epifluorescence excitation beam (angle at 0°) is marked in pen. 

When the excitation beam angle is altered by shifting lens 𝐿2 left or right, the position of the 

refracted excitation beam through the prism shifts left or right of the marked epifluorescence 

point. The deviation, 𝐷 from this point can also be marked down and measured using a ruler. 

Figure 2.6B is a depiction of the deviation of the refracted excitation beam from the 

epifluorescence excitation beam. 

 

Figure 2.6 A. (i) An oily prism manufactured by adhering multiple glass sample slides together with 
immersion oil on top of (ii) the microscope objective. B. Depiction of the oily prism method showing the 
deviation, D, of the refracted beam from the epifluorescence beam through an oily prism of depth, P on 
top of an objective lubricated with immersion oil. Image created in BioRender.com.  
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An oily prism was manufactured using ten glass sample slides, each of refractive index 𝑛=1.52 

and width 0.1cm. These were adhered together using Nikon immersion oil (refractive index 

𝑛=1.52). After the epifluorescence excitation beam centre was marked on the paper on the 

top of the prism, the motor was used to shift lens 𝐿2 left or right.  

The deviation, 𝐷 of the refracted excitation beam from the epifluorescence excitation beam 

mark was measured with a ruler and the excitation beam angle was calculated using; 

 tan 𝜃 =  
𝐷

𝑃 
 ⇒ 𝜃 = arctan (

𝐷

𝑃
)                    (22) 

where 𝑃 is the prism depth (in this case 1cm). The 𝐷 measurements were taken in increments 

of 0.1cm, starting from 0cm and ending at 2cm.  

The beginning of the TIRF illumination profile occurred at the critical angle, 61°, calculated 

using equation (13). By rearranging and substituting the critical angle into equation (22), the 

critical length was determined to be 1.8cm. The TIRF illumination profile occurred when the 

excitation beam was at and above 61° and 𝐷 was at and above 1.8cm.  

The HILO illumination profile occurred at the angles and lengths between epifluorescence and 

TIRF. The plot in figure 2.7 shows the average motor displacement vs excitation beam angle 

following normalisation (to measure displacement change as opposed to displacement value).  

 The plot shows a positive relationship between excitation beam angle and average motor 

displacement. As the excitation beam angle increases, from epifluorescence at 0° to TIRF, ~61°, 

Figure 2.7 Plot of motor displacement (mm) against beam angle (degrees) where beam angle was 
determined by using an oily prism.  
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the average motor displacement increases; the shift (in mm) of the lens is greater. This is the 

trend that was expected. However, each time the excitation beam alignment was adjusted, the 

displacement had to be recalibrated as it began with different values after every adjustment, 

meaning that it was only the displacement change that retained a pattern not the 

displacement value itself. 

 

2.2 Single particle tracking of images  
Fluorescent proteins such as GFP or mCherry in sample images appear as point-sources of light 

(bright spots) (Wollman and Leake, 2022). A suite of MATLAB functions were designed by 

Wollman et al. (Miller et al., 2015) to identify and track these bright spots across image video 

frames and assign trajectories to them. The camera pixel intensity of bright spots in the image 

is measured (in counts) and a value for the intensity of a single fluorophore is determined by 

analysing intensity step data. Following this, stoichiometry is determined by estimating the 

initial photon intensity; this is done using one of many methods.  

2.2.1 Introduction to single particle tracking 

Single particle tracking (SPT) works by first localising particles in sample images, these appear 

as bright spots in the image that correspond to the location of a fluorescent probe in the 

sample (Manzo and Garcia-Parajo, 2015). The intensity of each bright spot, in an (𝑥, 𝑦) 

coordinate in the image follows a diffraction pattern; an Airy Disk at the centre, where over 

80% of the intensity is concentrated, surrounded by dimmer concentric rings. The intensity of 

the dim rings is a function of the distance of the ring from the Airy Disk. The intensity profile 

of the centre of the Airy Disk, 𝐼(𝑥, 𝑦) can be approximated by a 2D Gaussian;  

𝐼(𝑥, 𝑦) = 𝐼0𝑒−
1

2
(

(𝑥−𝑥0)

𝜎
)

2

𝑒−
1

2
(

(𝑦−𝑦0)

𝜎
)

2

                    (23) 

where 𝐼0 is the intensity at the centre of the Airy Disk and 𝜎 is the standard deviation of the 

intensity profile (the PSF of the microscope).  The full-width-half-maximum (FWHM) of this 

Gaussian is given by 
𝜆

2𝑁𝐴
 (Manzo and Garcia-Parajo, 2015). Fluorophores that are further apart 

from one another than this distance are categorised as distinct from one another. Particle 

localisation involves separating the bright spot intensity from the background and determining 

the centroid coordinates of the bright spots (Manzo and Garcia-Parajo, 2015). After this, the 

localisations are tracked across frames to produce a trajectory. In its most simple form, this 

involves joining spots that are near to one another throughout frames. One method for doing 
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this is by using the nearest-neighbour algorithm (Crocker and Grier, 1996). The algorithm is 

based on the Brownian motion of particles. The probability that 𝑁 noninteracting particles 

each undergoing Brownian motion will diffuse at a distance, 𝛿𝑗  in the image plane at time, 𝜏 is 

given by 

𝑃({𝛿𝑗}: 𝜏) = (
1

4𝜋𝐷𝜏
)

𝑁

exp (− ∑
𝛿𝑗

2

4𝐷𝜏

𝑁
𝑗=1 )        (24) 

where 𝐷 is the self-diffusion coefficient of a particle. Particles between consecutive frames 

that maximise this probability are linked. A similar method, and the method used in the 

Wollman et al. MATALB tracking functions, involves linking bright spots in the image between 

frames using distance thresholding (Sheperd et al., 2021). Particles that fit within this distance 

threshold over consecutive frames are categorised to be the same particle.  

A further method for joining spots between frames is multiple hypothesis tracking (MHT) 

(Chenouard et al., 2009) which involves linking bright spots between frames after information 

is gathered from future frames. Information on several possible associations between bright 

spots are considered, stored and then these associations are compared. A disadvantage of the 

MHT method, however, is its high demand for computational processing due to increased 

number of measurements. On the other hand, modern processors are more able to meet this 

hefty demand. SPT programmes that exist include TrackMate (Ershov et al., 2022), Cell-ACDC 

(Padovani et al., 2022), DeepTree (Ulicna et al., 2021) and ELEPHANT (Sugawara et al., 2022). 

 

2.2.2 The tracking code  

A suite of MATLAB functions was built Wollman et al. (Miller et al., 2015; Wollman and Leake, 

2022) and later also built in Python (Sheperd et al., 2021). These are designed to identify 

fluorophores in cell image videos and track them across frames. Two master functions were 

designed to elucidate fluorophore intensity and trajectory characteristics, these are tracker 

and overTracker.  

2.2.2.1 Tracking particles in images  

Inputs for the tracking software include the cell image video, usually a .nd2 or a .tif file, and a 

parameter script, the parameters of which are user-specified. Most noteworthy changeable 

parameters are the inner_circle_radius and subarray_halfwidth. The function works by 

identifying bright spots in the image frame which are above a certain intensity threshold 

specified by the user. A circle, the inner_circle, of specified radius (in pixels) is placed around 
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a candidate spot and around the circle, a square, the subarray, of certain length (in pixels) is 

placed (figure 2.8B). If the inner_circle_radius and subarray_halfwidth parameters are optimal, 

the circle should capture a bright spot. The intensity of the bright spot is given as the sum of 

the intensities of the individual pixels within the inner_circle; it is background-corrected by 

subtracting the mean intensity of the pixels inside the subarray from the inner_circle. The 

mean local background of the bright spot is given by the mean value of the intensity in the 

subarray. The intensity and local background are recorded in an output matrix.  

 

Figure 2.8 A. Fluorescence image of PAR6-GFP in a C.elegans embryo taken with the HILO/TIRF 
microscope with a 20mW 488nm widefield HILO beam at 50ms exposure with a (512x512)ROI. B. 
Zoomed-in square of the fluorescence image depicting how the MATLAB tracker function chooses bright 
spots in the image. An inner_cirlce of radius (in pixels) specified by the user in a parameter script within 
a subarray of length (in pixels) specified by the user in a parameter script. The inner_circle fits around 
a bright spot with pixel intensity above a certain threshold and the subarray fits over the inner_circle 
and defines the local background of the bright spot.  

Figure 2.8 depicts the process of the tracker function identifying a bright spot in an image 

frame. The radius of the inner_circle and half-length of the subarray are specified in the 

parameter script by the user. Figure 2.8A shows a fluorescence image of the membrane 

protein, PAR6, labelled with GFP in an early stage C. elegans embryo taken with the HILO/TIRF 

microscope with a 20mW 488nm widefield HILO beam at 50ms exposure with a (512x512)ROI.  

A square is chosen (figure 2.8B) of local background (the subarray) with the bright spot within 

it (the inner_circle). The inner_circle is of radius 3 pixels and the subarray_halfwidth is 5 pixels. 

These were determined by visual inspection to be optimal sizes for the square and circle. If 

the inner_circle is too small, the function may consider some of a candidate spot to be part of 
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the background, thus the candidate spot will not be recorded. If the inner_circle is too big, the 

function may not capture as many candidate spots as there are that exist in the image.  

 

The tracker function identifies these candidate spots from the first bright frame of the video 

and a smaller function built within the tracker function assigns a trajectory number to each 

spot. A spot trajectory exists if a spot remains between a specified number of frames in the 

video (i.e. before the spot photobleaches). Spots in multiple frames are considered as the 

same one spot if they are closer in space than d_01_max pixels to one another, where 

d_01_max is a distance defined by the user in the parameter script. If the spots are the same 

between frames then they are assigned trajectory numbers. Tracking continues until the onset 

of photobleaching, when the bright spot intensity decays to zero.  

The main output of the tracker function is a (12xK) matrix, called SpotsCh1, where K is the 

number of spots found and recorded. The columns include the x and y coordinates of the spot 

when it was first found in the video, the mean local background, the total spot intensity, the 

frame number the spot was first found in, the trajectory number assigned to the spot and the 

frame in which laser exposure first began.  

 

Additionally, the signal to noise ratio (SNR) of each spot is calculated as follows;  

𝑆𝑁𝑅 =  
𝐼̅

𝐼𝑆𝐷
                       (25) 

where 𝐼 ̅is the average spot intensity and 𝐼𝑆𝐷 is the standard deviation of the local background 

(in the subarray) intensity. Bright spots are only accepted and added to the output matrix if 

they have an SNR above an SNR threshold, called SNR_min. The SNR threshold, SNR_min, is 

specified by the user in the parameter script. An optimal value for this was determined by the 

user after several tests using in vitro GFP simulations.  

2.2.2.2 Analysing tracks data  

An image video can also be tracked for a specified number of frames after bright spots have 

photobleached. The SpotsCh1 matrix is used as an input into an overTracker function. The 

point of using this function is for the user to verify that the bright spots are indicative of single 

molecules. A plot of intensity vs time (frame) for a single molecule should look stepwise with 

the step height at the initial intensity of the molecule followed by a sharp, discontinuous drop 

in filtered intensity to a value at, or very close to, zero, indicating single-molecule 

photobleaching (figure 2.9B, Chung-Kennedy filter).  
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Figure 2.9 A. Fluorescence image of in vitro GFP taken with the HILO/TIRF microscope with a 20mW 
488nm widefield epifluorescence beam at 50ms exposure with a (512x512)ROI and B. Plot of spot 
intensity against the frame in which bright spot was found, the blue curve indicates the raw intensity 
data while the red dotted curve indicates the raw data after a Chung-Kennedy filter had been run on it. 
The Chung-Kennedy filter data shows a stepwise pattern with a step height at 41000 and a 
discontinuous drop to intensity values around zero. 

The overTracker function can be used on the tracks data produced by the tracker function to 

test if the tracker function really is only tracking spots before they have photobleached and 

not tracking them after they have photobleached. If the tracker function continued to track a 

spot after it had photobleached, this would lead to erroneous results and conclusions about 

various protein properties such as diffusion and stoichiometry. The overTracker function is 

used to track the image video for a user-specified number of frames after most/all of the bright 

spots in the image have photobleached (the image video looks dark with no green bright spots 

at this point). The overTracker function creates a (12xM) matrix, called spotsBaseline, of values 

in the same categories as those in the SpotsCh1 matrix, such as bright spot intensity, local 

background etc. Figure 2.9A is a fluorescence image of in vitro GFP taken with the HILO/TIRF 

microscope with a 20mW 488nm widefield epifluorescence beam at 50ms with a 

(512x512)ROI. For one bright green spot in this image, a plot of its intensity against video frame 

can be made (figure 2.9B, raw data). It is worth noting that negative intensity values can result 

when using the overTracker function. This is because bright spots are being tracked after they 

have photobleached. After photobleaching signal is very low, very close to zero, and the 

surrounding background is at or above these values. Therefore, when the background is 

subtracted from the intensity of the bright spot, this can produce negative values. A Chung-

Kennedy filter removes noise while maintaining steps in the data (Chung and Kennedy, 1991). 

The filter algorithm works by running a shifting average filter over the data. The size of the 
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filter is defined by the user. The filter shifts forwards and backwards from a point in time. The 

forwards or backwards average is chosen based on it having the lowest variance. This process 

preserves steps in the data. We apply a Chung-Kennedy filter to the raw bright spot intensity, 

we end up with a stepwise curve (figure 2.9B, Chung-Kennedy filter); the top step is at the peak 

intensity of the bright spot (in this case around 41000). This is followed by a sharp, 

discontinuous drop to a bottom step at values at or close to zero. These steps indicate the 

initial single fluorophore intensity (the top step) and the single fluorophore when it has 

photobleached whereby it emits no fluorescence (the bottom step). The data in the plot in 

figure 2.9B is indicative of one track; a bright spot that has been tracked in the image video 

until it has photobleached.  

Usually in image videos, we have 

many tracks and we can plot a 

distribution of bright spot 

intensity using a kernel density 

function (KDF) plot (figure 2.10, 

raw data). The peak of the KDF 

plot is the single bright spot 

intensity for all tracks in the 

dataset. For the in vitro GFP 

image, we have a peak of 

34000±8500 which is pretty close 

to the value of the top step in the 

Chung-Kennedy plot figure 2.9B. 

This peak value is referred to as 𝐼𝑠𝑖𝑛𝑔𝑙𝑒, the intensity of a single fluorophore prior to it 

photobleaching. Upon plotting a KDF distribution of spot intensity from the data produced by 

the overTracker function (figure 2.10, over-tracked data), the plot should have two peaks for 

bright spot intensity; one at, or very close to, zero, and a second peak that sits within the half-

width-half-maximum of the KDF plot of spot intensity for all tracks produced by the tracker 

function (figure 2.10, raw data). If this is the case, this would indicate that the tracker function 

had indeed stopped tracking bright spots after they had photobleached, otherwise the over-

tracked data KDF spot intensity peak would extend beyond the half-width-half-maximum of 

the tracker spot intensity.  

Figure 2.10 KDF distribution plots of spot intensity after the 
tracker function had been run on image A (raw data) and after 
the overTracker function had been run on this data (over-
tracked data). 
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2.2.3 in vitro GFP simulations 

Wollman et al. had previously built a single-molecule fluorescence microscope using  bespoke 

dual-colour beam excitation. Specifications of this microscope included 50mW 488nm and 

561nm dual or single excitation, 1.49𝑁𝐴 oil objective and an Andor IS EMCCD camera with 

80nm/image pixel and capable of 5ms exposure times (Wollman et al., 2017). This microscope 

was used to capture activity of the transcription factor Mig1 in live budding yeast. The images 

were analysed using the MATLAB functions and they were able to elucidate important 

clustering behaviour of the transcription factors (Wollman et al., 2017). The HILO/TIRF 

microscope was built not only to emulate these results but to capture the activity of other 

transcription factors and proteins in various living cell types such as the NFkB transcription 

factor RelA in U2OS cancer cells and the androgen receptor transcription factor in LNCaP 

cancer cells. Not very much detail separates the previous Wollman et al. microscope from the 

HILO/TIRF microscope, except the image pixel length, 80nm/image pixel for the Wollman et al. 

microscope and 93nm/image pixel for the HILO/TIRF microscope, and the camera bit depth, 

14bit depth for the Wollman et al. microscope camera and 16bit depth for the HILO/TIRF 

microscope camera. Therefore it was necessary to optimise parameters used in the parameter 

script when using the MATLAB functions to analyse image videos created using the HILO/TIRF 

microscope. This optimisation was carried out in the form of simulations of in vitro GFP 

molecules. The utility of three different parameter scripts were compared to each another. The 

inner_circle_radius, subarray_halfwidth and SNR_min values were changed and the impact of 

these changes was tested by the ability of the MATLAB tracker function to identify real bright 

spots in a simulated dataset containing real bright spots and false bright spots.  

2.2.3.1 Methods  

A computer-generated in vitro GFP image (figure 2.11) was created using an array of randomly 

assigned bright spots in xy coordinates (𝑛 x 𝑚), in a user-specified number of frames, 𝑡, with 

Gaussian intensity. This took several steps; the first was to create a (𝑛 x 𝑚 x 𝑡) normrand 

(Marsaglia and Tsang, 1984; “Queuing Formulas,” 2010) matrix of randomly assigned normally 

distributed image background intensity values with user-specified mean 𝜇𝐵𝐺 and standard 

deviation 𝜎𝐵𝐺  which were the typical average and standard deviation background intensity for 

an in vitro GFP image respectively.  

The next step involved creating a (𝑁𝑛x2) matrix of randomly assigned uniformly distributed 

values in xy that fit within user-specified dimensions (in nanometres), these were simulated 

spots, for a total user-specified number, 𝑁𝑛 of spots allowed to be in each frame of the 
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simulation, for 𝑡 frames. A Gaussian intensity profile was applied to the spots over frames, 𝑡 

using;  

𝐺(𝑥, 𝑦, 𝑡) =
𝐼

2𝜋𝑤2 𝑒
[

(𝑥−𝑥𝑠)2

2𝑤2  + 
(𝑦−𝑦𝑠)2

2𝑤2 ]
                   (26) 

where 𝐼 was a normrand with user-specified mean intensity and standard deviation, 𝑤 was 

the width of the point-spread-function (PSF), this was also user-specified. The term (𝑥 − 𝑥𝑠) 

was the simulated spot coordinates in x subtract the simulated spot coordinates in x multiplied 

by a user-specified scale factor, similarly for y. The MATLAB tracker function was run on this 

simulated image video using one of three parameter scripts, p_old, p1 and p2 (see Appendices 

A,B,C respectively). The outputs per frame of the simulation included, 𝑁𝑒, the number of false 

positive bright spots. False positive spots were defined to be spots in the SpotsCh1 matrix, 

produced by using the tracker function on the simulated in vitro GFP image, that were a 

distance of more than 2 pixels, in xy, away from the location of the spots, 𝑁𝑛 defined by the 

user to be in the simulated image, for the same xy coordinates (figure 2.11, false positive). The 

number of spots in the simulated image that were not identified by the tracker function was 

referred to as the number of spots missed, 𝑁𝑚 (figure 2.11, missed spot). This occurred if the 

SpotsCh1 matrix had less spots in xy coordinates than were in the simulated spots matrix. The 

number of real positive bright spots, 𝑁𝑟 was defined as the difference between the total of 

spots in the simulated image and the number of spots missed, 𝑁𝑟 = 𝑁𝑛 − 𝑁𝑚 (figure 2.11, 

real positive).   

 

Figure 2.11 Image of simulated in vitro GFP created in MATLAB indicating where the MATLAB tracker 
function has identified a false positive bright spot (a circle around an area where there is no bright 
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spot), a real positive bright spot (a circle around a bright white spot) and where the tracker function 
has missed a spot (a bright white spot without a circle around it).  

Table 1 outlines the differences between the parameter scripts. The subarray_halfwidth and 

inner_circle_radius were measured in pixels. The subarray_halfwidth and inner_circle_radius 

were changed in the parameter scripts to observe the differences in results these would 

produce when the parameter script was used with the tracker function. Parameter script p_old 

was used with the MATLAB functions in the analysis of fluorescence images of Mig1-GFP in 

yeast cells (Wollman et al., 2017). Fluorescence images of in vitro GFP were taken using the 

HILO/TIRF microscope and the size of a bright spot was inspected by eye to be either 2 or 3 

pixels in radius, this was done using the method depicted in figure 2.8B. The 

gauss_mask_sigma parameter of the parameter script was set as 2 in p_old and as 1 in p1 and 

p2. The gauss_mask_sigma was the standard deviation of the Gaussian profile fitted over 

bright spots over time. This was chosen to be lower for parameter scripts p1 and p2 as these 

scripts were used on images produced by the HILO/TIRF microscope which had a camera with 

a larger image pixel size (93nm/pixel) than the camera used take images for the Wollman et al. 

(2017) data (80nm/pixel) which the p_old parameter script was used with the tracker function 

to analyse.  

 p_old p1 p2 

subarray_halfwidth 8 5 5 

inner_circle_radius 5 2 3 

gauss_mask_sigma 2 1 1 

Table 1 Table of differences in parameters between parameter scripts p_old, p1 and p2 

The parameter scripts p_old, p1 and p2 were used with the tracker function on a (256x256)ROI 

simulation of bright spots of in vitro GFP which was 10 frames long with a single bright spot 

intensity of 31600±12400. This was a representative single intensity of a GFP molecule 

determined from images of in vitro GFP taken with the HILO/TIRF microscope with a 20mW 

488nm intermediate-narrowfield epifluorescence beam at 20ms exposure with a 

(256x256)ROI.  

The total number of bright spots in each frame, defined by the user, was 𝑁𝑛=50. Different 

values of the threshold parameter SNR_min were used in the simulation, starting at 0.4 then 

ranging from 0.6 to 1 in increments of 0.1. The effect of changing the threshold parameter 
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SNR_min on the number of real positive, 𝑁𝑟 and false positive, 𝑁𝑒 bright spots found was 

analysed.  

2.2.3.2 Results  

The mean number of real positive and false positive bright spots recorded off the simulation 

by the tracker function were plotted in jitterplots (figure 2.12A-B). The jitterplot in figure 2.12A 

demonstrates that the number of real positives decreases with increasing values of the SNR 

threshold (SNR_min), this is due to the nature of the MATLAB tracker function. Candidate 

bright spots with an SNR value below the SNR_min threshold are not accepted as bright spots. 

Therefore, as this threshold increases, less candidate spots will be accepted; the number of 

both false positives and real positives will decrease. For different values of SNR_min, the mean 

number of real positives identified was very similar when using p1 and p2. This indicates that 

the size of the inner_circle_radius did not have much of an impact on finding real bright spots 

in the image, as this was the only difference between p1 and p2, all other parameters were 

the same. There is a 9.5% difference between the mean number of real positives captured by 

p_old with SNR_min=0.4 and by p1 with SNR_min=0.4 and an 8.9% difference between the 

mean number of real positives captured by p_old and p2 both with SNR_min=04. This indicates 

that p_old captures up to 10% less real positive right spots in the image than p1 or p2. 

Therefore, this indicates that the subarray_halfwidth and inner_circle_radius in p_old are too 

large and not capturing enough real bright spots. Parameter scripts p1 and p2 are more 

efficient at capturing real bright spots in an image than the parameter script p_old. A diameter 

of 2,3 pixels is the correct size to capture a real bright spot.  

 

Figure 2.12 Jitterplots of A. Mean number of real positive bright spots and B. Mean number of false 
positive bright spots recorded by the MATLAB tracker code when run on the in vitro GFP simulation for 
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p_old (purple), p1 (green) and p2 (yellow) given different values of the signal to noise ratio (SNR) 
threshold (SNR_min) in the parameter script, values of the SNR_min threshold ranged from 0.6-1 and 
a threshold of 0.4 was also included as this was the original threshold specified in the p_old parameter 
script.  

The jitterplot in figure 2.12B indicates that the tracker function captures less false positive 

bright spots when parameter scripts p1 and p2 are used with higher values of SNR_min, with 

p2 resulting in even less false positives being captured than when using p1. From this plot, it 

is shown that the parameter script p2 with SNR_min=1 performed the best and captured the 

least mean number of false positive bright spots in the image, capturing only an average of 

0.04±0.02 false positives to an average of 40±5 real positives (figure 2.12A) out of a total of 50 

real spots per frame. Neither the mean number of false positives nor the mean number of real 

positives data are normally distributed, so statistical tests were run on log distributions of the 

data which makes it approximately normally distributed. Since tests were conducted using two 

different parameter scripts, samples are independent from another. Therefore, an 

independent sample t-test was conducted on the log data for each parameter script. Upon 

running an independent sample t-test at the 5% significance level on the log data of the 

number of real positives between using parameter scripts p1 and p2 with different SNR_min 

threshold sizes (figure 2.13A) a p value less than 0.05 was obtained, indicating a significant 

decrease at the 5% significance level in the mean number of real positive bright spots found 

by the tracker function when using the p2 script compared to using the p1 script. Similarly, 

upon running an independent sample t-test at the 5% significance level on the log data of the 

number of real positives between using parameter scripts p1 and p2 with different SNR_min 

threshold sizes (figure 2.13B) a p value less than 0.05 was obtained. This indicates that the 

mean number of false positives identified by the tracker function also decreases at the 5% 

significance level when using parameter script p2 compared to using parameter script p1.  
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Figure 2.13 Jitterplots of A. mean number of real positives found, for all sizes of SNR_min, by the tracker 
function when using parameter scripts p1 and p2. B. mean number of false positives found, for all sizes 
of the SNR_min threshold, by the tracker function when using the parameter scripts p1 and p2.  

The plots in figure 2.13A-B indicate decreases in the number of real positives and false 

positives recorded by the tracker function with increases in the size of SNR_min. These 

differences were found to be significant at the 5% significance level for both parameter scripts 

for different SNR_min threshold sizes (figure 2.13A-B). However, this was not enough data to 

determine the optimal parameter script. More analysis was conducted to determine which 

parameter script was best used to capture more real positives.  

 

Figure 2.14 Errorbar plots of measured spot intensity vs spot intensity for different values of signal to 
noise ratio (SNR) threshold (SNR_min) in the parameter script, values of the SNR_min threshold ranged 
from 0.6-1 and a threshold of 0.4 was also included as this was the original threshold specified in the 
p_old parameter script. For parameter scripts with A. inner_circle_radius=2 and B. 
inner_circle_radius=3. The black line is a line of measured spot intensity equal to spot intensity.  

The bright spot intensity measured by the tracker function when using the parameter scripts 

p1 and p2 was plotted against the real bright spot intensity in the simulation. Figure 2.14A 
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shows this for parameter script p1 given different sizes of SNR_min and figure 2.14B shows 

this for parameter script p2 given different sizes of SNR_min. The black plot on each graph is 

the line of the measured spot intensity being equal to the spot intensity. Both graphs indicate 

that the spot intensity measured by the tracker function is closer to the real spot intensity with 

higher values of SNR_min for both parameter scripts p1 and p2. Although, the values are even 

closer when p2 is used than when p1 is used. This indicates that using an inner_circle_radius 

value of 3 pixels was better than an inner_circle_radius of 2 for capturing bright spots in an 

image when trying to capture GFP molecules. Furthermore, using a SNR_min size of 0.8 was 

optimal as it contributed to producing the lowest number of false positive bright spots found 

(figure 2.12B) and highest number of real positives found (figure 2.12A) while retaining a low 

error in the data and contributing to recording bright spot intensity values closest to the real 

bright spot intensity values.  

 

2.2.3.3 Conclusion  

Both parameter scripts p1 and p2 were better than parameter script p_old at capturing more 

real positive bright spots while capturing less false positive bright spots on average when using 

the HILO/TIRF microscope. In turn, parameter script p2 was better than parameter script p1 at 

capturing the real intensity values of the bright spots. Therefore, parameter script p2 with a 

SNR_min=0.8 was chosen as the script to use with the MATLAB functions when analysing GFP 

molecules in fluorescence images of the transcription factors Mig1 in budding yeast, RelA in 

U2OS cells and AR in LNCaP cells.  

 

2.3 Fluorescent beads assays 
Fluorescence images of fluorescent beads were taken using four imaging conditions, 

epifluorescence (excitation beam incidence angle at 0°), HILO45 (excitation beam incidence 

angle at 45°), HILO56 (excitation beam incidence angle at 56.31°) and TIRF (excitation beam 

incidence angle at 62.24°), to assess the impact of these beam angle changes on the amount 

of detail captured in the images. Green fluorescent beads were imaged using the 488nm beam 

and red fluorescent beads were imaged using the 561nm beam, these images were analysed 

and their intensity was characterised to assess the dual-colour imaging performance of the 

microscope.  
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2.3.1 Assessing microscope performance when using different beam angles  

2.3.1.1 Methods  

A channel slide was manufactured by taping two pieces of double-sided tape parallel to one 

another onto a glass sample slide with a narrow gap between them, excess tape was cut away. 

On top of the tape, a glass coverslip was placed and 10𝜇L of green beads in phosphate-buffered 

saline (PBS) at a dilution of 1:1000 (beads to PBS) was wicked through the channel. Slides were 

then labelled and ready for imaging.  

Images were taken using the 488nm narrowfield beam with four different beam angles 

including epifluorescence (excitation incidence beam angle 0°), HILO45 (excitation incident 

beam angle at 45°), HILO56 (excitation incidence beam angle at 56.31°) and first TIRF 

(excitation incidence beam angle at 62.24°). The images were taken in the same field of view 

(FOV) with low laser power, at 5mW, and high ND, at 2-3. The region of interest (ROI) was 

(512x512) and a 50ms exposure time was used.  

 

2.3.1.2 Results  

Bright spots in the images were picked out by the user with the cursor (figure 2.15A) and then 

tracked with the MATLAB functions to characterise the spot intensity (figure 2.15B).  

The jitterplot in figure 2.15B demonstrates that average spot intensity increases as the beam 

angle grows steeper yielding a brighter profile for TIRF than for epifluorescence with HILO 

showing incremental changes between these. The intensity distribution for each imaging 

condition was not normally distributed, so a nonparametric test was used. The data were 

paired since the same sample was imaged and the same analysis methods were used on the 

data. A Wilcoxon test was run at the 5% significance level on the paired data to compare the 

results of using different imaging conditions. Upon running the paired Wilcoxon tests at the 

5% significance level on the average spot intensity between the epifluorescence condition and 

the HIOL45, HILO56 and TIRF conditions, we obtain p values of 1.1e-09, 1.4e-18 and 8.2e-25 

respectively. This indicates that each imaging condition produces images with bright spot 

intensity that is significantly increased compared to the bright spot intensity of images taken 

using epifluorescence. This is what was expected as published results suggest that increasing 

the beam angle increases the signal to noise ratio (SNR) of the image (Axelrod, 1981; Axelrod 

and Axelrod, 2021; Gardini et al., 2023; Jialei Tang and Young Han, 2018; Tokunaga et al., 

2008a).  
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Figure 2.15 A. Bright spots picked out by the user with the cursor (blue circles) in an epifluorescence 
image of green beads taken with a (5x10-2)mW 488nm narrowfield beam with (512x512)ROI at 50ms 
exposure. B. Jitterplot of bright spot intensity compared to illumination profiles, epifluorescence, HILO 
45°, HILO 56° and TIRF 62° for fluorescence images of green fluorescent beads taken using (5x10-2)mW 
488nm widefield beam with (512x512)ROI at 50ms exposure.  

2.3.1.3 Conclusion  

The trends in bright spot intensity compared to excitation beam angle captured were useful as 

they demonstrated that increasing the angle increased the intensity, in line with published 

results. Using HILO angles of 45-57° were sufficient to observe increases in image signal. This 

means high image signal can be achieved without the need to only image at the surface of a 

cell (TIRF angles).  

 

2.3.2 Assessing microscope dual-colour-imaging performance  

2.3.2.1 Methods  

A channel slide was manufactured by taping two pieces of double-sided tape parallel to one 

another onto a glass sample slide with a narrow gap between them, excess tape was cut away. 

A glass coverslip was placed on top of the tape. In a 1.5mL Eppendorf tube, 1𝜇L of green beads 

solution and 1𝜇L of red beads solution was mixed with 1mL of PBS. 10𝜇L of the mixed beads 

solution was wicked through the channel.  

Images were taken using the 488nm and 561nm intermediate-narrowfield beams with four 

different beam angles including epifluorescence (excitation incident beam angle 0°), HILO45 

(excitation incident beam angle at 45°), HILO56 (excitation incident beam angle at 56.31°) and 

first TIRF (excitation incident beam angle at 62.24°). The images were taken in different FOVs 
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with low laser power, at 5mW, and high ND, at 2-3. The ROI (512x512) and a 50ms exposure 

time was used. 

2.3.2.2 Results  

Bright spots in beads images were identified by the tracker function and intensity was 

characterised. Figure 2.16 shows fluorescence images of the 488nm channel, 561nm channel 

and merged channels.  

 

Figure 2.16 Fluorescence image of green fluorescent beads (left) taken with 488nm intermediate-
narrowfield beam at 5x102mW at HILO 45° angle with a (512x512)ROI and 50ms exposure and 
fluorescence image of red fluorescent beads (middle) taken with 561nm intermediate-narrowfield beam 
at 5x102mW at HILO 45° angle with a (512x512)ROI and 50ms exposure and both channels merged 
(right).  

Images became more intense with steeper beam angles and, for all beam angles, 488nm 

channel images (figure 2.17A) were dimmer than 561nm channel images (figure 2.17B).  

 

Figure 2.17 A. Jitterplot of spot intensity for images of green fluorescent beads (left) taken with 488nm 
intermediate-narrowfield beam at 5x102mW at epifluorescence, HILO 45°, HILO 56.31° and TIRF 62.24° 
angles with a (512x512)ROI and 50ms exposure. B. Jitterplot of spot intensity for images of red 
fluorescent beads (middle) taken with 561nm intermediate-narrowfield beam at 5x102mW at 
epifluorescence, HILO 45°, HILO 56.31° and TIRF 62.24° angles with a (512x512)ROI and 50ms exposure.  



68 
 

The intensity data doesn’t follow a normal distribution, therefore a statistical test was run on 

the log distribution of the data. An independent sample test was used as the data was 

produced using different samples and different imaging conditions were compared against the 

epifluorescence condition.  Upon running an independent sample t-test at the 5% significance 

level on the log distribution of the intensity data between epifluorescence and the HILO45, 

HILO56 and TIRF conditions for the 488nm channel, we obtain p values of 0.0012, 1.9e-04 and 

1e-06 respectively. This indicates that the means are significantly different at the 5% 

significance level and mean spot intensity did indeed increase with increasing beam angle. 

Similarly, when we run independent sample t-test at the 5% significance level on the log 

distribution data between epifluorescence and the HILO45, HILO56 and TIRF conditions for the 

561nm channel, we obtain p values of 6.8e-05, 0.0016 and 5.9e-04 respectively. As in the 

488nm channel, when increasing beam angle, mean spot intensity in the 561nm channel 

images increases.  

2.3.2.3 Conclusion  

The results from the 488nm and 561nm channel images demonstrate a proof of concept that 

the HILO/TIRF microscope is capable of multi-colour imaging and that increasing beam angle 

increases image intensity in both channels.  

 

2.4 in vitro GFP assays  
To investigate if the HILO/TIRF microscope was sensitive enough to capture single fluorescent 

protein molecules, in vitro GFP was imaged using various imaging conditions and image 

intensity was characterised. Different imaging conditions were used to observe if expected 

trends, such as increasing beam power during imaging to increase image intensity, could be 

captured after using the MATLAB functions on the images for intensity analysis.  

2.4.1 Methods  

A channel slide was manufactured by placing two pieces of double-sided tape onto a glass 

sample slide parallel to one another with a narrow gap between them. A plasma-cleaned glass 

coverslip was then stuck onto the tape over the top of the channel and excess tape was cut 

away. The coverslips were plasma-cleaned to remove fluorescent residue which is left on them 

following manufacture.  

After this, 10𝜇L of anti-GFP at a dilution of 1:2000 in PBS was wicked through the channel and 

the slide was placed in a bespoke humidity chamber (fashioned from a weigh-boat filled with 
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damp blueroll with another weigh-boat used as a lid) for five minutes. After this, the slide was 

washed through with 10𝜇L of PBS twice. After this, 10𝜇L of GFP at a dilution of 1:100,000 in 

PBS was wicked through. The slide was then placed in the humidity chamber for a further five 

minutes. After the five minutes had elapsed the slide was washed again with 10𝜇L of PBS twice 

and 10𝜇L of white beads solution at a dilution of 1:1000 in PBS was wicked through and the 

slide was placed in the humidity chamber for a final five minutes before imaging.  

Various imaging conditions were used; the ROI size, exposure time, beam size and beam power 

were all changed to observe the impact of changing these on whether or not single molecules 

could still be observed in the image. Continuous recording was required rather than switching 

the camera on and off to limit exposure time. The intent was to maximise exposure time to fill 

the entire video length to gather the most information about the protein activity. Table 2 

outlines the imaging conditions used with the 488nm excitation beam.  

 ROI Exposure 488nm beam power 488nm 

beam size 

Beam angle 

Conditions 

1,2,3 

(64x64) 5ms 5,10,20mW Narrowfield  Epi 

Conditions 

4,5,6 

(128x128) 10ms 2,5,10mW Intermediate 

narrowfield  

Epi  

Conditions 7,8 (512x512) 50ms 20mW Widefield  Epi, HILO56 

Table 2 Imaging conditions used on in vitro GFP samples 

2.4.2 Results  

The HILO/TIRF microscope performance at capturing single GFP molecules was tested. After 

this, optimal imaging conditions for capturing single GFP molecules at correct intensity values 

were compared against one another.  

2.4.2.1 Microscope performance at capturing single GFP molecules  

The tracker and overTracker functions were used on the in vitro GFP images and the intensity 

of images was characterised. Figure 2.18 demonstrates the differences between in vitro GFP 

images taken using the HILO/TIRF when using a 20mW 488nm epifluorescence narrowfield 

beam with a (64x64)ROI at 5ms exposure (figure 2.18A), and when using a 10mW 488nm 

epifluorescence intermediate-narrowfield beam with a (128x128)ROI at 10ms exposure (figure 

2.18B) and when using a 20mW 488nm HILO56 widefield beam with a (512x512)ROI at 50ms 

exposure (figure 2.18C).  
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Figure 2.18 A. in vitro GFP imaged using a (64x64)ROI with a 20mW 488nm epifluorescence narrowfield 
beam at 5ms exposure. B. in vitro GFP imaged using a (128x128)ROI with a 10mW 488nm 
epifluorescence intermediate-narrowfield beam at 10ms exposure. C. in vitro GFP imaged using a 
(512x512)ROI with a 20mW 488nm HILO56 widefield beam at 50ms exposure.  

KDF distribution plots of bright spot intensity and Chung-Kennedy filter plots of bright spot 

intensity were constructed. Figure 2.19B is a KDF distribution plot of spot intensity for the 

tracked and overtracked data for an in vitro GFP image taken using a (128x128)ROI with a 5mW 

488nm intermediate-narrowfield epifluorescence beam at 10ms exposure. Figure 2.19A is a 

plot of spot intensity vs frame in which the spot was found for one bright spot in the image. 

Again, negative raw intensity values are due to the presence of background which is brighter 

than the photobleached bright spot. A Chung-Kennedy filter has been fitted to the data. The 

blue curve is the raw overtracked data, the red points are the raw overtracked data after a 

Chung-Kennedy filter was run on it.  The peak intensity of the KDF distribution plot for the raw 

data (before the overTracker function was used on the data) is 3700±1600. The Chung-

Kennedy filter plot has a step-height at approximately 3700. After analysing several Chung-

Kennedy plots for several bright spots recorded by the tracker function it was evident that 

most of the Chung-Kennedy filter plots had similar step-heights to the peak of the kernel 

density plot. This indicates that the peak intensity of the KDF plot is indeed that of a single GFP 

molecule. This means that the tracker function and the microscope were indeed capturing 

single molecules in the image data.   
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Figure 2.19 A. Plot of spot intensity vs the frame in which the spot was found for one bright spot with 
a Chung-Kennedy filter fitted for in vitro GFP assay image data taken with (128x128)ROI, 5mW 488nm 
intermediate-narrowfield beam at 10ms exposure. B. Kernel density plot of spot intensity for in vitro 
GFP assay image data taken with (128x128)ROI, 5mW 488nm intermediate-narrowfield beam at 10ms 
exposure.  

2.4.2.2 Determining optimal imaging conditions for GFP molecules  

After demonstrating that the HILO/TIRF microscope and tracker function could be used to 

capture single GFP molecules in images, the next step was to find out which imaging conditions 

were optimal to capture the most intense bright spots in sample images.  

Bright spot intensity produced by the imaging conditions outlined in Table 2 was analysed and 

compared by running the tracker function on all images and producing a jitterplot of bright 

spot intensity against imaging condition (figure 2.20).  

The jitterplot indicates that when using a (64x64)ROI at 5ms exposure and a (128x128)ROI at 

10ms exposure, bright spot intensity increases with an increase in beam power, this is as 

expected. Bright spot intensity is similar for (64x64)ROI and (128x128)ROI for 5ms and 10ms 

exposure respectively when the beam is set at 5,10mW. The bright spot intensity is 

approximately 15,000 at 5mW beam power for 5,10ms exposure with an ROI of (64x64) and 

(128x128) respectively. For 10mW, this intensity increases to 20,000.  
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Figure 2.20 Jitterplot of bright spot intensity for in vitro GFP images taken using various imaging 

conditions 

Intensity of a single GFP molecule is highest, about 35,000, when beam power is at 20mW and 

the ROI is (512x512) with a 50ms exposure. However, a larger ROI means slower imaging as a 

50ms exposure must be used with the CCD Evolve Delta camera capabilities. This is too slow 

to capture and track single molecules.  

Fastest imaging, at 5ms, can be achieved when using a (64x64)ROI. The jitterplot in figure 2.20 

indicates that a beam power of 20mW produces images with the most intense single 

molecules. The in vitro GFP intensity data is not normally distributed and different imaging 

conditions were tested against each other, therefore an independent sample t-test was used 

on the log distribution of the data. Upon running an independent sample t-test at the 5% 

significance level between the (64x64)ROI with 5ms exposure condition when using 5mW 

beam power and using 20mW beam power, we obtain a p value less than 0.05. This indicates 

that average bright spot intensity significantly increases when beam power is increased, as 

expected.  
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2.4.3 Conclusion  

The HILO/TIRF microscope was able to capture single in vitro GFP molecules from in vitro GFP 

samples when using different imaging conditions. This indicates that the microscope is able to 

capture single molecules regardless of imaging condition. Although image intensity is greater 

when longer exposure times (20-50ms) are used, imaging speed is too slow to capture the 

dynamics of the single molecules. Faster imaging speeds can be achieved by using a smaller 

ROI, (64x64). Higher beam powers can be used to increase image intensity, although this does 

come with the cost of a faster onset of photobleaching. However, when considering 

stoichiometry analysis in chapters 3 and 4,  data from the first few frames of image videos, 

about 20 frames, is the most valuable as further frames introduce more noise into the analysis 

(Wollman and Leake, 2022).  

 

2.5 Chapter conclusion  
A HILO/TIRF microscope with 488nm and 561nm beam excitation and epifluorescence, HILO 

and TIRF imaging abilities was built. MATLAB functions were used to analyse images taken with 

this microscope. The ability of the functions to capture single GFP molecules was tested using 

simulations of in vitro GFP. From this, optimal function parameters were identified and used in 

analysis of real in vitro GFP images taken with the microscope.  

The impact of changing the beam angle on image intensity was tested using fluorescent beads 

assays. Steeper beam angles produced more intense images, this is in line with published 

results (Axelrod, 1981; Axelrod and Axelrod, 2021; Burmeister et al., 1994; Gardini et al., 2023; 

Jialei Tang and Young Han, 2018; Neria and Kisley, 2023; Tokunaga et al., 2008a) and a proof of 

concept that the microscope is functional. The fluorescent beads assays further demonstrated 

the HILO/TIRF microscope dual-colour imaging capability.  

The in vitro GFP analysis elucidated the optimal imaging conditions using the HILO/TIRF 

microscope to capture single GFP molecules. A (64x64)ROI with 5ms exposure and 488nm 

beam power of 20mW will be used to image Mig1-GFP in budding yeast cells to compare to 

published results (Wollman et al., 2017) to test that the results the HILO/TIRF microscope is 

obtaining are biologically correct.  
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Chapter 3 - Using the single-molecule fluorescence HILO/TIRF microscope to 

image cell-signalling processes 
After using fluorescence microscopy to obtain images of in vitro proteins or proteins in cells 

and the intensity of bright spots in the image has been characterised, molecules in singular or 

cluster form can be tracked over image video frames and the stoichiometry characterised. 

Stoichiometry in this case refers to the number of fluorescently labelled biomolecules that are 

in a tracked object (Sheperd et al., 2021).  

This chapter covers the work carried out to fulfil the second of the five main objectives of this 

PhD, namely;  

2. Test HILO imaging of Mig1-GFP in yeast and compare it to published results  

The HILO/TIRF microscope was used to image Mig1-GFP in budding yeast and compare the 

stoichiometry results to those outlined in literature (Wollman et al., 2017). These results 

showed that the transcription factor, Mig1, in yeast forms clusters. This was a novel piece of 

research which elucidated the clustering behaviour of transcription factors through 

observation, beforehand this behaviour was only determined through models (Wollman et al., 

2017). If the same stoichiometry values could be observed when analysing images taken with 

the HILO/TIRF microscope, this would serve as a proof of concept that the HILO/TIRF 

microscope was sensitive to single molecules and their clustering behaviour. Stoichiometry 

values for cells imaged were the same as those for glucose (+) conditions in the Wollman et al. 

paper. The results of using two different analysis methods on the Mig1-GFP yeast cell images 

were compared against each other. One method involved categorising the trajectories of 

molecules in images to estimate the stoichiometry and could only be used on faster videos, 

such as those taken using a 5ms exposure. The other method involved categorising the bright 

spots in the image to calculate the stoichiometry and, because it did not use trajectory 

information, could be used to analyse the stoichiometry of cells in videos using longer 

exposure times and on images with slow-moving particles or static proteins. The aim was to 

find out if both methods yielded biologically correct results that were significantly similar to 

each other. If they did, this would indicate that stoichiometry results were not a product of the 

analysis method used, but rather were reflective of the single molecule stoichiometry of the 

sample that the microscope was able to capture. Indeed, both methods produced the same 

biologically significant results.  
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Further images of Mig1-GFP in yeast were taken with a HILO beam at approximately 45° which 

was shifted slightly left or right of the cell ROI. The theory was that a shifted ROI would result 

in more molecules being captured in the image due to capturing the cell nucleus more often 

during imaging. However, when compared to epifluorescence and standard HILO images, this 

was not the case.  

The imaging capabilities of the HILO/TIRF microscope were further tested when it was used to 

image the polarity protein PAR6 labelled with GFP in C.elegans embryos, grown by Rodriguez 

et al. Embryos containing temperature-sensitive (TS) and non-temperature-sensitive (non-TS) 

variants of a key kinase which interacts with PAR6, atypical protein kinase C (apkC) were 

imaged and the stoichiometry was compared between them. After running statistical tests on 

the data, significant differences in stoichiometry were observed between the TS and non-TS 

cells. This was in line with real biological findings (Rodriguez et al., 2017).  

Furthermore, the proteins apoE and amyloid beta (A𝛽) which are thought to play a key role in 

the development of Alzheimer’s disease were imaged using the HILO/TIRF microscope. The 

interaction of apoE with A𝛽 in response to stimulation by complement regulator factor H (FH) 

was tested using in vivo stoichiometry analysis of in vitro assay images. After running statistical 

tests, it was observed that FH did indeed have an impact on A𝛽. However, more analysis was 

required to observe the real impact of FH on apoE. This work was carried out in association 

with Haapasalo et al. and these contributed to published results (Chernyaeva et al., 2023).  

The HILO/TIRF microscope performs well when imaging in vitro and in vivo single molecules 

and produces images from which biologically significant results can be derived after using one 

of two methods to characterize stoichiometry.  

 

3.1 Introduction  

3.1.1 Basic cell signalling processes  

Cell signalling is the process by which cells sense and respond to their environment. All cells 

have these processes, from single-celled organisms such as yeast to cells from multi-cellular 

organisms such as U2OS cells from human cancers. The process can begin with a signalling 

molecule which is received by a receptor protein located at the cell surface, this is step 1 in 

figure 3.1. The receptor binds the signalling molecule which activates the receptor, step 2 in 

figure 3.1, this then activates one or multiple intracellular signalling pathways, step 3 in figure 
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3.1, which depend on intracellular signalling proteins. The signal is processed within the cell 

and ultimately sent to the related intracellular targets. Effector proteins are activated by the 

signal. These proteins alter gene expression and the related change in cell behaviour occurs, 

this is step 4 in figure 3.1 (Alberts et al., 2015). 

 

Figure 3.1 Basic depiction of cell signalling processes. Image created in BioRender.com.  

Intracellular processes can be captured using single-molecule fluorescence imaging by 

labelling molecules of interest with fluorescent labels. The bright spots in image videos can be 

identified and tracked across video frames. This information can be used to yield stoichiometry 

results.   

3.1.2 Cell segmentation and stoichiometry analysis methods  

3.1.2.1 Cell segmentation methods  

There are several methods that can be used to segment cells in images, the most common of 

these are thresholding, edge detection, region-growing and active contour models. However, 

recently cell segmentation methods utilise deep learning and neural network databases 

containing model segmentation datasets from various cell types. Deep learning is a variation 

of machine learning based on neural networks and has been shown to be very useful in 

microscopy imaging and image analysis applications such as segmentation of C.elegans cell 

images (Ning et al., 2005), yeast cell images (Kraus et al., 2016), identification of strains (Kraus 

et al., 2017) and proteins (Pärnamaa and Parts, 2017) in yeast cell images and protein 

localisation prediction in human and yeast cells (Lu et al., 2019).  
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For deep learning, a neural network can be a supervised learning network or an unsupervised 

learning network. In a supervised learning network, a neural network learns to produce 

desirable data outputs from a paired input and output training dataset. It is told what features 

are desired in the output based on the features of the input. After training, the neural network 

can be used on previously unseen data inputs to autonomously produce desirable outputs 

(Von Chamier et al., 2019). LIVECell, developed by Edlund et al. (2021), is a vast dataset of 

manually annotated phase-contrast images containing over 1.6million cells which is used as a 

training dataset for deep learning-based segmentation (Edlund et al., 2021). When used in 

benchmark tests for segmentation, LIVECell achieved average precision scores above 80% 

(Edlund et al., 2021) compared to 61% achieved by EVICAN, another deep learning database 

consisting of grayscale images of 30 different cell lines (Schwendy et al., 2020). Scherr et al. 

(2020) demonstrated a novel technique for segmenting touching cells in images which involves 

using a U-Net convolutional neural network (CNN) to predict the proposed neighbour 

distances (Scherr et al., 2020).  

More traditional segmentation methods such as thresholding, edge detection, region-growing 

and active contour models can be used to produce segmented cell images for neural network 

training datasets.  

3.1.2.1.1 Thresholding  

Thresholding works by turning image pixels into binary, 0s and 1s, data based on an intensity 

threshold. A value of 0 is assigned to a pixel with intensity below the threshold while a 1 is 

assigned to a pixel with intensity at or above the threshold. The threshold value can be 

specified by the user or determined automatically using various thresholding method 

categories (Sezgin and Sankur, 2004). These categories include, but are not limited to, 

histogram shape, clustering-based methods and entropy-based methods. The most common 

method to use in thresholding is Otsu’s Method (Otsu, 1979). The Wollman et al. segmentation 

code (Wollman and Leake, 2022) uses thresholding methods.  

Otsu’s Thresholding Method  

This method works to classify pixels as background or foreground. Defining background as class 

1 and foreground as class 2, Otsu’s method works by computing a histogram of the 

probabilities of intensity levels then it sets up the probabilities of each class and their means. 

After this it loops through the possible thresholds from 1 to the maximum intensity, updating 
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the class probabilities and means within this loop and computing the class variances. The 

threshold output corresponds to the maximum class variance.  

A disadvantage of the thresholding method of segmentation is that it is sensitive to high noise 

levels. Areas of the background with intensities close to those of cells will be assigned binary 

values of 1 which could lead to false positives being collected during analysis (Emami et al., 

2021). However, morphological transformations can be used to remove artefacts that don’t fit 

into a structural element. A flat binary-valued structural element is a binary matrix with a 

defined shape that fits over an image. Pixels in the image are assigned a 1 if they fit within the 

shape and a 0 if they do not. Flat binary-valued structural elements come in many 2D shapes 

including lines, diamonds, octagons, disks and many more. The Wollman et al. segmentation 

code uses a disk-shaped structural element (Wollman and Leake, 2022).  

3.1.2.1.2 Edge detection  

Edge detection segmentation involves identifying areas of discontinuous intensity changes 

(Gonzalez, 2009). These areas are defined as edges and can be used to define areas in an image 

where depth, material properties or surface orientation change. A disadvantage of the edge 

detection method is that it is sometimes unable to distinguish between two objects with the 

same intensity that are very close to each other or overlap (Emami et al., 2021). However, 

watershed segmentation can be used to overcome this issue. Watershed segmentation 

involves treating an image as topographic; the intensity of a pixel represents its height (Emami 

et al., 2021). The algorithm produces segmentation by running lines along the top of height-

defined ridges. A further disadvantage of the edge detection method is that it does not work 

well on low contrast images (Masuzzo et al., 2016) where edges are harder to detect. Although, 

this can be improved by improving image SNR with the microscopy technique used.  

3.1.2.1.3 Region-growing  

Region growing segmentation works in two steps. The first step is to identify seed points, these 

are sub-regions of the image that fit into user-specified criteria. The second step involves 

categorising the regions that neighbour the seed points. Binary logicals are used to determine 

if these regions should be added to the same region as seed point or not (Irshad et al., 2014). 

A 0 is assigned to a region that should not be added to the seed region while a 1 is assigned to 

a region that should be added to the seed region. If the neighbouring regions are added, this 

is region-growing, if they aren’t, this is region-splitting (Luo et al., 1998). A number of models 

have been built for coloured image segmentation based on the seeded region-growing 
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technique (Fan et al., 2001; Garcia Ugarriza et al., 2009; Ikonomatakis et al., 1997; Shih and 

Cheng, 2005). 

3.1.2.1.4 Active contour models (Snakes) 

An active contour model, referred to as a Snake by its authors (Kass et al., 1988), involves fitting 

a spline to boundaries in an image. The spline can be deformed iteratively to fit the boundary 

more closely. Energy optimisation is used in this process; the energy function is the sum of the 

internal energy and external energy of the spline. The internal energy controls the shape of 

the active contour and the external energy controls how close the fit of the active contour is 

to the image boundary. Since the spline is deformable, an advantage of this method is that it 

can be used to track moving cells. However, a disadvantage of the method is that when the 

overall contour energy is decreased, smaller features can be omitted which may mean over- 

or under-segmenting (Emami et al., 2021).  

3.1.2.2 Cell stoichiometry analysis methods  

Approaches to stoichiometry analysis in microscopy images usually involve counting the 

number of photobleaching steps in fluorescently labelled samples in single-molecule images.  

Photobleaching is a discontinuous stepwise decay from maximum intensity of a fluorophore 

to intensity values at or close to zero (Aurousseau et al., 2016). Methods like the number and 

brightness (N&B) method, subunit counting and, more recently, deep learning, can be used to 

determine cell stoichiometry quantitatively.  

3.1.2.2.1 Number and Brightness method  

Number and Brightness (N&B) method (Qian and Elson, 1990), first demonstrated on a living 

cell image with confocal laser-scanning microscopy and two-photon excitation in 2008 

(Digman et al., 2008), involves creating an apparent brightness map by estimating the 

apparent brightness and apparent number from photon count fluctuations (Fukushima et al., 

2021). For 𝑛 images and 𝑥𝑗 , (𝑗 = 1,2, … 𝑛) the number of photon counts in the 𝑗th image, the 

apparent brightness, 𝐵 and apparent number, 𝑁 are given by (Müller, 2004);   

𝐵 =
𝜎−�̅�

�̅�
                       (27) 

𝑁 =
�̅�2

𝜎−�̅�
                        (28) 

where �̅� is the sample mean and 𝜎 = (𝑥2̅̅ ̅ − �̅�2) is the sample variance (Fukushima et al., 

2021). This method can be used to derive information about the cell stoichiometry by using 

the average and individual photon intensity. An advantage of the N&B analysis method is that 

it can be used to elucidate properties of diffusing particles joining together in a living cell. 
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However, a disadvantage of the N&B method is that it is easily effected by biases such as lag 

time, background intensity or a limited number of frames in the video (Fukushima et al., 2021). 

3.1.2.2.2 Subunit counting  

Subunit counting is a method which uses tracks data from fluorescence images to determine 

photobleaching steps of fluorophore intensity in the image. The number of steps corresponds 

to the number of subunits in the sample (Xu et al., 2019). Firstly, two laser intensities are 

determined; the observation intensity, at which cells can be observed before photobleaching, 

and the photobleaching intensity, at which the fluorophores photobleach. These intensities 

have to be optimised for each imaging condition used and not altered during imaging on the 

same sample type. It is important that the photobleaching intensity acts slow enough to allow 

the user to capture photobleaching steps. After imaging the sample, the videos are assessed 

and molecules are tracked. The number of discontinuous steps in fluorescence intensity for 

the length of time the track lasts are counted (Aurousseau et al., 2016). This is done for each 

track in a specified region of the sample image. Fluorescence signal and photobleaching steps 

can be better seen from the data after filters are applied to remove or lower background noise. 

Data is recorded from each video frame from every video and custom-built software can be 

used to perform counting of tracks and steps. Filters such as Chung-Kennedy (Chung and 

Kennedy, 1991) or Haar wavelet (Kingsbury and Magarey, 1998; Moldovanu and Luminita, 

2010) can be used to lower image noise. The data collected after using these is compiled to 

create a step counting distribution from which the stoichiometry can be determined. Usually, 

proteins with a fixed stoichiometry follow a binomial distribution (Aurousseau et al., 2016). 

The Wollman et al. stoichiometry analysis code (Wollman and Leake, 2022), which is explained 

in the next section, works very much like subunit counting.  

An advantage of subunit counting is that it can be fairly fast and simple for the user, due to 

many automation methods (McGuire et al., 2012; Xu et al., 2019). A further advantage is that 

it allows real-time monitoring of fluorophore behaviour in living cells (Xu et al., 2019). 

However, like the N&B method, subunit counting results can be skewed by high background 

noise levels (Tsekouras et al., 2016).  

3.1.2.2.3 Deep learning stoichiometry analysis  

Deep learning analysis can be used to perform photobleach step counting automatically and 

relatively quickly compared to techniques used in subunit counting. The convolutional and 

long-short-term memory deep learning neural network (CLDNN) (Xu et al., 2019) uses single-



81 
 

molecule photobleaching traces as input data and outputs the number of steps. Training 

datasets usually consist of experimental data which has been manually labelled or data 

simulations. After training, the CLDNN can be used to capture stoichiometry results from a 

large amount of image data relatively quickly and with over 90% accuracy (X. Liu et al., 2022). 

Further examples of deep learning networks built for image stoichiometry analysis include the 

DGN, which is able to achieve up to 80% accuracy in counting photobleaching steps (Yuan et 

al., 2020), and the DLCNN, which could achieve more than 98% accuracy in identifying 

monomers (Wang et al., 2021).  

 

3.2 Analysing image tracks data  
MATLAB functions were built by Wollman et al. (Miller et al., 2015; Wollman and Leake, 2022) 

and later also built in Python (Sheperd et al., 2021). These facilitated the identification and 

tracking of bright spots in images across image video frames. This was achieved using the 

tracker and overTracker functions. Further suites of functions were designed to facilitate cell 

segmentation and stoichiometry analysis. The master functions were thresholdSegment and 

trackAnalyser.  

3.2.1 Segmenting cell images  

The Wollman et al. thresholdSegment function segments cell images using one of five different 

thresholding methods. These include Otsu’s method, creating a binary image with 1s assigned 

to pixels fitting within the threshold and 0s elsewhere, the histogram thresholding method and 

Otsu’s method with an adaptive threshold. All methods use a disk-shaped structural element.  

Parameters of the MATLAB segmentation function were changed to be optimal for 

fluorescence images of Mig1-GFP in yeast cells. This was for the cell wall (yellow outline in 

figure 3.2) and cell nucleus (red outline in figure 3.2). The parameters that produced the most 

accurate segmentation in over 80% of images in a sample set were chosen as optimal. Figure 

3.2 demonstrates the segmentation working on 90% of cell images for the cell wall, using a 

segmentation threshold of 0.1, and cell nucleus, using a segmentation threshold of 0.5.  
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These parameters were used on following images of Mig1-GFP in yeast taken using the 

HILO/TIRF microscope.  
 

3.2.2 Analysing single-molecule tracks  

Single-molecule tracks were created by analysing the data created by the tracker and 

segmentation functions. Bright spots that were assigned trajectories by the tracker function, 

and were within the boundaries defined by the segmentation function, were used to 

determine stoichiometry using one of two methods. That is, in vivo stoichiometry results could 

be produced by analysing the bright spots data (spots method) or the tracks data (tracks 

method).   

3.2.2.1 Determining stoichiometry using the spots data (spots method) 

A matrix is created by identifying the data in the (12xK) SpotsCh1 matrix produced by the 

tracker function that is within the segmentation boundaries defined by using the segmentation 

function within the first 𝑛 frames of the video. A list of stoichiometry values, 𝑆 is created by 

dividing the initial bright spot intensity by the 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 value. The 𝐼𝑠𝑖𝑛𝑔𝑙𝑒  value, as explained in 

Chapter 2, is the intensity of a single GFP molecule prior to it photobleaching.   

The spots method is used on image videos with exposure times longer than 5ms per frame. 

An exposure time longer than this is not fast enough to track single molecules. Therefore, 

trajectories cannot be produced from the tracks data. The spots method was used to analyse 

the fluorescence images of RelA-GFP in U2OS cells taken with a (256x256)ROI at 20ms 

Figure 3.2 MATLAB segmentation used on a set of fluorescence Mig1-GFP in yeast images taken using 
a 20mW 488nm epiflourescence narrowfield beam with a (64x64)ROI at 5ms exposure. The red outline 
indicates nucleus segmentation while the yellow outline is cell wall segmentation. 
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exposure, and fluorescence images of AR-GFP in LNCaP cells taken with a (256x256)ROI at 

20ms exposure.  

3.2.2.2 The trackAnalyser function (tracks method) 

After the (12xK) SpotsCh1 matrix is created by the tracker function and cell boundaries are 

defined by the segmentation function, the trackAnalyser function is used to create a new 

(15xJ) matrix, called trackArray, with J rows, where J is the number of tracks within the 

segmentation boundaries.  

Columns in the (15xJ) trackArray matrix include data on the trajectory number, the first and 

last frames of the track, the compartment the track is in (defined by the segmentation data as 

being in the nucleus or the cytoplasm), the amount of time a track spends in a compartment 

and the stoichiometry.  

Stoichiometry is determined by using the getStoichiometry function. The trackAnalyser 

function works with a set of parameters set by the user. The parameters include the 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 

value which is the intensity of a single GFP molecule prior to it photobleaching. The parameters 

also include the pixel size, in microns, of the image, the exposure time (in ms), between image 

frames, the bleach time of a GFP bright spot, the stoichiometry method to run and the number 

of frames over which to use the stoichiometry method.  

3.2.2.2.1 The getStoichiometry function  

The getStoichiometry function uses one of five methods, defined by the user in the 

trackAnalyser parameter script, to produce a list of stoichiometry values, 𝑆. The stoichiometry 

is calculated for each track as;  

𝑆 =
𝐼

𝐼𝑠𝑖𝑛𝑔𝑙𝑒
                        (29)  

where 𝐼 is the estimated initial intensity of a bright spot and is determined by using one of the 

five methods, outlined below. In Methods 3,4,5 curve fits are used to estimate the value of 𝐼. 

The curve fits are functions of time, 𝑡𝑛 where;  

𝑡𝑛 = 𝐸𝑥𝑛                         (30) 

where 𝐸 is the exposure time (in ms) of the image video and 𝑥𝑛 is the video frame. Each 

method can be run over a user-specified total number of frames, 𝑁, the time at frame 𝑥𝑁 is 

given by 𝑡𝑁. The plot in figure 3.3 is a plot of bright spot intensity over time for multiple bright 
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spots. The black curve is the raw data and the red markers is the raw data after a Chung-

Kennedy filter had been run on it, maintaining photobleaching steps for the bright spots.  

Method 1  

When using this method, 𝐼 is simply the first intensity value in the first frame, 𝐼0;  

𝐼 = 𝐼0                         (31) 

This method has advantages in its simplicity and ease of use, however it does not capture 

information about trajectories that occur after the first bright frame.  

Method 2 

When using this method, 𝐼 is the mean of the spot intensity, 𝐼𝑚𝑒𝑎𝑛 which is calculated over the 

number of frames, defined by the user in the trackAnalyser function parameters, used in the 

stoichiometry analysis;  

𝐼 = 𝐼𝑚𝑒𝑎𝑛                         (32) 

Again, this method is relatively simple to compute, however on the exponential decay plot of 

bright spot intensity against frame (y in figure 3.3), the average intensity occurs halfway down 

this plot, but it is the information at the peak of this plot that is important. The further down 

the intensity decay plot we conduct our analysis, the more noise we introduce into the 

stoichiometry output; this is because we are analysing tracks that have long since 

photobleached.  

Method 3  

For this method, a linear polynomial curve, 𝑦3 (figure 3.3, violet curve) is fitted over the 

exponential decay curve of spot intensity against frame, 𝑦 (figure 3.3, black curve). The 

polynomial fit curve is given by;  

𝑦3 = 𝑎𝑡𝑛 + 𝐼3                        (33) 

where 𝑎 and 𝐼3 are respectively the gradient and y-intercept of the polynomial curve. Upon 

using this method, the bright spot initial intensity estimate, 𝐼 is the y-intercept of the 

polynomial fit, 𝐼3.   
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This method is advantageous as it captures initial intensity values at the peak of the intensity 

decay plot; it captures trajectories before they photobleach, therefore capturing a more 

realistic stoichiometry value.  

Method 4 

For this method an exponential decay function, 𝑦4 (figure 3.3, blue dashed curve) with the 

magnitude of decay defined as the user-specified fixed bleach time, 𝑏, is fitted to the intensity 

decay curve (figure 3.3, black curve). The function is defined as follows;  

𝑦4 = 𝐼4𝑒−𝑡𝑛/𝑏                                         (34) 

The estimated initial intensity is given by 𝐼4. This method has its advantages in the fact that it 

uses information on the bleach time of a GFP molecule and uses data at the beginning of the 

intensity decay curve. However, because it uses data from the peak of the intensity decay 

curve, the exponential in equation (32) produces unrealistically high values at higher values of 

𝑡𝑛.  

Method 5  

For this method a nonlinear curve, 𝑦5 (figure 3.3, green dotted curve) is fitted to the 

exponential decay curve of spot intensity against time, 𝑦. The nonlinear fit curve is defined as;  

𝑦5 = 𝐼5𝑒−𝑏𝑛𝑡𝑛 + 𝐼𝑠𝑖𝑛𝑔𝑙𝑒                      (35) 

where 𝑏𝑛 is the bleach time which changes with time. As video time goes on, 𝑦5 tends to a 

value of 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 rather than zero because 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 is the lowest intensity value. When a molecule 

has an intensity of zero, it is not sensed by the detector. Higher intensities in images are a 

result of multiple molecules (clusters).  

The estimated initial bright spot intensity, 𝐼5 is the coefficient to be determined by using 

nonlinear least squares method;  

min (∑ |(𝐼5𝑒−𝑏𝑛𝑡𝑛 + 𝐼𝑠𝑖𝑛𝑔𝑙𝑒) − 𝑦5𝑛
|

2
) 𝑁

𝑛=1                                  (36) 

where 𝑦5𝑛
 are the intensity values for the 𝑛th frame for 𝑁 user-specified number of frames. 

The coefficient, 𝐼5 is used as the estimate for the initial intensity, 𝐼. Method 5 can be used for 

very intense spot data.  
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Figure 3.3 Plot of average bright spot intensity over time, 𝑡𝑛 (ms), for multiple bright spots, the black 
curve, y, for a typical image video that is 500ms long. The red markers indicates steps in the y data after 
a Chung-Kennedy filter was run on it. Also plotted on the graph are fit curves used to estimate the 
intensity of a bright spot using Methods 3,4, and 5 of the getStoichiometry function over a user-
specified number of frames, 𝑁 up to time, 𝑡𝑁 at frame 𝑁. Method 3 is used to create a linear polynomial 
fit of the form 𝑦3 = 𝑎𝑡𝑛 + 𝐼3  (violet curve) where 𝐼3 is the estimated intensity of a bright spot. Method 

4 is used to create an exponential fit of the form 𝑦4 = 𝐼4𝑒
−𝑡𝑛

𝑏  (blue dashed curve) where 𝐼4 is the 
estimated intensity of a bright spot. Method 5 is used to create a nonlinear least squares fit of the form 

𝑦5 = 𝐼5𝑒−𝑡𝑛𝑏𝑛 + 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 (green dotted curve) where 𝐼5 is the estimated intensity of a bright spot.  

 

3.3 Imaging Mig1-GFP in budding yeast cells 
The HILO/TIRF microscope was used to take images of the transcription factor Mig1 in budding 

yeast. Image intensity and stoichiometry was characterised and results were compared to 

those outlined in literature (Wollman et al., 2017). The Wollman et al. results showed that the 

transcription factor, Mig1, in yeast forms clusters. This was a novel piece of research which 

elucidated the clustering behaviour of transcription factors through observation, beforehand 

this behaviour was only determined through models (Wollman et al., 2017). If the same 

stoichiometry values could be observed when analysing images taken with the HILO/TIRF 

microscope, this would serve as a proof of concept that the HILO/TIRF microscope was 

sensitive to single molecules and transcription factor clustering behaviour. 
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3.3.1 Introduction  

Mig1 is a repressor transcription factor in budding yeast which travels to the cell nucleus 

(figure 3.4A) in response to increasing glucose levels outside the cell. Using single-molecule 

narrowfield microscopy, Wollman et al. (2017) established that Mig1 forms clusters. It was 

observed that these clusters contained approximately seven molecules and were spherical. 

Further to this, they found that the transcription activator, Msn2 in budding yeast also forms 

clusters (Wollman et al., 2017). The mobility of the clusters was characterised using the Mean-

Squared Displacement (MSD) and this was plotted against a time-interval, 𝜏. The plots in figure 

3.4B demonstrate that when Mig1 was activated (Glucose (+)) the clusters in the nucleus were 

diffusing much slower, so slow as to be immobile. When Mig1 wasn’t activated (Glucose (-)), 

the clusters acted the same whether in the cytoplasm or the nucleus. It was implied that it was 

in fact the clusters doing the gene regulation. Wollman et al. thought that being in a cluster 

might help transcription factors find their binding sites by binding to multiple segments of DNA 

simultaneously (Wollman et al., 2017).  

 

Figure 3.4 A. Slimfield micrographs of Mig1-GFP foci (green) localisation from the nucleus (left), trans-
nuclear (middle) to the cytoplasm (right). B. Mean squared displacement (MSD) vs time interval, 𝜏 of 
foci from cytoplasm (yellow) to small (blue) and large (purple) nuclear. Both images from Wollman et 
al. (2017).  
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3.3.2 Methods  

3.3.2.1 Preparing agar dishes  

Frozen Mig1-EGFP::His3 NRD1-mCherry::hgrB yeast cells were used. The Mig1 strain was 

based on the strain YSH1351 using eGFP (Wollman et al., 2017). Yeast-peptone-dextrose (YPD) 

agar was made using 1g/mL yeast extract, 2g/mL Bacto-peptone and 2g/mL agar 

supplemented with 4% glucose (w/v). This used to make agar plates. The frozen Mig1-GFP 

stock was scraped onto the plate and the plate was placed in an incubator at 30°C for two 

days.  

3.3.2.2 Preparing overnight culture tubes 

Yeast-Nitrogen-Base (YNB) media was made at 6.9g/L supplemented with 4% glucose. This was 

put into 2mL pop-tubes with MilliQ water, 40% glucose w/v media and a scraping of the yeast 

from the agar plate. The pop-tubes were then put into a shaking incubator at 180rpm and 30°C 

overnight.  

3.3.2.3 Preparing sample slides 

On a standard glass sample slide, a 65𝜇L (1.5x1.6cm) GeneFrame was stuck down and filled 

with 30𝜇L of 6.9g/L YNB media supplemented with 4% glucose followed by 30𝜇L of 0.02g/1mL 

heated agarose using a 1000𝜇L pipette tip. The GeneFrame plastic spreader was immediately 

placed over the top and gently dragged across the frame, to remove excess agarose, leaving a 

thin layer within the frame. Finally, 2.5𝜇L of the overnight yeast culture was pipetted, 

dropwise, in grid-form onto the agarose layer. This was left to rest for five minutes under an 

open flame before the glass (22x22mm) coverslip was placed on top.  

3.3.2.4 Imaging and analysis   

Mig1-GFP imaged using a (64x64)ROI at 5ms exposure with an epifluorescence 20mW 488nm 

intermediate-narrowfield beam. Stoichiometry results from using the trackAnalyser function 

on the images were compared to stoichiometry results from images taken by Wollman et al. 

(Wollman et al., 2017). The images were also analysed using the spots stoichiometry method 

and the stoichiometry results for these were compared to those obtained after using the tracks 

stoichiometry analysis method. Additionally, Mig1-GFP in yeast was imaged using a 

(256x256)ROI at 20ms exposure and a epifluorescence 40mW 488nm intermediate-

narrowfield beam. Stoichiometry results from these images were compared to images taken 

using a (64x64)ROI at 5ms exposure and epifluorescence 20mW 488nm intermediate-

narrowfield beam.  
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Furthermore, fluorescence images of Mig1-GFP in yeast were taken using a 10mW 

intermediate-narrowfield 488nm HILO beam profile at approximately 45° at 5ms exposure 

with a (64x64)ROI and were compared to fluorescence images of Mig1-GFP taken using a 

10mW intermediate-narrowfield 488nm HILO beam at 5ms exposure with the (64x64) ROI 

shifted to the right or left of the cell position to observe if more single molecules could be 

imaged.  

 

3.3.3 Results  

3.3.3.1 Stoichiometry in epifluorescence Mig1-GFP budding yeast images was the same as that in 

published Wollman results  

Fluorescence images of Mig1-GFP in budding yeast were taken with the HILO/TIRF microscope 

using a 20mW 488nm epifluorescence intermediate-narrowfield beam with a (64x64)ROI at 

5ms exposure (figure 3.5). The bright spot intensity and stoichiometry were analysed. The 

results were compared to those gathered from fluorescence images of Mig1-GFP in yeast taken 

using a 50mW 488nm slimfield epifluorescence beam with a (128x128)ROI with a 80nm/image 

pixel Zeiss camera at 5ms exposure by the Wollman lab with results published in (Wollman et 

al., 2017).  

 

Figure 3.5 Brightfield and fluorescence images of Mig1-GFP in budding yeast taken with a 20mW 
488nm intermediate-narrowfield  epifluorescence beam at 5ms exposure with a (64x64)ROI and the 
segmentation, identified bright spots and identified tracks yielded using the MATLAB segmentation, 
tracker and trackAnalyser functions.  

The MATLAB tracker function was used to characterise the bright spot intensity of images 

taken using the two different conditions. Images taken using the HILO/TIRF microscope (new 

data) had a single molecule intensity of 17200±3000, for N=28 cells, vs 2500±800 for the 

Wollman data, for N=20 cells (figure 3.6). The difference in intensity between the Wollman 

data and the New data is due to a combination of bit depth and gain differences. The Wollman 

data was captured using an Andor EMCCD IS 128ROI camera with 14bit depth, whereas the 

new data was captured using a Teledyne Photometrics CCD Evolve delta 512ROI camera with 

16bit depth. The CCD Evolve delta camera bit depth is four times greater than that for the 
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Andor EMCCD camera (calculated as 216/214=22). The Evolve camera also has a greater gain 

than the Andor camera. These factors result in the higher intensity values recorded in the New 

data than in the Wollman data.  

The MATLAB trackAnalyser function using 

getStoichiometry method 3 with 20 frames 

was used to characterise the stoichiometry 

for each imaging method (figure 3.7). The 

mean stoichiometry for images taken with 

the Zeiss 80nm/image pixel microscope 

with a 20mW 488nm slimfield 

epifluorescence beam at 5ms exposure and 

(128x128)ROI (Wollman data), for 𝑛𝑡=58 

tracks, was 28.9±6.7 (figure 3.7B). The peak 

of the stoichiometry KDF for the Wollman 

data was 12.1±11.2 (figure 3.7A). The mean 

stoichiometry for images taken with the 

HILO/TIRF microscope with a 20mW 

488nm intermediate-narrowfield 

epifluorescence beam at 5ms exposure 

with a (64x64)ROI (New data), for 𝑛𝑡=88 tracks, was 21.3±3.3 (figure 3.7B). The peak of the 

stoichiometry KDF for the new data was 12.1±15 (figure 3.7A). Negative stoichiometry values 

are a result of the large kernel widths used to produce the kernel density function (KDF) plot; 

kernels plotted over stoichiometry points close to zero have an overlap that extends to 

negative values.  

The stoichiometry data is not normally distributed, therefore statistical tests were run on the 

log distribution of the data. Different microscopes and imaging conditions were used to create 

sample image for the new data and the Wollman data, therefore independent sample tests 

were run when comparing new data stoichiometry and Wollman data stoichiometry. Upon 

running an independent sample t-test at the 5% significance level between the Wollman data 

and the New data, we obtain a p value of 0.1836 (figure 3.7B), indicating no significant 

difference between the means of each dataset at the 5% significance level. This indicates that 

the HILO/TIRF microscope can be used to obtain images of Mig1-GFP that, when analysed with 

Figure 3.6 KDF distribution plot of bright spot 
intensity for fluorescence images of Mig1-GFP in 
budding yeast cells taken with the Wollman 
microscope with a 50mW 488nm slimfield beam at 
5ms exposure with a (128x128)ROI (Wollman data) 
and with the HILO/TIRF microscope with a 20mW 
488nm intermediate-narrowfield beam at 5ms 
exposure with a (64x64)ROI (New data).  
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the MATLAB tracker and trackAnalyser functions, can yield stoichiometry values that are 

significantly comparable to those from published results (Wollman et al., 2017). Additionally, 

the HILO/TIRF microscope is capable of capturing transcription factor clusters.  

 

Figure 3.7 A. KDF distribution plots of stoichiometry and B. Violin plots of stoichiometry for fluorescence 
images of Mig1-GFP in budding yeast cells taken with a Zeiss 80nm/image pixel microscope with a 
50mW 488nm slimfield beam at 5ms exposure with a (128x128)ROI (Wollman data) and with a Nikon 
93nm/image pixel microscope with a 20mW 488nm intermediate-narrowfield beam at 5ms exposure 
with a (64x64)ROI (New data). The violin plots indicate a p value of 0.1836 obtained after running an 
independent sample t-test at the 5% significance level between the log distribution of the Wollman data 
and the New data stoichiometry.  

 

3.3.3.2 Comparing stoichiometry analysis methods on Mig1-GFP yeast images  

After establishing that the HILO/TIRF microscope could be used with the tracks analysis 

method to capture stoichiometry results that were significantly comparable to those in 

published results (Wollman et al., 2017), the next step was to test if using the spots 

stoichiometry analysis method could be used to yield stoichiometry values comparable to 

using the tracks analysis method. While the spots stoichiometry analysis method produces 

stoichiometry values by dividing the initial bright spot intensity, over a specified number of 

video image frames, by the single GFP intensity prior to photobleaching, the tracks 

stoichiometry analysis method uses one of five methods (the getStoichiometry method). The 

tracks method used to analyse the fluorescence images of Mig1-GFP in yeast involved fitting a 

linear polynomial to the curve of intensity decay over time for a specified number of frames 

of the image video (tracks method 3 using 20 frames).   

Fluorescence images of Mig1-GFP in budding yeast taken with the HILO/TIRF microscope using 

a 20mW 488nm intermediate-narrowfield epifluorescence beam at 5ms exposure with a 

(64x64)ROI were analysed using the MATLAB trackAnalyser function with getStoichiometry 
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method 3 with 20 frames and using the spots analysis method with 1 frame. The stoichiometry 

was characterised for each analysis method (figure 3.8). The mean stoichiometry obtained 

from the image data when using the tracks method 3 with 20 frames, for 𝑛𝑡=88 tracks, was 

21.3±3.3 (figure 3.8B). The peak of the stoichiometry KDF was 12.1±15 (figure 3.8A). The mean 

stoichiometry obtained from the image data when using the spots analysis method with 1 

frame, for 𝑛𝑠=147 bright spots, was 20.6±3.1 (figure 3.8B). The peak of the stoichiometry KDF 

was 9.2±13 (figure 3.8A). Again, negative stoichiometry can be explained by overlaps produced 

by large kernel widths during KDF plotting.  

Even though the same stoichiometry data was analysed, two different methods were used to 

analyse this data, therefore an independent sample statistical test was used. Again, this 

stoichiometry data is not normally distributed so the statistical test was performed on the log 

distribution of the data. Upon running an independent sample t-test at the 5% significance 

level on the log distribution stoichiometry data obtained using the two different analysis 

methods, we obtain a p value of 0.5604 (figure 3.8B). This indicates no significant difference 

between the means of the datasets at the 5% significance level.  

 

Figure 3.8 A. KDF distribution plots of stoichiometry and B. Violin plots of stoichiometry for fluorescence 
images of Mig1-GFP in budding yeast cells taken using a 20mW 488nm intermediate-narrowfield 
epifluorescence beam at 5ms exposure with a (64x64)ROI and analysed using one of two different 
analysis methods; tracks method 3 with 20 frames and spots method with 1 frame, the violin plots 
indicate a p value of 0.5604 obtained when running an independent sample t-test at the 5% significance 
level between log distribution data acquired from using the two analysis methods.  

These results indicate that using the two different stoichiometry analysis methods yield results 

that are significantly comparable to one another. Therefore, when imaging single molecules 

with exposure times greater than 5ms, the spots analysis method can be used to produce 

biologically correct stoichiometry values for the image data. This was further tested by taking 
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images of yeast cells at 20ms exposure with a (256x256)ROI and analysing them using the 

spots analysis method with 3 frames.  

 

3.3.3.3 Comparing stoichiometry results after changing exposure time and ROI size of Mig1-GFP yeast 

images  

Fluorescence images of Mig1-GFP in budding yeast were taken with the HILO/TIRF microscope 

using a 40mW 488nm epifluorescence intermediate-narrowfield beam at 20ms exposure with 

a (256x256)ROI (figure 3.9).  

 

Figure 3.9 Brightfield and fluorescence images of Mig1-GFP in budding yeast taken with epifluorescence 
40mW 488nm intermediate-narrowfield beam at 20ms exposure with a (256x256)ROI and the 
segmentation identified bright spots and identified tracks yielded using the MATLAB segmentation and 
tracker functions.  

Images were analysed with the MATLAB tracker function and the bright spot intensity was 

characterised (figure 3.10). Single molecule intensity, for N=30 cells, was 27000±13800.  

The stoichiometry was characterised 

using the spots analysis method with 3 

frames (figure 3.11). The mean 

stoichiometry, for 𝑛𝑠=1031 bright 

spots, was 13.7±1.7 (figure 3.11B). The 

peak of the stoichiometry KDF was 

9.3±8.2 (figure 3.11A). This was 

compared to the stoichiometry of 

images taken with the HILO/TIRF 

microscope with a 20mW 488nm 

intermediate-narrowfield 

epifluorescence beam at 5ms exposure 

with a (64x64)ROI analysed using the spots analysis method with 1 frame (which had a mean 

Figure 3.10 KDF distribution plot of bright spot intensity 
for fluorescence images of Mig1-GFP in budding yeast 
cells taken using the HILO/TIRF microscope with a 40mW 
488nm intermediate-narrowfield epifluorescence beam 
at 20ms with a (256x256)ROI.  
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stoichiometry of 20.6±3.1 for 𝑛𝑠=147 bright spots) (figure 3.11B). Since different analysis 

methods for different samples are being compared against one another, an independent 

sample test is required. Additionally, the stoichiometry data is not normally distributed so a 

nonparametric test should be used.  Upon running an independent sample Mann-Whitney U 

test at the 5% significance level between the two different imaging conditions and analysis 

methods stoichiometry results, we obtain a p value of 0.9539 (figure 3.11B), indicating that 

there is no significant difference between the stoichiometry data population shapes at the 5% 

significance level. These results demonstrate that the same biological results can be obtained 

regardless of the conditions used to produce the images and the methods used to 

subsequently analyse them.  

 

Figure 3.11 A. KDF distribution plots of stoichiometry and B. Violin plots of stoichiometry for 
fluorescence images of Mig1-GFP in budding yeast cells taken with the HILO/TIRF microscope with a 
20mW 488nm intermediate-narrowfield epifluorescence beam at 5ms exposure with a (64x64)ROI and 
analysed using the spots analysis method with 1 frame (5ms condition) and taken using the HILO/TIRF 
microscope with a 40mW 488nm intermediate-narrowfield epifluorescence beam at 20ms exposure 
with a (256x256)ROI and analysed using the spots analysis method with 3 frames (20ms condition). The 
violin plots indicate a p value of 0.9639 obtained after running an independent sample t-test at the 5% 
significance level between log distribution stoichiometry for the 5ms and 20ms conditions. 

3.3.3.4 Comparing imaging conditions on images of Mig1-GFP in budding yeast 

When imaging with a HILO beam, the beam-to-cell profile looks like that in figure 3.12A; the 

beam travels through the cell. It was assumed that shifting this beam slightly to the right (or 



95 
 

left) of the cell position (figure 3.12B) then there would be a 50% chance of imaging the 

nucleus (depending on the cell orientation).  

This theory was tested by imaging Mig1-GFP in yeast cells using a 10mW 488nm intermediate-

narrowfield beam with a (64x64)ROI and 5ms exposure. Three different beam angles were 

used, namely epifluorescence (excitation beam incidence angle at 0°), HILO45 (excitation 

beam incidence angle at 45°) (figure 3.12A) and HILO45shift (excitation beam incidence angle 

at 45° with the beam shifted to the right or left of cell position) (figure 3.12B). The HILO45shift 

profile was achieved by identifying the cell position on the Nikon Elements software with a 

centred beam square, then shifting the ROI to the right or left of this before imaging. The 

centre beam square was a (64x64) pixel square that was traced over the beam centre using an 

annotation tool in Nikon Elements. The beam centre was identified prior to this using 

fluorescent beads; the narrowfield beam was raster-scanned in xy across a (512x512) ROI and 

the beam centre was identified as the position where the beads were brightest. The bright 

spot intensity (figure 3.14A) and stoichiometry (figure 3.14B-C) of cell images were 

characterised and compared against each other.  

 Figure 3.12 A Depiction of a HILO beam with angle of incidence 45°in relation to a yeast cell position and B 
a depiction of the same incident beam shifted slightly to the right of the yeast cell position. Images created 
in BioRender.com.  
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Figure 3.13 Row 1: brightfield images of budding yeast, Row 2: fluorescence images of Mig1-GFP in 
budding yeast, Row 3: fluorescence images of Mig1-GFP in budding yeast segmented using the MATLAB 
segmentation function, Row 4: fluorescence images of Mig1-GFP in budding yeast with identified bright 
spots from using the MATLAB tracker function, Row5: fluorescence images of Mig1-GFP in budding 
yeast with identified tracks from using the trackAnalyser MATLAB function when using the 
epifluorescence, HILO45 and HILO45shift 10mW 488nm intermediate-narrowfield beam at 5ms 
exposure with a (64x64)ROI.  

Figure 3.13 shows the fluorescence images of Mig1-GFP in yeast cells taken using the three 

imaging conditions. Cells were segmented and bright spots were identified using the MATLAB 

tracker function, then tracks were characterised using the getStoichiometry Method 3 with 20 

frames with the MATLAB trackAnalyser 

function.  

Single molecule intensity for cell images in the 

epifluorescence condition, for N=12 cells, was 

17500±3800 and was, for N=18 cells, 

15900±3500 for the HILO45 condition and was, 

for N=30 cells, 17200±3500 for the HILO45shift 

condition (figure 3.14). 

 

Stoichiometry for the epifluorescence 

condition, for 𝑛𝑡=67 tracks, was 10.4±7. 

Figure 3.14 KDF distribution plots of bright spot 
intensity (counts) for fluorescence images of 
Mig1-GFP in yeast cells taken using a 10mW 
488nm intermediate-narrowfield beam at 
epifluorescence, HILO45 and HILO45shift profiles 
with a (64x64)ROI at 5ms exposure. 
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Stoichiometry for the HILO45 condition, for 𝑛𝑡=77 tracks, was 12.9±10.4 and for the 

HILO45shift condition and stoichiometry, for 𝑛𝑡=140 tracks, was 9.2±7.5 (figure 3.15A). The 

stoichiometry data is not normally distributed, therefore a statistical test was run on the log 

distribution of the stoichiometry data for the HILO45 and HILO45shift imaging conditions. 

Additionally, since two different imaging conditions were compared to each other, an 

independent sample test was used. Upon running an independent sample t-test at the 5% 

significance level on stoichiometry between the HILO45 and HILO45shift conditions, we obtain 

a p value much less than 0.05 (figure 3.15B). This indicates a significant difference between 

the means of the datasets at the 5% significance level. This demonstrates that when we shift 

the beam slightly to the left or right of the cell position, it does not yield the same results as 

when it is centred on the cell position. These results suggest that using a shifted HILO45 beam 

is not needed to improve the spot intensity and stoichiometry of cell images when imaging 

GFP molecules. Using a standard HILO beam at approximately 45-56° suffices.   

 

Figure 3.15 A. KDF distribution plots and B. Violin plots of stoichiometry for fluorescence images of 
Mig1-GFP in yeast cells taken using a 10mW 488nm intermediate-narrowfield beam at epifluorescence, 
HILO45 and HILO45shift profiles with a (64x64)ROI at 5ms exposure indicating a p<<0.05 between n the 
HILO45 and HILO45shift conditions after running an independent sample t-test at the 5% significance 
level on the log distributed stoichiometry.  

3.3.4 Conclusion  

The HILO/TIRF microscope was able to capture images of the transcription factor Mig1 tagged 

with GFP. When these images were analysed with two different functions to characterise 

stoichiometry, results were significantly similar to those previously published. The results 

demonstrated that the HILO/TIRF microscope was not only sensitive to single molecules in 

samples, but could also capture clusters of transcription factors. Additionally, it can be 
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concluded that using standard HILO excitation beam angles of 45-56° are enough to capture 

single molecules in sample images with improved SNR.  

 

3.4 Imaging PAR6-GFP in C.elegans embryos  
The polarity effector protein PAR6 in the nematode worm Caenorhabditis elegans (C. elegans) 

was tagged with GFP and imaged with the HILO/TIRF microscope. This work was carried out 

with Rodriguez et al.  

3.4.1 Introduction  

Localisation of partitioning-defective (PAR) polarity effector proteins to membrane-associated 

cortical domains is a vital step during the polarisation of metazoan cells (Rodriguez et al., 

2017). Many aspects of embryonic development such as epithelial organisation and 

asymmetric cell division are coordinated by localised activation of signalling pathways and the 

regulation of PAR proteins is essential in this process (Goldstein and Macara, 2007; St Johnston 

and Ahringer, 2010). Cell polarity on one side of a cell is driven by proteins PAR6, PAR3, CDC-

42 and aPKC working together to drive asymmetry (Goehring, 2014; McCaffrey and Macara, 

2012; Suzuki et al., 2004; Ziomek et al., 1982).  

Figure 3.16 A. Depiction of the establishment stage of cell division in C. elegans driven by PAR proteins 
B. The PAR proteins driving cell division in C. elegans embryos. Both images from Rodriguez et al. 2017. 
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C. elegans are considered a model for understanding activities such as cell death and ageing 

(Ellis and Horvitz, 1986; Kenyon, 2010; Riddle et al., 1997) in humans (Markaki and 

Tavernarakis, 2020). The anterior domain in an embryo or zygote of a C. elegans is massively 

defined by the PAR proteins (figure 3.16A-B) (Rodriguez et al., 2017). The size of a PAR protein 

cluster determines the anterior-directed movement of this protein through the embryo 

(Cheeks et al., 2004; Labbé et al., 2003). Therefore, studying the dynamics and characteristics 

of these PAR proteins, such as the size of the PAR clusters (stoichiometry) is important because 

cell fate defects and embryo death can result when they work incorrectly (Etemad-Moghadam 

et al., 1995; Kay and Hunter, 2001; Tabuse et al., 1998; Watts et al., 1996).  

 

3.4.2 Methods 

JJ1579 (PAR6-GFP) and JA1596 (PAR6-GFP, ne4246) strains of the nematode Caenorhabditis 

elegans (C. elegans) were plated by Rodriguez et al. six days before imaging. On the day of 

imaging, plates were kept in a heatblock at 28°C to ensure agar remained at approximately 

25°C during the imaging session. 200𝜇L of 25°C egg buffer and agarose (0.5:0.5) was pipetted 

into a cooling chamber and the worms were picked into 40𝜇L of 25°C egg buffer and put onto 

a coverslip with 4𝜇L of egg buffer using an eyelash, then approximately 10-13 worms were 

sliced on glass coverslips before imaging. The sample stage was maintained at approximately 

25°C.  

Non-temperature-sensitive (wildtype) embryo strains and temperature-sensitive (aPKC kinase 

defective mutants) embryo strains were imaged using the HILO/TIRF  microscope with a 20mW 

488nm widefield TIRF  beam at 50ms exposure with a (512x512)ROI. 

 

3.4.3 Results 

Fluorescence images were taken of PAR6-GFP in C. elegans embryos using a 20mW 488nm 

widefield TIRF beam at 50ms exposure with a (512x512)ROI (figure 3.17B) for temperature-

sensitive (TS) and non-temperature sensitive (non-TS) cells.  
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Figure 3.17 A. Brightfield image of C.elegans embryo. B. Fluorescence image of PAR6-GFP in a C.elegans 
embryo imaged using a 20mW 488nm widefield TIRF beam at 50ms exposure with a (512x512)ROI. C. 
C.elegans embryo mask, coloured spots indicate the position of tacks identified by the trackAnalyser 
MATLAB function.  

The MATLAB tracker function was used on fluorescence images of PAR6-GFP in TS and non-TS 

C.elegans embryos. Single molecule intensity for non-TS cells, for N=8 cells, was 56100±23300, 

while single molecule intensity for TS 

cells, for N=5 cells, was 53300±19900 

(figure 3.18). The MATLAB trackAnalyser 

function using getStoichiometry method 

3 with 20 frames was used to 

characterise the stoichiometry. The 

tracks stoichiometry analysis could be 

used in this case, despite videos being 

slower with a 50ms exposure time, 

because the PAR6 proteins within the 

C.elegans embryos move at a slower rate 

than the transcription factor Mig1 in yeast cells. The mean stoichiometry for non-TS cells was, 

for a total of 𝑛𝑡=1398 identified tracks, 3.7±0.9 (figure 3.19B). The peak of the stoichiometry 

KDF was 2.3±1.1 (figure 3.19A). The mean stoichiometry for TS cells was, for a total of 𝑛𝑡=404 

tracks, 2.7±0.8 (figure 2.19B). The peak of the stoichiometry KDF was 1.7±1.1 (figure 3.19A).  

Figure 3.18 KDF distribution plot of bright spot intensity 
for fluorescence images of PAR6-GFP in a C.elegans 
embryo imaged using a 20mW 488nm widefield TIRF 
beam at 50ms exposure with a (512x512)ROI. 
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Figure 3.19 A. KDF distribution plots and B. violin plots of stoichiometry for fluorescence images of 
PAR6-GFP in non-temperature sensitive (non-TS) and temperature sensitive (TS) C.elegans embryos 
taken using the HILO/TIRF microscope with a 20mW 488nm widefield  TIRF beam at 50ms exposure 
with a (512x512)ROI. The violin plots indicate a p<<0.05 after running an independent sample t-test 
between log distributed non-TS and TS cell stoichiometry at the 5% significance level.   

The stoichiometry data was not normally distributed, therefore a statistical test was run on the 

log distribution of the data. This was an independent sample test because two different 

samples were compared against each other, namely temperature-sensitive and non-

temperature-sensitive. Upon running an independent sample t-test at the 5% significance level 

between TS and non-TS datasets we obtain a p value much less than 0.05 (figure 3.19B) 

indicating that mean stoichiometry was significantly higher in non-TS cells than in TS cells. 

Higher stoichiometry values were indeed expected in non-TS cells as PAR6 forms more clusters 

with PAR3 than with CDC-42 in these cells, whereas the opposite occurs in TS cells. When PAR6 

forms clusters with CDC-42, it diffuses, hence stoichiometry is expected to be lower (Rodriguez 

et al., 2017).  

 

3.4.4 Conclusion  

The HILO/TIRF microscope can be used to image proteins in wild-type and modified sample 

stains and when the intensity and stoichiometry of these images are analysed with the 

MATLAB functions, the significant biological differences between these strains can be 

identified. These results point to a proof of concept that the HILO/TIRF microscope is sensitive 

to biological differences between modified cells and strains and controls.  
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3.5 Imaging apoE2 and Amyloid Beta  
The apoE2 variant of the apolipoprotein E (apoE) labelled with Alexa Fluor™ 568 C5 Maleimide 

and the amyloid beta (A𝛽) 1-42 variant, A𝛽1-42 labelled with HiLyteᵀᴹ Fluor 488 were imaged 

in vitro with the HILO/TIRF microscope using TIRF microscopy with and without complement 

regulator factor H (FH) stimulation. This work was carried out with Haapasalo et al. 

(Chernyaeva et al., 2023).   

3.5.1 Introduction  

Increased aggregation and decreased clearance of amyloid beta (A𝛽) can cause it to 

accumulate in the brain and A𝛽 plaques in the brain have been associated with the risk of 

Alzheimer’s disease (Lambert et al., 2009). Microglia cells have been found to be activated by 

A𝛽 aggregates in the brain and contribute to neuroinflammation and neurotoxicity (Shen and 

Meri, 2003; Zhang et al., 2011). The binding of apoE to protein complexes involved in the 

innate immune system has implicated apoE as a major protein related to Alzheimer’s disease 

(Vogt et al., 2020; Yin et al., 2019) along with the fact that A𝛽 plaques contain large amounts 

of apoE. It is suggested that apoE contributes to the clearance of A𝛽, however this process is 

not fully understood. apoE interacts with FH  and Haapasalo et al. aimed to observe the 

interactions between FH and various apoE isoforms and how these interactions contribute to 

reducing A𝛽 toxicity, plaque formation and neuroinflammation in Alzheimer’s disease 

(Chernyaeva et al., 2023). The stoichiometry of A𝛽1-42 and apoE2 was characterized to 

determine their oligomeric state; determining the interactions between these proteins to 

elucidate their function. The size of A𝛽1-42 oligomers is important to know as apoE2 may 

contribute to clearing these A𝛽1-42 oligomers (plaques) (Chernyaeva et al., 2023).   
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3.5.2 Methods 

apoE2 labelled with Alexa Fluor™ 

568 C5 Maleimide, 568-apoE2, 

and A𝛽1-42 labelled with  

HiLyteᵀᴹ Fluor 488, 488-A𝛽1-42 

were sent to the Wollman lab and 

stored at -80°C. Two sample 

tubes were created; in the first 

tube 1𝜇M 568-apoE2 was 

incubated with 1.7𝜇M 1mg/mL 

FH and 18.5𝜇M 1mg/1mL 488-

A𝛽1-42 at room temperature for 

72 hours (with FH). In the second 

tube 1𝜇M 568-apoE2 was 

incubated with 18.5𝜇M 

1mg/1mL 488-A𝛽1-42 at room 

temperature for 72 hours 

(without FH) (Chernyaeva et al., 

2023). Prior to imaging, plasma 

cleaned glass coverslips were attached to glass sample slides with double-sided tape, creating 

a flow channel through which 10𝜇L (1:100) 5𝜇g/mL anti-A𝛽 or 10𝜇L (1:100) 6.7mg/mL anti-

apoE was pipetted, then the channel was washed with 20𝜇L PBS and 10𝜇L (1:1000) white 

beads to PBS were pipetted through the channel before the channel was washed again and 

the samples were imaged using a 20mW 488nm widefield TIRF beam and 20mW 561nm TIRF 

beam both at 50ms exposure with a (512x512)ROI (figure 3.20). The channels were also 

merged (figure 3.21).  

 

Figure 3.20 Fluorescence images of 568-apoE2 taken with a 
20mW 561nm TIRF widefield beam at 50ms exposure with a 
(512x512)ROI and without and with FH stimulation (left column) 
and of 488-A𝛽1-42 taken with a 20mW 4881nm TIRF widefield 
beam at 50ms exposure with a (512x512)ROI without and with 
FH stimulation (right column).  
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3.5.3 Results 

Fluorescence images of 568-apoE2 were taken 

with the HILO/TIRF microscope using a 20mW 

561nm widefield TIRF beam at 50ms exposure 

with a (512x512)ROI and fluorescence images of 

488-A𝛽1-42 were taken with the HILO/TIRF 

microscope using a 20mW 488nm widefield TIRF 

beam at 50ms exposure with a (512x512)ROI. The 

MATLAB tracker function was used on the images 

to characterise bright spot intensity. Single 

molecule intensity for 488-A𝛽1-42 without FH 

stimulation, for N=12 FOVs, was 31200±16000 and 

was, for N=13 FOVs, 32800±8800 with FH 

stimulation (figure 3.22A). Single molecule 

intensity for 568-apoE2 without FH stimulation, for 

N=12 FOVs, was 16800±14800 and was, for N=13 FOVs, 29600±12700 with FH stimulation 

(figure 3.22B).  

 

Figure 3.22 A. KDF distribution plots of spot intensity of 488-A𝛽1-42 with (w FH) and without (w/o FH) 
FH stimulation. B. KDF distribution plots of spot intensity of 568-apoE2 with (w FH) and without (w/o 
FH) FH stimulation.  

The MATLAB trackAnalyser function using getStoichiometry Method 1 with 20 frames was 

used to characterise the stoichiometry of both channels. Despite the increased exposure time 

of 50ms of the image videos, the tracks stoichiometry analysis method could be used with 

these images because molecules were static, like those in the in vitro GFP images. The 

stoichiometry was characterised for 488-A𝛽1-42 and 568-apoE2 with and without FH 

Figure 3.21 Merged red (568-apoE2) and 
green (488-Aβ1-42) channel fluorescence 
image taken with the HILO/TIRF microscope 
with 20mW widefield TIRF 488nm and 561nm 
beams at 50ms exposure with a 
(512x512)ROI. 
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stimulation. Considering that the stoichiometry data was not normally distributed, a 

nonparametric test was used. This test was run for independent samples as the stoichiometry 

data was created from different samples and two conditions were compared against each 

other, namely with FH and without FH. The mean stoichiometry for 488-A𝛽1-42 without FH 

stimulation, for 𝑛𝑡=12313 tracks, was 3.4±0.9 (figure 3.23B). The peak of the stoichiometry 

KDF without FH stimulation was 1.6±1 (figure 3.23A). The mean stoichiometry for 488-A𝛽1-42 

with FH stimulation, for 𝑛𝑡=15826 tracks, 4.8±1.2 (figure 3.23B). The peak of the stoichiometry 

KDF was 2.3±1.2 with FH stimulation (figure 3.23A). For 568-apoE2 without FH stimulation, the 

mean stoichiometry, for 𝑛𝑡=972 tracks, was 2.3±1.4 (figure 3.23D). The peak of the 

stoichiometry KDF without FH stimulation was 1.6±0.8 (figure 3.23C). The mean stoichiometry 

for 568-apoE2 with FH stimulation was, for 𝑛𝑡=9985 tracks, 3.1±1.2 (figure 3.23D). The peak 

of the stoichiometry KDF with FH stimulation was 1.5±0.8 (figure 3.23C). Upon running an 

independent sample Mann-Whitney U test at the 5% significance level on the 488-A𝛽1-42 

stoichiometry data without and with FH stimulation, we obtain a p<<0.05 (figure 3.23B), 

indicating a significant increase at the 5% significance level in mean A𝛽1-42 stoichiometry 

following FH stimulation. These results suggest that the introduction of FH had an effect on 

the number of foci for A𝛽. After running an independent sample Mann-Whitney U test at the 

5% significance level on the 568-apoE2 stoichiometry with and without FH stimulation, a p 

value of 0.4221 was obtained (figure 3.23D). This indicates no significant difference, at the 5% 

significance level, in average 568-apoE2 stoichiometry between the FH and no FH conditions. 

However, unlike the results in the Chernyaeva et al. (2023) paper, this data does not include 

colocalization analysis characterising the stoichiometry of colocalised and non-colocalised A𝛽 

and apoE.   
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Figure 3.23 A. KDF distribution plots of 488-A𝛽1-42 stoichiometry with (w FH) and without (w/o FH) FH 
stimulation and B. Violin plots of 488-A𝛽1-42 stoichiometry with and without FH stimulation indicating 
a p<<0.05 after running an independent sample Mann-Whitney U test at the 5% significance level  
between the without FH and with FH conditions for fluorescence images of 488-A𝛽1-42 taken with the 
HILO/TIRF microscope with a 20mW 488nm widefield TIRF beam at 50ms exposure with a (512x512)ROI 
(y axis is on log scale). C. KDF distribution plots of 568-apoE2 stoichiometry with (w FH) and without 
(w/o FH) FH stimulation and D. Violin plots of 568-apoE2 stoichiometry with and without FH stimulation 
indicating a p value of 0.4221 after running an independent sample Mann-Whitney U test at the 5% 
significance level between the w/o FH and w FH conditions for fluorescence images of 568-apoE2 taken 
with the HILO/TIRF microscope with a 20mW 561nm widefield TIRF beam at 50ms exposure with a 
(512x512)ROI (y axis is on log scale).  

3.5.4 Conclusion  

The HILO/TIRF microscope was used to detect stoichiometry changes in in vitro apoE2 and A𝛽 

with and without complement factor H. The results from using the MATLAB functions to 

conduct stoichiometry analysis on the images demonstrated that the HILO/TIRF microscope 

was indeed sensitive to single molecules in samples and could detect changes in stoichiometry 

in response to stimulation. However, more in-depth biological conclusions are obtained 

through further analysis, including conducting colocalisation analysis.  
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3.6 Chapter conclusion  
The HILO/TIRF microscope can be used to take images of proteins in vitro or within cells and 

when the images obtained are analysed using the MATLAB functions, biologically significant 

results can be obtained. The molecules within images taken using 5ms exposure move fast 

enough that they can be analysed using the tracks analysis method whereby bright spots are 

identified in image frames and their intensity and stoichiometry can be subsequently tracked 

across frames. This was tested by imaging the transcription factor Mig1, tagged with GFP, in 

budding yeast using one of two methods, the tracks method and the spots method. Using the 

MATLAB trackAnalyser function (the tracks method) on these images yielded stoichiometry 

results that were significantly comparable to those published (Wollman et al., 2017). A 

function was built to characterise bright spot stoichiometry simply by using the bright spot 

intensity (the spots method), the utility of this function was tested on the same images of 

Mig1-GFP in yeast and yielded stoichiometry results significantly comparable to using the 

tracks stoichiometry analysis method. Therefore, for image videos taken using a longer 

exposure time or when imaging slow-moving in vivo protein or static in vitro molecules, the 

spots stoichiometry analysis method suffices and yields biologically significant results. These 

results point to the utility of the imaging and analysis methods to capture transcription factors 

within live mammalian cells and characterise their stoichiometry with the potential to reveal 

clustering behaviour of the transcription factors following extracellular stimulation.  
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Chapter 4 – Using the microscope to image transcription factor activity in 

mammalian cells 

Transcription factors are proteins which regulate gene expression. The Nuclear Factor kappa B 

(NFkB) transcription factor activator family consists of five proteins, including RelA. Before 

stimulation, these proteins remain in inactive form in the cell cytoplasm. Several steps 

following stimulation allow the NFkB proteins to enter the cell nucleus to regulate gene 

expression. This chapter covers work carried out to fulfil the third of the five main objectives 

of this PhD;  

3. Image NFkB in human cancer cell lines and measure its stoichiometry 

The NFkB transcription factor RelA in U2OS cancer cell lines before and after stimulation by 

TNF-𝛼 was imaged and the intensity and stoichiometry were characterised. Nucleus 

stoichiometry post stimulation was significantly higher following TNF-𝛼 stimulation with RelA 

appearing to form two homodimers and a heterodimer, possibly with p50, its usual dimer 

partner. Results demonstrated the sensitivity of the HILO/TIRF microscope to single-molecules 

and acted as further evidence supporting the paradigm that transcription factors use clustering 

as a mechanism to facilitate intracellular processes following extracellular stimulation (Black 

et al., 2020; Boehning et al., 2018; Chen et al., 2016; Cho et al., 2018; Chong et al., 2018, 2018; 

Cisse et al., 2013; Z. Liu et al., 2014; Meeussen, et al., 2023; Sabari et al., 2018; Shahein et al., 

2022; Wollman et al., 2017). This paradigm was further tested by imaging the activity of the 

transcription factor androgen receptor (AR) in LNCaP cells before and after stimulation by 

R1881 using HILO and TIRF microscopy. This work was carried out in association with Koffey et 

al.  In the HILO condition, stoichiometry was significantly increased in the cytoplasm and 

nucleus following stimulation and molecules appeared to dimerize, therefore indicating that 

the microscope was able to capture the R1881 stimulation affecting the molecules. The TIRF 

imaging condition showed significant increases in AR stoichiometry at the cell membrane 

immediately for the first twenty minutes following stimulation. Following this, stoichiometry 

returned to levels the same as those before stimulation. These results support propositions in 

recent literature that suggest that AR is active at the cell membrane, not only the nucleus, 

following extracellular stimulation (Cinar et al., 2007; Ding et al., 1998; Nakhla et al., 1990). 

For a period of approximately 20 minutes following stimulation, AR clusters travel to the 

membrane before returning to the cytoplasm or translocating to the nucleus.  
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4.1 Introduction  

Transcription factors make up approximately 8% of human genes (Lambert et al., 2018); they 

are proteins which can turn genes on and off. Traditional models suggest that regulatory 

transcription factors bind to cis-regulatory sequences of DNA (Mitsis et al., 2020) to turn genes 

on and off. The double-helix of a DNA strand contains major and minor grooves, transcription 

factors work to recognise cis-regulatory sequences in these grooves. The transcription factors 

can do this because their surface is complementary to that of the cis-regulatory sequence 

(Alberts et al., 2015). The affinity and specificity of transcription factor binding is increased by 

transcription factors forming dimers from monomers. Thus, the length of the cis-regulatory 

sequence is doubled, this increases the chances of matching sequences (Alberts et al., 2015). 

In eukaryotes, once the transcription factors have bound to the DNA they can either assist 

transcription (hence are termed activators) or can block transcription (hence are termed 

repressors) (Rebeiz and Tsiantis, 2017).  

However, there are many unknowns concerning eukaryotic transcription factors, for example 

it is not fully know how the transcription factors find the correct binding sites amongst many 

non-specific binding sites (Wollman et al., 2017). Also, transcription factors must find a specific 

DNA strand within a complex DNA maze – it is unclear how they do this. The same transcription 

factor can be responsible for regulating multiple different genes in different cell types (Gertz 

et al., 2012). Transcription factor clustering (Wollman et al., 2017) is perhaps a mechanism by 

which transcription factors might increase their affinity and specificity (Schmidt et al., 2014).  

4.1.1 Transcription factors clustering  

Much evidence for the clustering properties of transcription factors has arisen in the past ten 

years. One of the earliest reports of transcription factor clusters came from Yan et al. (2013). 

They analysed the binding pattern of multiple expressed transcription factors in human 

colorectal cancer cells and found that transcription factor binding was highly clustered and 

almost all clusters were formed around the protein complex cohesin. They suggested that 

cohesin-binding serves as cellular memory that promotes re-establishment of transcription 

factor clusters after the DNA replication and chromatin condensation stages of transcription 

(Yan et al., 2013).  Following this, observations of clustering of Sox2 were made in stem cells 

by Liu et al. (2014) using lattice light sheet microscopy. Sox2 is a transcription factor which 

keeps stem cells unspecialized by binding to DNA sequences in the cell nucleus and 
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maintaining the correct gene expression levels. By tracking single-molecules and mapping out 

immobile ones, they found that the Sox2 enhancer sites form clusters (Z. Liu et al., 2014). 

The first observation of transcription factors translocating across cells as whole clusters was 

made in budding yeast by Wollman et al. (Wollman et al., 2017) outlined in chapter 3. Further 

evidence of clustering transcription factors in yeast was given by Black et al. (2020); the 

beginning of the budding yeast cell division cycle, the G1 phase, was termed ‘Start’ by Hartwell 

et al. (1974). G1/S transcription is required for Start to commence, two transcription factor 

complexes control this. These are the SCB-binding factor and the MCB-binding factor (Black et 

al., 2020). Black et al. (2020), using PALM, found that G1/S transcription factors in budding 

yeast not only form clusters, of about eight molecules in size, but these clusters increase in 

number as the cells grow (Black et al., 2020). 

Many transcription factor clustering studies have focussed on the behaviour of RNA 

Polymerase 2 (Pol2) clusters. Pol2 is involved in transcribing DNA into messenger RNA. Cisse 

et al. (2013) observed that Pol2 clusters form transiently with lifetimes averaging 5 seconds. 

The dynamics of the Pol2 clusters were changed by stimuli affecting transcription. They implied 

that the clustering is regulated and contributes to the ability of the cell to effect a rapid 

response to external signals (Cisse et al., 2013). Chen et al. (2016) used Bayesian nanoscopy in 

live mammalian cell nuclei to study the clustering dynamics of Pol2 (Chen et al., 2016).  

Bayesian nanoscopy involves determining the localisation of molecules within dense samples 

by using Bayesian inference, it determines the number of PSFs in an ROI based on their 

intensity. This method can increase the number of closely-spaced molecules identified (Manzo 

et al., 2014). Using Bayesian nanoscopy, Chen et al. (2016) suggested that transcription 

factories form on demand and recruit Pol2 molecules during their pre-elongation phase and 

that the assembly and disassembly of individual Pol2 clusters takes place asynchronously 

(Chen et al., 2016). Cho et al. (2018) used light-sheet and live-cell super-resolution microscopy 

to observe the Mediator coactivator transcription factor and Pol2 in the embryotic stem cells 

of mice and found that Mediator forms small clusters lasting up to approximately 12 seconds 

(Cho et al., 2018). They also found that Mediator and Pol2 form multiple large clusters, with 

approximately 14 of these in each cell (Cho et al., 2018). Further work on Pol2 was conducted 

by Boehning et al. (2018) who found that truncating the carboxy-terminal domain (CTD) of 

RNA Pol2 in human cells, 52, to the length of yeast CTD, 26, decreases Pol2 clustering and 

chromatin association and extending the CTD has the opposite effect. They suggested that Pol2 
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forms clusters at active genes through interactions with CTDs and with activators (Boehning et 

al., 2018).  

Chong et al. (2018) used a combination of super-resolution microscopy techniques including 

FRAP, lattice light-sheet microscopy and others. They proposed that the EWS/FLI1, TAF15 and 

Sp1 transcription factors form ‘hubs’ (clusters) through interactions between low-complexity 

sequence domains (LCDs) (Chong et al., 2018). Sabari et al. (2018) found that the coactivator 

transcription factors MED1 and BRD4 formed phase-separated condensates (clusters) at super-

enhancers (Sabari et al., 2018). Shahein et al. (2022) found that transcription factors can bind 

concurrently to overlapping sites thus challenging the initial ideas of exclusivity of binding. 

Additionally, they found that low-affinity binding site clusters are effective at activating 

transcription in vivo (Shahein et al., 2022). Meeussen et el. (2023) used quantitative 

microscopy in live budding yeast cells and showed that the transcription factor Gal4 forms 

clusters that overlap with the GAL loci. The density and size of the clusters and the number of 

clusters are regulated in different growth conditions by the Gal4 inhibitor, Gal80. They also 

found that in cells in which the Gal4 transcription factor was truncated, Gal4 clustering was 

facilitated by DNA binding. Additionally, they found that when Gal4 molecules are not DNA 

bound, they may inhibit transcription activation (Meeussen, et al., 2023).  

4.1.2 Transcription factors in cancer and targeted drug therapy  

Despite the range of research put into the phenomena, transcription factor clustering is not 

yet fully understood, however transcription factors are a fundamental process in biology 

(Lambert et al., 2018). If unregulated their activity (or inactivity) can cause cancer and 

inflammatory diseases (Adamson et al., 2016), 33 transcription factors and their dysregulation 

have been linked with various cancer types (Lee and Young, 2013). For example, the 

promyelocytic leukaemia protein (PML)-reinoic acid receptor 𝛼 (RAR𝛼) and the core binding 

factor 𝛽 (CBF𝛽)-smooth muscle heavy chain have been found to be drivers of leukaemia (Look, 

1997).  

Much research has been conducted on the effect of drug therapy on alleviating or removing 

cancer (Bushweller, 2019). Bromodomain inhibitors have worked in mouse cancer models and 

various pharmaceutical companies such as GlaxoSmithKline and Merck have carried out 

clinical trials (Filippakopoulos et al., 2010; Gehling et al., 2013; Mirguet et al., 2013; Xu and 

Vakoc, 2017). Additionally, H3K27 enhancer inhibitors are in clinical trials (Helin and Dhanak, 

2013). Although inhibitors have been effective, they tend to impact a wider area of gene 
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expression and so are likely to be less effective (Bushweller, 2019). A more effective method 

would be to directly target the transcription factors involved in the cancer (Bushweller, 2019). 

Overexpression of the ERG and ETV1 transcription factors have been found in prostate cancer 

(Chen et al., 2013; Clark and Cooper, 2009; Helin and Dhanak, 2013; Tomlins et al., 2005) and 

runt-related transcription factors, RUNX1-RUNX3, and CBF𝛽, with which these form dimers, 

have been found to be involved with epithelial cancers (Chuang et al., 2017; Morita et al., 

2017; Scheitz et al., 2012).  

Small molecules which bind to specific nuclear hormone receptors have been used to target 

transcription factors in cancer (Burris et al., 2013), for example oestrogen receptor (ER) 

expression occurs in about 75% of breast cancer cases (Perou et al., 2000); drugs such as 

selective oestrogen receptor modulators (SERMs) and selective oestrogen receptor degraders 

(SERDs) (Patel and Bihani, 2018) which modulate ER activity have been used to treat breast 

cancer (Burris et al., 2013; de Thé, 2018). Additionally, drugs which target androgen receptor 

(AR) activity have been used to treat prostate cancer (Burris et al., 2013; de Thé, 2018); 

androgens drive the proliferation and survival of prostate cancer cells (Bushweller, 2019; Dai 

et al., 2017). Drugs such as bicalutamide, flutamide and nilutamide (Burris et al., 2013) and 

enzalutamide have been developed to reduce AR-driven gene expression (Bushweller, 2019). 

Small-molecule protein-protein inhibitors of the menin-mixed lineage leukaemia (MLL) fusion 

protein interaction which were shown to reduce expression of genes that drive MLL fusion-

positive leukaemia were developed by Grembecka et al. (Borkin et al., 2018, 2016, 2015; 

Grembecka et al., 2012; He et al., 2014). CBF𝛽-SMMHC binding to RUNX1 has been shown to 

be inhibited by AI-10-49, an inhibitor developed which disrupts the protein to protein 

interactions between CBF𝛽-SMMHC and RUNX1 and decreases the colony-forming ability of 

leukaemia cells (Castilla et al., 1996; Mandoli et al., 2014). 

 

4.2 Imaging the NFkB transcription factor RelA in U2OS cells  

4.2.1 Introduction 

The Nuclear Factor k B (NFkB) family of transcription factors are a good system to develop a 

better understanding of how transcription factors work and how they can better be targeted 

as they have been well characterised with standard molecular biology techniques. If the 

inflammatory responses resulting from NFkB activation are incorrect or excessive, this can 

result in pain, chronic inflammation, cancer (Alberts et al., 2015) and neurodegenerative 
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disorders (Jin et al., 2019). NFkB signalling has been found in several human cancers; for 

example, HER2 is a protein that promotes breast cancer growth progression and drug 

resistance, NFkB is active in 86% of HER2-positive and oestrogen-receptor-negative breast 

cancer (Ling and Kumar, 2012).  NFkB proteins are transcription factors that work to regulate 

immune-responses. Two protein families make up the NFkB signalling system, these are 

activators (NFkB) and inhibitors (IkB) (O’Dea and Hoffmann, 2010). In mammals, the NFkB 

family consists of five proteins; RelA, RelB, c-Rel, NFkB1 and NFkB2. Within the IkB family are 

IkB𝛼, IkB𝛽, I𝜅B𝜖 and Bcl-3. Pre-stimulation, NFkB remains in an inactive form in the cell 

cytoplasm and is bound to the inhibitor IkB. During cell stimulation, the IkB is phosphorylated, 

this results in ubiquitination of the IkB. Following this, the IkB is degraded by the 26S 

proteosome, a protein machine which recognises ubiquitin and degrades proteins. Then the 

NFkB can translocate to the nucleus. Once in the nucleus, NFkB works to regulate gene 

expression.  

 

Figure 4.1 An example of NFkB processes within a mammalian cell 

Figure 4.1 depicts canonical NFkB activation within the cell with the following steps;  

1. Extracellular stimuli (e.g. tumour necrosis factor, (TNF-𝛼)) trigger the NF𝜅B pathway 

2. The receptor activates the Ikk kinase protein  

3. The Ikk kinase protein interacts with IkB on a RelA-p50 dimer   

4. The Ikk phosphorylates the IkB protein  
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5. The IkB is ubiquitinated – this causes it to disassociate from the RelA:p50 dimer and 

the IkB is removed from the cell  

6. The RelA:p50 dimer is free to enter the nucleus  

7. The RelA:p50 dimer regulates transcription in the nucleus  

U2OS cells are from human bone tissue, are epithelial and adherent and are from the 

osteosarcoma disease. The cells are strongly adherent and can be used as a transfection host.  

Transfection came in the form of an eGFP-RelA plasmid. Cells were transfected with this 

plasmid 24 hours prior to imaging. Cells were imaged before and after stimulation by tumor 

necrosis factor 𝛼 (TNF-𝛼). When RelA is activated by TNF-𝛼, ubiquitylation and 

phosphorylation occurs in multiple proteins and RelA is released from the inhibitory protein 

complex and it can translocate from the cytoplasm to the nucleus and trigger transcription. 

Bright spots in cell images were captured using the MATLAB functions. Spot intensity and 

stoichiometry were characterised. The aim was to observe if the RelA transcription factor 

formed clusters, if it did, this would indicate that clustering is indeed a mechanism by which 

this transcription factor carries out transcription in response to extracellular stimulation. 

Stoichiometry analysis was used as this could elucidate the number of RelA-GFP molecules in 

clusters.  

 

4.2.2 Methods  

4.2.2.1 Establishment 

Frozen U2OS passage 20 cell lines were stored in 1mL cryotubes in liquid nitrogen storage. A 

cryotube was removed and defrosted. This was pipetted into a 100mL flask with 25mL phenol-

red-free DMEM (Dulbecco’s Modified Eagle Medium) supplemented with 10% Foetal Bovine 

Serum (FBS), 5% L-glutamine and 5% Sodium Pyruvate.  

As U2OS cells naturally adhere to the bottom of the growth flask and imaging dishes, no 

adherence methods were required during culturing and imaging processes.  

Note that in the first stages of cell culture and attempted transfection, normal DMEM, with 

phenol red, was used, however the phenol red is inherently fluorescent and interferes with 

any signal coming from single molecules during imaging. Therefore, phenol-red-free DMEM 

was used for all further culturing and transfecting processes.  
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Cell flasks were fed twice a week; this involved removing old growth media and replacing it 

with a fresh supply. They were also split once a week.  

4.2.2.2 Splitting 

Old growth media was removed from the cell flask and 10mL of Phosphate Buffered Saline 

(PBS) was pipetted into the flask and the flask was shaken slightly. This was to coat the cells to 

protect them from the Trypsin which can be slightly abrasive. The PBS was removed and 5mL 

Trypsin was pipetted into the flask before placing the flask into the incubator at 37°C, 5% CO2 

for 5 minutes. This was done to lift the cells from the bottom of the flask. New flasks were 

labelled and filled with 25mL of new growth media, phenol-red-free DMEM (supplemented 

with 10% FBS, 5% L-glutamine and 5% Sodium Pyruvate).  

The original flask was removed from the incubator and tapped gently to loosen any remaining 

adherent cells. A 40X compound light microscope was used to check that the cells were loose. 

10mL of growth media was added to the original flask and the 15mL of cell to growth media 

was added to a 50mL Falcon tube. The Falcon tube was placed in a centrifuge at 1500rpm for 

5 minutes. Once a pellet had formed at the bottom of the Falcon tube, the supernatant was 

poured away and 10mL of growth media was added. A 10mL syringe was used to re-suspend 

the pellet into the media.  

20𝜇L of the cell media was pipetted onto a cell-counting slide and a cell-counter was used to 

determine the live cell density count, 𝐿 (mL-1) per mL. This value was used to determine the 

cell media seeding amount, 𝐴 (mL) as follows;  

𝐴 =
𝑆

𝐿
                       (37) 

where 𝑆𝜖ℕ, 𝑆 > 0 is the seeding number.  

The amount, 𝐴 was then pipetted into the new cell flask and the flask was stored in the 

incubator at 37°C, 5% CO2.  

4.2.2.3 Transfection  

U2OS cells, at passage 23-25, were split and passed into four 2mL microdishes, each at a cell 

confluency of 500,000, all with phenol-red-free DMEM (+10% FBS, 5% L-glutamine, 5% Sodium 

Pyruvate). These dishes were placed in the incubator at 37°C, 5% CO2 overnight. The next day 

a transfection media was made in four Eppendorf tubes, each tube consisting of the same 

media and media amounts; 1.25𝜇L of p3000 reagent, 1.25𝜇L of lipofectamine 3000 reagent 

and 25𝜇L Optimem. These were left to incubate at room temperature for 15 minutes while 
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each culture dish was washed with 300𝜇L PBS. Each dish was then filled with 1mL Optimem 

and 1mL phenol-red-free DMEM. After the incubation period, 2.5𝜇L of the diluted plasmid 

(1.25𝜇L of the eGFP-p65 plasmid to 1.25𝜇L nuclease-free water) was added to each of the 

transfection media tubes. The dishes were incubated at 37°C, 5% CO2 overnight and imaged 

the next day.  

4.2.2.4 Freezing  

A freezing solution was made with FBS and 10% DMSO (Dimethyl Sulfoxide). Growth media 

was removed from the cell flask and 10mL of PBS was pipetted into and the flask was shaken 

slightly. The PBS was removed and 5mL Trypsin was pipetted into the flask before placing the 

flask into the incubator at 37°C, 5% CO2 for 5 minutes. After this, 10mL of growth media was 

added to the flask and the 15mL of cell to growth media was added to a 50mL Falcon tube and 

placed in a centrifuge at 1500rpm for 5 minutes. Afterwards, the supernatant was poured away 

and the freezing solution was added to the pellet and re-suspended. This media was then 

added in 1mL amounts to cryotubes. The cryotubes were wrapped in blueroll and placed in 

the -80°C freezer storage overnight and then placed in liquid nitrogen storage.  

4.2.2.5 Imaging and stimulation with TNF-𝜶 

Transfected U2OS cell microdishes were placed on the HILO/TIRF microscope sample stage and 

incubated at 37° in 5% CO2. RelA-GFP in U2OS cells was imaged using a 20mW 488nm HILO 

intermediate-narrowfield beam with a (256x256)ROI at 20ms exposure. 2𝜇L of 10ng/mL TNF-

𝛼 in nuclease-free water was added dropwise to cell microdishes during imaging. Cell images 

were taken before and after TNF-𝛼 stimulation.  

4.2.3 Results  

Fluorescence images of RelA-GFP in U2OS cells were taken using a 20mW 488nm HILO 

intermediate-narrowfield beam with a (256x256)ROI at 20ms exposure (figure 4.2). Cells were 

stimulated with TNF-𝛼 and images were taken before and after this. Intensity and 

stoichiometry in image videos were characterised using MATLAB functions.  
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Figure 4.2 Brightfield image of a U20S cell and fluorescence image of RelA-GFP in the cell, taken using 
a HILO 20mW 488nm intermediate-narrowfield beam at 20ms exposure with a (256x256)ROI, and the 
segmentation mask and the bright spots identified by the MATLAB tracker function.  

Images were analysed using the MATLAB tracker function. Cytoplasm single molecule intensity 

before TNF-𝛼 stimulation, for N=13 cells, was 52900±26500 and was, for N=41 cells, 

59000±37700 after stimulation (figure 4.3A). Nucleus single molecule intensity before 

stimulation was 60200±41800 and was 59700±36100 after stimulation (figure 4.3B). 

 

Figure 4.3 A. KDF distribution plots of bright spot intensity (counts) for cytoplasm and B. nucleus of 
fluorescence images of RelA-GFP in U2OS cells taken with a 20mW 488nm HILO intermediate-
narrowfield beam with a (256x256)ROI at 20ms exposure before (w/o TNF-a) and after TNF-𝛼 (w TNF-
a) stimulation.  

The spots stoichiometry method using 3 frames was used to characterise the stoichiometry of 

this data. This was because images were taken at 20ms exposure, this was not fast enough for 

single molecules to be tracked. Therefore, track information would not have been useful. 

Stoichiometry was instead determined by dividing the initial intensity of each bright spot by 

the 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 value, the intensity of a single molecule prior to it photobleaching. This ratio yielded 

an estimate for the stoichiometry. The stoichiometry data before and after TNF-𝛼 stimulation 

is not normally distributed, therefore statistical tests were run on the log distribution of the 

data. Additionally, stoichiometry data was obtained from different samples and two different 

conditions were tested, namely with and without TNF-𝛼 stimulation, therefore an 
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independent sample statistical test was used. The mean cytoplasm stoichiometry before TNF-

𝛼 stimulation, for 𝑛𝑠=9915 bright spots, was 2.4±0.3 (figure 4.4B). The peak of the KDF for 

cytoplasm stoichiometry before TNF-𝛼 stimulation was 2.5±0.03 (figure 4.4A). The mean 

cytoplasm stoichiometry after TNF-𝛼 stimulation, for 𝑛𝑠=48014 bright spots, was 2.5±0.2 

(figure 4.4B). The peak of the KDF for cytoplasm stoichiometry after TNF-𝛼 stimulation was 

2.6±0.02 (figure 4.4A). After running an independent sample t-test at the 5% significance level 

on the log distribution of these data, we obtain a p value of 0.4592 (figure 4.4B) therefore 

indicating that the mean stoichiometry was not significantly different in the cytoplasm pre and 

post TNF-𝛼 stimulation at the 5% significance level. This may suggest that TNF-𝛼 stimulation 

did not affect the molecules within the cell cytoplasm. Contrarily, the mean nucleus 

stoichiometry before TNF-𝛼 stimulation, for 𝑛𝑠=4558 bright spots, was 2.1±0.2 (figure 4.4D). 

The peak of the KDF stoichiometry for the nucleus before TNF-𝛼 stimulation was 2±0.3 (figure 

4.4C). The mean nucleus stoichiometry after TNF-𝛼 stimulation, for 𝑛𝑠=24227 bright spots, 

was 2.4±0.2 (figure 4.4D). The peak of the KDF stoichiometry for the nucleus after TNF-𝛼 

stimulation was 2.3±0.2 after stimulation (figure 4.4C). After running an independent sample 

t-test at the 5% significance level on the log distribution of the nucleus stoichiometry data 

before and after TNF-𝛼 stimulation, we obtain a p value less than 0.05 (figure 4.4D) therefore 

indicating that the molecules in the cell nucleus were affected by the TNF-𝛼 stimulation as the 

mean stoichiometry was significantly higher at the 5% significance level post TNF-𝛼 

stimulation. However, the mean values for nucleus stoichiometry before and after stimulation 

are quite close to one another, so further analysis was conducted to further establish the 

meaning behind these differences. This included analysing stoichiometry over time post-

stimulation.  
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Figure 4.4 A. KDF distribution plots of cytoplasm stoichiometry before and after TNF-𝛼 stimulation and 
B. Violin plots of cytoplasm stoichiometry before (w/o TNF-a) and after (w TNF-a) TNF-𝛼 stimulation 
indicating a p value of 0.4592 between the before TNF-𝛼 (w/o TNF-a) and after TNF-𝛼 (w TNF-a) 
stimulation conditions at the 5% significance level and C. KDF distribution plots of nucleus stoichiometry 
before (w/o TNF-a) and after TNF-𝛼 (w TNF-a) stimulation and D. Violin plots of nucleus stoichiometry 
before and after TNF-𝛼 stimulation indicating a p<<0.05 between the (w/o TNF-a) before TNF-𝛼 and  
after TNF-𝛼 (w TNF-a) stimulation conditions at the 5% significance level  for fluorescence images of 
RelA-GFP in U2OS cells taken using a 20mW 488nm HILO intermediate-narrowfield beam with a 
(256x256)ROI at 20ms exposure.  

Time post TNF-𝛼 stimulation was allotted into seven bins and was plotted against 

stoichiometry for the cytoplasm (figure 4.5A) and nucleus (figure 4.5B). The plots also include 

the stoichiometry pre stimulation for comparison.  
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Figure 4.5 Violin plots of A. cytoplasm stoichiometry and B. nucleus stoichiometry pre and post TNF-𝛼 
stimulation for fluorescence images of RelA-GFP in U2OS cells taken with a 20mW 488nm HILO 
intermediate-narrowfield beam with a (256x256)ROI at 20ms exposure. 

The average stoichiometry within standard error for multiple cells was plotted pre stimulation 

and in the seven allotted bins after stimulation for cell cytoplasm (figure 4.6A) and nucleus 

(figure 4.6B). The two graphs indicate the significance between the stoichiometry pre 

stimulation and post stimulation (in minutes). To start with, cytoplasm stoichiometry after 

TNF-𝛼 stimulation dropped below levels observed in the cytoplasm pre-stimulation, a p value 

of 2.2e-10 was obtained upon running an independent sample Mann-Whitney U test at the 

2.5% confidence interval between cytoplasm stoichiometry before stimulation and cytoplasm 

stoichiometry up to 13 minutes after stimulation. Before stimulation, stoichiometry in the 

cytoplasm was 2.5±0.03 and up to 13 minutes after stimulation it was 2.3±0.03. Then the 

stoichiometry increased for approximately 13 minutes before returning to levels the same as 

those before stimulation. The stoichiometry then increased again and then again returned to 

pre-stimulation levels before dropping below these levels from 65 minutes after stimulation.  

In the first 13 minutes following stimulation by TNF-𝛼, the nucleus stoichiometry remained the 

same as that pre-stimulation, a p value of 0.2488 was observed upon running an independent 

sample Mann-Whitney U test at the 2.5% significance level between the pre-stimulation 

condition and up to 13 minutes afterward. Then, between 13 to 78 minutes following 

stimulation, stoichiometry fluctuated between 2.7±0.06 and 2.5±0.09 before dropping to 

1.8±0.04 in the last 13 minutes, all significantly different to stoichiometry pre-stimulation.  
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Figure 4.6 A. Errorbar plot of average cytoplasm stoichiometry against time post R1881 stimulation 
(minutes) and B. Errorbar plot of average nucleus stoichiometry against time post R1881 stimulation 
(minutes) in fluorescence images of RelA-GFP in multiple U2OS cells (in each time bin) taken with a 
20mW 488nm HILO intermediate-narrowfield beam at 20ms exposure with a (256x256)ROI. The plots 
indicate the significance between stoichiometry pre-stimulation and at each time bin post TNF-𝛼 
stimulation from independent sample Mann-Whitney U tests ran at the 2.5% significance level.   

4.2.4 Conclusion  

Prior to TNF-𝛼 stimulation, RelA-GFP the mean stoichiometry in the nucleus of U2OS cells was 

2.1±0.2 (figure 4.4D), this points to the presence of RelA:RelA homodimers. The mean number 

of RelA-GFP molecules significantly increased in the nucleus following TNF-𝛼 stimulation to 

2.4±0.2 (figure 4.4D). This suggests there was a high probability of clusters consisting of 

approximately 3 RelA-GFP molecules, this may point toward the presence of a RelA:RelA 

homodimer accompanied by a RelA:p50 heterodimer. These findings are consistent with 

literature that suggests that RelA:p50 heterodimers translocate to the nucleus following 

extracellular stimulation, such as by TNF-𝛼 (O’Dea and Hoffmann, 2010). Up to 26 minutes 

after TNF-𝛼 stimulation, average RelA-GFP stoichiometry in the nucleus was 2.7±0.06 (figure 

4.6B), additionally there was a small number of clusters that were between 8-16 molecules in 

size (figure 4.5B). Again, this may point to the presence of both RelA homodimers and RelA:p50 

heterodimers. RelA usually forms heterodimers with p50 (Y.-Q. Chen et al., 1998; Florio et al., 

2022; Ganchi et al., 1993) and these dimers are the most abundant and transcriptionally active 

(Hayden and Ghosh, 2008), while RelA homodimers are less abundant (Ghosh et al., 2012) and 

less stable (Florio et al., 2022), however RelA can interact with DNA on its own in the absence 

of p50 (Ruben et al., 1992). RelA:RelA homodimers being less stable (Florio et al., 2022) may 

explain why the RelA-GFP stoichiometry fluctuated in the nucleus post-TNF-𝛼 stimulation 

(figure 4.6B); between 13-78 minutes after stimulation, stoichiometry significantly decreased 
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and increased, this may point to (RelA:RelA)-GFP homodimers entering the nucleus and 

dissipating after a period of approximately 13 minutes. After entering the nucleus, RelA is 

modified in various ways depending on its binding site. It is usually phosphorylated in a specific 

region, for example in the topologically associating domain (TAD) (Zhong et al., 1998) or, after 

TNF-𝛼 stimulation, it can be phosphorylated by mitogen and stress-activated kinase 1 (MSK1) 

(Vermeulen et al., 2003). The 13 minute period is perhaps the RelA timeframe to translate to 

its specific binding site, it then dissipates following phosphorylation. Additionally, unlike 

Rel:p50 heterodimers, RelA homodimers are not stabilised by hydrogen bonds and salt bridges 

which arguably aid the structural stability of the dimer (F. E. Chen et al., 1998; Florio et al., 

2022; Ghosh et al., 2012; Huang et al., 1997). Therefore, 13 minutes may be how long it takes 

for these dimers to become so unstable as to dissipate.  

The average RelA-GFP stoichiometry on a whole remained the same within the cytoplasm 

before and after cell stimulation by TNF-𝛼, an average of 2.4-2.5 molecules (figure 4.4B). This 

may suggest that the majority of RelA:RelA homodimers remained within the cytoplasm after 

TNF-𝛼 stimulation, while a few RelA-GFP single molecules formed heterodimers with p50 

before translocating to the nucleus. This would also explain why, upon further inspection of 

RelA-GFP stoichiometry levels in the cytoplasm post TNF-𝛼 stimulation (figure 4.6A), 

stoichiometry significantly decreased in the first 13 minutes post stimulation and then 

fluctuated to levels at or above stoichiometry pre stimulation for approximately 13—52 

minutes and then finally decreased to levels below pre stimulation stoichiometry after this.  

Additionally, there were many clusters in the cytoplasm that were between 5-12 molecules in 

size pre-TNF-𝛼 stimulation and up to 91 minutes after stimulation, this may point to 

(RelA:RelA)-GFP homodimers which did not translocate to the nucleus at any time. As human 

cells intrinsically create and induce NFkB transcription factors (Liu et al., 2017), endogenous 

RelA molecules not tagged with GFP (dark RelA) may also play a part in the clustering 

behaviour of the RelA-GFP molecules, detected clusters of 3 RelA-GFP molecules in size may 

in fact contain 4 or more RelA molecules and hence contain more than one or two RelA:RelA 

homodimers, but dark RelA is not something the microscope would be able to detect.  

The presence of RelA-GFP clusters of approximately 8-16 (within the nucleus) and 5-12 (within 

the cytoplasm) molecules in size point toward definite clustering behaviour of the RelA-GFP 

molecules. Therefore, the clustering behaviour of the NFkB RelA transcription factor in U2OS 

cells in response to extracellular stimulation by TNF-𝛼 was evidenced using the HILO/TIRF 
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microscope and subsequently using the MATLAB functions to analyse the image results and 

quantify stoichiometry.  

 

4.3 Imaging the transcription factor androgen receptor (AR) in LNCaP cells  
LNCaP cells were grown and transfected with AR-GFP by Coffey et al. and AR-GFP before and 

after R1881 stimulation in the cells was imaged using the HILO/TIRF microscope.  

4.3.1 Introduction  

Androgen receptor (AR) is a 110kDa steroid hormone receptor which is massively associated 

with prostate cancer development (Coffey and Robson, 2012). AR usually resides in the cell 

cytoplasm. When the cell is stimulated by an androgen hormone, such as testosterone, the 

testosterone is converted by the enzyme 5𝛼-reductase into dihydrotestosterone (DHT). DHT 

enters the cell cytoplasm where it binds to AR. This causes the AR to disassociate from heat 

shock proteins (HS), following this, the AR is free to enter the nucleus. When in the nucleus, 

the AR homodimerises and stimulates the transcription of androgen-responsive genes 

(Bennett et al., 2010) (figure 4.7).  

Although the typical AR activation pathway occurs between the cell cytoplasm and nucleus, 

there is evidence of AR activity on the cell membrane. Recently, membrane-associated AR in 

LNCaP cells has been shown to activate the P13-kinase/serine threonine kinase Akt signalling 

cascade, a mediator for growth, survival and metabolic signalling (Cinar et al., 2007). In the 

last thirty years, membrane AR in LNCaP cells has also been shown to activate cAMP (Nakhla 

et al., 1990), a cellular signal occurring in intracellular signal transduction, and protein kinase 

A (Ding et al., 1998). 
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Figure 4.7 An example of AR processes within a mammalian cell 

Figure 4.7 is a depiction of a typical AR activation process within the cell and has the 

following steps;  

1. Testosterone is converted into dihydrotestosterone (DHT) by the enzyme 5𝛼-reductase  

2. DHT enters the cytoplasm  

3. DHT binds to AR 

4. The AR disassociates from heat-shock proteins (HS) 

5. The AR enters the nucleus  

6. AR homodimerises in the nucleus  

7. AR facilitates transcription of androgen-responsive genes  

Post-translational modifications such as regulation of protein stability, interaction with other 

proteins, cellular localisation and the very structure of AR can contribute to modulation of AR 

activity (Coffey and Robson, 2012). Studying these mechanisms can help elucidate appropriate 

therapies for problems caused by AR dysregulation such as prostate cancer.  

LNCaP cells are androgen-sensitive, weakly-adherent epithelial cells from a lymph node 

metastasis. They are a cell line of human prostate carcinoma cells. Due to their androgen 

sensitivity, they are useful for studying the mechanisms of AR. R1881 is an androgen stimulant 

(Migliaccio et al., 2000; Takeda et al., 2007) which can be used to trigger the AR pathway in 

LNCaP cells. The stoichiometry of AR in the cell membrane, cytoplasm and nucleus was 
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characterised to observe if clusters of AR were formed in response to R1881. If clusters did 

form, this would indicate that clustering is a mechanism utilised by AR to aid transcription in 

response to extracellular transcription.  

 

4.3.2 Methods  

AR-GFP LNCaP cells were grown by Coffey et al. for 24 hours in 10% SDM followed by 48 hours 

growth in 0.5% SDM. Samples were plated in 2mL dishes prior to imaging and 20𝜇L of 1nM 

R1881 was pipetted to dishes during imaging. Samples were maintained at approximately 

room temperature during imaging and a 40mW HILO beam at 20ms exposure with a 

(256x256)ROI was used to capture AR-GFP with and without R1881 stimulation.  

AR-GFP in LNCaP cells was imaged using two different imaging conditions, namely;  

• Using a (256x256)ROI with 20ms exposure and a 40mW 488nm HILO intermediate-

narrowfield beam    

• Using a (256x256)ROI with 20ms exposure and a 40mW 488nm TIRF intermediate-

narrowfield beam  

HILO imaging was used to observe the AR mechanisms occurring in the cytoplasm and, 

following stimulation by R1881, in the nucleus. TIRF imaging was used to capture AR 

characteristics at the cell membrane; in light of literature evidencing AR activity at the 

membrane (Cinar et al., 2007; Ding et al., 1998; Nakhla et al., 1990),  it was thought that TIRF 

imaging could be used to reveal the behaviour of AR clusters at the membrane in LNCaP cells 

stimulated with R1881.   

Cells were stimulated with 20𝜇L of 1nM R1881 during imaging and the intensity and 

stoichiometry of images pre and post stimulation was categorised.  

4.3.3 Results  

4.3.3.1 Capturing AR-GFP in LNCaP cell cytoplasm and nucleus using a HILO beam  

Fluorescence images of AR-GFP in LNCaP cells were taken using a 40mW 488nm intermediate-

narrowfield beam at HILO angle between 45-56° using a (256x256)ROI at 20ms exposure 

(figure 4.8). Images were taken before and after stimulation with R1881 and the cytoplasm 

and nucleus intensity and stoichiometry were characterised.  
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Figure 4.8 Brightfield image of a LNCaP cell and fluorescence image of AR-GFP in the cell, taken using 
a HILO 40mW 488nm intermediate-narrowfield beam at 20ms exposure with a (256x256)ROI, and the 
segmentation mask and the bright spots identified by the MATLAB tracker function. 

After using the tracker function on the images, cytoplasm single molecule intensity, for N=19 

cells, before R1881 stimulation was 74300±40000 and was for, N=20 cells, 59700±41800 after 

stimulation (figure 4.9A) while nucleus single molecule intensity before R1881 stimulation was 

90400±56000 and was 69000±46400 after stimulation (figure 4.9B).  

 

Figure 4.9 A. KDF distribution plot of cytoplasm bright spot intensity before (w/o R1881) and after (w 
R1881) R1881 stimulation and B. KDF distribution plot of nucleus bright spot intensity before and after 
R1881 stimulation for AR-GFP in LNCaP cells imaged with a 40mW 488nm HILO intermediate-
narrowfield beam with a (256x256)ROI at 20ms exposure.  

The spots stoichiometry method using 3 frames was used to characterise the stoichiometry of 

this data. This was because images were taken at 20ms exposure, this was not fast enough for 

single molecules to be tracked. Therefore, track information would not have been useful. 

Stoichiometry was instead determined by dividing the initial intensity of each bright spot by 

the 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 value, the intensity of a single molecule prior to it photobleaching. This ratio yielded 

an estimate for the stoichiometry. The stoichiometry data was not normally distributed, 

therefore statistical tests were run on the log distribution of the data. Additionally, since 

different samples and different conditions were used, an independent sample statistical test 

was used to test the difference in stoichiometry means between samples given R1881 and not 

given R1881.  
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The mean cytoplasm stoichiometry before R1881 stimulation, for 𝑛𝑠=307 bright spots, was 

3.1±0.3 (figure 4.10B). The peak of the KDF cytoplasm stoichiometry before R1881 stimulation 

was 2.3±1.5 (figure 4.10A). The mean cytoplasm stoichiometry after R1881 stimulation was, 

for 𝑛𝑠=459 bright spots, 3.6±0.3 (figure 4.10B). The peak of the KDF cytoplasm stoichiometry 

after R1881 stimulation was 3.1±1.3 (figure 4.10A). Upon running an independent sample t-

test at the 5% significance level on the log distribution of cytoplasm stoichiometry before and 

after R1881 stimulation, we obtain a p value less than 0.05 (figure 4.10B). This indicates that 

the mean stoichiometry in the cytoplasm was significantly higher at the 5% significance level 

after the R1881 stimulation. The mean cytoplasm stoichiometry values before and after R1881 

stimulation are quite similar so further analysis was conducted to verify the difference 

between them. The median cytoplasm stoichiometry before R1881 stimulation was 2.8 and 

was 3.4 after stimulation. An independent sample Mann Whitney U test at the 5% significance 

level was run on the cytoplasm stoichiometry comparing pre and post R1881 stimulation 

stoichiometry and a p value less than 0.05 was obtained. This indicates a significant difference 

at the 5% level in the median stoichiometry pre and post R1881 stimulation.  

The mean nucleus stoichiometry, for 𝑛𝑠=86 bright spots, before R1881 stimulation was 2.3±0.2 

(figure 4.10D). The peak of the KDF nucleus stoichiometry before R1881 stimulation was 

1.6±1.1 (figure 4.10C). The mean nucleus stoichiometry, for 𝑛𝑠=66 bright spots, after R1881 

stimulation was 3.7±0.3 (figure 4.10D). The peak of the KDF nucleus stoichiometry after R1881 

stimulation was 3.3±2.3 (figure 4.10C). After running an independent sample t-test at the 5% 

significance level on the log distribution of these data, we obtain a p value less than 0.05 (figure 

4.10D), showing that the mean stoichiometry in the nucleus significantly increased at the 5% 

significance level post R1881 stimulation. In the nucleus the stoichiometry almost doubled, 

indicating dimerization of the molecules. 
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Figure 4.10 A. KDF distribution plots of cytoplasm stoichiometry before (w/o R1881) and after (w 
R1881) R1881 stimulation and B. Violin plots of cytoplasm stoichiometry before and after R1881 
stimulation for multiple cells indicating a p<<0.05 after running an independent sample t-test at the 5% 
significance level between the log distribution of the w/o R1881 and w R1881 stoichiometry data and 
C. KDF distribution plots of nucleus stoichiometry before and after R1881 stimulation and D. Violin plots 
of nucleus stoichiometry before and after R1881 stimulation indicating a p<<0.05 between the w/o 
R1881 and w R1881 conditions for fluorescence images of AR-GFP in LNCaP cells taken using a 40mW 
488nm HILO intermediate-narrowfield beam with a (256x256)ROI at 20ms exposure.  

 

4.3.3.2 Capturing AR-GFP in LNCaP cell membrane using a TIRF beam  

Images of AR-GFP in LNCaP cells were taken using a 40mW 488nm intermediate-narrowfield 

beam at a TIRF angle, excitation incident angle above 62°, with a (256x256)ROI at 20ms 

exposure (figure 4.11). Intensity and stoichiometry were characterised before and after 

stimulation by R1881.  
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Figure 4.11 Brightfield image of a LNCaP cell and fluorescence image of AR-GFP in the cell, taken using 
a TIRF 40mW 488nm intermediate-narrowfield beam at 20ms exposure with a (256x256)ROI, and the 
segmentation mask and the bright spots identified by the MATLAB tracker function. 

After running the tracker function on the cell images, single molecule intensity, for N=19 cells, 

before R1881 stimulation was 87400±72400 and was, for N=19 cells, 78100±51300 after 

stimulation (figure 4.12). 

The spots stoichiometry 

method using 3 frames was 

used to characterise to 

stoichiometry of this data. 

Again, this was because 

images were taken at 20ms 

exposure, this was not fast 

enough for single molecules 

to be tracked. Therefore, 

track information would not 

have been useful. 

Stoichiometry was instead 

determined by dividing the initial intensity of each bright spot by the 𝐼𝑠𝑖𝑛𝑔𝑙𝑒 value, the intensity 

of a single molecule prior to it photobleaching. This ratio yielded an estimate for the 

stoichiometry.   

Figure 4.12 KDF distribution plot of spot intensity before (w/o R1881) 
and after (w R1881) R1881 stimulation for fluorescence images of 
AR-GFP in LNCaP cells taken with a 40mW 488nm TIRF intermediate-
narrowfield beam at 20ms exposure with a (256x256)ROI. 
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Figure 4.13 A. KDF distribution plots of cell stoichiometry before (w/o R1881) and after (w R1881) R1881 
stimulation and B. Violin plots of cell stoichiometry before and after R1881 stimulation for multiple cells 
indicating a p<<0.05 after running an independent sample Mann-Whitney U test at the 5% significance 
level  between the w/o R1881 and w R1881 conditions for fluorescence imaged of AR-GFP in LNCaP cells 
taken using a 40mW 488nm TIRF intermediate-narrowfield beam and a (256x256)ROI at 20ms 
exposure.  

The mean stoichiometry before R1881 stimulation, for 𝑛𝑠=1951 bright spots, was 2.2±0.3 

(figure 4.13B). The peak of the KDF stoichiometry before R1881 stimulation was 1.8±0.9 (figure 

4.13A). The mean stoichiometry after R1881 stimulation, for 𝑛𝑠=3238 bright spots, was 2.5±0.3 

(figure 4.13B). The peak of the KDF stoichiometry after R1881 stimulation was 1.8±1.2 (figure 

4.13A). Despite these means being quite close in value before and after stimulation, there 

were differences in stoichiometry before and after addition of R1881 and this was shown by 

the results of an independent sample statistical test ran on the data and an analysis of the 

median and range values and log distribution of each dataset. Firstly, the median stoichiometry 

before R1881 stimulation was 1.9 and the 

range was 10.6, after R1881 stimulation the 

median was 2.2 and the range was 12.9. An 

independent sample Mann-Whitney U test at 

the 5% significance level was ran on the 

datasets before and after R1881 stimulation 

and a p value less than 0.05 (figure 4.13B) was 

obtained indicating a significant difference 

between the stoichiometry median before 

and after R1881 stimulation at the 5% 

significance level. Upon observing the log 

distribution of each dataset (figure 4.14), we 

can see that stoichiometry is indeed higher 

Figure 4.14 Violin plots of log distribution 
stoichiometry before (w/o R1881) and after (w 
R1881) R1881 stimulation indicating a p<<0.05 
after running an independent sample t test at the 
5% significance level for fluorescence imaged of 
AR-GFP in LNCaP cells taken using a 40mW 488nm 
TIRF intermediate-narrowfield beam and a 
(256x256)ROI at 20ms exposure.  
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after R1881 stimulation (w R1881). This is verified by obtaining a p value less than 0.05 after 

running an independent sample t-test at the 5% significance level on the log distribution 

stoichiometry before and after R1881 stimulation.   

The molecules at the cell membrane did not dimerize as they did in the nucleus and cytoplasm, 

but the spread of the data indicates that higher stoichiometry values were found following 

R1881 stimulation, possibly pointing to AR-GFP clusters. Further analysis was conducted to 

assess if these stoichiometry values really were different. Time post TNF-𝛼 stimulation was 

allotted into five bins with multiple cells in each time bin and was plotted against stoichiometry 

(figure 4.15). The plots also include the stoichiometry pre stimulation for comparison.  

The average stoichiometry within standard error was plotted pre stimulation and in the five 

allotted bins after stimulation (figure 4.16) for multiple cells in each time bin. The graph 

indicates the significance between the stoichiometry pre stimulation and post stimulation (in 

minutes). The cell stoichiometry significantly increased at the 2.5% significance level from 

1.8±0.9 pre-stimulation to 2.6±0.06 in the first 7 minutes following stimulation by R1881. Upon 

running an independent sample Mann-Whitney U test at the 2.5% significance level between 

Figure 4.15 Violin plots of cell stoichiometry post R1881 stimulation (in minutes) and average cell 
stoichiometry pre R1881 stimulation (inset) for fluorescence images of AR-GFP in LNCaP cells taken 
with a 40mW 488nm TIRF intermediate-narrowfield beam with a (256x256)ROI and 20ms 
exposure. 
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these conditions, we obtain a p value of 1.4e-06. Then, for approximately 14 minutes, the 

stoichiometry fluctuated slightly before dropping back to levels of those pre-stimulation.  

 

Figure 4.16 Errorbar plot of average stoichiometry against time post R1881 stimulation (minutes) for 
multiple cells in each time bin from fluorescence images of AR-GFP in LNCaP cells taken with a 40mW 
488nm TIRF intermediate-narrowfield beam at 20ms with a (256x256)ROI. The plot indicates the 
significant difference between stoichiometry pre-stimulation and at each time bin post R1881 
stimulation from independent sample Mann-Whitney U tests ran at the 5% significance level ran 
between them.  

4.3.4 Conclusion  

After using HILO microscopy to image AR-GFP in LNCaP cells before and after R1881 

stimulation, it was observed that mean AR-GFP stoichiometry in the nucleus significantly 

increased from 2.3±0.2 molecules before stimulation to 3.7±0.3 molecules after stimulation 

(figure 4.10D). This significant increase to nearly double the number of molecules in a cluster 

following stimulation clearly matches what is written in literature. That is, upon stimulation AR 

enters the nucleus and homodimerises (Bennett et al., 2010). Not only are these results further 

proof of the sensitivity of the HILO/TIRF microscope to capture biological activity of 

transcription factors in vivo, but the results also further support the claim that clustering of 

transcription factors is a mechanism that facilitates transcription following extracellular 

stimulation.  

HILO microscopy also revealed the mean number of AR-GFP molecules in the cytoplasm of 

LNCaP cells significantly increasing from 3.1±0.3 before R1881 stimulation to 3.6±0.3 after 

stimulation (figure 4.10B). AR typically forms homodimers (Bennett et al., 2010), however 

there is evidence that it can heterodimerise with the nuclear testicular receptor 4 (TR4) (Lee 

et al., 1999) and the oestrogen receptor 𝛼 (ER𝛼) isoform (Zhou et al., 1994). This may explain 
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why there is an increase in stoichiometry from clusters of approximately 2 or 3 molecules in 

size to clusters of approximately 3 or 4 molecules in size; increases to even numbers of AR-GFP 

molecules point to homodimerisation while increases to odd numbers point to 

heterodimerisation.  

The mean AR-GFP stoichiometry in the cell membrane was 2.2±0.3 prior to R1881 stimulation 

and was 2.5±0.3 following stimulation. After running statistical tests, it was shown that this 

was a significant increase (figure 4.13B). This may suggest that the AR-GFP dimers increased 

from 2 prior to simulation to 3 or 4 after stimulation. Upon closer inspection of stoichiometry 

before stimulation and up to 35 minutes following stimulation, it was revealed that there were 

clusters of between 5-12 molecules in size present (figure 4.15). Further analysis indicated that 

AR-GFP stoichiometry at the cell membrane significantly increased from 1.8±0.9 molecules 

before stimulation to values fluctuating around 2.6±0.06 molecules in the 21 minutes after 

stimulation by R1881. After this, stoichiometry returned to levels the same as those before 

stimulation (figure 4.16). This shows that for a period after stimulation, clusters of AR dimers 

travelled to the cell membrane before dissipating or returning to other areas of the cell. Akin 

to the results obtained after imaging RelA-GFP in U2OS cells, this further evidences the 

clustering mechanism of transcription factors to facilitate transcription following stimulation 

by extracellular materials, such as R1881 or TNF-𝛼. Additionally, this supports literature that 

suggests that AR is active at the cell membrane (Cinar et al., 2007; Ding et al., 1998; Nakhla et 

al., 1990) following cellular stimulation.  

 

4.4 Chapter conclusion  
The HILO/TIRF microscope was designed to capture the mechanisms of single molecules, such 

as transcription factors and proteins, within live cells. After successfully demonstrating that 

the microscope could be used to capture clusters of the transcription factor  Mig1 within 

budding yeast cells with the same stoichiometry as had been initially evidenced (Wollman et 

al., 2017), the next step was to use the microscope to capture the dynamics of transcription 

factors in mammalian cells.  

The behaviour of two transcription factors within live cells was captured, these were RelA-GFP 

in U2OS cells and AR-GFP in LNCaP cells.  
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RelA stoichiometry was shown to significantly increase in the nucleus of U2OS cells stimulated 

with TNF-𝛼. The average number of molecules increased from around 2 molecules before 

stimulation to almost 3 molecules after stimulation. Additionally, some molecules formed 

clusters of approximately 8-16 molecules in size. These results demonstrate that RelA 

homodimerised and heterodimerised with p50 in response to the TNF-𝛼 stimulation. Not only 

do these results support the proof of concept that the HILO/TIRF microscope is sensitive to 

single molecules but they also support evidence that transcription factors form clusters as a 

mechanism to facilitate intracellular responses.  

AR stoichiometry significantly increased in both the cytoplasm and nucleus of LNCaP cells 

stimulated with R1881. The HILO/TIRF microscope captured the homodimerisation of the AR-

GFP molecules following stimulation when using HILO angles while TIRF microscopy was able 

to reveal AR-GFP average stoichiometry significantly doubling at the cell membrane for a 

period following R1881 stimulation before returning to pre-stimulation levels after 

approximately 21 minutes. These results support evidence that the transcription factor AR is 

not only active in the nucleus following stimulation by androgen hormones but is active at the 

cell membrane too. 
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Chapter 5 – Gravityscope and SUGAR (Saccharomyces cerevisiae Uptake of 

Glucose Applying Real-time imaging) 

5.1 Introduction  

This chapter outlines work carried out with five other students at Newcastle University to 

design, build and test a microscope and microfluidic syringe pump. The system was named 

Gravityscope and was built as part of the SUGAR (Saccharomyces cerevisiae Uptake of Glucose 

Applying Real-time imaging) project for the European Space Agency (ESA) 2022 Fly Your Thesis 

Program. The project was sponsored by ESA, the UK Space Agency (UKSA) and the Newcastle 

University Doctoral College Enhancement Fund.  

Gravityscope was specifically designed to withstand vibrations experienced during a parabolic 

flight, offering microgravity (~0.01g) and hypergravity (1.8-2g) conditions. Vibration-resistance 

performance was tested on the ground by placing Gravityscope atop a centrifuge and on a van 

to characterise microscope stability in response to vibration. Yeast strains CEN.PK 113-7D and 

S288C were compared against each other in the lab for adherence with concanavalin A and 

uptake of fluorescent glucose 2-NBDG. After initial testing, Gravityscope was used during The 

79th ESA Parabolic Flight Campaign (PFC) on board a microgravity and hypergravity flight to 

take images of yeast samples while they were injected with 2-NBDG. Gravityscope performed 

well during flight and was used to capture sample images during microgravity and hypergravity 

stages. The system would work well for future abnormal gravity experiments and in other 

extra-laboratory environments.  

5.1.1 Cell signalling in abnormal gravity conditions  

The SUGAR (Saccharomyces cerevisiae Uptake of Glucose Applying Real-time imaging) project 

aim was to study cell signalling transduction in abnormal gravity conditions, hypergravity (1.8-

2g) and microgravity (~0.01g). It has been shown that cell signalling is severely affected by 

microgravity, including in areas such as the human immune system (Chakraborty et al., 2018; 

Hughes-Fulford, 1991; Manti, 2006; Shi et al., 2021; Wise et al., 2005), metabolism (Hughes-

Fulford, 1991; Hughson et al., 2016; Kondo et al., 2021; Li et al., 2018; Loomer, 2001; Manti, 

2006; Shi et al., 2021; Strollo and Vernikos, 2021; Thiel et al., 2021) and in microorganisms 

such as yeast (Hammond et al., 2017; Nislow et al., 2014; Roy et al., 2015; Sheehan et al., 

2007). However, it remains unclear if the cell signalling process itself is impacted by gravity or 

if the changes in cell signalling are a by-product of the complex changes experienced by cells 

in microgravity.  
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The NASA ARTEMIS missions and the ESA 2025 vision aim to see the return of human footfall 

on the moon by 2025 and further aims to land humans on Mars. Therefore, it is important to 

understand the impact of long-duration microgravity exposure on living organisms. It takes 

approximately 3 days for a typical rocket to reach the Moon from Earth and approximately 7-

9 months to reach Mars. This extended period of time in a microgravity environment can have 

adverse effects on astronaut health, including on bone density (Arfat et al., 2014), immune 

system (Blum et al., 2000; Friedrich et al., 1996; Lang et al., 2010; “Multi-function Light 

Microscopy Module for the International Space Station,” 2001; Strauch et al., 2010) and 

metabolism (Blum et al., 2000; Corydon et al., 2016; Kahle et al., 2011; Lang et al., 2010; Pache 

et al., 2010; Pan et al., 2012; Strauch et al., 2010; Thiel et al., 2019; Toy et al., 2012). Longer 

and further-out spaceflight missions will also require new self-sufficiency and miniaturisation 

technologies to reduce the cost and weight of carrying cargo to space.  

Synthetic biology is a process whereby microorganisms are used to grow medicine and food 

products. This is a useful technology for space travel as it does not require very much starting 

material to be transported and bioreactors can be used to scale up growth processes. Yeast 

has already been shown to work well in synthetic biology processes, including to manufacture 

medicines such as morphine (Williams et al., 2018), penicillin (Awan et al., 2017), the potential 

anti-cancer drug noscapine (Li and Smolke, 2016) and an angina treatment breviscapine (Liu 

et al., 2018). Yeast has also been used to produce haemoglobin for cultured meat (L. Liu et al., 

2014). 

Furthermore, yeast is an invaluable model system for studying biological processes in human 

cells due to it being relatively quick to grow, with a doubling time of just 2 hours compared to 

2 days for mammalian cells (U2OS), it is robust and its entire genome has been mapped since 

1996 (Mewes et al., 1997).  

5.1.2 Microscopy in extra-laboratory environments  

Microscopy can take on many forms and can be used in many different environments and 

conditions, including under water (Dubay et al., 2022; MacNeil et al., 2021; Mallery et al., 

2021; Mullen et al., 2020; Ramirez et al., 2022), in icy conditions (Lindensmith et al., 2016), in 

the presence of a super-conducting magnet (Meng et al., 2019) and in abnormal gravity (Blum 

et al., 2000; Corydon et al., 2016; Edgett et al., 2012; Friedrich et al., 1996; Huang et al., 2020; 

Lang et al., 2010; Neelam et al., 2021; Own et al., 2022; Pache et al., 2010; Pan et al., 2012; 
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Strauch et al., 2010; Thiel et al., 2019; Toy et al., 2012). There have only been 16 microscopes 

utilised on abnormal gravity platforms.  

There are various platforms which offer microgravity and hypergravity environments. Some 

platforms such as Drop Towers, Space Shuttles and the International Space Station (ISS) 

offering only microgravity conditions. Others such as Parabolic Flights, sounding rockets and 

Random Positioning Machines (RPMs) offering both hypergravity and microgravity conditions. 

Each platform meets an experimenters needs differently.  

 

5.1.2.1 Microscopy on a random positioning machine (RPM) 

A Random Positioning Machine (RPM) allows 3D rotation at random speeds and directions 

through the use of independent motor drivers (van Loon, 2006). These can simulate 

microgravity or hypergravity. However, a disadvantage of RPMs is that samples sometimes 

experience residual gravity whereby the sample is not entirely in microgravity, ergo the effects 

of Earth gravity still apply.  

A digital holographic microscope (DHM) (Goodman and Lawrence, 2004; Schnars and Jüptner, 

1994) uses a coherent lightsource, such as a laser, to illuminate a sample, but instead of 

creating a projected image of the sample, it creates a hologram. The image-forming lens that 

is usually found in optical microscopy is replaced with a computer which uses an algorithm to 

numerically reconstruct an image of the sample. DHM has faster frame rates when compared 

to confocal microscopy and increased depth of field (Farthing et al., 2017). A DHM with a 

650nm laser source was positioned on the Deutsches Zentrum für Luft- und Raumfahrt (DLR, 

German Space Agency) RPM to image actin-GFP in C2C12 mouse myoblast cells (Pache et al., 

2010).  

The RPM at the Microgravity Simulation Support Facility (MSSF) at the NASA Kennedy Space 

Center was used to test performance of a microscopy setup consisting of a Dino-Lite Edge 

Series microscope fitted with a WF-10 WIFI adapter for live-streaming capabilities (Neelam et 

al., 2021). Additionally, a DHM was combined with a superconducting magnet (SM) and fitted 

to an RPM. The SM generated different magnetic fields which cancelled-out the gravitational 

force of biological samples resulting in samples levitating in simulated microgravity. Long-term 

and real-time cell division of osteoblasts under microgravity conditions could be observed (Pan 

et al., 2012).   
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5.1.2.2 Microscopy on drop towers  

Experiments in drop towers experience weightlessness as they are in freefall from the top of 

the tower to the padded bottom. The Zarm Fallturm (drop tower) in Bremen, Germany is 146m 

tall and is used by ESA scientists to conduct microgravity experiments. The tower offers 

approximately 4.74 seconds of microgravity in a 110m freefall at 10−6g. The 2.2 second drop 

tower at NASA Glenn Research Centre offers 2.2 seconds of microgravity at 10−3g during a 

24m drop. Samples in drop towers must be fully self-contained and able to be without the 

experimenter for approximately 90 minutes before the drop to allow the air in the tower to be 

vacuumed to prevent vibrations during the drop and for 20 minutes after the drop to allow the 

tower to be refilled with air before human entry.  

An advantage of drop towers includes a microgravity environment very close to that in space. 

However, the timeframe for this environment is extremely short. Furthermore, there is not 

much opportunity for human interaction with the experiment once it is in the tower.  

There have been no microscopes used in drop towers to date. Future work could focus on 

developing a microscope which is fully automated and samples that are either fixed or fully 

self-sufficient so it can be used during a drop when experimenters cannot interact with it.  

 

5.1.2.3 Microscopy on parabolic flights  

Experiments are attached within a plane which performs parabolic manoeuvres, flying up and 

down, in z (m) at angles of approximately 45°. Advantages of parabolic flights include the 

ability for experimenters to interact with their experiments and to conduct human 

experiments, rather than just experiments on samples. Furthermore, intervals of microgravity 

are much longer than those provided by drop towers.  

Four microscopes in total have been modified for and used on parabolic flights which includes 

the Leica DMIL (Bensheim, Germany) brightfield microscope fitted with an AVN Security 

camera (Groß-Umstadt, Germany) to take real-time 5 pictures/second DVD movies of 

migrating immune cells for the ESA PFC 2008 (Lang et al., 2010). Additionally, a brightfield, 

four-channel fluorescence microscope, BiozeroBZ-8000 (Keyence, Osaka, Japan), was attached 

to a rack dampened with silicone for the ESA PFC in 2006 to observe the beating pattern of 

flagellum (Strauch et al., 2010).  
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A confocal laser spinning disc microscope involves using an opaque disk filled with pinholes 

which is spun at high speeds during imaging. The pinholes scan across the sample to create an 

image. An advantage of this microscopy method is that it reduces photodamage to samples. 

Bespoke microscopes like the confocal laser spinning disc microscope, FLUMIAS, and a DHM, 

have also been used on parabolic flights to image cytoskeletal changes in stable transfected 

human follicular thyroid carcinoma cells (FTC-133) (Corydon et al., 2016) and C2C12 mouse 

myoblast cells (Pache et al., 2010) respectively.  

 

5.1.2.4 Microscopy on sounding rockets  

Experiments can also be launched in a sounding rocket, flying up to 75km high, providing 

approximately 13 minutes of microgravity at values of 10−6g. At launch, experiments 

experience 12g for approximately 45 seconds. Advantages of sounding rockets include the 

extended periods of microgravity compared to those for drop towers and parabolic flights.  

Additionally, microgravity values are very similar to those in space. However, unlike parabolic 

flights, the rocket does not allow experimenters to interact closely with their experiment as it 

occurs.  

The FLUMIAS, a confocal laser spinning disc microscope fitted with four different excitation 

wavelengths and a temperature-controlled fixation unit to allow chemical fixation of cells 

under investigation at any point during flight, flew on the TEXUS 52 sounding rocket (Corydon 

et al., 2016).  

 

5.1.2.5 Microscopy on the space shuttle  

The Space Shuttle was a reusable low-earth-orbit (LEO) spacecraft operated by NASA from 

1981-2011, its official name being the Space Transportation System (STS). An advantage of the 

STS for experiments was the extended periods of real microgravity experienced in LEO.  

Two STS missions carried microscopes, namely the STS-65, carrying the NIZEMI in 1994, and 

the STS-95 carrying the CODAG in 1998. NIZEMI included a centrifuge plate fitted to an Axiskop 

Zeiss microscope (Friedrich et al., 1996). The Cosmic Dust Aggregation Experiment (CODAG) 

involved the observation of dust particle motion using stereo long-distance microscopes with 

high-speed CCD cameras (Blum et al., 2000).  
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5.1.2.6 Microscopy on the ISS 

The ISS provides a real microgravity, 10−6g, environment for experiments for extended 

periods. Four microscope facilities have been designed and built especially for long-term use 

on the ISS including the Light Microscopy Module (LMM), launched in 2000, the BIOLAB facility, 

launched in 2008, the BioServe Microscopy Platform (BSMP), launched in 2016 and 2018, and 

the Nanoracks Microscope 3 launched in 2020. Two more microscopes, the FLUMIAS-DEA and 

the Mochii ISS-National Laboratory (NL), were built on the ground and sent to the ISS for short-

term missions.  

NASA LMM is a light microscope which can be remotely operated and includes features such 

as brightfield, darkfield, confocal microscopy, fluorescence microscopy, spectrophotometry 

and optical tweezers. The LMM has been used for experiments such as Advanced Colloids 

Experiments, Constrained Vapour Bubble experiments and Conduct Macromolecular 

Biophysics and Protein Crystal Growth experiments.  

The BIOLAB facility is on the ISS European Columbus Module, the left part of the facility is fully 

automated while the right part is manually operated by astronauts in orbit. Biological and 

biochemical samples are housed in experiment-specific containers and in-orbit analyses of 

samples can be carried out by means of microscope. 

The BSMP on the ISS produces high-definition microscopy images and videos of experiments 

which can be downlinked to Earth for near-real-time observation. The platform consists of 

three modular components which can be changed according to hardware updates and 

modernisation. These include the BioServe Microscope, a Nikon Eclipse TS100 allowing 

brightfield and phase-contrast microscopy, the SABL camera, an Allied Vision GX1910C 

(1920x1080), 60FPS camera and the SABL smart incubator.  

The Nanoracks is a company offering access to a commercial LEO lab on the ISS. In 2020, 

Nanoracks delivered several systems to the ISS including the Nanoracks Microscope 3, a USB 

light microscope capable of 20-240X magnification.  

Space Tango is a company specialising in research and development in space which launches 

experiments to a facility on the ISS. The FLUMIAS-DEA microscope was launched to the ISS 

Space Tango facility. The FLUMIAS-DEA is a real-time 3D high-resolution microscope which is 

just 7litres in volume and weighs only 6.5kg. Features of the microscope include LED 

fluorescence with excitation wavelengths of 405,475,550,640nm, an autofocus system, 40X 
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magnification and a 2TB SSD internal memory capacity. Images were produced automatically 

without astronaut intervention but an option for manual operation was also included (Thiel et 

al., 2019).  

The Mochii ISS-NL was the first scanning electron microscope capable of providing high-

resolution images on the ISS launched to the ISS via the NASA Cygnus and Dragon space 

vehicles and was used to image ALH84001 Martian meteorite (Own et al., 2022).  

 

5.1.2.7 Summary of microscopy in microgravity and hypergravity  

Table 3 provides a brief outline of all microscopes used on microgravity and hypergravity 

platforms where the third column refers to the microgravity platform the microscope 

experiment was designed for and used on. The sixth column outlines unique capabilities of the 

particular microscope.  

The table includes the Mars Hand Lens Imager (MAHLI), the magnifying hand lens for the Mars 

Rover which is used to take microscopic images of minerals and structures in Mars rocks and 

soil (Edgett et al., 2012). Although not a microscope of traditional definition, the MAHLI can 

be used to produce images of resolution 13.9𝜇m/pixel so I have added it to the exhaustive 

review of existing microscopes used in microgravity and hypergravity conditions.  

 Year 0g 

platform 

0g 

category 

Microscope 

type 

Unique capabilities 

NIZEMI 

(Friedrich et 

al., 1996) 

1994 STS-65 Space Commercial 

(Zeiss) 

 

Darkfield  

Thermal control of 

samples (14-38°C) 

CODAG 

(Blum et al., 

2000) 

1998 STS-95 Space Commercial Stereo long-distance 

LMM 

(“Multi-

function 

Light 

Microscopy 

Module for 

2000+ ISS Space Bespoke Darkfield 

Differential interface 

contrast  

Dynamic light scattering  

Full-field static light 

scattering  
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the 

Internation

al Space 

Station,” 

2001) 

Spectrophotometry  

Optical tweezers 

Micro-rheology 

BiozeroBZ-

8000 

(Strauch et 

al., 2010) 

2006 Zero-G 

Parabolic 

Flight  

Flight Commercial 

(Keyence) 

4 channel fluorescence  

10-180X mag. 

BIOLAB 2008+ ISS Space Bespoke Incubator  

Darkfield  

Phase contrast 

ESA PFC 

2008 (Lang 

et al., 2010) 

2009 Zero-G 

Parabolic 

Flight 

Flight Commercial 

(Leica DMIL) 

Incubator 

DHM-RPM 

(Pache et 

al., 2010) 

2010 RPM Ground Bespoke Laser fluorescence 

DHM-RPM-

PFC (Toy et 

al., 2012) 

2010 RPM 

 

Zero-G 

Parabolic 

Flight 

Ground 

 

Flight 

Bespoke Superior mag. and NA 

without vibration 

dampening  

Numerical autofocusing  

13.21kg 

DHM-SM 

(Pan et al., 

2012) 

2012 SM, 

JASTEC 

Ground Bespoke Laser fluorescence 

MAHLI 

(Edgett et 

al., 2012) 

2012 Mars 

Rover 

Mars Bespoke  Portable, automatic, 

white and UV light 

capabilities.  

FLUMIAS 

(Corydon et 

al., 2016) 

2016 Zero-G 

Parabolic 

Flight 

Flight 

 

 

Bespoke Confocal laser spinning 

disc imaging  
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TEXUS 

52 

Sounding 

Rocket 

 

Rocket 

Temperature-controlled 

fixation unit 

4 diode lasers for 

fluorescence  

Diode-pumped solid-

state laser 

BioServe 

Microscopy 

Platform 

(BSMP) 

2016+ ISS Space Bespoke Near real-time 

experiment feedback 

Hardware upgradeable 

FLUMIAS-

DEA (Thiel 

et al., 2019) 

2018 ISS, 

Space 

Tango 

Facility 

Space Bespoke 4 colours for LED 

fluorescence  

Autofocus system  

Automatic imaging with 

manual capabilities  

Only weighs 6.5kg with 

containment 

3D imaging 

Image 

acquisition 

module 

(Neelam et 

al., 2021) 

2020 RPM-

NASA 

MSSF 

Ground Commercial 

(Dino-Lite) 

Live streaming via WIFI 

Darkfield  

Less than 1.1kg 

MochiiISS-

NL (Own et 

al., 2022) 

2020 ISS Space Commercial 

(Mochii) 

Scanning electron 

microscope 

Nanoracks 

Microscope 

3 

2020 ISS Space Commercial USB microscope, 20-

240X mag 

Table 3 Outline of all microscopes used on microgravity and hypergravity platforms 
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5.1.3 Aims and Objectives of the SUGAR project  

Glucose uptake in yeast is a model cell signalling process as it is analogous to the same process 

in mammalian cells. One of Team SUGAR’s aims was to observe and image the impact of 

abnormal gravity on glucose uptake by yeast. A further aim was to build a microscope to do 

this. The Team SUGAR hypothesis was;  

Cell signal transduction is impaired by abnormal gravity conditions  

The following objectives were proposed to answer this hypothesis;  

1. To build and optimise a fluorescence microscope that will work in varying gravity 

conditions  

It was decided that fluorescence microscopy would be used as this was the only available 

option to observe the glucose uptake by the cells. An alternative option was to radioactively 

label the glucose however this method would have been slow, only in bulk and was not 

permitted in the parabolic flight campaign.  

To achieve this objective, the team would build a relatively simple and inexpensive 

fluorescence microscope based on the opensource Simplifying Quantitative Imaging platform 

Development and Deployment (SQUID) microscope designed by Li et al. (Li et al., n.d.). This 

microscope design would be optimised to be able to withstand vibrations experienced during 

the parabolic flight and ensure it would be sensitive to capturing metabolic activity in yeast 

cells.  

 

2. To use the microscope to observe glucose uptake in budding yeast cells in microgravity 

and hypergravity  

Fluorescent glucose analogue, 2-NBDG has an emission wavelength peak of approximately 

538nm (and excitation wavelength of approximately 467nm). This would be administered to 

Saccharomyces cerevisiae yeast samples via a syringe pump and microfluidic sample system 

built into the experimental rig. The glucose would be added during different stages of each 

parabola during the flight. As the glucose is added, images would be taken using the 

microscope outlined in objective 1.  
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Previous results suggested that 20 

seconds (in one of the hypergravity or 

microgravity phases) would be 

enough time to observe initial glucose 

uptake. Figure 5.1 from (Wollman et 

al., 2022) is a plot of glucose uptake (in 

minutes) by budding yeast.  The 

relative FRET signal increase in 

glucose-starved yeast cells exposed to 

2% w/v glucose (red plots) or media 

with no glucose (blue plots) was 

measured and plotted against time. 

The plot demonstrates a 250% increase in signal from glucose uptake in the first five minutes, 

this is equivalent to an ~8% increase every 10 seconds. This was evidence that the 20 second 

time interval during a parabola would be enough time to take images during 2-NBDG injection 

to show glucose uptake in yeast.  

 

5.1.4 Outline of an ESA Parabolic Flight  

To explain how a parabolic flight works, it is necessary to outline how steady (level) flight is 

achieved (figure 5.2A-B). A plane remains level (steady flight) if the engines produce lift that is 

equal to the downward force created by gravity (~10ms-2). Increasing lift occurs by ensuring 

that more air particles strike the bottom of the wings than the top of the wings (figure 5.2B). 

This is achieved when the angle of attack, 𝛼 of the wing is increased. There is a reduction in 

pressure at the top of the wing and an increase in pressure at the bottom of the wing, this 

creates an upward force, or lift. The plane propels forward longitudinally if its thrust is greater 

than the drag force created by the air particles striking it. Thrust is a horizontal lift created by 

the propellers in the engine spinning. The airspeed is the horizontal velocity of the plane 

relative to the mass of the air particles striking it. At steady flight, increasing airspeed occurs 

by increasing thrust. When the nose of a plane shifts perpendicular to the longitudinal axis, 

this is referred to as increasing (or decreasing) the pitch. Pitch plays a pivotal role in a parabolic 

flight manoeuvre. 

Figure 5.11 Plot of glucose uptake vs time (in minutes) from 
Wollman et al. 2022 
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At the beginning of the manoeuvre the plane is at steady flight while thrust is slowly being 

increased. A hypergravity stage is initiated when a vertical (normal to the centre of gravity, 𝛾) 

climb is created by achieving full thrust; this produces a g level of ~1.5g. The vertical velocity 

and pitch are increased and airspeed is reduced; this produces a g level of ~1.8g. The 0g stage 

of the parabolic manoeuvre occurs when pitch is nose-up 45°. The angle of attack is decreased 

which reduces lift while thrust is also decreased to levels just enough to overcome drag. When 

pitch is nose-down 45°, thrust is increased which changes the downward velocity into an 

upward velocity; this initiates a new hypergravity stage (Karmali and Shelhamer, 2008).  

 

Figure 5.2 A. A plane maintains in steady (level) flight when the engines produce lift that is equal to the 
downwards force of gravity and produce thrust that is greater than the drag force, created by air 
particles striking the plane surface. B. Increasing the angle of attack, 𝛼 of the plane wing results in more 
air particles striking the bottom of the wing and less particles striking the top of the wing. This increases 
pressure at the bottom of the wing to levels greater than pressure at the top of the wing, creating an 
upward force relative to the centre of gravity, 𝛾. Increasing the angle of attack is referred to as 
increasing pitch; a pitch up is created by increasing the angle of attack and a pitch is created by 
decreasing the angle of attack.  

A typical parabolic flight campaign conducted during the ESA Fly Your Thesis Program takes 

place at the Novespace facility in Bordeaux, France. The campaign lasts two weeks, the first of 
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which is a preparation week for experimenters to prepare samples, bolt their experiments to 

the plane rails and conduct any final safety checks. 

Figure 5.3 A. Typical parabola profile of z, height (in metres) vs t, time (in seconds) for a Novespace 
parabolic flight indicating the five stages of each parabola, an approximate 20 second interval of 
microgravity, ~0.01g, sandwiched between two approximate 20 second intervals of hypergravity, ~1.8-
2g and two ~90 second intervals of steady flight, ~1g, before and after. Steady flight occurred at about 
6000m and the plane flew to heights of about 8500m during some parabolic manoeuvres.  B. Typical 
Novespace parabolic flight sequence for all 31 parabolas per flight occurring in sets of five (six for the 
first set) with 5 minute (and one 8 minute) steady flight breaks between each set, each parabola from 
0-30 in a set taking on the profile depicted in A.  
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The second week consists of three parabolic flights on board the ESA-CNES Airbus A300 Zero-

G plane. A typical flight contains 31 parabolas of z (height, in m) vs t (time, in seconds), creating 

a gravity (ms-2) profile like that in figure 5.3A. There is approximately 1 minute 30 seconds of 

1g steady flight followed by approximately 20 seconds of 1.8-2g hypergravity. Then there is 

approximately 20 seconds of ~0.01g microgravity followed by another hypergravity stage and 

another steady flight stage. Parabolas are flown in five sets of five and one set of six with break 

intervals of 5-8 minutes between, figure 5.3B depicts this.  

 

5.2 Initial tests conducted on yeast strains 
Samples were optimised for growth speed, cell density and speed of 2-NBDG uptake. 

Meanwhile, the microscope was built and imaging performance was tested in vibration 

conditions, including on a benchtop centrifuge and on a van. The syringe pump was the last to 

be built and a commercial one was used in its place for tests and practice microfluidics.  

5.2.1 Testing growth conditions required for S.cerevisiae CEN.PK 113-7D and S288C strains  

Three S.cerevisiae strains, CEN.PK 113-7D, S288C, W303, were considered for experiments 

(gifts from the Mislav Oreb lab in Göthe University, Frankfurt, Germany) (Schmidl et al., 2021). 

W303 is inherently fluorescent, thus was not useful for the SUGAR experiments as its 

autofluorescence would have interfered with the 2-NBDG fluorescence signal during imaging. 

Therefore, CEN.PK 113-7D and S288C were tested against each other for growth conditions, 

cell density, adherence to sample slides with Concanavalin A and 2-NBDG uptake.  

5.2.1.1 Preparing petridishes  

Yeast peptone dextrose (YPD) agar media (1g/mL yeast extract, 2g/mL Bacto-peptone, 2g/mL 

agar) with 4% glucose was microwaved on a low setting for approximately 5 minutes. 20mL of 

YPD agar media was pipetted into 25mL petridishes under a lit Bunsen burner. The dishes were 

then left to rest with the lids removed for approximately 15 minutes. When the agar was 

sufficiently solid, the lids were replaced and the dishes were placed upside down on the bench 

for a further 10 minutes. After this, scrapings from frozen CEN.PK 113-7D or S288C yeast strains 

were placed on the agar and the dishes were allowed to rest for another 5 minutes before 

dishes were sealed with Parafilm and placed in a non-shaking incubator at 30°C for two days. 

After this, petridishes were stored in the fridge.  

 



149 
 

5.2.1.2 Preparing overnight cultures  

In each of two 5mL pop-tubes, 1mL of 2xYNB media, 800𝜇L of autoclaved MilliQ water and 

200𝜇L of 40% w/v glucose was pipetted. Scrapings from the CEN.PK 113-7D or S288C 

petridishes were added to one of each pop-tube. The pop-tubes were then incubated for 15 

hours, the incubation method used is outlined in the next subsection.  

5.2.1.3 Incubation method  

A major part of the SUGAR project was resource management and being able to make the 

most of facilities that were at hand. The Novespace facility provided a lab, but this was 

equipped with a bench, a fridge and a freezer and nothing else. Therefore, alternative solutions 

to the lab shaking incubator had to be found and tested to see if CEN.PK 113-7D or S288C 

strains grew well in them. An egg incubator was used. The interior rolling mechanism slowly 

rotated every 90 minutes. This incubator was used to incubate samples for tests and was used 

to incubate samples in the Novespace lab before flight.  

 

5.2.2 Testing 2-NBDG uptake by S.cerevisiae CEN.PK 113-7D and S288C strains  

Each parabola during the flight would offer only ~20 seconds of microgravity with two ~20 

second intervals of hypergravity either side of this. Therefore, one aim was to ensure the speed 

of 2NBDG uptake by the yeast cells.  

5.2.2.1 2-NBDG uptake according to morning culture preparation  

CEN.PK 113-7D and S288C samples 

were prepared according to one of 

three conditions. The first condition 

involved preparing an overnight culture 

and placing 2-NBDG at concentration 

100𝜇M dropwise onto an agarose 

GeneFrame with the overnight culture 

before sealing the GeneFrame with the 

glass coverslip. The sample was left for 

twenty minutes prior to imaging. The 

second condition involved preparing a 

new subculture using 1mL 2xYNB, 

800𝜇L MilliQ water, 200𝜇L non-

fluorescent 40% w/v glucose and 200𝜇L of overnight culture. The subculture was placed on an 

Figure 5.4 Brightfield images of A. S288C and C. CEN.PK 
113-7D budding yeast and fluorescence images of 100𝜇M 
2-NBDG uptake by B. S288C and D. CEN.PK 113-7D 
budding yeast cells imaged using a 488nm 5mW 
epifluorescence intermediate-narrowfield beam with an 
ND=2 filter at 50ms exposure and (512x512)ROI.  
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agarose GeneFrame and 2-NBDG at concentration 100𝜇M was added dropwise before sealing 

the GeneFrame with a glass coverslip and the sample was immediately imaged. The third 

condition involved preparing a new subculture by re-suspending the overnight culture in 

1xYNB to remove the non-fluorescent glucose. The subculture was pipetted onto an agarose 

GeneFrame and 2-NBDG at concentration 100𝜇M was added dropwise before sealing the 

GeneFrame with a glass coverslip and the sample was immediately imaged. 

Samples were imaged using the HILO/TIRF microscope with a 5mW 488nm epifluorescence 

intermediate-widefield beam using a ND=2 filter with a (512x512)ROI at 50ms exposure. Figure 

5.4A,C shows brightfield images of CEN.PK 113-7D and S288C respectively  and figure 5.4B,D 

are fluorescence images of 2-NBDG uptake by CEN.PK 113-7D and S288C cells respectively. 

Since the data are from different samples and different culturing conditions were compared 

against each other creating non-normally distributed data, a nonparametric independent 

sample statistical test was used to compare data.  

 

Figure 5.5 A. Jitterplot of background-corrected intensity for S288C cells given 100𝜇M of 2-NBDG and  
B. Plots of background-corrected cell intensity for S288C cells given 100𝜇M 2-NBDG from samples 
prepared from an overnight culture and given 2-NBDG 20 minutes prior to imaging, from a subculture 
given 2-NBG immediately prior to imaging and from a subculture with non-fluorescent glucose removed 
and given 2-NBDG immediately prior to imaging. Each curve in panel B and red point on bars in A are 
an average of n=4,3,5 cells for the overnight culture, subculture and subculture w no glucose conditions. 
From images taken using the HILO/TIRF microscope with a 5mW 488nm epifluorescence intermediate-
narrowfield beam with ND=2 filter with a (512x512)ROI at 50ms exposure.  

Figure 5.5A is a jitterplot of cell intensity for fluorescence images of S288C cells (figure 5.4B) 

given 100𝜇M 2-NBDG for each of the three conditions. Upon running an independent sample 

Mann-Whitney U test at the 5% significance level between the overnight culture condition and 

the subculture condition, we obtain a p value of 0.6772 and we obtain a p value of 0.1905 
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between the overnight culture condition and the subculture with no glucose condition. The p 

values between these conditions suggest that the intensity values are not significantly different 

across the different conditions at the 5% significance level. Therefore, for the S288C strain, cell 

intensity was not affected by the amount of time the cells were exposed to 2-NBDG or by 

removing non-fluorescent glucose.  

 

Figure 5.6  A. Jitterplot of background-corrected cell intensity for CEN.PK 113-7D  cells given 100𝜇M of 
2-NBDG and  B. Plots of background-corrected cell intensity for CEN.PK 113-7D cells given 100𝜇M 2-
NBDG from samples prepared from an overnight culture and given 2-NBDG 20 minutes prior to imaging, 
from a subculture given 2-NBG immediately prior to imaging and from a subculture with non-
fluorescent glucose removed and given 2-NBDG immediately prior to imaging. Each curve in panel B 
and red point on bars in A are an average of n=20,7,7 cells for the overnight culture, subculture and 
subculture w no glucose conditions. From images taken using the HILO/TIRF microscope with a 5mW 
488nm epifluorescence intermediate-narrowfield beam with ND=2 filter with a (512x512)ROI at 50ms 
exposure.  

Figure 5.6A is a jitterplot of cell intensity for fluorescence images of CEN.PK 113-7D cells (figure 

5.4D) given 100𝜇M 2-NBDG for each of the three conditions. Upon running an independent 

sample Mann-Whitney U test at the 5% significance level between the overnight culture 

condition and the subculture condition, we obtain a p value of 8.8e-04 and we obtain a p value 

of 4.6e-04 between the overnight culture condition and the subculture with no glucose 

condition. The p values between these conditions suggest that the intensity values are 

significantly different across conditions at the 5% significance level. Therefore, for the CEN.PK 

113-7D strain images, cell intensity is affected by the amount of time the cells are exposed to 

2-NBDG and by removing non-fluorescent glucose.  

S288C cell intensity (figure 5.5B) was brighter than CEN.PK 113-7D cell intensity (figure 5.6B) 

for the three conditions. However, despite this, it was easier to find lone cells with the S288C 

strain, but the S288C samples had a lower cell density than the CEN.PK 113-7D samples, 
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meaning that it took a long time to find cells on the slide viable for imaging. This is time we 

would not have during the parabola. Therefore, it was decided that the CEN.PK 113-7D strain 

was more fit for purpose and further tests were carried out on this strain.   

5.2.3 Tests conducted on S.cerevisiae CEN.PK 113-7D strain   

It was demonstrated that CEN.PK 113-7D yeast cells had good cell density. Further tests were 

conducted to investigate if this strain would remain adhered to a channel slide during fluid 

injection and how quickly the strain took up 100𝜇M 2-NBDG.  

5.2.3.1 Choosing the correct channel slide  

Three types of ibidi channel slides were tested, these were;  

• 6-channel 𝜇-Slide VI 0.1 – sterilised polymer coverslip, 1.7𝜇L channel volume  

• 6-channel 𝜇-Slide VI 0.4 – sterilised polymer coverslip, 30𝜇L channel volume  

• 6-channel 𝜇-Slide VI 0.5 – sterilised glass coverslip, 40𝜇L channel volume 

The channels for the VI 0.1 slide were far too narrow to work with; the syringes intended to be 

used were at least 1mL in volume and if a 1mL or higher volume syringe were used with the VI 

0.1 slide, the speed of the flow through the channel would be too fast and cells would be more 

likely to tear from the channel surface.  

The VI 0.4 and VI 0.5 slides both had optimal channel volumes, but the VI 0.5 slide had a glass 

coverslip on the bottom of each channel which was easily breakable. Therefore, the VI 0.4 slide 

was chosen; it was assumed that polymer, despite it having the same refractive index as the 

glass coverslip, would not be as delicate.  

5.2.3.2 Preparing Concanavalin A channel slides  

30𝜇L of Concanavalin A 2x stock was pipetted into each channel and left to incubate at room 

temperature for 15 minutes. After this, each channel was washed with 30𝜇L of 1xYNB media 

to remove excess Concanavalin A, then 30𝜇L of CEN.PK 113-7D yeast culture was pipetted into 

each channel and the slide was again left to incubate at room temperature for 15 minutes. 

Lastly, the channels were washed again with 30𝜇L of 1xYNB media to remove any non-

adherent cells.  

5.2.3.3 Injecting 1xYNB media during imaging  

The prepped channel slide was taped to the sample stage of the HILO/TIRF microscope. PVC 

tubing (5.5mm inner diameter, 7mm outer diameter) was attached to the inlet and outlet ports 

of one of the channels. The outlet tubing was taped to a Falcon tube and the inlet tubing was 
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connected to a 1mL syringe. The syringe was fixed to a commercial New Era Pump Systems Inc. 

syringe pump. Figure 5.7 demonstrates the setup.  

The CEN.PK 113-7D yeast cells remained 

adhered during injection of 1xYNB at 

various speeds. Figure 5.8 shows 

brightfield images of the CEN.PK 113-7D 

cells before injection, 7.5 seconds after 

injection and 15 seconds after injection. 

As shown, the cells remained fixed in 

place. Cell focus changed during injection 

but returned to normal when fluid flow 

stopped.  

Images were opened in ImageJ and the 

distance between cells between frames was measured using the multi-point tool. Multiple 

measurements were taken and an average was taken.  

 

Figure 5.8 Brightfield images of adhered CEN.PK 113-7D cells at 0, 7.5 and 15 seconds following 
injection of 1xYNB into the sample channel slide.  

There was an average cell shift of only 0.4±0.02𝜇m in the lateral (x) direction after fluid 

injection. Therefore, the CEN.PK 113-7D cells adhered well to the channel slide after using 

Concanavalin A and following the procedure outlined in section 5.2.3.2. Therefore, this 

procedure was followed when preparing samples during the flight campaign.  

Figure 5.7 Testing cell adherence within a channel slide 
using a commercial syringe pump and the HILO/TIRF 
microscope. 
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5.2.3.4 Initial 2-NBDG uptake by CEN.PK 113-7D   

A CEN.PK 113-7D 

yeast subculture 

was made using 1mL 

2xYNB, 800𝜇L MilliQ 

water, 200𝜇L non-

fluorescent 40% w/v 

glucose and 200𝜇L 

of overnight culture. 

Cells were adhered 

to channels in a 

channel slide and 

connected to a 

commercial syringe 

pump with PVC 

tubing (5.5mm inner 

diameter, 7mm outer diameter). Images were taken using the HILO/TIRF microscope with a 

5mW 488nm epifluorescence intermediate-narrowfield beam with a ND=2 filter with a 

(512x512)ROI at 50ms exposure. Channels were injected with 100𝜇M 2-NBDG during imaging.  

The plot in figure 5.9 shows background-corrected intensity vs time, it demonstrates an 

increase in intensity over time for n=7 cells. The sample was injected with 100𝜇M 2-NBDG 5.8 

seconds before time zero on the plot. Average cell intensity 5.8 seconds after injection (time 

0) was 49200±14900 and was 52000±7300 20 seconds after this (time 20), this is 

approximately a 6% increase. Therefore, 20 seconds would be enough time to observe 

increases in intensity when injected with 2-NBDG during a parabola.  

 

5.3 Gravityscope:  microscope design and test performance  
The microscope built for the SUGAR project was based on the opensource Simplifying 

Quantitative Imaging platform Development and Deployment (SQUID) microscope designed 

by Li et al. (Li et al., n.d.). This was a relatively simple and inexpensive design when compared 

to others. Additionally, the design was comparatively small and could be transported within a 

protective box. The microscope built by Team SUGAR was modified for vibration resistance 

Figure 5.9 Plot of average initial 100𝜇M 2-NBDG uptake by CEN.PK 113-7D 
cells, for n=7 cells, from  images taken using the HILO/TIRF microscope with a 
5mW 488nm epifluorescence intermediate-narrowfield  beam with ND=2 
filter with a (512x512)ROI at 50ms exposure.  
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performance on board a parabolic flight offering hypergravity and microgravity and was thus 

named Gravityscope.  

5.3.1 Gravityscope microscope design  

Gravityscope (figure 

5.10A) has both 

brightfield and 

fluorescence imaging 

capabilities. Brightfield is 

achieved from above the 

sample with an Adafruit 

DotStar high density 8x8 

RGB LED pixel matrix 

mounted to a flexible 

post (figure 5.10B(vi)). 

Fluorescence is achieved 

from below the sample 

using a Thorlabs 809mW 

470nm LED bulb (figure 

5.10B(iii)). Figure 5.10B 

shows the beam paths of 

the brightfield and 

fluorescence bulbs. An 

Olympus UPLFLN 40X air 

objective (focal length 

180mm, depth of field 

0.49𝜇m and 0.74 NA) 

and 60fps Daheng 

Imaging MER2-630-

60U3M USB camera 

(figure 5.10B(iv)) are 

used. Samples are 

mounted to a bespoke 

60x60mm xy motorised stage with a Nema 8 linearly actuated motorised z-axis control (with 

Figure 5.10 A. Gravityscope with (i) four standing posts and (ii) a central 
vibration mast which absorbs vibrations felt by the optical train. B. The 
optical train is shown better in the red outline and consists of (iii) a 
fluorescence bulb, (vi) brightfield bulb, (v) sample position and (iv) 
camera. The blue line depicts the path of travel of the fluorescence 
excitation beam, the sample absorbs this and in turn emits green light 
(green line) to the camera. The yellow line depicts the path of travel of 
the brightfield beam. C. A brightfiled image of S.ceravisiae taken with 
Gravityscope with a D. zoomed-in FOV. E. A fluorescence image taken with 
Gravityscope with a F. zoomed-in FOV. 
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rail and return spring), both xy stage and z-axis are controlled with a joystick (figure 5.11B(i)) 

and rotary nob (figure 5.11B(ii)). All three of these components were built by associates of Li 

et al. in China. Custom-built Python-based software is used for image-viewing, image-capture 

and control of the x,y,z positioning on a Linux-operated laptop. Gravityscope has a field of view 

of 3088x2064 pixels with 2.4𝜇m camera pixel size. Image pixel size was measured using a 

graticule to be 152nm. The camera has a temporal resolution limit of 60fps. Intermittent 

brightfield and fluorescence images can be taken during imaging at 0.5 frames per second and 

fluorescence intensity can reach 0.05-1mW/mm2. Figure 5.10C-D shows a brightfield image of 

CEN.PK 113-7D yeast cells taken using Gravityscope and figure 5.10E-F shows the cells after 

being administered 50𝜇M 2-NBDG.  

Vibration resistance was built into Gravityscope by mounting the optical train (fluorescence 

bulb, a Daheng Imaging 75mm lens tube, camera, z-axis cube and objective) on a 2” diameter 

dampened post (figure 5.10A(ii)) and the xy stage on four 1” diameter dampened posts (figure 

5.10A(i)). Posts were bolted to a Thorlabs 300x300x12.7mm M6 aluminium breadboard.    

 

Figure 5.11 A.Photo of Gravityscope control box with XY stage control, Z axis control, joystick/dial 
control, LED brightfield input, LED fluorescence input, power supply input and PC input interfaces. B. 
Photo of Gravityscope Z control dial and sensitivity dial and XY control joystick and sensitivity dial.  

Figure 5.11A shows the Gravityscope control box with ports to the xy controls, z control, 

joystick/dial input, brightfield LED grid input, fluorescence LED input, PC input and power 

supply. A joystick and dial were used to control shifts in xy and z respectively, dials were used 

to control the sensitivity of these (figure 5.11B).  
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Figure 5.12 Gravityscope user interface with (i) sample display and (ii) imaging conditions controls 
including exposure time, video length, brightfield/fluorescence channel toggle and intensity.  

Figure 5.12 shows the Gravityscope user interface on a DELL laptop. The USB camera was 

plugged into this which enabled a live view of the sample on the user interface (laptop screen).  

 

5.3.2 Gravityscope vibration-resistance performance tests 

The vibration-resistance performance of Gravityscope was first tested by mounting it on a 

benchtop centrifuge. Brightfield image videos were taken as the centrifuge was turned on and 

left to run, reaching vibrations of up to 13000rpm (217Hz).  

The cross correlation of cell locations between consecutive images (video frames) was 

calculated using MATLAB. Figure 5.13A-B shows the brightfield image with a zoomed-in panel 

of yeast cells when the microscope was mounted on the centrifuge. Figure 5.13C shows the 

plot of cell location correlation coefficient vs time; the plot indicates that relative cell position 

was erratic while the centrifuge was reaching its peak vibration, average lateral cell shift was 

approximately 0.9±0.4𝜇m. After this, at approximately 15 seconds, the centrifuge vibration 

peak had been reached and the images were relatively stable. This meant that the central 

vibration-resistance mast and four pillars performed well at absorbing most of the vibration 

produced by the centrifuge once vibration had reached a steady rate.  
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 Figure 5.13 A. Brightfield image of CEN.PK 113-7D yeast cells and B. zoomed-in panel of the yeast cells 
taken while the microscope was atop a benchtop centrifuge. C. Plot of cell location correlation 
coefficient vs time for image videos taken while microscope was mounted on the centrifuge. D. 
Brightfield image of CEN.PK 113-7D yeast cells and E. zoomed-in panel of the yeast cells taken while the 
microscope was inside a dampened aluminium Zarges box on a van. F. Plot of cell location correlation 
coefficient vs time for image videos taken while microscope was in a dampened aluminium Zarges box 
on a van.   

Gravityscope vibration-resistance performance was further tested when it was bolted onto a 

10mm aluminium baseplate mounted to four mechanical dampeners in each corner inside an 

aluminium 750x550x580mm Zarges box. The Zarges box was placed inside a minivan and 

images were taken while the van engine was running. Figure 5.13D-E shows a brightfield image 

of the video taken on the van and a zoomed-in panel shows the cells while the engine was 

running. Average lateral cell shift was 1.3±0.8𝜇m which is higher than when the microscope 

was mounted on the centrifuge, but still a manageable distance. Figure 5.13F shows a plot of 

the cell location correlation coefficient vs time; it shows that the correlation between a cell 

position in a frame and its relative position in a following frame does not fall below 0.4 during 

the 30 second video. Both vibration tests indicated that Gravityscope performed well in the 

face of vibrations.  

 

5.4 Gravityscope: syringe pump design  
Gravityscope syringe pump consists of five independently driven syringe pumps; injection is 

generated by a Nema 17 stepper motor (figure 5.14(i)) coupled with a M10 threaded rod 

(figure 5.14(ii)) pushing the syringe plunger. A carriage (figure 5.14(iii)) holds the syringe and 
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the syringe is pushed along a bespoke 3D-printed frame (figure 5.14(iv)) by the stepper motor. 

Each carriage has an adjustable bolt (figure 5.14(v)) which sits below the syringe plunger; this 

was designed to allow fitting of the primed syringe to the pump without premature injection 

caused by knocking the plunger with the carriage bolt. Each syringe is kept in place by an 

adjustable syringe holder (figure 5.14(vi)). Each pump can be independently driven by a 

bespoke control system which allows for jogging forwards and backwards, pre-set injection 

and homing. Each pump consists of an open-loop stepper motor driver board, a limit switch, 

panel-mount inputs and a display; these were wired to an Arduino Uno flashed with a custom 

control script. The entire Gavityscope syringe pump consists of five of these.  

 

Figure 5.14 An individual syringe pump in a series of five for the Gravityscope syringe pump. Each pump 
has a (i) Nema 17 stepper motor, (ii) M10 threaded rod, (iii)  carriage, (iv), frame, (v) adjustable rod and 
(vi) syringe holder.  

Each syringe pump can be operated independently by driving each stepper motor for each 

pump by a separate open-loop driver board (figure 5.15B(iv)). Each driver board provided 

separate STEP and DIRECTION signals generated by the custom-script Arduino. There is a limit 

switch attached between each pump and the Arduino (figure 5.15B(i)); the open and closed 

states of the limit switches were used during motor homing; a carriage hitting an open limit 

switch would prompt the carriage to return upwards (home) to a pre-programmed position on 

the rod. A bespoke user-interface control box was designed with four push buttons and a 

motor-selector dial. The dial is turned clockwise to determine which independent pump; three 
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of the four buttons, the ‘Jog forwards’ (figure 5.16(ii)) button, the ‘Jog backwards’ (figure 

5.16(iii)) button and the ‘Inject’ (figure 5.16(iv)) button work on each independent motor for 

each independent pump, based on which pump has been selected by the dial. The fourth 

button, ‘Home’ (figure 5.16(i)), works on all five pumps simultaneously and is used to bring the 

carriages to a pre-programmed position on the rod.  

 

Figure 5.15 A. Syringe pump control box interior and wiring and B. wire connection points including (i) 
five limit switch cables, one for each syringe pump, (ii)  a 24V power supply cable, (iii)  a 5V USB cable 
for the Arduino, buttons and LCD screen and (iv) five Nema 17 stepper motor cables, one for each syringe 
pump.  

The control box (figure 5.15A) also has on it a 16x2 character display LCD screen which displays 

information when buttons are pushed and indicating which pump is selected when the dial 

has been turned (figure 5.16).  

 

Figure 5.16 Syringe pump control box with LCD display screen. On the right are the displays when the 
(i) HOME, (ii) BACKWARDS JOG, (iii) FORWARDS JOG, and (iv) DOSE buttons are pushed.  
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For the flight experiments, the homing position was adjusted to allow 47 rotations of the 

motor before reaching the homing position and the injection speed was changed to 

25revs/min allowing a dose of approximately 8.8𝜇L/min of liquid.  

 

5.5 Gravityscope: microfluidic sample-system design and sample preparation 

procedures  
Microfluidic sample systems were designed to contain both the CEN.PK 113-7D samples in 

slides and 2-NBDG in syringes connected by tubing. The design accounted for liquid 

containment and easy sample storage and manoeuvrability.  

5.5.1 Microfluidic sample-system design  

During the campaign, there were three flights on which the SUGAR experiment was used. Each 

flight consisted of 31 parabolic sets (figure 5.3A). There were five sets consisting of five 

parabolas and one set consisting of six parabolas (figure 5.3B); the extra parabola was in the 

first set and was used as a practice parabola for both the pilots and experimenters to adjust to 

the parabolic flight environment.  

The SUGAR experiment design consisted of assigning one channel of a five-channel sample 

slide to each parabola in a set, for 30 total parabolas. This required six sample slides in total. 

Each channel had to be independently injected with 2-NBDG during imaging. An image-video 

was taken during each parabola, this required a syringe filled with 2-NBDG (of varying 

concentrations dependant on flight number) to be fitted to each slide channel. Each channel 

had to also have its own self-contained waste port.  

Therefore, six microfluidic sample systems were made. Each sample system took on a profile 

outlined in figure 5.17. Five 30𝜇L channels (figure 5.17(ii)) of an ibidi 6-channel 𝜇-Slide VI 0.4 

with sterilised polymer coverslip sample slide (figure 5.17(i)) were filled with sample culture. 

Male luer locks were fitted to the outlet (figure 5.17(iii)) and inlet (figure 5.17(iv)) ports of each 

of the five channels. To the other side of the outlet port luer lock, approximately 3.5cm of 

2.5mm inner diameter, 3mm outer diameter silicone tubing was fitted; a party balloon (figure 

5.17(v)) was attached with a cable-tie to the other side of this tubing. A party balloon was the 

cheapest and most flexible option for a waste port. To the other side of the inlet port luer lock, 

approximately 48cm of silicone tubing was fitted (figure 5.17(vi)); a female luer lock (figure 

5.17(vii)) fitted to a 1mL syringe (figure 5.17(viii)) was fitted to this tubing.  
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Figure 5.17 Sample system consisting of (i) an ibidi channel slide  with (ii) five usable channels, each 
with male luer locks fitted to the (iii) outlet and (iv) inlet ports, silicone tubing and (v) party balloons 
were fitted to the outlet ports while approximately (vi) 48cm of silicone tubing was fitted to the inlet 
port which was fitted to a (vii) female luer fitted to a (viii) 1mL syringe, syringes were held in place with 
an (x) adjustable holder on an (ix) aluminium rack. Image not to scale.  

All six sample systems had to be stored alongside the microscope and syringe pump during the 

flights. This required a unique sample storage system to be developed to prevent premature 

injection of samples caused by the syringe plunger being knocked during flight. Each syringe 

was fitted to a custom-made 3D-printed part designed to hold the tube of a syringe (figure 

5.17(vi) and figure 5.18B); an adjustable bolt was tightened to ensure the syringe would not 

fall out of the holder. This 3D-printed part was attached to a syringe panel (figure 5.18A); an 

aluminium plate with clasps bolted on each end (figure 5.18C). The syringe panel was then 

clasped vertically to a bespoke 3D-printed housing, bolted to the base of the microscope 

containment box (figure 5.18D).  
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Figure 5.18 A. Panel to hold five 1mL syringes. B. Syringe holder on the panel with adjustable bolt. C. 
Clasp used to fix the panel to the panel rack. D. Syringe panel rack. 

The sample-system inlet tubing was allowed to freely sit on the bottom of the box and the 

sample slide was clasped within a bespoke 3D-printed slide holder (figure 5.19) which was 

fitted to base of the containment box with Dual Lock (as to be easily removable for sample 

swap-overs). Waste balloons were stored in Falcon tubes which were bolted to the microscope 

base.  

 

Figure 5.19 A bespoke 3D-printed holder designed to hold the ibidi sample slides. 

 

5.5.2 CEN.PK 113-7D sample preparation procedures 

CEN.PK 113-7D yeast pertridishes were prepared in the Wollman lab in the UK one week prior 

to the flight campaign and stored in the fridge. The petridishes were transported to the 

Novespace facility lab in Bordeaux, France in bubble-wrap in an envelope in a suitcase and 

then stored in the fridge in the Novespace lab for one week (the preparation week) prior to 
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the flight week. 2-NBDG was stored in 50mL Falcon tubes in a freezer. These were defrosted 

on the morning of each flight. On each of the three flight days, and the nights prior, cultures 

and samples were prepared according to the following procedures.  

Procedure 1 – preparing CEN.PK 113-7D overnight culture  

In a 5mL pop-tube, 1mL 2xYNB media, 200𝜇L 40% w/v glucose media and 800𝜇L MilliQ water 

were mixed and then a scraping of CEN.PK 113-7D yeast from a pre-made petridish was mixed 

in. The pop-tube was placed in the egg incubator, rotating every 90 minutes at 30°C overnight 

(approximately 18 hours).  

Procedure 2 – preparing the CEN.PK 113-7D morning culture  

In a fresh 5mL pop-tube, 1mL 2xYNB media, 200𝜇L 40% w/v glucose media and 800𝜇L MilliQ 

and 200𝜇L of the overnight culture (prepared in Procedure 1) were mixed and the pop-tube 

was placed in the egg incubator, rotating every 90 minutes at 30°C for 2 hours.  

Procedure 3 – preparing the CEN.PK 113-7D sample culture  

Each microfluidic sample slide consisted of six 30𝜇L channels, but only five of these were used 

for the experiments. There was a microfluidic sample slide used for each parabolic set on the 

flight, of which there were six. Therefore, in total, 900𝜇L of sample culture was required for 

each flight day.  

A clean 50mL Falcon tube was filled with 1/10 morning culture (prepared according to 

Procedure 2) to 9/10 1xYNB media.  

Procedure 4 – preparing the samples for imaging  

Five 30𝜇L channels of an ibidi 6-channel 𝜇-Slide VI 0.4 with sterilised polymer coverslips were 

each pipetted with 30𝜇L of Concanavalin A and left to rest at room temperature for 15 minutes. 

Following this, each channel was pipetted with 30𝜇L of 1xYNB media (washed) and then 

pipetted with 30𝜇L of the CEN.PK 113-7D morning culture (prepared according to Procedure 

3) and again left to rest at room temperature for 15 minutes. After this, each channel was 

washed again.  

Once the sample slides were prepared, the male luer locks were fitted to inlet and outlet ports 

of each channel on each slide. On the inlet side, the male luer locks were connected to the 
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silicone tubing and the syringes. On the outlet side, the male luer locks were connected to the 

waste units.  

The syringes were prepared and fitted to the syringe panel during the two-hour wait for the 

morning culture. Defrosted Falcon tubes of 2-NBDG were used to prime the inlet tubes of the 

syringes; this was done by releasing the syringe plunger while the tube was in the 2-NBDG. 

Ideally, the entire inlet tube and syringe would have been filled with 2-NBDG but this would 

have been expensive, so the inlet tube was filled with only 0.95mL of glucose with a 0.05mL 

air-gap between the glucose and the male luer connected to the inlet port of the slide channel.  

 

5.6 Gravityscope: storage and plane interfaces  
Gravityscope microscope, syringe pump and sample-systems were all fitted within a 

750mmx550mmx580mm aluminium leakproof Zarges box (figure 5.20A(i)). A Zarges box was 

the best solution to the experiment storage, liquid containment and fixation requirements set 

out by Novespace. It was also the best solution to the question of logistics to and from France. 

Once the microscope, syringe pump and sample storage solutions were fitted within the Zarges 

box, the entire setup was referred to as the ‘experimental rig’.  

5.6.1 Experiment and sample storage and plane fixation  

Four dampeners were bolted to the bottom of the inside of the Zarges box at each corner 

(figure 5.22A). A 10mm aluminium baseplate was bolted to the top of the dampeners and the 

experiment fixtures, including the microscope, syringe pump and sample storage equipment, 

were bolted to this baseplate.  

It was assumed that, along with the dampened optical train post, the four dampeners within 

the Zarges box would absorb even more vibration experienced by the experimental rig during 

flight and altering gravity conditions. These dampeners contributed to vibration absorption 

when the microscope was within the Zarges box during experiments conducted on the van.  
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Figure 5.20 A.Gravityscope and microfluidics within a  (i) Zarges box with an accompanying (ii) control 
baseplate. B. A baseplate attached to the Zarges box bolted to the seat-rail of the Airbus A300.  

Two (875mmx130mm), 10mm aluminium baseplates were bolted to the bottom of the outside 

of the Zarges box; these were bolted to the seat-rails of the Airbus A300 during the preparation 

week prior to the three flights (figure 5.20B). Fixation was achieved in the same way it was 

suggested by the Novespace Guidelines document provided to the team (figure 5.22A-B); this 

ensured the experimental rig would remain fixed to the plane floor during flight; providing 

safety and stability.  

A second 10mm exterior 

baseplate was fitted to the 

seat-rails alongside the 

Zarges box (figure 5.21). 

The microscope laptop and 

xy joystick and z dial 

controls (figure 5.11B), 

microscope power box 

(figure 5.11A) and syringe 

pump control box (figure 

5.16) were all fitted to the 

exterior baseplate with 
Figure 5.21 Gravityscope control baseplate with (i) laptop, (ii) 
microscope xy joystick and z dial controls, (iii) microscope power box 
and (iv) syringe pump power and control box.   
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Dual Lock. Power cables and multi-gangways were also fitted to this board with Dual Lock and 

loose wiring was contained with cable ties.  

 

Figure 5.22 Fixation of a Zarges box to the plane seat-rails A. as suggested by the Novespace Guidelines 
document and B. as built by Team SUGAR with (i) interior baseplate, (ii) dampener, (iii) Zarges box wall 
and (iv) exterior baseplate.  

There were a number of wires that had to travel between the inside and outside of the Zarges 

box (figure 5.23) which had to be isolated and secured to adhere to the Novespace guidelines. 

A safety requirement by Novespace required the cables on the outside of the Zarges box to be 

covered by netting to prevent people tripping on them or receiving electric shock from them. 

The net was attached to the exterior baseplate and Zarges box with masking tape. Another 

safety requirement required all sharp edges to be covered in foam, stuck down with masking 

tape.  

During each flight, the experiment had two Operators. Operator 1 was positioned in front of 

the Zarges box while Operator 2 was positioned in front of the control baseplate. The next 

section outlines what each Operator did. Operators were held down to the plane floor by 

ratchet straps fixed to the seat-rails; this was another safety requirement by Novespace to 

prevent operators injuring themselves after landing abruptly on experimental equipment after 

the free-float (microgravity) stage and before the fall-down in the hypergravity stage.  
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Figure 5.23 All wires that had to be secured and isolated including power cables for the (i) xy stage, (ii) 
LED brightfield grid, (iii) LED fluorescent bulb, (iv) z axis, (v) camera USB power cable, (vi) five syringe 
pump limit switch power cables and (vii) five syringe pump Nema 17 stepper motor power cables.  

 

5.7 Gravityscope: imaging glucose uptake on the ground  

5.7.1 Methods 

CEN.PK 113-7D yeast samples were prepared according to Procedures 1-4 and were injected 

with 10,25,50𝜇M 2-NBDG concentrations during imaging using Gravityscope in the lab.  

The sample system was fixed to the syringe pump and microscope stage and the sample was 

imaged. An exposure length of 50ms and a 470nm LED fluorescence beam power of 

1mW/mm2 was used for each of 10,25,50𝜇M 2-NBDG concentrations.  

The brightfield and fluorescence images were opened in ImageJ (Fiji) and cells were selected 

in the brightfield image using the circle tool, the exact location was then selected on the 

corresponding fluorescence image (ctrl+E). The video time toggle was shifted across frames to 

observe if the cell remained in the same position pre and post 2-NBDG injection. If it did, the 

raw intensity of the cell was recorded over the number of frames. Intensity of a nearby area 

of background (of size the same as the cell) was also recorded across the number of frames 

and the value subtracted from the cell raw intensity, thus yielding a final value of the 

background-corrected intensity. This was done for multiple cells in the video. Time was given 

by multiplying 0.5 seconds (the frame time) by the frame number.  
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5.7.2 Results 

Figure 5.24A is a brightfield image of the CEN.PK 113-7D cells and figure 5.23B are fluorescence 

images of the same FOV imaged from 15 seconds to 50 seconds post sample injection with 

10𝜇M 2-NBDG. Figure 5.25 shows plots of background-corrected cell intensity against time 

(video time) when samples were injected with 10,25,50𝜇M 2-NBDG.  

 

Figure 5.24 A. Brightfield image of CEN.PK 113.7D yeast cells taken with Gravityscope on the ground 
and B. Fluorescence images of initial 10𝜇M 2-NBDG uptake by CEN.PK 113-7D yeast cells taken with 
Gravityscpe on the ground at 0,8,23,35 seconds post injection with 50ms exposure and 1mW/mm2 
470nm beam.  

The cells in figure 5.24B were 

injected 15 seconds into 

imaging time and the 

fluorescence images clearly 

show the CEN.PK 113-7D cells 

becoming brighter over time, 

therefore indicating that they 

were indeed taking up the 2-

NBDG. For 10𝜇M 2-NBDG 

uptake, the plot (figure 5.25) 

shows a 1.2x104% increase in 

intensity in the first 2 seconds that the 2-NBDG was injected. For 25𝜇M, this was an 8.2x103% 

increase and for 50𝜇M it was a 2.2x104% increase. 

The highest background-corrected intensity values for cells given 50𝜇M 2-NBDG lie in the 

range 25,000-40,000 in the last 35 seconds of the video. This intensity range is sensible, 

considering the highest intensity values for initial uptake when CEN.PK 113-7D cells were given 

100𝜇M 2-NBDG were 45,000-65,000 range (figure 5.9) for uptake in a 40-scond-long interval.  

Figure 5.25 Plots of 10,25,50μM 2-NBDG uptake by CEN.PK 113-
7D yeast cells from fluorescence images taken on the ground. 
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5.7.3 Conclusion 

Gravityscope is capable of capturing initial 2-NBDG uptake by CEN.PK 113-7D yeast cells with 

results comparable to those gathered after using the HILO/TIRF microscope.  

 

5.8 Gravityscope: performance during The 79th ESA Parabolic Flight Campaign 
A specific set of procedures was designed to use Gravityscope during the parabolic flights. This 

involved imaging at specific times during parabolas to include all gravity variations.  

5.8.1 Experiment flight procedures (methods) 

5.8.1.1 General imaging and injection times for all parabolas  

The second aim of this project was to assess the rate of glucose uptake by yeast cells in 

response to abnormal gravity conditions. Therefore, the fluorescent glucose, 2-NBDG, would 

be injected to yeast cell samples in different microfluidic slide channels at different stages of 

the flight parabolas and imaged for different amounts of time. 2-NBDG would be injected at 

the following time-points of each parabola, noting that a parabola takes on the profile outlined 

in figure 5.2A:  

• Injection at the start of the first hypergravity phase and take images for 40 seconds 

until the end of the microgravity phase (parabolas 1-5)  

• Injection at the start of the microgravity phase and take images for 40 seconds until 

the end of the second hypergravity phase (parabolas 6-10)  

• Injection at the start of the second hypergravity phase and take images for 40 seconds 

ending 20 seconds into the second steady flight phase (parabolas 11-15)  

• Injection 20 seconds before the end of the first steady flight phase and take images for 

40 seconds ending at the end of the first hypergravity stage (parabolas 16-20)  

• Injection 20 seconds before the end of the second steady flight phase and take images 

for 80 seconds until the end of the second hypergravity phase (parabolas 21-29)  

Each of these conditions included a negative control whereby no fluorescent glucose 

would be injected.  

 

5.8.1.2 Flight procedures  

Before flight:  

Prior to take-off the sample systems were fitted to the storage units in the Zarges box. Figure 

5.26 demonstrates all of the sample systems securely fitted in the Zarges box prior to flight.  
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Figure 5.26 Zarges box interior prepared prior to flight where (i) is the microscope, (ii) is the syringe 
pump, (iii) are the syringe panel racks, (iv) are the silicone tubes of the sample systems primed with 2-
NBDG, below is an absorbent mat to soak up any fluid leakage should there be any and (v) are the 
Falcon tubes bolted to the microscope breadboard and used to contain the loose outlet containers 
(party balloons) of the sample systems.  

During flight:  

Operator 1 (positioned at the Zarges box);  

1. Adjusted the xy-stage so the microscope objective sat below the correct sample 

channel  

2. Selected the correct syringe pump number and injected at the correct timepoint in the 

parabola  

 

Operator 2 (positioned at the laptop);  

1. Focused the z-axis and informed Operator 1 when they could see in-focus cells  

2. Initiated the image acquisition on the laptop at the same time Operator 1 injected   

 

Steps 1 and 2 for each Operator were conducted five times, one time for each parabola in a 

parabola set, one sample slide channel per parabola. In each break, the used sample systems 

were removed by Operator 1 and replaced in a storage unit and a new sample system was 

connected to the microscope and syringe pump. The syringe pump was homed by Operator 

1, this ensured the adjustable bolts were in the correct position to be able to inject a fully 

extended new syringe.  
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After flight:  

The microscope was checked for calibration and image data was copied from the laptop onto 

an external drive. This took a maximum of 15 minutes to complete. Used sample systems were 

removed from within the Zarges box and taken to the Novespace lab. 

 

5.8.2 Gravityscope flight results  

5.8.2.1 Vibration-resistance performance during flight  

The vibration resistance 

performance of Gravityscope 

during flight was characterised 

in the same way as was done 

for tests conducted on the 

ground. The correlation 

coefficient between 

consecutive frames was 

quantified. Vibration-

resistance performance during 

flight was similar to that on the 

ground (centrifuge and van). Correlation coefficients remained between 0.5-0.8 during the 

steady flight stages of the parabolas (1g). During changes in gravity (0.01-2g) there was an xy 

lateral shift of 8.3±0.3𝜇m at the sample plane. Figure 5.27 shows a plot of correlation 

coefficient against time for 40 seconds during a 0.01-1.8g stage of a parabola.  

5.8.2.2 Glucose uptake during flight compared to on the ground  

Yeast samples were prepared according to Procedures 1-4 and were injected with 10𝜇M 2-

NBDG concentrations during imaging on the plane at different parabola stages. Fluorescence 

images were taken using 30ms exposure time and 1mW/mm2 470nm beam.  

Figure 5.28A-B shows a brightfield image of the CEN.PK 113-7D yeast cells and a fluorescence 

image after the sample had been injected with 10𝜇M 2-NBDG. The plot (figure 5.28C) shows 

background-corrected 10𝜇M 2-NBDG uptake by the cells vs time post injection for cells imaged 

on the ground (green curve) and cells inflight (blue curve), both fitted against exponential 

uptake fits (Wollman et al., 2022). The intensity of fluorescence images taken during 0.01-1.8g 

flight was characterised against that for images taken on the ground; characteristic uptake 

Figure 5.27 Plot of correlation coefficient (0-1) vs time for CEN.PK 
113-7D brightfield images taken during 0.01-1.8g 
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times were 0.6±0.2 seconds in flight and 1.3±0.3 seconds on the ground, therefore indicating 

that glucose uptake by the yeast cells was slower on the ground than inflight. Despite the 

glucose uptake times being different between the ground and inflight, the limited amount of 

data collected inflight resulted in a lack of statistical significance in these differences.  

 

Figure 5.28 A. Brightfield image of CEN.PK 113-7D yeast cells during flight and B. Fluorescence image 
of 10𝜇M 2-NBDG uptake by CEN.PK 113-7D yeast cells taken with Gravityscope 1mW/mm2 470nm 
beam at 30ms exposure. C. Plots of 10𝜇M 2-NBDG uptake by CEN.PK 113-7D cells on the ground and 
during 0.01-1.8g flight parabola stage for n=20 and n=6 cells respectively, exponential curves have been 
fitted to each.  

5.8.3 Conclusion  

Gravityscope was able to capture 2-NBDG uptake by CEN.PK 113-7D yeast cells on the ground 

and during a microgravity and hypergravity flight. Despite vibrations experienced during flight, 

sample images remained relatively stable. Additionally, the glucose uptake data serves as an 

important proof of principal of Gravityscope abilities and points to the utility of Gravityscope 

for future microgravity experiments.  

 

5.9 Chapter Discussion and Conclusion  
The Gravityscope design performed well and fulfilled the engineering specifications. 

Brightfield and fluorescent images were taken, the microfluidic system allowed for cells to be 

kept alive during the flight and injection of 2-NBDG was controlled remotely. Fresh and used 

sample systems were stowed safely. Control of the microscope and syringe pumps was 

relatively simple and was comfortable to use, even by one operator if necessary.  

Gravityscope can be used to take images of initial fluorescent glucose uptake on the ground 

with results comparable to those obtained from using the HILO/TIRF microscope. 
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Gravityscope can also take brightfield image videos that are relatively stable during 

microgravity and hypergravity conditions on a parabolic flight.   

 

Additionally, this project was a proof of concept that a new system could be developed to 

image cellular processes during a parabolic flight. Due to the contained and robust nature of 

Gravityscope, it is also well-suited to be used in other extra-laboratory conditions such as the 

Antarctic or in deserts. Gravityscope has also been used to image extremophiles in a mine.  
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Appendix A  
Parameter script p_old  

p = struct(...  

'exclude_region', 2, ...  

'start_channel', 1, ...  

'end_channel', 1, ...  

'ALEX', 0, ...  

'satPixelVal', 10^10, ...  

'useParallel', 1, ...  

'spotImageSave', 0, ...  

'noFrames', 5, ...   

'use_cursor', 0, ...  

'useBioFormats', 1, ...  

'all', 1, ...  

'startFrame', 1, ...  

'endFrame', 40, ...  

'firstLeft', 1, ...  

'firstRight', 1, ...  

'FramesToTrack', 0, ...  

'DetermineFirstFrames', 1, ...  

'use_diff', 0, ...  

'CSplit', 0, ...  

'show_output', 0, ...  

'show_all_output', 0, ...  

'show_text_output', 1, ... 

'disk_radius', 5, ...  

'CandidateFindMethod', 3, ... 

'Candidate_d_min', 0, ... 

'gaussian', 0, ...  

'subarray_halfwidth', 8, ... 

'inner_circle_radius', 5, ... 

'gauss_mask_sigma',2, ... 

'SNR_min', 0.4, ...  

'error_set', 0.05, ...  

'GaussSwitch', 1, ...  

'guess_sigma_Fit', 3, ... 

'sigmaFit_min', 0, ... 

'sigmaFit_max', 5, ...  

'd_min', 1, ...  

'd_01_max', 5, ...  

'Iratio_01_min', 0.5, ...  

'Iratio_01_max', 3, ...  

'SigmaRatio_01_min', 0.5, ...  

'SigmaRatio_01_max', 3 ...  

); 
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Appendix B 
Parameter script p1  

p = struct(...  

'exclude_region', 2, ...  

'start_channel', 1, ...  

'end_channel', 1, ...  

'ALEX', 0, ...  

'satPixelVal', 10^10, ...  

'useParallel', 1, ...  

'spotImageSave', 0, ...  

'noFrames', 5, ...   

'use_cursor', 0, ...  

'useBioFormats', 1, ...  

'all', 1, ...  

'startFrame', 1, ...  

'endFrame', 40, ...  

'firstLeft', 1, ...  

'firstRight', 1, ...  

'FramesToTrack', 0, ...  

'DetermineFirstFrames', 1, ...  

'use_diff', 0, ...  

'CSplit', 0, ...  

'show_output', 0, ...  

'show_all_output', 0, ...  

'show_text_output', 1, ... 

'disk_radius', 5, ...  

'CandidateFindMethod', 3, ... 

'Candidate_d_min', 0, ... 

'gaussian', 0, ...  

'subarray_halfwidth', 5, ... 

'inner_circle_radius', 2, ... 

'gauss_mask_sigma',1, ... 

'SNR_min', 0.8, ...  

'error_set', 0.05, ...  

'GaussSwitch', 1, ...  

'guess_sigma_Fit', 3, ... 

'sigmaFit_min', 0, ... 

'sigmaFit_max', 2, ...  

'd_min', 1, ...  

'd_01_max', 4, ...  

'Iratio_01_min', 0.01, ...  

'Iratio_01_max', 100, ...  

'SigmaRatio_01_min', 0.01, ...  

'SigmaRatio_01_max', 100 ...  

); 
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Appendix C  
Parameter script p2  

p = struct(...  

'exclude_region', 2, ...  

'start_channel', 1, ...  

'end_channel', 1, ...  

'ALEX', 0, ...  

'satPixelVal', 10^10, ...  

'useParallel', 1, ...  

'spotImageSave', 0, ...  

'noFrames', 5, ...   

'use_cursor', 0, ...  

'useBioFormats', 1, ...  

'all', 1, ...  

'startFrame', 1, ...  

'endFrame', 40, ...  

'firstLeft', 1, ...  

'firstRight', 1, ...  

'FramesToTrack', 0, ...  

'DetermineFirstFrames', 1, ...  

'use_diff', 0, ...  

'CSplit', 0, ...  

'show_output', 0, ...  

'show_all_output', 0, ...  

'show_text_output', 1, ... 

'disk_radius', 5, ...  

'CandidateFindMethod', 3, ... 

'Candidate_d_min', 0, ... 

'gaussian', 0, ...  

'subarray_halfwidth', 5, ... 

'inner_circle_radius', 3, ... 

'gauss_mask_sigma',1, ... 

'SNR_min', 0.8, ...  

'error_set', 0.05, ...  

'GaussSwitch', 1, ...  

'guess_sigma_Fit', 3, ... 

'sigmaFit_min', 0, ... 

'sigmaFit_max', 2, ...  

'd_min', 1, ...  

'd_01_max', 4, ...  

'Iratio_01_min', 0.01, ...  

'Iratio_01_max', 100, ...  

'SigmaRatio_01_min', 0.01, ...  

'SigmaRatio_01_max', 100 ...  

); 

 

 


