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Abstract 

Lithium-ion batteries (LiBs) are the highest energy density battery and are essential to the 

transition away from fossil fuels, and hence the decarbonisation of the planet.  LiBs find 

major application in electric vehicles (EVs) and Battery Energy Storage Systems 

(BESS).  LiBs in BESS can store energy from intermittent renewable generators (the sun 

doesn’t always shine or the wind blow) to support national grids.    

The high energy density of LiBs comes at a price: they contain flammable solvents, and if 

this chemical energy is released in an uncontrolled manner, through abuse, defects, or 

contamination, they generate gases which can undergo thermal runaway and ignite 

producing flare-like flames or explode.  LiBs are comprised of cells: a cell in thermal 

runaway can cause other cells to enter thermal runaway (thermal propagation).  Large 

LiBs, i.e. those in EVs (10- 100kWh), can re-ignite hours, days or weeks after apparently 

being extinguished and many times.   

This thesis is essentially in two parts, the first part, Chapters 3, 4 & 5 report on 

experiments carried out on single LiB modules and stacks of modules from the Nissan 

Leaf 2 EV.  In Chapters 3 & 4 the module(s) were sent into thermal runaway by abuse to 

investigate the fire characteristics, gases, and provide a demonstration of LiB fires and re-

ignition to emergency responders.  It was found that the emitted gases can easily be 

confused for smoke and/or steam when they actually contain toxic and flammable 

components.   Chapter 5 introduces a novel method to estimate the Heat Release Rate 

(HRR) from a single module fire using optical cameras.  It was found that using this 

method, approximately twice the heat released was accounted for.   

The second part, Chapter 6 follows the experiments in Chapters 3 & 4 and is a report 

written for the Department of Business & Industrial strategy (BEIS) concerning the safety 

of LiBs in domestic BESS (DLiBESS).  The aim was to understand if there are additional 

risks associated with the use of second-hand LiBs in DLiBESS and if the current codes 

and standards are adequate.  Part of the conclusion was that consideration should also be 

given to whether stricter requirements are needed for home-built (“DIY”) DLiBESS that 

use second-life batteries, similarly to the USA. 
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Glossary 

Ageing The loss of capacity due to, e.g. loss of lithium-ions or spallation of 

the anodes.  This is due to time (calendar aging) and use (charging 

and discharging). 

Anode The negative electrode.  In lithium-ion batteries this is most typically 

small particles of graphite.  

ATF Authorised treatment facility. 

Battery (pack) The complete energy storage unit consisting of a number of modules 

or strings. 

BESS Battery energy storage system. 

BMS Battery management system.  This monitors and controls all the 

functions and the state-of-health of the battery. 

BoL Beginning of Life. 

Calendar ageing The changes in the cells of a LiB when in the passive state, i.e. not 

charging or discharging. 

C-rate The rate of charging or discharging expressed in terms of the 

capacity of the battery.  A C-rate of 1 will charge/discharge a battery 

in 1 hour: thus, 1C discharge of a 60Ah battery requires 60A. 

Capacity The amount of charge stored in a battery or cell, usually specified in 

Amp hours (A h) or Watt hours (Wh).  1 A h = 3600 Coulombs (C).  

Cathode The positive electrode. These typically comprise lithium transition 

metal oxides: e.g. lithium nickel manganese cobalt oxide 

(LiNi0.33Mn0.33Co0.33O2).  

Cell The smallest unit of a battery. 

Current collector The aluminium or copper foil on which is coated the cathode and 

anode material, respectively. 

DIY SLDLiBESS Do-It-Yourself second life domestic lithium-ion battery energy 

storage system 

DLiBESS Domestic lithium-ion battery energy storage system. 

DMC Dimethylcarbonate.  One of the solvents used in the electrolyte. 

DSR Demand Side Response 

EC Ethylenecarbonate.  One of the solvents used in the electrolyte. 

EIS Electrochemical impedance spectroscopy. 

Electrolyte In electrochemistry, this term can refer either to the inorganic salt 

(e.g. LiPF6) or to the salt + organic solvent in which it is dissolved. 

End of Life (EoL)/ 

End of First Life 

(EoFL) 

The point at which a battery ceases to be suitable for its current 

application. EoFL for automotive batteries is typically 75 – 80% 

State-of-Health. 

End of Second-life 

(EoSL) 

The final end of life of a lithium-ion battery, usually taken as 50 – 

60% SoH. 

Energy The energy stored in a battery is specified in Watt hours (W h) or 

kiloWatt hours (kW h): 1 W h = 1 Amp Volt x 3600 secs = 3600 

AVs = 3600 Joules. 

Energy density The energy per unit volume (litre) of battery. 

EMC Ethylmethylcarbonate.  One of the solvents used in electrolyte. 

EV Electric vehicle 

Galvanic cell Usually just referred to as a cell. A device which when charged with 

electricity is in a higher energy state than when discharged. On 
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discharge the chemical energy stored is released as an electrical 

current. 

LCO cathode Lithium Cobalt Oxide, LiCoO2. 

LiB LiB Lithium-ion Battery and general term for lithium-ion cells, 

modules and packs. 

LFP cathode Lithium iron (Ferrous) Phosphate, LiFePO4. 

LiBESS Lithium-ion battery energy storage system. 

LiPF6 Lithium hexafluorophosphate 

LMO cathode Lithium Manganese Oxide e.g. LiMn2O4. 

Module or string Manufacturer-specific terms, e.g. collection of cells arranged in 

series and/or parallel. 

MMO Mixed metal oxide (cathode material). 

NCA cathode (Lithium) Nickel Cobalt Aluminium oxide, e.g. LiNi0.8Co0.15Al0.05O2. 

NiCd Nickel Cadmium  

NMC cathode (Lithium) Nickel Manganese Cobalt oxide, e.g. 

LiNi0.33Mn0.33Co0.33O2 (NMC 111), LiNi0.6Mn0.2Co0.2O2 (NMC 622). 

OEM Original equipment manufacturer. 

Open circuit The state when a battery or cell is disconnected from an external 

circuit. 

Open Circuit 

Voltage (OCV) 

The potential difference (voltage) across the terminals of a cell or 

battery when no current is allowed to flow.  This can be correlated 

with the State of Charge (SoC). 

PV Photovoltaic (array): solar electric panels. 

Reuse Battery pack is re-used in its entirety in the same application as in 

first life. 

Remanufacture Selection of modules at end-of-first life and assembly into batteries 

or packs for second-life applications. 

Repair  Battery pack is re-used in the same application as in first life, but 

faulty modules are replaced. 

Risk Risk = probability of hazard occurring x severity of hazard. 

RUL Remainder of Useful Life 

Salt The inorganic compound employed to produce ions in the cell. This 

is typically lithium hexafluorophosphate (LiPF6) which dissociates in 

the organic solvent to produce lithium cations (positively charged 

ions, Li+) and hexafluorophosphate anions (negatively charged ions, 

PF6
−). 

Separator A plastic film permeable to lithium and hexafluorophosphate ions 

that prevents the anode and cathode from touching and causing a 

short circuit. 

SLDLiBESS Second-life domestic lithium-ion battery energy storage system. 

Solid Electrolyte 

Interface (SEI) 

The protective layer that forms on the anode during the first charge 

from reduction of the LiPF6 and solvent which prevents further, 

explosive degradation of the electrolyte and thermal runaway. 

Solvent Mixture of organic carbonates, containing ethylene carbonate, as this 

is essential for the formation of the SEI.  Ethylene carbonate is a 

solid at room temperature and other carbonates are essential to 

reduce viscosity. 

Specific energy The energy per kg of battery. 
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State of Charge 

(SoC) 

The amount of charge stored compared to that equivalent to full 

charge, expressed as %. 

State of Health 

(SoH) 

The current capacity of a cell or battery compared to its capacity at 

its beginning of life, expressed as %. 

ToU Time of use billing. 

Virtual Power Plant 

(VPP) 

Grouping of DLiBESS to support the grid. 

VOC Volatile organic compounds. 
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Chapter 1 . Introduction 

 

In broad terms, the work described in this thesis concerns the safety aspects of lithium-ion 

batteries, and particularly what happens when things go wrong. 

Lithium-ion batteries (LiBs) have penetrated deeply into society, finding a wide range of 

applications in personal electronic devices since their discovery and development in the 

1980’s and 90’s and, more recently, in larger energy systems including personal mobility 

devices (E-scooters, E-bikes, E-motorcycles etc.), electric vehicles (EVs) and battery 

energy storage systems (BESS).  The plethora of applications is primarily due to the 

unique characteristics of LiB technology including: high energy densities, high voltage, 

good stability, low self-discharge rate, long-life cycle, and availability of a wide range of 

chemistries with diverse electrode designs [1, 2].  LiBs are incorporated into ever more 

applications and are to be found at scales as diverse as their applications: this is evidenced 

by the uptake of LiBs having increased eight-fold between 2010 and 2018 to 160 GWh 

[3] and the steady increase in annual sales of LiBs which are predicted to be c.a. 4 TWh 

by 2040 [4].  In the UK, it is forecast that the number of LiBs reaching end of their life in 

automotive applications (End-of-First-Life, EoFL) will be approximately 75,000 units, or 

28,000 tonnes by 2025 [5].  The advent of lithium-ion technology and the paradigm shift 

in the energy and power density capabilities that it represents, are perceived as the 

enabling technology for an extremely broad range of energy storage applications [6].  

Most particularly, LiBs are increasingly recognised as essential and integral to enable the 

storage of electrical energy from renewable energy sources.   

1.1. Composition and structure of a lithium-ion battery 

The smallest unit of a LiB is the cell [7].  Cells are connected in series and/or parallel to 

make a module [8] (sometimes called a string), modules are connected in series and/or 

parallel to make a battery or battery pack [8].  A cell is comprised of two electrodes 

physically separated by a porous polymer separator soaked in a liquid electrolyte made of 

organic solvents with a lithium salt dissolved into it along with chemical additives [9], 

Figure 1.1 shows a schematic of a lithium-ion cell as part of a stack of cells.   
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Figure 1.1. Schematic of a lithium-ion cell.  

As can be seen from Figure 1.1, the electrodes comprise a number of components: thus, 

the cathode is made from an aluminium foil current collector coated with a lithium mixed 

metal oxide [10]; the anode is made from a copper foil current collector normally coated 

with graphite particles [10].  The electrodes are pressed tightly together either side of a 

porous polymer separator (typically polyethylene (PE), polypropylene (PP), or both [11]) 

with the pores filled with electrolyte during the manufacturing process.  The most 

common electrolyte comprises a mixture of organic carbonates (always ethylene 

carbonate (EC), with e.g. dimethyl carbonate (DMC) and/or ethyl methyl carbonate 

(EMC), and/or diethyl carbonate (DEC) [12]), and lithium hexafluorophosphate (LiPF6) 

as the lithium salt, see Error! Reference source not found. for chemical structures and 

formulae.  Additives form up to 5% of the electrolyte either by weight or volume [13].   

The foil current collectors are made as thin as possible to reduce the mass and volume of 

the cell, in turn making the energy densities as high as possible [14].  Improved 

manufacturing methods over the last decade have made thinner current collectors possible 

and cell designers have utilised these thinner materials to increase energy density in 

newer cells [15].  

As most LiBs have graphite anodes, the mixed metal oxide layer of the cathode is used to 

name the cell [8, 15], for example: a LCO cell has a lithium cobalt oxide cathode, a LFP 

cell has a lithium iron (ferrous) phosphate cathode, a NCA cell a nickel cobalt aluminium 

oxide cathode, and a NMC cell has a nickel manganese cobalt oxide cathode.   

Names can be made more descriptive by including the mole stoichiometry of each metal 

making the mixed metal oxide: lithium and oxygen are excluded from the name, as the 

proportion of lithium changes during charge and discharge cycles and the oxygen content 
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is constant: for example, a NMC 111 (sometimes NMC 333) cell has equal proportions of 

nickel, manganese, and cobalt (LiNi1/3Mn1/3Co1/3O2); and a NMC 811 cell has 80% 

nickel, 10% manganese and 10% cobalt (LiNi0.8Mn0.1Co0.1O2) [16]. 

Table 1.1.  Chemical formulas and structures for common electrolyte components. 

Name Chemical Formula Chemical Structure 

Ethylene carbonate C3O3H4 

 
Dimethyl carbonate C3O3H6 

 
Ethyl methyl carbonate C4O3H8 

 
Diethyl carbonate C5O3H4 

 
Lithium 

hexafluorophosphate 

LiPF6 

 

 

At the time of writing, as stated above, the most common active anode material is 

graphite [17], coated on a copper foil current collector.  The graphite particles are 

obtained from natural resources or synthesised, and refined in a process called 

spheroidization, producing particles between 8 and 30 µm [18].  The graphite is bound to 

the copper using polyvinylidene fluoride (PVDF) as a binding agent [18].  An alternative 

anode is lithium titanate oxide (LTO) [10, 19], which although deemed safer [10], can’t 

be cycled through as wide a voltage range as graphite, and therefore makes the cell 

energy densities (energy per unit mass (J kg-1) and energy per unit volume (J m-3)) lower 

[10, 19]. 

If the two electrodes physically touch each other when in the charged state, an internal 

short circuit is produced, any stored electrical energy will be released in an uncontrolled 

manner producing a large amount of heat [20], which is why the electrodes are physically 
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separated, with an electrically insulating material.  The separator is porous to facilitate the 

transport of lithium ions dissolved in the electrolyte from one electrode to the other in 

charge and discharge cycles, with channels of c.a. 1µm in diameter [21].  The separator 

plays no part in the electrochemical reactions in the cell and is such ‘dead weight’, hence, 

it is made as light and therefore as thin as possible, typically between 20 and 25 µm for 

polypropylene and polyethylene separators [21, 22], which is about a fifth to a third the 

thickness of a standard sheet of A4 paper.   

Cells can be made in different shapes and sizes (form factors): cylindrical, prismatic and 

pouch [23].  The cell components are housed in a casing, this can be a hard case which 

provides structural integrity, i.e. cylindrical and prismatic cells, or a soft case, as with 

pouch cells [24, 25].  All casings must prevent water ingress and electrolyte loss [25] and 

are shown in Figure 1.2 to 1.8.  

 
Figure 1.2. A schematic showing the components rolled in a cylindrical can.  

A cylindrical cell has its components rolled, taped shut, and known as a jelly roll [26], as 

seen in Figure 1.2.  The jelly roll is placed inside an aluminium or steel can which is 

welded closed [27], as can be seen in  

Figure 1.3, its shape is like a standard UK AA (LR6) cell.  The cathode in a cylindrical 

cell is connected to the lid of the can and the anode to the base [28, 29]. 
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Figure 1.3. Schematic cross section of a typical 18650 cylindrical cell. 

The size of the can used in a cylindrical cell is used to classify the cell, for example, an 

18650 cell is 18 mm in diameter and 65 mm in length [30]: for comparison a UK AA cell 

is 14.5 mm in diameter and 50.5 mm in length [31].  The International Electrotechnical 

Commission (IEC) have further classifications and include details of the cathode 

chemistry and shape, with lithium-ion cells having a prefix ‘I’, followed by the cathode 

chemistry (‘C’ for cobalt) then the shape (‘R’ for cylindrical cells).  A cylindrical LCO 

cell of the above dimensions is an ICR18650 cell [30].  Cylindrical cells are used in 

Tesla, Smart and Mini EV’s and are made by manufacturers such as Panasonic [32, 33]. 

A prismatic cell has its components rolled in a similar fashion to a cylindrical cell except 

the jelly roll is flatter, i.e. an elliptic spiral [8], as can be seen in Figure 1.4.  The jelly roll 

is inserted into aluminium or steel case [26] then the lid is welded on, as can be seen in 

Figure 1.5.  
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Figure 1.4. A schematic showing how the components are wound in a prismatic cell. 

 

 
Figure 1.5. Schematic cross section of a prismatic cell. 

The shape of a prismatic cell is like a UK 9V PP3 cell (47 mm high, 26 mm wide and 17 

mm thick [31]).  Prismatic cells are classified by the IEC with the letter ‘P’, if this cell 

uses a LCO cathode and the same size as a standard UK 9V PP3 cell, it would be an 

ICP264717 [30].  Prismatic cells are used in Toyota and Mitsubishi EV’s and are made by 

manufacturers such as PEVE and LEJ [33].  

A pouch cell can have its electrodes either elliptically rolled as can be seen in Figure 1.4, 

stacked in an anode-separator-cathode-separator pattern, see Figure 1.6, or using a z-fold 

on the separator, see Figure 1.7 [34, 35], in this case the separator is one continuous 

piece, snaking around the individually cut electrodes.  After stacking the electrodes using 
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any of the methods, the electrode stack is placed inside an aluminium/plastic laminate 

pouch and heat sealed [35], see Figure 1.8. 

 

Figure 1.6. A schematic showing the stacking of the electrodes and separator of a pouch 

cell. 

 
Figure 1.7. A schematic showing the ‘Z’ folding of the electrodes and separator of a 

pouch cell. 

The laminate pouch is tri-layer with typically, polypropylene (melting point 165oC [36]) 

on the inside, aluminium (melting point 660oC [37]) in the middle and a polyamide 

(various melting points (220oC for polyamide 6, 190oC for polyamide 11 [38]) or 

polyethylene terephthalate (220 – 250oC [35]) on the outside [35].  The laminate is heat 

sealed at a temperature above the melting point of the inner polypropylene but less that 

the outer polyamide after the electrode stack is inserted [35].  Unlike cylindrical and 

prismatic cells, there is no classification system for size or cathode type.  Pouch cells are 
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used in Nissan, Opel and Ford EV’s and are made by manufacturers such as LG Chem 

and Envision-AESC [33].  

 
Figure 1.8. Schematic cross section of a pouch cell. 

1.2. Charge and discharge 

The electrochemistry that takes place during the charging and discharging of a lithium-ion 

cell is the simplest of all rechargeable cells.  Lithium ions move from one electrode to the 

other by de-intercalating from one electrode and intercalating into the other electrode, as 

shown in Figure 1.9.  Lithium intercalation in graphite is a process where lithium ions are 

inserted in between the graphene layers [39, 40] and lithium intercalation in a LCO 

cathode is a process where lithium ions are inserted in between the crystal structure layers 

[39].  De-intercalation is the removal of the lithium ions from the graphite or crystal 

structure layers.   

As can be seen in Figure 1.9, when the cell is fully discharged, the anode is empty of 

lithium, it is carbon in the form of graphite with the empirical formula C6 [41].  The 

cathode is full of intercalated lithium with the empirical formula LiCoO2 [41].  As the cell 

charges the lithium content in the cathode reduces becoming Li1-xCoO2 and the anode 

lithium content increases to LiC6 when fully charged [41, 42]. A maximum of half of the 

lithium ions that were originally intercalated in the cathode are intercalated in the anode, 

as once the lithium content (the ‘x’ in Li1-xCoO2) is above 0.55 the structure begins to 

collapse in a highly exothermic process [43].  As the cell discharges, the reverse happens,  

the lithium ions that were intercalated into the anode, de-intercalate and intercalate into 
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the cathode, reforming the cells original state [44].  A charge/discharge cycle is shown in 

Figure 1.10 showing the direction of movement of lithium ions (Li+) and electrons (e-). 

 
Figure 1.9. A simplified diagram of a charge/discharge cycle inside a LCO cell. 

As can be seen in Figure 1.10 when discharging a cell, electrons move from the anode, 

around the external circuit, through an electrical appliance, providing energy for the 

appliance to function, then to the cathode, while lithium ions move through the electrolyte 

and separator from the anode to the cathode [45].  Charging a cell requires an external 

power source, provided a voltage difference between the electrodes, forcing negatively 

charged electrons around the external circuit from the cathode to anode, while lithium 

ions move through the electrolyte and separator from the cathode to the anode [46, 47].   
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Figure 1.10. The charging and discharging of a lithium-ion cell. 

By definition, oxidative processes, where a species loses an electron and becomes (more) 

positively charged, take place at the anode, and reductive processes, where species gain 

an electron and become (more) negatively charged, take place at the cathode [48]. 

However, the reactions in a LiB cell are reversable, at the anode the reaction is: 

Li+ + e- + C6 ↔ LiC6     (1) 

Going from left to right during charging.  The reaction at a LiCoO2 cathode is: 

LiCoO2 ↔ Li1-xCoO2 + (x)Li+ + (x)e-     (2) 

Going from left to right during charging.  During discharge the reaction at the anode is 

oxidative and at the cathode the reaction is reductive, but during charging a reductive 

reaction occurs at the anode and an oxidative reaction occurs at the cathode, so the anode 

should be called the cathode and vice-versa [10, 41].  To avoid confusion, the names of 

the electrodes are given by the discharge reactions, i.e. the anode is the graphite coated 
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copper electrode, and the cathode is the mixed metal oxide coated aluminium electrode, 

and do not change for charging. 

1.3. A summary of the history of lithium-ion batteries 

The patent for the first prototype lithium-ion cell was registered in 1985 (U.S Patent 

number 4,668,595) [49], building on work by John. B. Goodenough and others earlier in 

the decade [50].  The first application of LiBs was in Sony camcorders in 1991 [51, 52], 

but this expanded rapidly into mobile phones and laptops [51, 52], using all three form 

factors.  The next paradigm shift was the use of LiBs in EVs (again using all three form 

factors) heralded by the first production LiB EV, the Tesla Roadster in 2008 [53].  This 

also triggered very large scale production of LiBs in gigafactories.  Plug in hybrid EVs 

(PHEV’s), which can be charged by connecting to an external power source or using an 

onboard generator fuelled by the combustion engine, were followed by the all-electric 

Nissan Leaf in 2010 and a significant increase in the LiB market in 2015 due to the 

introduction of Chinese EV buses [54].  The first lithium-ion battery energy storage 

system (LiBESS) was installed in 2008 in Guadeloupe in a collaboration between SAFT, 

Tenesol, ADEME and EDF SEI and was several domestic LiBESS (DLiBESS), 

consisting of 15 SAFT 11 kWh units each connected to a 2 kW photovoltaic (PV) system.  

The first large scale (5MW) LiBESS was commissioned for Portland Electric in 2012.  

1.4. Safety systems 

1.4.1. The solid electrolyte interface (SEI) 

The first major safety benefit of a LiB is the solid electrolyte interface (SEI), see Figure 

1.1.  When fully charged, LiBs are thermodynamically unstable, as the graphite anodes 

have essentially the same potential as metallic lithium, c.a. 0.1 V difference [55], and 

hence should immediately and exothermically reduce the organic carbonates employed in 

the electrolyte [56-58].  The reason that this does not occur is the serendipitous formation 

of the SEI during the first charge [59, 60]: thus, during manufacture, newly assembled 

cells are left at low SoC over a period of c.a. 2 weeks to ensure the formation of a 

compact SEI layer on the graphite particles.  

Figure 1.11 shows the potentials of various cathode materials, for example lithium nickel 

manganese oxide (LixNi0.5Mn1.5O4 (LNMO)) cathodes are stable when cycled up to 4.6 V 

vs Li/Li+ but will oxidise the electrolyte at potentials above this.  Lithium titanate anodes 
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are stable when cycled above 1.55 V vs Li/Li+ but will reduce the electrolyte at potentials 

below this.  Graphite can be cycled to c.a. 0.1 V vs Li/Li+, but this is outside the 

electrolyte stability window (shown in blue in Figure 1.11): however, the formation of the 

SEI layer on the anode expands the window to c.a. 0 – 4.8 V vs Li/Li+.   

 
Figure 1.11. A schematic showing the electrochemical stability windows of the electrodes 

and electrolyte in lithium ion cells [10, 54]. 

Cycling a cell through a greater potential difference gives the cell a higher energy density, 

as the potential difference (measured in voltage) is energy (in joules) per coulomb of 

charge.  A LNMO/graphite cell can be cycled with a maximum potential difference of 3.6 

V (4.6 V -1 V = 3.6 V), but with the SEI layer a maximum potential difference 25 % 

higher, 4.5 V (4.6 V -0.1 V = 4.5 V) can be obtained. 

The SEI layer allows the transport of lithium ions to and from the anode [10], through 

micro-pores in its structure [13], but is impervious to the solvent molecules [10].  The 

exact reactions responsible for the formation of the SEI are unknown [61], but it has been 

proposed that cyclic carbonates such as ethylene carbonate (which is always a component 

of the electrolyte), react with the lithium ions  (from the lithium salt (LiPF6 [62])) [61] to 

produce Li2CO3 or Li2C4O6H4 [13, 63], see Table 1.2 for chemical structures and 

formulas.  The SEI layer has also been found to be composed of layers itself [64]: an 
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inorganic layer at the graphite surface [61, 65], consisting of compounds such as LiF and 

Li2O [10], and an organic outer layer [61, 65] consisting of compounds such as Li2CO3 

and lithium alkyl carbonates (ROCO2Li)[62], where ‘R’ stands for the rest of the 

molecule.  Damage to the SEI is one of the primary causes of thermal runaway, i.e. 

uncontrolled positive feedback, in lithium-ion cells that can result in fire or explosions. 

Table 1.2.  Chemical formulas and structures for SEI components. 

Name Chemical Formula Chemical Structure 

lithium carbonate Li2CO3 Ionically bonded crystal 

dilithium ethylene 

dicarbonate 

Li2C4O6H4 

 
lithium fluoride LiF Ionically bonded crystal 

lithium oxide Li2O Ionically bonded crystal 

lithium alkyl 

carbonates 

ROCO2Li 

 

 

1.4.2. The battery management system 

The primary physical safety system is the battery management system (BMS).  The 

purpose of the BMS is to ensure as far as possible (i.e. BMSs are known to fail, as may be 

seen, for example, from incidents involving the overcharge of EVs [66]) safe operation, to 

facilitate longevity, monitor state of function in the form of state of charge (SoC, the 

percentage of stored charge compared to the maximum charge [67, 68]) and state of 

health (SoH, the maximum capacity compared to that when the cell was new, also 

expressed as a percentage [69, 70]), provide alerts for causes of concern such as extremes 

of temperature, cell imbalance, and the remaining useful life [70, 71].  The BMS should 

prevent overcharge (e.g. when charging a smart phone, the BMS disconnects the battery 

from the charger at 100 % SoC) and over discharge, both of which can lead to hazardous 

incidents [72].  When cells are connected in series, to reach the required voltage for an 

application [73], they must be actively balanced. Cells have different capacities due to 

manufacturing tolerances, testing equipment precision and environmental conditions [65, 

73].  The cell with the lowest capacity reaches 100 % SoC first and if charging is not 

terminated it will overcharge before the other cells are fully charged [74].  This becomes 

a hazardous event and is described in more detail in Section 1.6.2. 
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The most common definition of SoH is the ratio of the current maximum capacity of a 

cell, module or battery, Qc, to the maximum capacity when new, i.e. at beginning of life 

(BoL), QBoL, expressed as a percentage [69], and shown in Figure 1.12: 

𝑆𝑜𝐻 = (
𝑄𝐶

𝑄𝐵𝑜𝐿
) 𝑥 100%     (3) 

 
                                        (a)                                                                           (b) 

Figure 1.12. Representation of a lithium-ion battery at (a) Beginning of Life, BoL, and (b) 

after ageing. 

The charge contained in a cell is known as capacity, in Ah: 1Ah = 3600 Coulombs (C) 

[75] and as can be seen in Figure 1.12, in (a) at BoL, the charge that can be stored in the 

cell (QBoL) is at a maximum.  As the cell ages, through cycling and/or calendar ageing (i.e. 

while sitting idle) [60], a portion of the cell becomes inactive (red section in Figure 

1.12(b)), Qc, the capacity of the cell is thus reduced compared to QBoL [76].  

Typically, the SoC of a new cell is determined from a calibration curve of open cell 

voltage (OCV) vs SoC [67, 77].  Determining the SoC of an aged cell is extremely 

challenging [67] as the charge corresponding to 100 % SoC cannot be determined 

accurately [67], and each cell has its own unique calibration curve, i.e. LCO calibration 

curves are different for each manufacturer [78] are temperature, age, hysteresis and 

history dependent [79], and cells need time to relax to reach thermodynamic equilibrium 

before reliable voltage readings can be made [67, 80, 81] (see Figure 1.13).  A further 

complication in LFP cells is they have significantly flatter voltage vs charge curves than 

other chemistries [81-83], as shown in Figure 1.14, meaning voltage readings must be 

both accurate and precise to avoid large inaccuracies in SoC estimations [67, 68]. 
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The blue and orange lines in Figure 1.13 show the difference in the OCV-SoC 

relationship depending on the time a cell is relaxed before measurements are taken.  The 

blue line is for readings taken 24 hours after discharging a cell and the orange line is for 

readings taken 1 hour after discharging a cell.  As the cell relaxes the OCV increases 

(after discharge, decreases after charging [80]) until all the components are in 

thermodynamic equilibrium.  In this example, if a voltage measurement is taken at the 

dotted black line, it will read as a 20% SoC for a cell given a 24 hour rest period, but 40% 

SoC for a cell given a 1 hour rest period.  

 
Figure 1.13. An example of an OCV-SoC calibration curve, showing a difference in rest 

periods before measurements are made [79]. 

The blue line (NMC cathode) and red line (LFP cathode) in Figure 1.14 are both for a 

graphite anode, the cyan line uses a LTO anode and an NMC cathode.  Comparing the 

LFP curve to the others, it is much flatter and therefore more difficult to determine an 

accurate SoC from a voltage measurement, any errors in measurement will lead to a 

greater error in SoC estimation for this chemistry.   
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Figure 1.14. A comparison of different OCV-SoC curves for different cell chemistries, 

reproduced from ‘Cell state-of-charge inconsistency estimation for LiFePO4 battery pack 

in hybrid electric vehicles using mean-difference model, Zheng Y, et al.’  [83]. 

An alternative numeric definition of SoH is in terms of the internal resistance, or 

impedance [68] which can be measured for both new and used cells [84].  In alternating 

current (AC) theory, the impedance, Z, is given by Ohm’s Law [85]: 

𝑍 =  
𝑉

𝐼
     (4) 

Where V is the voltage, and I is the current.  The resistance R, is the specific case of (4) 

when applying a direct current (DC) [85]: 

𝑅 =  
𝑉

𝐼
     (5) 

The internal resistance or impedance of a cell is that of all the components of the cell, 

current collectors, electrodes, separator, SEI, electrolyte, and wires [85].  When measured 

by DC techniques it is the internal resistance and when measured by AC techniques it is 

referred to as the internal impedance [86].  As the cell ages and the SoH decreases the 

internal resistance increases, and hence the BMS can be programmed to use this 

relationship to determine the cell SoH [87]. 

1.4.3. Physical safety systems 

The physical safety systems employed at cell level in LiBs are essentially designed to cut 

one of the two circuits in the battery: the internal ionic circuit (movement of lithium ions) 

and the external, electronic circuit (movement of electrons).  Physical safety systems 
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include shutdown separators, positive temperature coefficient thermistors (PTC), thermal 

fuses, safety vents, and current interrupting devices (CID).  

The separator can be made of a tri-layer construction, PP-PE-PP [70].  As PE has a lower 

melting point than PP (135 oC, compared to 165 oC) [87, 88], it melts first as the cell 

increases in temperature, blocking the pores of the PP layers [89] and hence stopping the 

flow of ions [89] in an irreversible process [88, 90].  However, not all the PE layer melts 

simultaneously [91], so the cell may not completely shut down.  If the temperature of the 

cell exceeds the higher melting point and the polymer structure collapses, this can result 

in internal short circuit (anode and cathode touch) which generates large quantities of heat 

and potentially leading to thermal runaway [92]. 

A PTC has a temperature dependent electrical resistance [70].  A PTC is made from 

conducting particles in a polymer and, as the PTC increases in temperature, it expands 

and the conducting particles move apart, increasing the electrical resistance [89].  For 

example, a Panasonic cylindrical cell was shown to have a low resistance, c.a. 1-10 mΩ 

[89] at the normal operating temperature of a cell.  In this temperature range the PTC 

consumes a small amount of energy and therefore only heats up a small amount due to 

Joule heating [71].  As the PTC increases in temperature the resistance increased by 29.49 

mΩ between 22.15 and 89.98 oC [89].  However, at higher temperatures, a phase change 

in the PTC occurs which increases the resistance from 11.29 Ω at 100.2 oC to 139.3 Ω at 

100.6 oC, effectively shutting down the electronic circuit [89].  Once the temperature 

drops, the PTC returns to its original state and the cell can be cycled again [71, 89], but 

not indefinitely and it will ultimately fail in the high resistance state [90].   

Thermal fuses can be incorporated in cells which break when either a large current passes 

or when the temperature of the cell rises above a set level [89].  Such fuses are typically 

made from an alloy of tin, bismuth, indium, and zinc to achieve the desired operating 

temperature [89].  A fuse is irreversibly destroyed once it breaks the circuit [88].   

Safety vents are built into cells to relive pressure if undesired internal reactions produce 

gas [92], preventing an explosion [89].  A weak point can be made in the casing, for 

example, by scoring the cap of a cylindrical cell [89]: if excess pressure builds inside the 

cell, the cap breaks at this point releasing the pressure [93] in a controlled way [91].  Such 

“blast caps” are typically made from an aluminium-ferrum alloy [71].  By attaching the 

vent to the cathode with a current interrupting device (CID), when the cell vents it also 
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breaks the connection to the cathode [71] breaking the electrical circuit.  Safety vents are 

irreversibly destroyed once activated [94]. 

 
             (a)                                                                                                 (b) 

Figure 1.15.  A cross section of a cylindrical cell; (a) with the blast cap in-tact; and (b) 

once the blast cap has operated and the electrical connection is broken. 

1.4.4. Chemical additives 

Chemical additives form up to 5% of the solvent, by weight or volume [13], are 

commercially secret [17] and are critically important to the safe function of LiBs.  They 

have several functions: facilitating compact SEI formation [13], and/or improving the SEI 

structure [13], enhancing the thermal stability of LiPF6 [13], improving the conductivity, 

viscosity and wettability of the solvent [13], protecting the aluminium current collector 

from corrosion [95], reducing the organic electrolyte solvent flammability [13], providing 

overcharge protection/toleration [13] and terminating cell operation under abuse 

conditions [13].  Some specific examples of additives are presented below. 

The electrolyte salt, LiPF6, exists in thermal equilibrium with PF5
- [95, 96] 

𝐿𝑖𝑃𝐹6  ↔  𝑃𝐹5 + 𝐿𝑖𝐹     (6) 

The PF5 so produced can attack both the organic solvent [97-99] and the SEI, reducing 

the stability of the SEI [98, 100], producing gaseous products, such as carbon dioxide, 

hydrogen, oxygen, ethylene, fluoromethane and fluoroethane [96].  A simple solution to 

this problem exploits Le Chatelier’s Principle by adding a low concentration of LiF to the 

electrolyte (e.g. 0.05 % wt%) to force the equilibrium (6), to the left, inhibiting the 

decomposition of LiPF6 [101]. 
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The alkyl carbonate solvents employed in lithium-ion cells are the main thermal 

components of these devices, and their reaction with exposed lithiated anodes and/or with 

the oxygen produced as the cathode structure collapse are responsible for heat and gas 

generation [102].  Gases such as carbon dioxide, carbon monoxide, water and heat can be 

produced by the exothermic oxidation of the organic electrolyte solvents [103].  The 

flashpoints of the typical solvents DMC, EMC and EC are 15, 22 and 33 oC respectively 

[70], and flame-retardant additives can be employed to lower the flammability of the 

electrolyte [99].  Both halogenated and non-halogenated organic phosphorous compounds 

have been used as flame retardant additives [70], but toxicity and environmental concerns 

have led to more focus on the latter [70].  The organophosphorus compounds generate 

radical scavenging species in fire [70, 104], which remove the hydrogen and hydroxyl 

radicals [70, 104] essential to maintain combustion [70, 99].  They can also act to form a 

char, which acts as a barrier between the liquid and gas phases to inhibit combustion [99]. 

The use of overcharge protection additives inherently acknowledges that BMS are 

fallible, and the protection is achieved using redox shuttles (RS) [102].  If the BMS 

malfunctions, RS can provide additional protection against overcharge [102].  These 

species are reversibly oxidised and reduced [102] (i.e. the shuttle is rapidly oxidised to the 

cation radical RS0+, which in turn can be rapidly reduced back to the neutral species RS) 

at the cathode and anode, respectively, during charging, providing a safe ionic short 

circuit which converts the current supplied, to heat [105].  Once the potential of the 

cathode surpasses the reduction potential of the shuttle, the shuttle is oxidised [106]: 

𝑅𝑆 →  𝑅𝑆0+ + 𝑒−     (7)  

The radical cation then diffuses to the anode where it is reduced back to RS: 

𝑅𝑆0+ + 𝑒−  → 𝑅𝑆     (8)  

The potential of the cathode is pinned at that of the shuttle: at lower potentials, the RS is 

inactive [106].  Examples of redox shuttles are 3,5-di-tert-butyl-1,2-dimethoxybenzene 

(DBDB), 4-tert-butyl-1,2-dimethoxybenzene (TBD), 2,2,6,6- tramethylpiperidinyloxide 

(TEMPO), 4-methoxy-TEMPO, and 2-(pentafluorophenyl)-tetrafluoro- 1,3,2-

benzodioxaborole (PFPTFBB) [107], chemical formulas and structures are shown in 

Error! Reference source not found..  Thermal runaway due to overcharge typically 

occurs at SoC > 140 % and hence potentials for overcharge protection can be significantly 

higher than the nominal voltage of the cell and range from 3.52 to 4.90 V [70].   
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Table 1.3.  Chemical names, abbreviations, formulae, and structures for selected redox 

shuttles. 

Name Chemical Formula Chemical Structure 

3,5-di-tert-butyl-1,2-

dimethoxybenzene (DBDB) 

C16H26O2 

 
4-tert-butyl-1,2-

dimethoxybenzene (TBD) 

C12H18O2 

 

2,2,6,6- 

tramethylpiperidinyloxide  

(TEMPO) 

C9H18NO 

 

4-methoxy-TEMPO C10H20NO2 

 

2-(pentafluorophenyl)-

tetrafluoro- 1,3,2-

benzodioxaborole (PFPTFBB) 

C12BF9O2 

 

 

Shutdown additives are oxidised at high potentials to release a gas [90] (typically CO2) 

which triggers a CID [70] [90] or a safety vent: they may also polymerize on the cathode 

surface [70] to prevent further overcharge [70].  Examples of these species include 

xylene, cyclohexylbenzene, biphenyl, 3-thiopheneacetonitrile, and 2-2-diphenylpropane 

[70], chemical formulas and structures are shown in Error! Reference source not 

found..   
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Table 1.4.  Chemical names, abbreviations, formulas, and structures for selected 

shutdown additives. 

Name Chemical 

Formula 

Chemical Structure 

xylene C8H10 

 
cyclohexylbenzene C12H16 

 
biphenyl C12H10 

 
3-

thiopheneacetonitrile 

C6H5NS 

 
2-2-diphenylpropane C15H16 

 
 

1.5. Thermal runaway of cells 

Thermal runaway has been quoted in the literature as: “A process of uncontrolled heat 

release and rapid temperature rise.” [108], “The cell condition where the internal cell 

reactions generate more thermal heat than the cell can dissipate. The condition causes 

cell venting and premature failure”[108], “…. in some cases, the temperature rises to 

very high levels at which the structure of the battery fails. This phenomenon is called 

Thermal–runaway” [109], and “Thermal runaway refers to the situation in which the 

battery temperature rises uncontrollably due to the heat generated by the mutual 

reactions of battery components.” [110].   

The first two quotes are from different chapters in the same book, the first only mentions 

the rapid temperature rise but the second only mentions the production of more heat than 
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can be dissipated, which could be a slow temperature rise.  Also, there is no definition of 

‘rapid’ in the first quote.  The third quote mentions a high temperature, again without any 

numerical value, but does not state if this must be rapid or a slow temperature rise can 

commence thermal runaway.  The fourth quote gives a better definition of what 

temperature rise is necessary and a reason, although, it may be difficult to ascertain if the 

temperature rise is indeed uncontrollable and due to the reactions of the components 

when the cell is in use.  The four quotes show that a clear definition of thermal runaway is 

not yet agreed in the academic literature: further, most academic papers do not include a 

definition of thermal runaway [111] when discussing it. Hence comparisons of thermal 

runaway between different research groups becomes challenging. 

The problem with defining the onset of thermal runaway is the balance between the most 

accurate definition and what can be measured with the required precision.  The simplest 

definition is when a clear rise in temperature can be measured, which occurs once the heat 

generated by thermal runaway is produced faster than it can be dissipated: this is usually 

expressed as a rate of temperature rise, with values from 1 oC s-1 [112, 113] to 1 oC min-1 

[114] often quoted, but can be as low as 10 oC min-1 for lower energy density LFP cells 

[113].  Such a definition is not very useful in real life applications, as the cell will be 

undergoing thermal runaway before the onset is measured, due to the time lag of the heat 

energy conducting from the inside of the cell to the external surface.  In addition, the 

minimum detectable rate of temperature increase will be dependent on the equipment 

employed.  A more accurate definition of thermal runaway is when the exothermic 

reactions in the cell become self-sustaining, but this is far more difficult to detect and 

measure. 

The rate constant for the reaction responsible for the heat generated in a chemical process 

increases exponentially with temperature as represented by the Arrhenius Law:  

𝑘𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 = 𝐴𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛 𝑒
−𝐸𝑎
𝑅 𝑇      (9) 

Where kgeneration is the reaction rate constant, Ageneration is the pre-exponential factor, Ea is 

the activation energy (J mol-1), R is the universal gas constant (8.314 J mol-1 K-1) and T is 

the temperature (K).   As the reaction rate increases, the heat generation rate (Q (J s-1)) 

increases.  However, heat dissipation (q) does not grow as quickly as the temperature of 

the cell increases.  A plot of heat generation rate and heat dissipation rate as a function of 

temperature is shown in Figure 1.16 to illustrate this. 
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Figure 1.16. Heat generation and heat dissipation (for illustration purposes). 

There are four sections in Figure 1.16, the first is for temperatures below 295 K (set as the 

ambient temperature), here the heat dissipation rate is negative, meaning that heat will 

flow from the surroundings to the cell.  The second region is for temperatures between 

295 and 347 K, here the heat generation rate is greater than the heat dissipation rate, 

meaning the cell will increase in temperature.  The third region is for temperatures 

between 247 and 572 K, here the heat dissipation rate is greater than the generation rate, 

meaning that if the cell is at any temperature in this region it will cool under normal 

operating conditions.  The fourth region is for temperatures above 572 K, here the heat 

generation rate is greater than the dissipation rate, meaning the cell will rise in 

temperature, causing a greater increase in heat generation than heat dissipation, which 

causes another temperature increase.  When this cycle is self-sustaining, thermal runaway 

has commenced. 

1.6. Abuse and malfunction of cells causing thermal runaway 

The malfunction of a safety system or the abuse of a lithium-ion cell can cause thermal 

runaway and these malfunctions/abuses are generally categorised into three types: 

thermal, electrical, and mechanical. 

1.6.1. Thermal abuse 

If a cell is thermally abused by an external heating source, thermal runaway commences, 

as the SEI starts to decompose c.a. 80 oC [102], although it can regenerate, with SEI 

regeneration and decomposition rates equal up to c.a. 250 oC [102], albeit with a less 
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compact layer [113].  The solvent components of the electrolyte vaporise at temperatures 

from 77 to 248 oC, see Error! Reference source not found.. 

Table 1.5.  The boiling points for common electrolyte solvents [115]. 

Solvent Molecular Formula Boiling Point / oC 

Ethyl Acetate (EA) C4H8O2 77 

DiMethyl Carbonate (DMC) C3H6O3 91 

Ethyl Methyl Carbonate 

(EMC) 

C4H8O3 110 

DiEthyl Carbonate (DEC) C5H10O3 126 

Propylene Carbonate (PC) C4H6O3 242 

Ethylene Carbonate (EC) C3H4O3 248 

 

The vaporisation of the solvent will cause either vent caps to blow (prismatic and 

cylindrical cells) or cell rupture (pouch cells) to relieve the pressure, releasing electrolyte 

vapour and liquid electrolyte droplets [116], which can ignite in the presence of an 

ignition source.  At 130 oC the PE separator melts and clogs the pores of the PP separator 

(stopping the movement of lithium ions): the PP melts at 165 oC and both processes 

involve an endothermic phase change, which temporarily slows down the temperature 

rise.  With no separator separating the electrodes a massive internal short circuit occurs, 

the electrodes begin to decompose, and solid particles are ejected from the cell [116], 

these can be a source of ignition [117].  The solid particles are mainly comprised of 

carbon (68.0 - 69.0 % by weight), small organic molecular chemicals, carbonate, metal 

and metal oxide, c.a. 8.49 - 300.00 µm [118].  

1.6.2. Electrical abuse 

Electrical abuse can be in three forms: overcharging, an internal short circuit and over 

discharging, all leading to thermal runaway.   

A cell can be overcharged (charging the cell to greater than 100 % SoC [119]) by a 

malfunctioning charger, an incorrect SoC estimation by the BMS [119], or by incorrect 

cell balancing [120].  During overcharging the internal resistance of the cell increases by 

a multiple between 5 and 7 [121] which produces heat by Joule’s first law: Q = I2Rt 

where Q is the heat generated (J), I is the electrical current (amps), R is the electrical 

resistance (Ohms) [119], and t is time (seconds).  As overcharging continues, the lithium 

in the cathode de-intercalates below the lower safe limit, using LCO as an example, the 

lower safe limit of lithium is 0.45 (Li0.45CoO2) as mentioned in SChapter 

1744125919ection 1.2, and the structure begins to exothermically collapse [119], oxygen 
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from the cathode is released and exothermically oxidises the organic electrolyte solvents 

[122], producing carbon dioxide, carbon monoxide, water and heat [101, 103], as 

mentioned in Section 1.4.4.  The remaining oxygen can react with the lithiated anode, 

heating the cell to c.a. 700 oC [122].  When the temperature of the cell is sufficiently high, 

the electrolyte will vaporise and can combust in the presence oxygen [120], producing 

carbon dioxide and water vapour (complete combustion).  Before the amount of gas 

generated is enough to burst a safety vent or rupture the cell, the excess lithium de-

intercalated from the cathode, migrates to the anode, which is at its stoichiometric limit 

(LiC6) and is reduced to metallic lithium on the surface of the anode [119].  The lithium 

metal then reacts exothermically with the organic electrolyte at elevated temperatures 

generating heat and gases [119] such as POF3 and organophosphates [123].  The 

exothermic reactions increase in rate as described in Section 1.5.  The gas produced 

builds up inside the cell until the pressure is sufficient to either burst a safety vent or 

rupture the cell [119, 124, 125], any unreacted lithium metal deposited on the anode will 

now be exposed to the air, and moisture in the air reacts with the metallic lithium, 

producing more heat [119].  When the cell bursts, droplets of the flammable electrolyte 

and hydrocarbons are released [124] which can subsequently ignite in the presence of an 

ignition source [126].  The ignition source can be hot ejected particles from the cell, such 

as fragments of electrodes [125] or an electric arc [126].   

A cell can develop an internal short circuit from an internal manufacturing defect, such as 

a fragment of metal on the cut edge of an electrode, a particle in the electrolyte, or a 

defect in the separator [20].  An abuse event can introduce an internal short circuit to a 

cell, for example, in a high-speed electric vehicle accident, an electrically conductive 

object can pierce the cell and short circuit the electrodes [20].  When the electrodes are in 

a low resistance electrical connection, Joule heating occurs due to the large current, and 

electrical resistance of metals increases with temperature [127], generating more heat per 

Coulomb of charge, reaching a maximum heat generation rate when the internal short 

circuit resistance matches the resistance of the cell [128].  The heat produced causes the 

rate of exothermic reactions to increase, generating more heat as described in Section 1.5 

and thermal runaway occurs. 

A cell can be over discharged, by being the weakest cell in a string of series connected 

cells and the BMS fails to monitor it properly [102], or a failure of the BMS [20].  The 

lithium content of the anode reduces to zero (C6) and the SEI layer begins to breakdown, 
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releasing heat and gases [20], such as, carbon dioxide and carbon monoxide [102].  Then, 

as the over discharging continues, the copper current collector of the anode begins to 

dissolve into the electrolyte and deposit on the surface of the cathode [102], which grows 

into dendrites as more copper gets deposited [20], until a dendrite breaches the separator 

and creates an internal short circuit [20].  When the cell is next charged, thermal runaway 

can occur [103], due to the presence of an internal short circuit.   

1.6.3. Mechanical abuse 

Mechanical abuse is, for example, the crushing of a cell.  When a cell is crushed, the 

separator can develop a fault (tear or crack [128]), creating a place where the electrodes 

can touch, and thermal runaway can commence as described in Section 1.6.2. 

1.7. Accidents and scope (BEIS)   

There have been many recorded incidents of thermal runaway of lithium ion batteries to 

date, a selection is listed in Tables 1.6 to 1.10. 

Table 1.6.  A brief list of some notable portable equipment lithium-ion safety incidents. 

Line Date Location Application Damages / Injuries / 

Deaths / Costs 

Ref 

1 2009 - 

2016 

USA Electronic 

cigarettes 

133 injuries   

38 seriously injured  

[129, 130] 

 

2 31/10/2014 At sea 10” pipeline 

corrosion 

monitor 

4 people injured [131] 

3 2016 Worldwide Samsung 

Galaxy Note 7 

$4 Billion (direct) 

$20 Billion 

(reputational) 

[132, 133] 

 

In Table 1.6, line 1, a Michigan, USA, law firm reported “The U.S. Fire Administration 

reported at least 195 incidents of e-cigarette devices exploding or starting fires between 

2009 and 2016.  These incidents produced 133 injuries, and 38 cases involved severe 

injuries.”.  This shows that not only are the authorities in the U.S. monitoring and 

recording lithium-ion portable electronic fires, but lawyers are also looking to file 

lawsuits against manufacturers for damages.  In line 2, International Marine Contractors 

Association reported that one of their members suffered an explosion of a pipeline 

corrosion monitor, photographs of the event are available in the reference, some flying 

debris managed to puncture a safety helmet, injuring the worker and 3 others.  In line 3, 

Samsung recalled 2.5 million Galaxy Note 7 smartphones on the 2nd of September 2016, 
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as they determined there was a fire and explosion risk with the installed lithium-ion 

batteries, the U.S authorities were involved by the 8th of September 2016 telling people 

not to turn on or charge these phones on planes, the next day they told people to stop 

using the phones completely.  After a costly recall, on the 11th of October 2016, Samsung 

told people to turn off the phones and stop using them, later Samsung had to send an 

update to phones that were not returned which limited or prevented their charging. 

Table 1.7.  A brief list of some notable electric vehicle lithium-ion safety incidents. 

Line Date Location Application Damages / Injuries / 

Deaths / Costs 

Ref 

1 17/11/2010 Pearl of 

Scandinavia 

Ferry enroute 

from Oslo to 

Copenhagen 

Nissan 

Qashqai 

(converted 

by owner) 

No injuries or deaths, 2 

cars and 3 trailers 

burnt, ships car deck 

damaged,  

[134] 

2 06/06/2011 MGA Research, 

Wisconsin, USA 

GM 

Chevrolet 

Volt 

No injuries or deaths [135] 

3 29/10/2012 New Jersey, 

USA 

3 Toyota 

Prius’s and 

16 Fisker 

Karma’s 

No injuries or deaths, 

more than a million 

dollars of damage 

[136] 

4 08/05/2018  Fort Lauderdale, 

Florida, USA  

Tesla Model 

S  

2 deaths, 1 injury  [137] 

 

5 01/06/2019 Antwerp, 

Belgium 

Tesla Model 

S 

No injuries or deaths [138] 

 

In Table 1.7, line 1, the Division for Investigation of Maritime Accidents, now the Danish 

Maritime Authority, investigated a fire on the Pearl of Scandinavia.  A car converted by 

the owner, was charging on the car deck of the ferry, using a cable that the owner 

converted for the Norwegian electrical system, and ignited.  The fire spread due to red-hot 

metal fragments flying to other compartments of the ferry.  Four firefighting teams took 

over 3 hours to extinguish the fire.  In line 2, a Chevrolet Volt that was deliberately 

crashed in a safety test spontaneously ignited 3 weeks later, while at a storage facility.  In 

line 3, storm Sandy flooded a parking lot with salt water, although this incident is due to 

an extreme weather event, it does highlight the susceptibility of electric vehicles to fire, 

with one electric vehicle causing a cascade of fires, 19 vehicles in total.  In line 4, an 

electric vehicle driven at a reported 116 mph in a 25 mph zone, crashed and caught fire, 

killing the driver and a passenger, the fire was extinguished but re-ignited as it was being 

removed from the scene and again whilst at a storage yard.  In line 5, a Tesla electric 
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vehicle caught fire while being charged with a supercharger, what is of note is that the 

fire service, worried about re-ignition, put the car in a water tank overnight. 

Table 1.8.  A brief list of some notable aviation lithium-ion safety incidents. 

Line Date Location Application Damages / Injuries / 

Deaths / Costs 

Ref 

1 07/01/2013 Worldwide Boeing 

Dreamliner 

No injuries or deaths [139] 

2 14/08/2019 Norway Alpha Electro 

G2 

No injuries or deaths [140] 

3 2006 - 2022 USA All aircraft 354 incidents [141] 

 

In Table 1.8, line 1, Boeing’s new Dreamliner aeroplane fleet was grounded by the FAA, 

after two incidents with the on-board lithium-ion batteries, one at Boston Logan Airport 

and one on a plane shortly after take-off.  In line 2, an electric Pipistrel plane lost power 

and crash landed into a lake.  In line 3, up to the 25th of February 2022 the FAA has 

recorded 354 incidents involving lithium-ion batteries, noting that the FAA is not aware 

of all incidents. 

Table 1.9  A brief list of some notable recycling facility lithium-ion safety incidents. 

Line Date Location Application Damages / Injuries / 

Deaths / Costs 

Ref 

1 14/08/2002  Clarence, New 

York, USA  

Recycling No injuries or deaths, 

no costs reported 

[142] 

2 23/04/2017  Houston, Texas, 

USA  

Batteries 

being 

transported 

No injuries or deaths, 

house damaged 

[139] 

3 2017  USA & UK  Recycling 8 injuries, 3 deaths  [143] 

 

In Table 1.9, line 1, a 68 gallon drum filled with lithium-ion batteries caught fire, 

believed to be due to short circuits between batteries.  In line 2, a container on a train 

filled with lithium-ion batteries ignited and exploded, a house 350 feet away suffered 

damage from the explosion.  In line 3, a recycling magazine summarised that there have 

been 289 reported incidents in 2017 of lithium-ion battery fires in USA recycling 

facilities, but they believe the true figure to be above 1,500, they also state that were an 

average of 332 fires at UK facilities per year between 2001 and 2014. 
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Table 1.10.  A brief list of some notable Battery Energy Storage Systems (BESS) lithium-

ion safety. 

Line Date Location Application Damages / Injuries / 

Deaths / Costs 

Ref 

1 03/08/2012  Kahuku, 

Hawaii, USA  

30 MW BESS, 

15 MW 

battery 

No injuries or deaths 

reported 

[144] 

2 10/08/2016  Franklin, 

Wisconsin, 

USA  

BESS No injuries or deaths 

reported 

[139] 

3 03/03/2019  Seoul, South 

Korea  

23 BESS 

installations  

No injuries or deaths 

reported 

[145] 

4 19/04/2019  Surprise, 

Arizona, USA  

BESS Several injuries to 

first responders 

[146] 

 

In Table 1.10, line 1, firefighters had previous experience at this BESS, allowing a fire to 

burn out in April 2011 and attending another in May 2012, their experience gave them 

caution to the toxicity of the fire.  Line 2, a fire started and spread to the batteries, 

producing large amounts of smoke, and taking several hours to control the fire, it is of 

note that the batteries were fuel for the fire and present a hazard even when not in use.  

Line 3, he government in South Korea suspended operations at 522 of the nation’s 1490 

BESS after 23 fires at BESS’s in the country.  Line 4, after a smoke alarm is triggered and 

an inbuilt fire suppression system is activated, firefighters wait c.a. 3 hours before 

opening the door to the BESS, when it exploded, blowing the firefighters away and one 

through a chain link fence, traces of contaminants, such as, HCN were found on an 

officers clothing.   

1.8. Summary of Chapter 

This Chapter began with the fundamentals of how LiBs are constructed and operated.  It 

then introduced safety systems and benefits that are inherent to LiBs and utilised by 

manufactures.  A discussion of thermal runaway was followed by its general causes, and 

finally notable safety incidents that have occurred.   

1.9. Outline of Thesis 

Chapter 2 describes the four sets of experiments undertaken and equipment employed 

during this PhD.  The final set of experiments at Durham and Darlington Fire and Rescue 

Services (DDFRS) are not discussed in detail due to space limitations.   
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Chapter 3 begins with the first set of thermal and mechanical abuse experiments at DNV 

GL (DNV 1).  The effect of different nail positions when penetrating a module on thermal 

runaway was accessed.  Valuable experience was gained from these with respect to 

operating procedures and test equipment placement.  These led to an investigation into the 

effect of SoC on thermal runaway, and the second set of experiments at Fire Services 

College generated the realisation of the importance of the emitted white vapour at low 

SoC. 

Chapter 4 begins with the first set of electronic abuse experiments at DNV 1 then builds 

on Chapter 3 with experiments that attempted to ignite the emitted white vapour from a 

mechanically abused lithium-ion module in an enclosed environment. 

Chapter 5 introduces a novel method for determining the Heat Release Rate (HRR) from 

a lithium-ion fire.  It builds on the measurements made by optical videos in Chapter 3, 

providing a more accurate analysis of the flames by use of a calibration box and 

constantly re-calibrated images. 

Chapter 6 is the report that was commissioned by the Office of Product Safety and 

Standards of the Department of Business Energy & Industrial Strategy (BEIS) on The 

Safety of Second-life Batteries in Battery Energy Storage Systems.  

Chapter 7 sets future work which will be complimentary to this Thesis. 
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Chapter 2 . Experimental 

 

2.1. The Envision-AESC cells and modules. 

The Envision AESC modules used in the Nissan Leaf 2 electric vehicle were employed in 

these experiments.  They have 8 cells connected in a 2 submodule, 2 parallel, 2 series 

configuration, i.e. 2 cells are connected in parallel to make a pair, 2 pairs are connected in 

series to make a submodule, and 2 submodules make a module as shown in Figure 2.1. 

The electronic configuration of an Envision AESC module for the Nissan Leaf 2 electric 

vehicle (a), the stacking of the cells inside the module (b) and the electrical connections 

on the front face of the module (c), not to scale.  The cells are stacked on top of each 

other as shown on Figure 2.1(b) and have electrical connections on the outside front face 

of the module as shown in Figure 2.1(c).  The specifications of the Nissan Leaf cell and 

modules are summarised in Table 2.1. 

 
Figure 2.1. The electronic configuration of an Envision AESC module for the Nissan Leaf 

2 electric vehicle (a), the stacking of the cells inside the module (b) and the electrical 

connections on the front face of the module (c), not to scale.  
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Table 2.1. The cells and modules employed in the work presented in this thesis. 

Cell / 

module 

Dimensions 

(length x width 

x height) / mm 

Mass / 

kg 

Voltage / 

V 

Energy 

capacity / 

Wh 

Volumetric 

energy 

density / 

Wh L-1 

Energy 

density / 

Wh kg-1 

Cell 261 x 216 x 7.9 0.914 3.65 209 469 229 

Module 300 x 222 x 68 8.5 14.6 1670 369 196 

 

The Nissan Leaf 2 modules used in these experiments had been rejected by AESC 

Envision’s rigorous quality control system.  Details of the reasons why they failed were 

not passed on at delivery in August 2019.  However, all of the modules used were able to 

undergo charge and discharge cycles, and the modules were tested at their specific SoCs. 

In Figure 2.1 the potential difference measurement (Volts, V) across terminals A and B 

can be represented by Vab, and as cells 1 and 2 are connected in parallel, the voltage 

differences across each of these are identical.  The voltage across terminals A and C (Vac) 

satisfies the equation: 

Vac = Vab + Vbc     (1) 

When the SoC of Vab and Vbc are identical and under static conditions, a further 

relationship is made: 

Vab = Vbc = 
Vac

2
    (2) 

2.2. The battery and camera rigs 

A bespoke battery rig was designed and built in-house by Mr. Neville Dickman in the 

mechanical workshops to secure the test cells and modules, see (b) 

Figure 2.2. 

The battery rig was constructed from 50 mm mild box steel, 3 mm thick.  The box 

sections were welded together at each join.  The rig was 1710 mm long, 700 mm wide 

and 250 mm high.  A 3D view of the battery rig with a single module attached is shown in 

Figure 2.2(b).  The module was mounted on the rig using M8 bolts and 150 mm long, 25 

mm wide, 6 mm thick mild steel plates. 
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(a) 

 

 
(b) 

Figure 2.2. The battery rig designed and built for the experiments: (a) plan view and (b) 

3D view with a module attached. 

For the nail penetration experiments, the battery rig was modified to include a hammer 

and nail, see Figure 2.3.  The hammer was a 75 mm long, 100 mm diameter  mild steel 

cylinder, with a 12 mm diameter hole, 25 mm deep, hole drilled into the exposed face, 

into which a 100 mm long, 12 mm diameter mild steel nail, sharpened at a 30 degree 

angle, was fixed with a M6 socket head bolt, leaving 75 mm protruding (enough to 

completely pierce a 68 mm module).  The hammer was mounted at the end of a 1500 mm 

long arm which was made by joining two 40 mm wide, 6 mm thich steel plates to make a 

‘T’ section.  The bottom end of the arm was pivoted on a 25 mm diameter shaft and 

bearing, 110 mm above the rig.  In order to hold the arm upright, and allow remote 

activation, a 1000 mm long, 3 mm thick, 40 mm mild box steel support was mounted to 
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the rig.  This had an 11 mm diameter hole drilled through it 945 mm from the bottom, to 

allow a 10 mm diameter pin through, which was retracted using a cord. 

 
Figure 2.3. The rig with the hammer and arm attached (left side view). 

In order to allow safe retraction of the battery rig, skids and a chain were added, as shown 

in Figure 2.4.  The skids were made from a piece of 1900 mm long, 50 mm wide, 6 mm 

thick mild steel, and a piece of 2000 mm long, 50 mm wide, 6 mm thick mild steel, 

welded together along their lengths, to create an ‘L’ shaped section, with the 2000mm 

length under the rig and the 1900 mm length welded to the legs.  The 50 mm overhang at 

each end of the longer piece was bent 12.5 degrees towards the upright, reducing the 

horizontal length to 49 mm.  The bending of the bottom piece of the skid stopped the 

battery rig from getting caught and snagging on the floor when being pulled or pushed 

into position.   
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Figure 2.4. The rig with hammer, arm, chain, and skids attached. 

One experiment involved the simultaneous nail penetration of two modules, and the 

double hammer required is shown in Figure 2.5.  The double nail head in Figure 2.5 was 

fabricated from a plate of mild steel 500 mm long, 50 mm wide and 25 mm thick.  Three 

holes were drilled, one at the centre of the largest face, 13mm in diameter, and on the 

same face two holes, 12mm in diameter were drilled and tapped 100mm from the ends 

and 25mm from the top and bottom edges. The plate was fixed to the cylinder at the top 

of the arm by removing the original nail and bolting in place.  Two nails of the same 

dimensions as for the single penetration were then screwed into the tapped holes.   
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                    (a)                                                                         (b) 

Figure 2.5. The rig with arm, chain, skids, and a double hammer head, (a) front view and 

(b) 3D view. 

A bespoke camera rig was designed and built in-house; views are shown in Figure 2.6. 

This was to allow a camera to be mounted directly in front of the battery rig and pulled 

out of the container with the rig when a test was completed.  

 
Figure 2.6. A 3D view of the camera rig. 
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The camera rig was fabricated from two skids, four M8 bolts, two mild steel plates and 

two aluminium ‘L’ shaped section.  The skids were made of the same materials and 

methods as the battery rig skids, but with an overall length of 437 mm (438 mm before 

bending).  The skids were drilled 50 mm from the ends in the vertical section, 25 mm up 

with 8 mm diameter holes.  Two mild steel plates 300 mm long, 25 mm wide, 6 mm thick 

had an 8 mm diameter holes drilled 25 mm from the top edge and 15 mm from the bottom 

edge, on the 300 mm x 25 mm face.  Two M8 bolts 330 mm in length were used to join 

the skids and plates, with a 25 mm long M8 bolt used to join the top edges of the two 

mild steel plates.  An aluminium ‘L’ section of 37 mm height, 37 mm width was cut into 

two 57 mm length pieces, 8mm diameter holes were drilled through the centre of the 37 

mm by 57 mm faces.  The M8 bolt that was used to join the two steel plates at the top was 

also used to join one of the aluminium ‘L’ sections (fixed ledge) to the top of the steel 

plates.  A 280 mm long M8 bolt was then bolted to the last aluminium ‘L’ section 

(adjustable ledge), and then lowered through the hole of the fixed ledge.  By adjusting the 

nuts in between the aluminium sections, the height of the adjustable ledge could be 

adjusted between 287 mm and 536 mm.  The chains on the battery rig were attached to 

the camera rig, enabling both rigs to be pulled out of the container simultaneously. 

2.3. The optical cameras 

Five optical cameras were employed to record the experiments: GoPro Hero 7 Black, 

GoPro Hero 9 Black, VMotal GSV8560, Crosstour CT7000 and Apexcam M80 Air.  

Details of these cameras are summarised in  

Table 2.2 to 2.6.  Two CCTV kits, Sansco and Maisi, were also employed for the safety 

of personnel during the experiments, these had only one setting 1920p x 1080p at 30 FPS.  

A DJI Phantom Pro 3 drone with camera was employed for aerial videos, with a 

resolution of 1920p x 1080p at 30 FPS.  

Table 2.2. The setup options for the GoPro Hero 7 Black optical cameras. 

Aspect 

ratio 

Resolution 

/ Pixels 

Maximum 

frame rate / 

FPS 

4:3 4096 x 3072 30 

2704 x 2028 60 

1920 x 1440 120 

1280 x 960 240 

16:9 3840 x 2160 60 

2704 x 1520 120 



70 

 

1920 x 1080 240 

1280 x 720 240 

Table 2.3. The setup options for the GoPro Hero 9 Black optical cameras. 

Aspect 

ratio 

Resolution 

/ Pixels 

Maximum 

frame rate / 

FPS 

4:3 4096 x 3072 30 

2704 x 2028 60 

1920 x 1440 120 

16:9 5120 x 2880 30 

3840 x 2160 60 

2704 x 1520 120 

1920 x 1080 240 

 

Table 2.4. The setup options for the Vmotal GSV8560 optical cameras. 

Aspect 

ratio 

Resolution 

/ Pixels 

Maximum 

frame rate / 

FPS 

16:9 3840 x 

2160 

25 

2688 x 

1520 

30 

1920 x 

1080 

60 

1280 x 720 90 

 

Table 2.5. The setup options for the Crosstour CT7000 optical cameras. 

Aspect 

ratio 

Resolution 

/ Pixels 

Maximum 

frame rate / 

FPS 

16:9 1920 x 

1080 

30 

1280 x 720 30 

 

Table 2.6. The setup options for the Apexcam M80 Air optical cameras. 

 

 

 

 

 

 

 

 

 

Aspect 

ratio 

Resolution 

/ Pixels 

Maximum 

frame rate 

/ FPS 

16:9 3840 x 

2160 

30 

2560 x 

1440 

30 

1920 x 

1080 

60 

1280 x 720 120 



71 

 

2.4. The thermal cameras 

Two thermal cameras were employed, a FLIR A655sc 25o and an Infrasys ISGX380.  The 

FLIR camera was set to record with a resolution of 640p x 480p, at 1 FPS with a range of 

-40 to 650 oC.  The ISGX camera was set to record with a resolution of 384p x 288p, at 

50 FPS with a range of -40 to 1000 oC.  When the thermal cameras were employed, the 

surface of the battery module was coated in a black matt spray paint, with an emissivity 

of 0.9.   

2.5. The thermocouples, voltage cables and DAQ 

Type ‘K’ thermocouples with 10m leads were employed.  These can measure 

temperatures in the range of 0 to 700 oC.  When these were situated on a cell/module, they 

were cemented in place using Omega CC high temperature cement.  Voltage cables were 

made from 1.5 mm2 copper wire, insulated with 0.8 mm thick PVC, with a maximum 

working voltage of 600V and a maximum working temperature of 105 oC.  The 

temperature and voltage measurements were logged by an Agilent 34970A Data 

AcQuisition unit (DAQ). 

2.6. The gas sensors 

Details of the Draeger gas sensors are shown in   

Table 2.7.  

Table 2.7. The Draeger gas sensors. 

Device + (Part 

number) + 

[Serial numbers] 

Sensor + (Part 

number) 

Max. 

conc. 

/ ppm 

XAM5000 

(8,320,000) 

[0379,0065,0111] 

XXS CO (6,810,882) 2000 

XXS NO2 (6,810,884) 50 

XXS SO2 (6,810,885) 100 

XAM5100 

(8,322,750) 

[0006,0007,0133] 

XXS HCL (6,809,140) 30 

 

The XXS NO2 sensor was also sensitive to HCN: as a guide, 60 ppm of HCN would give 

a reading of ≤ +/- 10 ppm of NO2 on the device. The XXS HCl sensor employed is 

reactive to HCl and HF, along with other gases. The device used in these experiments was 

setup and calibrated for the detection of HCl and as such there was cross sensitivity to 

HF.  As a guide, HF will give a reading reduced by a factor of 0.66 when shown on a 
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HCl-calibrated device.  For example, 10 ppm of HF will result in a displayed value of 

6.6 ppm HCl. 

2.7. The GC-MS 

The analyses using the GC-MS were carried out by Dr. Wojciech Mrozik, School of 

Engineering, Newcastle University.  Gas samples were collected into 3 dm3 SKC 

FlexiFoil PP bags by a Casella Solutions Apex2 Plus pump.  An Inficon HAPSITE ER 

GCMS was employed on site, the gas chromatography utilises a 15 m long, 1.0 µm 

internal diameter analytical column and Non Evaporable Getter (NEG) pump, with a Tri-

Bed micro-concentration trap.  The GC-MS employed nitrogen as the carrier gas.  After 

the gas chromatography the sample enters an electron ionisation quadrupole mass 

spectrometer.  An in-built library allows the identification of many common compounds. 

2.8. The potentiostats 

Cells and modules were charged using the Constant Current Constant Voltage (CCCV) 

protocol, where the cell/module was first charged at a constant current before switching to 

constant voltage at the preset State-of-Charge (SoC). Charging was terminated when the 

current dropped below preset value.  For the experiments at DNV 1, a HCP-1005 Bio-

Logic potentiostat was employed, at FSC an Electronic Test & Power Systems 

LAB/SM310 DC was employed and at DNV 2 and DDFRS an Electronic Test & Power 

Systems LAB-DSP 012.5-120 was employed to charge the cells/modules. 

2.9. The experimental methods 

Four methods to instigate thermal runaway were employed: thermal abuse, nail 

penetration, blunt impact, and overcharge.  All cells in a module were charged prior to the 

experiments to the desired SoC using the constant charge constant current (CCCV) 

method.  The necessary OCV for a particular SoC can be found from the plot in figure 

2.6, and as shown the OCV for a 40 % SoC is 3.608 V.  

2.9.1. Charging a cell 

When charging a cell to 40 % SoC, it is first charged at 100 A to 3.608 V, then the 

potentiostat holds the voltage of the cell at 3.608 V until the current drops to a set limit, 

0.1 amps was used in these experiments.  Figure 2.7(a) shows the OCV / SoC curve for 

the Nissan Leaf cells used in these experiments (marked at 40 % SoC) and (b) shows the 
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current and voltage curves for charging a cell to 100 % SoC using the CCCV method in 

these experiments. 

 

(a) 

 

(b) 

Figure 2.7. (a) The OCV SoC curve for an AESC Envision cell, marked at 40 % SoC and 

(b) the CCCV charging curve for an AESC Envision cell, with current when charging to 

100 % SoC. 

In Figure 2.7, at time zero, the potentiostat is turned on, the OCV is at 3 V and the current 

is at 100 A, as time increases, charge accumulates in the cell and the OCV rises.  Once an 

OCV of 4.09 is achieved, at a time of 60 units, the current begins to drop, as the voltage is 

held constant, until the cut off current is reached, 0.1 A at a time of 100 units.   
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2.9.2. Thermal abuse experimental method 

The procedure for a thermal abuse experiment was to secure a module to the battery rig in 

the desired position, so the gas burner could be slid directly underneath.  Then voltage 

cables and thermocouples were attached to the DAQ and module, the cameras and gas 

sensors placed in position, personnel retreated to a safe distance, and finally the propane 

gas heater was ignited and slid it into position underneath the module.  (b) 

Figure 2.2 shows the module attached to the rig for this experimental method and Error! 

Reference source not found. shows the experimental set up.  Once thermal runaway had 

commenced then the propane gas burner was retracted by pulling on an attached rope.   

2.9.3. Nail penetration experimental method 

The procedure for nail penetration experiments was to position and secure the module(s) 

on the rig, so when the hammer and nail were released, the nail would penetrate the 

module(s) in the desired position, see Figure 2.8.  The hammer arm was then laid behind 

the rig, so it could not accidently fall and penetrate the module(s), the voltage cables and 

thermocouples were attached to the module(s) and DAQ, cameras and gas sensors placed 

in position and the arm was raised into its primed position, resting on a retractable pin, as 

shown in Figure 2.3 to 2.5.  Once all personnel were at a safe distance, the retractable pin 

could be pulled with the aid of a rope or pneumatic control, causing the arm, hammer, and 

nail to fall by the force of gravity and the nail penetrated the module(s). 

The procedure for a blunt impact experiment was the same as for a nail penetration 

experiment with the only difference being that the nail had been removed from the 

cylinder at the top of the arm in Figure 2.3.  

The procedure for an overcharge experiment was to position and secure the 

cell/module(s) to the battery rig, attach any voltage cables and thermocouples, place any 

cameras and gas sensors in position, attach the overcharge cables to the module DAQ, 

and power supply, retreat to a safe distance and turn on the power supply.  The rig 

designs used are shown in (b) 

Figure 2.2. 
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2.10. The experiments 

Seven experiments were conducted at RAF Spadeadam in January 2020 (DNV 1), these 

are listed in Table 2.8, three experiments were conducted at Fire Services College (FSC), 

these are listed in  

Table 2.9, ten experiments were conducted at RAF Spadeadam in April and May 2021 

(DNV 2), these are listed in  

 

 

 

Table 2.10 and eight experiments were conducted at Durham and Darlington Fire and 

Rescue Services in February and March 2022 (DDFRS), these are listed in  

Table 2.11.  The experiments at DNV 1 and FSC used the rig design as shown in Figure 

2.3, DNV 2 used multiple designs and the figure numbers for each experiment are listed 

in Table 2.12, DDFRS used a rig design as shown in Figure 2.4, with the arm and 

hammer removed.  The column ‘experimental set up’ in Table 2.8 to 2.11 gives the figure 

number corresponding to the figure which shows the experimental setup. The results of 

the DDFRS tests are not included in this thesis for reasons of space. 

The nail penetration experiments had different penetration points in the module and are 

shown in Figure 2.8.  

Table 2.8. A list of experiments conducted at DNV 1.  

Experiment 

number 

Type of test SoC / 

% 

Number of 

modules 

Experimental 

set up 

A1 Thermal abuse 100 1   2.9 to 2.11 

A2 Nail penetration 100 1   2.9 to 2.11 

A3 Nail penetration 100 1   2.9 to 2.11 

A4 Nail penetration 100 1   2.9 to 2.11 

A5 Blunt impact 100 1   2.9 to 2.11 

A6 Overcharge >100 1  2.9 to 2.11 

A7 Overcharge >100 3   2.9 to 2.11 

 

Table 2.9. A list of experiments conducted at FSC 1. 

Experiment 

number 

Type of test SoC / % Number of 

modules 

Experimental 

set up 

B1 Nail penetration 75 1 2.12 to 2.14 
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B2 Nail penetration 50 1 2.12 to 2.14 

B3 Overcharge >100 5 2.12 to 2.14 

 

 

 

 

Table 2.10. A list of experiments conducted at DNV 2. 

Experiment 

number 

Type of test SoC / % Number of 

cells/modules 

Experimental 

set up 

C1 Nail penetration 10 1 module 2.15 to 2.17 

C2 Overcharge >100 1 cell 2.15 to 2.17 

C3 Overcharge >100 1 module 2.15 to 2.17 

C4 Nail penetration 40 1 module 2.15 to 2.17 

C5 Nail penetration 40 1 module 2.15 to 2.17 

C6 Twin nail 

penetration 

35 2 modules 2.15 to 2.17 

C7 Nail penetration 40 1 module 2.15 to 2.17 

C8 Overcharge >100 8 modules 2.19 to 2.21 

C9 Nail penetration 100 1 module 2.22 to 2.24 

C10 Overcharge >100 3 modules 2.22 to 2.25 

 

Table 2.11. A list of experiments conducted at DDFRS, all at >100 % SoC. 

Experiment 

number 

Type of test Number of 

modules 

Set up Extinguisher 

D1 Overcharge 5  2.26 to 2.29 - 

D2 Overcharge 1  2.26 to 2.29 - 

D3 Overcharge 5  2.26 to 2.29 Cold Cut Cobra 

D4 Overcharge 5  2.26 to 2.29 F500 EA 

D5 Overcharge 5  2.26 to 2.29 Liquid nitrogen 

D6 Overcharge 5 2.26 to 2.29 AVD 

D7 Overcharge 5  2.26 to 2.29 AVD 
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Figure 2.8. Positions of the nail penetration in the experiments. 

The experimental setup shown in Error! Reference source not found. and 2.10 was 

employed during the DNV 1 experiments and a photograph from optical camera 1 of the 

setup is shown in Figure 2.11.  These were performed in the open air using the rig as 

shown in Figure 2.3 with either a single module attached to the front, or three modules 

stacked on top of each other.  Thermal and optical cameras were placed 3m from the 

centre of the module, 180 degrees apart and 45 degrees from the x and z axis.  The 

charger (potentiostat) and DAQ were positioned 10 m in front of the module(s), 

connected to the module(s) with electronic and thermostat cables.  In experiment DNV 1, 

the flexible gas pipe to the propane burner was protected by a steel pipe within 2 m of the 

module.  The burner was slid into position along guides directly beneath the rig.   

Additionally, Draegar gas sensors were employed at DNV 1, in various locations 

depending on the prevailing wind direction.  But the wind pattern and speed were 

unpredictable, which made the recorded data of less scientific value than anticipated.  

They did however serve very well as a guide for future experiments as they did function 

when the wind blew in their direction, recording different chemical species and their 

concentrations.   



78 

 

 
Figure 2.9.  Plan view of the experimental setup at DNV 1. 

 
Figure 2.10.  3D view of the experimental setup at DNV 1. 

 



79 

 

 
Figure 2.11.  A photograph of the experimental setup at DNV 1 (taken from Optical 

camera 1).   

The experimental setup shown in Figures 2.12 and 2.13 was employed during the FSC 

experiments: these were carried out inside a 66 m3 container using the rig as shown in 

Figure 2.3 with either a single module (B1 & B2) attached to the front of the rig, or a 

five-module stack (B3) attached to the front of the rig.  A photograph of the setup is 

shown in Figure 2.14. 
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Figure 2.12.  Plan view of the experimental setup at FSC. 

 
(b) 

Figure 2.13. 3D view of the experimental setup at FSC. 
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Figure 2.14,  A photograph of the experimental setup at FSC. 

The rig and modules(s) were placed inside the container, as shown in 2, which measured 

2.5  x 12 m, with the left side door of the front opened at 90o, and the right side door 

folded flat against the side wall (not shown).  Optical camera 1 was placed 4 m from the 

centre of the module(s) 20o to the x axis, and optical camera 2 was placed inside the 

container, 1 m from the centre of the module(s) 45o to the x and z axis.  A thermal camera 

was placed 5.8 m from the module(s), directly in front, on the x axis.  The charger 

(potentiostat) and DAQ were positioned 10 m in front of the module(s), connected to the 

module(s) with electronic and thermostat cables.  Gas sensors were placed on the left side 

door, which was opened at 90o and on the container wall, shown in red in Figure 2.13.   

The experimental setup shown in Figures 2.15 and 2.16 was used for some of the DNV 2 

experiments: these were carried out inside a 66 m3 shipping container with internal 

dimensions of about 12 m x 2.35 m x 2.35 m.  The rig, camera rig, and polythene blast 

wall were at various positions during the different experiments, as shown in Error! 

Reference source not found..   

The moveable polythene wall was used to trap any vented gases from the module(s) after 

penetration inside the container but also to provide a safe release should a deflagration 

occur.  The gases were allowed to accumulate before various squibs and other devices 

were employed to try and cause deflagration.    
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Figure 2.15.  Plan view of the experimental setup at FSC. 

 

 
Figure 2.16. 3D view of the experimental setups at DNV 2. 
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Figure 2.17.  A photograph of the experimental setup at DNV 2. 

Table 2.12. The nail penetration rig and polyethylene blast wall positions in the DNV 2 

experiments using the arrangement in figure 2.11. 

Experiment 

number 

Rig Position / mm Blast Wall 

Position / mm 

Rig Design Figure 

Number 

C1 3,000 12,000 2.3 

C2 3,000 12,000 2.3 

C3 3,000 12,000 2.3 

C4 3,000 12,000 2.3 

C5 3,000 6,000 2.3 

C6 0 3,000 2.4 

C7 3,000 6,000 2.3 

 

The dimensions given in Table 2.12 are for the rig measuring from the inside edge of the 

back wall of the container to its back edge.  In Figure 2.165 and 2.16 the rig and 

polythene wall were set 3 m and 6 m from the back container wall respectively.  The 

camera rig was positioned just in front of the polythene wall, (camera rig position 1 in 

Figure 2.16), camera rig position 2 was employed when the full container was used, i.e. 

the polythene wall was positioned 12 m from the back container wall.  The camera rig 

was attached to the battery rig with a chain, allowing both pieces of equipment to be 

removed without the need for personnel to enter the container following an experiment.   

The cells were charged and monitored from a blast resistant box c.a. 15 m from the 

container and connected by cabling.  For experiment C6, two modules were laid side by 

side and penetrated simultaneously with the double penetration head: both cells were 

charged to 35 % SoC. 
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The experimental configuration is shown in Figure 2.20 and 2.19 for experiment C8, 8 

modules were lined up horizontally, with the 68 x 300 mm face as the top and bottom, the 

terminals were facing towards the front, as shown in Figure 2.20.  They were held 

together with two 10 mm thick, 25 x 300 mm mild steel plates at each end, four in total, 

each bolted at the top and bottom to the plates on the other side of the 8 module stack 

with M8 nuts and bolts.  These were placed on top of a concrete block which served as a 

stand.  500 mm thick concrete blocks were erected around the perimeter to form a U 

shape, 4 m long by 3.5 m wide.  An optical camera was placed 6 m away from the 

modules, directly in front.  The modules were charged and measured from c.a. 50 m away 

in a blast resistant cabin, connected by cabling.  

  

Figure 2.18.  Plan view of the experimental setup at DNV 2 for experiment C8. 
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Figure 2.19.  3D view of the experimental setup at DNV 2 for experiment C8. 

 

 
Figure 2.20.  Front view of the 8 module stack, encased in steel plates, for experiment C8. 
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Figure 2.21.  A photograph of the experimental setup at DNV 2, for experiment C8. 

The experimental configurations shown in Figure 2.23 and 2.23 were for experiments C9 

and C10 at DNV 2, they were performed outside using the rig as shown in Figure 2.3 with 

the arm laid flat for overcharge experiment (C10).  Figure 2.24 is a photograph of the 

setup taken by a drone. 

 
Figure 2.22.  Plan view of the experimental setup at DNV 2, for experiments C9 and 10. 
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(a) 

 

Figure 2.23. 3D view of the experimental setup at DNV 2, for experiments C9 and 10. 

Figure 2.24.  A photograph of the experimental setup at DNV 2, for experiments C9 and 

10. 

Figure 2.25 shows how 3 modules were stacked and bolted together for experiment C10.    
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Figure 2.25. Front view of the 3 module stack used in experiment C10. 

In Figures 2.22 and 2.23, 8 optical cameras were positioned around the module(s), 3.1 m 

from the centre and placed on concrete blocks, 440 mm long, 215 mm high and 107 mm 

wide which made the camera lenses approximately the same height as the module(s).  

Two further cameras were attached to a 3 m high, 4.82 m long frame, made from 100 mm 

by 100 mm aluminium box section, obtaining a birds’ eye view of the experiments.  For 

experiment C10, the modules were held together by a 400 x 275 mm, 10 mm thick mild 

steel plate, each side, bolted together with M8 nuts and bolts, as shown in Figure 

2.25Figure 2.25.  As with the DDFRS experiments, experiment C10 is not reported 

further due to space considerations. 

The experimental configuration shown in Figures 2.26 and 2.27 was employed during the 

experiments at DDFRS, they were performed inside a container using the rig as shown in 

Figure 2.3.  Figure 2.28 shows how 5 modules were stacked in a steel box with space on 

top to administer fire extinguishing agents.   
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Figure 2.26.  Plan view of the experimental setup at DDFRS. 

 

 

Figure 2.27. 3D view of the experimental setup at DDFRS. 
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Figure 2.28. 3D view of the 5 module stack used in experiments at DDFRS.  

 
Figure 2.29.  A photograph of the experimental setup at DDFRS. 

The experiments at DDFRS were conducted in a 66 m3 shipping container, with two steel 

doors and a gas extraction hood fitted.  The steel doors were 1m in width and 1.9 m in 

height, positioned as shown in Figure 2.27.  The gas extraction hood spanned the width of 

the container and was positioned above the front steel door as shown in Figure 2.27 and 

2.27.  6 optical cameras were used to record the modules during the experiments and one 
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optical camera (optical camera 7) was used to record the gas sensors and their positions 

are shown in Figure 2.27 and 2.27.  The DAQ and charger were placed c.a. 15 m from the 

module(s) connected by cabling.  All the experiments involved overcharging two of the 

cells in the second bottom module: loss of this and the lowest module was expected: the 

aim of the tests was to assess if thermal propagation to the top 3 modules could be 

prevented.  Unless otherwise stated, suppression was deployed 1 minute after fire was 

initiated.  A report on the DDFRS experiments can be found in [1]. 

 

2.11. References 

1. Palmer, A. Fire extinguisher tests NU for UK-FA. 2023; Available from: 

https://www.youtube.com/watch?v=VL1HGWbJc6s. Lst accessed 18th January 

2024. 

 

  

https://www.youtube.com/watch?v=VL1HGWbJc6s
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Chapter 3 . Mechanical Abuse 

 

3.1. Introduction  

This Chapter describes the mechanical abuse experiments, A1 - 5, B1 & 2, as listed in 

Chapter 2.  Although experiments C1, 4 - 7 & 9 are mechanical abuse experiments, C1 & 

4 - 7 are covered in Chapter 4, and C9 is covered in Chapter 5.   

The first set of experiments were carried out at the DNV GL testing facilities at RAF 

Spadeadam, Cumbria, in January 2020 (DNV 1) and were largely intended to explore the 

effect of different abuse methods.  They were performed in an open air environment as 

the quantity and toxicity of any gases that could be released were not known.  Observers 

were positioned upwind and gas sensors downwind, but on the experimental days the 

wind was gusty and changed direction, hence the readings from the gas sensors could 

only be used as a guide to what chemical species were present. 

The first experiment (A1) was the thermal abuse of 1 module at 100 % SoC, the method 

and setup are described in Chapter 2.  At that time, heating was considered to be the most 

reliable way to initiate thermal runaway, and it was important to know that if a later abuse 

experiment failed, the module(s) could be ignited by the burner, rather than leave the 

module(s) in an unsafe condition.  Experiments A2 to 4 were nail penetrations, with the 

different nail position, see Figure 2.8, to access the impact of nail position.   

Experiments B1 & 2 were held at Fire Services College, Moreton-in-the Marsh, in March 

2020, both were nail penetrations in between the tabs of the modules, the same as 

experiment A2, but this time the effect of SoC was investigated.  The experiments were 

conducted in an open container, approximately the size of a standard 40-foot shipping 

container, see Figure 2.13.  Importantly, this offered greater protection from the weather 

than the first set of experiments allowing the gas sensors to be positioned closer to the 

modules and in a more protected environment, but again, the open container was not ideal 

for gas analysis. 
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3.2. Results 

3.2.1. Experiment A1. 

Frames from the optical video camera located to the front of the module are shown in 

Figure 3.1.  The burner was moved under the module 27 s into the experiment.  Smoke 

and small flames was observed 46 s after the burner was introduced (Figure 3.1(a)).  After 

106 s the burner was removed, and 24 s later, flare-like flames were observed to issue 

from the modules (Figure 3.1(b)), as expected, as the pouch cells are designed to vent 

from the bottom of the cell (i.e. furthest away from the tabs) on ignition.  

 
(a) Small flames are first observed 46 s after the introduction of the burner. 

 
(b)  Flare-like flames are observed 130 ss after the introduction of the burner. 

Figure 3.1. Frames from the optical videos taken during experiment A1. 
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The optical images were accessed for pixels that represented flames.  These were summed 

to find flame areas, and the furthest flame representing pixel was used to measure lengths.   

The sequential loss of the cells can be seen in the plots of flame lengths calculated using 

the images from the two GoPro optical cameras, see Figure 3.2(a) and more clearly in the 

plots of flame areas in Figure 3.2(b) where seven separate peaks were observed in a span 

of 3 minutes, suggesting distinct thermal propagation between the cells at each peak.  

Figure 3.2(c) show plots of the thermocouple data, on the top face of the module, 

recorded during experiment A1 as well as the temperature of the module at the location 

shown in the insert obtained from the thermal imaging camera (“IR Temp”).   
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(a)  A plot of flame lengths with significant events labelled. 
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(b)  A plot of the module voltage and flame areas. 
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(c)  A plot of temperatures measured by the InfraRed camera, a thermocouple on the 

module, and flame areas. 

Figure 3.2. Data from experiment A1, (a) flame lengths, (b) voltage and flame areas, and 

(c) flame areas, thermocouple, and IR temperature. 
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The flames visible in Figure 3.1(a) were external to the module and were due to the 

burner.  In Figure 3.1(b), flames began to be generated from the module in addition to the 

burner.  In Figure 3.1(c), with the burner completely removed, all flames were being 

generated from the module itself and flare-like flames were observed from the module, 

with flame lengths as shown in Figure 3.2(a): the latter shows six spikes due to flares: i.e. 

less clearly defined than the flame areas in Figure 3.2(b).  As can be seen in Figure 3.2(c), 

the IR temperature increased immediately as the burner was moved beneath the module, 

rising steadily until c.a. 2 min after which it increases very rapidly (at c.a. 98 ˚C s−1) 

signalling thermal runaway.   

In this Thesis thermal runaway is defined as a rate of temperature rise of  1 ˚C min-1, as 

discussed in Chapter 1 the onset of thermal runaway is most commonly defined in terms 

of the rate of temperature rise (observed when heat dissipation lags behind heat 

generation), but the definition varies widely: e.g. from 1 ˚C s-1 [1] to 1 ˚C min-1 [2].   

The camera was calibrated to operate over the ranges −40 to 150 ◦C and 100 to 650 ◦C, 

and hence flatlined when the temperature reached the top of its range: subsequently, the 

temperature recorded by the thermal camera decreased after c.a. 6 min to c.a. 400 ˚C, and 

this coincided with a lack of flames around the region monitored.  The thermocouple 

temperature lagged that of the IR by c.a. 2 min, showing little or no increase until ignition 

occurred and the production of the flare-like flame, after which it increased to c.a. 275 ˚C 

for c.a. 1 min before increasing again to 300–350 ˚C: the unstable nature of the response 

reflecting the influence of the flames.   

From Figure 3.2(b), it can be seen that the voltage of the top two parallel pairs of cells in 

the module, collapse in two clear steps once the temperature on the top face of the module 

reached c.a. 275 ˚C (unfortunately, the monitoring of the output voltage from the lower 

quartet of cells failed): these steps are clear in Figure 3.3 which shows the first derivative 

of the voltage: the voltage collapsed rapidly (c.a. 42 and 55 V min−1) in both steps.  The 

temperature registered by the thermal camera rose and then remained at c.a. 250 ˚C before 

increasing rapidly as thermal runaway and ignition took place: this may be due to the 

collapse of the ceramic-coated separators between the cells [3-5].   

As can be seen from Figure 3.2(b), the voltage of the top quartet of cells was maintained 

for a significant time whilst the module was venting flare-like flames: it does not seem 

unreasonable to postulate that the flares between 125 s and 233 s were due to the lower 
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quartet of cells sequentially igniting (the 8 cell module was ignited from underneath, the 

voltage measurements were of the upper 4 cells, and the voltage was stable as the first 4 

cells ignited).  After which one cell of one of the remaining parallel pairs ignited with a 

minor loss of voltage followed by the second of the same pair, causing the voltage to 

decrease by 50 %: this process was then repeated.  The maintenance of the cell voltage 

well after the ignition of the module suggests that, in contrast to reports in the literature, a 

drop in cell voltage cannot reliably be employed as an early warning of thermal runaway 

[5].  
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Figure 3.3.  The voltage of the cells of the top quartet of the module, in Figure 3.2(b) and 

the first derivative from experiment A1. 

As can be seen from Figure 3.2(c), the module remained hot after the last cell ignition and 

it was generally observed that the module carcasses remained at temperatures 

significantly above 300 ˚C for over 40 min after the fires had ceased, and hence were still 

potential ignition sources. 
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3.2.2. Experiments A2, A3 & A4. 

Experiment A2 involved nail penetration in the middle of the side of the module nearest 

the module terminals and hence essentially between the connecting tabs of the pouch cells 

and is shown in Figure 2.8. 

Figure 3.4 shows frames from the optical videos taken,  

 
(a)  The nail has just touched the module case commencing the experiment (time =0 s).  

 
(b)  The nail has fully penetrated the module (time = 4.17 ms). 
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(c)  The nail has bounced up, partially out of the module (time = 16.68 ms). 

 
(d)  The nail re-enters the module, the head of the arm now rests ontop of the module case 

without deforming the case further (time = 66.72 ms). 
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(e)  A white vapour begins to be emitted from the module from about where the nail 

penetrated (time = 0.233 s).  

 

 
(f)  The white vapour is now being emitted at greater rate (time = 0.54 s). 

 



101 

 

 
(g)  Ignition of the white vapour occurs (time = 9.5 s). 

 

 
(h)  The ignition of the white vapour spreads and a thinner fume from the module is 

observed (time = 13.4 s). 
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(i)  Flare-like flames are now observed coming from the module (time = 18 s). 

Figure 3.4. Frames from the optical videos taken during experiment A2. 

In Figure 3.4, in (a) the nail is just touching the module case whereas c.a. 4.17 ms later, in 

(b), it had penetrated sufficiently deeply into the module to significantly deform the case 

before it bounced up again, see (c), albeit without the nail coming free: it then moved 

down into the module again such that the hammer touched the casing, (d), this time 

without deformation.  As the nail protruded 75 mm from the hammer and the modules are 

68 mm deep, the deformation of the module is clear in (b) and there was no apparent 

bulging of the module, these all suggest that all cells were penetrated in the first 4.17 ms.  

This supposition was supported by visual inspection of the module carcass which showed 

a clear exit hole on the underside of the module, see Figure 3.5.  When the hammer 

bounced back and the nail partially retraced, it may not have then penetrated again fully. 

The subsequent images in Figure 3.4 highlight the stages generally observed during all 

the abuse experiments performed on the Envision AESC modules, as well as reflecting 

the literature of LiB abuse experiments in general.  Thus: (e) & (f), the initial evolution of 

dense, white vapour starting with a wisp immediately after penetration, then (g) & (h), 

ignition of the vapour to produce much thinner fumes, followed by (i), flare-like flames.  

Once all the electrical energy was expended, the fire resembled that from burning plastic 

with smoky flames and thin black smoke. 
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Figure 3.5. A photograph of the underside of the module employed in experiment A2, 

showing the exit hole (arrowed) of the nail. 

The evolution of white “smoke” or vapour has been observed previously [6] but its 

significance has been overlooked.  From a first responder perspective, it could be 

mistakenly, and dangerously, attributed to smoke or steam especially as it re-appears if a 

burning cell is extinguished with water.  In fact, the white vapour has flammable and 

toxic components (see below), and includes vaporised solvent [6, 7] which will condense 

on contact with cooler air: such a mixture could result in a vapour cloud explosion [8] if 

ignited in a confined space with the required concentration of oxygen.  The explosion of 

the McMicken LiBESS in Surprise, Arizona has been reported [9, 10] to have taken place 

when a pair of cells in a single module (28 64 Ah NMC pouch cells arranged as 14 

parallel pairs in series per module, 14 modules per vertical rack [9, 10]) were forced into 

thermal runaway either by lithium dendrites penetrating the separator [9] or arc heating 

[10].  This produced a gaseous mixture which included H2, CO, and CO2 [9], likely to be 

mainly products of electrolyte degradation and plastic components.  The mixture is also 

believed to contain a range of small chain alkanes, HCN, HF, NOx and droplets of solvent 

[6, 7, 11-13] (and see Section 3.3. below), in other words a vapour cloud.  H2 has lower 

and upper flammability limits of 4 and 75 % and an auto-ignition temperature of 574 ˚C; 
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these are 2.75 %, 28.6 %, and 450 ˚C for C2H4; 5 %, 15 %, and 540 ˚C for CH4; and 12.5 

%, 75 %, and 609 ˚C for CO.  However, a combination of these gases can result in not 

only lower flammability limits that of the individual gases, but also a lower auto ignition 

temperature.  

The Novec 1230 fire suppressant which was released 30 s after the laser smoke detection 

system triggered displaced oxygen from the container and hence prevented ignition: the 

gases continued to be produced as adjacent cells and modules went into thermal runaway, 

without any fire.  When the fire department arrived on the scene, “low lying white clouds 

of gas/vapour mixture were observed issuing from the structure” [9]: see Figure 3.8(c) of 

the vapour cloud generated in experiment B2.  On opening the door of the container some 

3 h after the smoke alarm, it has been postulated [10] that the hot gases near the ceiling of 

the container billowed and touched a hot module, triggering the violent vapour cloud 

explosion. 

As with experiment A1 above, swelling of the pouch cells was not observed in 

experiment A2: however, in contrast to experiment A1 above, flare-like flames were 

ejected from the front of the module, which was the strongest point of the casing. 

Figure 3.6(a) shows plots of the thermocouple temperatures along with the temperature of 

the module at the point of impact obtained from the thermal images up to thermal 

runaway, and the voltage V2 of the top quartet of cells.  Figure 3.6(b) and (c) show all the 

DAQ data (voltage and thermocouple) for the experiment. 
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(a)  Voltage, thermal imaging, and thermocouple data from experiment A2. 
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(b)  Voltage and the flame area data from experiment A2. 
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(c)  Thermal camera, thermocouple, and the flame area data from experiment A2. 

Figure 3.6. Data from experiment A2, (a) voltage, thermal imaging, and thermocouple, 

(b) voltage and the flame areas, and (c) thermal camera, thermocouple, and the flame 

areas. 

As may be expected, the responses of the thermocouples lag significantly behind that of 

the thermal camera, see Figure 3.6, as the data from the latter were taken from an area 

immediately adjacent to the point of impact, as can be seen in the insert to (a). In addition, 

the temperature of the underside of the module increased more slowly than that of the 

module on the top face, again as may be expected. 

The voltage of the top quartet of cells collapsed immediately, see Figure 3.6, and in a 

single step after penetration at c.a. 50 V min−1 from 8 V to c.a. 0.6 V as the temperature 

of the top face of the module reached c.a. 324 ˚C.  However, and very surprisingly, the 

voltage then recovered to c.a. 6.3 V at 168 V min−1 before increasing more slowly to 7.8 

V before decreasing again as the temperature on the top face of the module reached 420 

˚C: this collapse was in two stages, again reflecting the sequential failure of the parallel 

pairs of cells.  The first step tracked that of the lower quartet of cells and occurred at c.a. 

50 V min−1.  The remaining two parallel cells of the top quartet then decreased faster (100 

V min-1 c.f.f. 24 V min−1) and 36 s earlier than the remaining parallel cells in the lower 

quartet.  The varying thermocouple responses reflect the effect of the flames licking 

around them. 
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Figure 3.6(a) & (b) show the flame areas calculated from the front video camera data (the 

rear camera failed to record): as can be seen, the ignition of the various cells is shown by 

the various flame area peaks, where the flame areas drop after the initial peaks from the 

ignition of a new cell, and then spike to a peak again when the next cell ignites.  From the 

figures, it is clear that the magnitude of the maximum flame areas varied between c.a. 

0.4–0.7 m2, at each cell ignition.  After the last cell ignited, the flame area quickly 

reduced as the remaining flames were simply due to the remaining burning plastic.  In 

terms of the failure of individual cells, Figure 3.6(b) suggests that the cells fail as in the 

order shown in Figure 3.7. 

 

Figure 3.7. The failure of the individual cells of the module during experiment A2 based 

on the voltage and flame area data in Figure 3.6(b), black represents undamaged cells, 

red represents failed cells from previous flare, and white represents dead cells. 

In Figure 3.7, the black cells are undamaged, the red cells have failed as a result of the 

previous flare, and the white cells are dead.  The numbers refer to the measured voltages.  

Abaza et al. [14] and Zhao and co-workers [15] postulate that a high rate of voltage 

collapse during nail penetration indicates a low short circuit resistance, and that this 

determines the short circuit current and hence the heating rate and temperature rise.  The 

short-circuit resistance Rs is given by:  

Rs = Rnail + Rcnt     (1) 

where Rnail is the resistance of the nail and Rcnt the contact resistance.  However, the 

variability across nominally identical experiments [14] suggests that this may be a 

somewhat over-simplistic model, and the data in Figure 3.6 definitely support this critique 

as, despite having all been penetrated, all eight cells are sustaining significant voltages 

some 2 minutes after thermal runaway was marked by the appearance of the flare-like 

flames and with temperature of the top surface of the module at over c.a. 500 oC.  
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Yokoshima and co-workers [16] have suggested a more sophisticated circuit model of 

nail penetration involving multiple cells.  The authors employed X-Ray imaging to study 

the nail penetration of LiCoO2 pouch cells in-situ: they observed increases in cell voltage 

after penetration as well as the melting of the nail and the boiling of the organic solvent of 

the electrolyte (ethylene carbonate, diethylene carbonate and lithium 

hexaflurorophosphate) due to the high short circuit current densities and consequent Joule 

heating.  The increase in cell voltage was ascribed to the breaking of the internal short 

circuit through the nail due to the melting of the nail and the boiling away of the 

electrolyte.  They also observed a white gas which they linked to the boiling electrolyte.  

Thus the initial collapse of the cell voltages of the top quartet of cells in Figure 3.6 must 

be due to the initial short circuiting of the four cells by the nail: the recovery logically 

must then be due to the loss of the short circuit, which may be due to the boiling away of 

the electrolyte around the nail and/or melting of the aluminium current collectors: given 

that the melting points of aluminium and copper are 660 and 1083 ˚C, respectively, it is 

most likely the former that melts away from the nail and breaks the circuit.  Recent 

studies by Feng and co-workers [17, 18] provide a complementary explanation of the data 

in Figure 3.6, involving the vaporisation of the electrolyte and this is covered in Section 

3.3. below. 

Again, the data in Figure 3.6 strongly suggest that, at least for this chemistry and form 

factor, voltage drop cannot be employed as an early warning of thermal runaway. 

Abaza and co-workers [14] investigated the nail penetration of 15 Ah NMC + LMO 

pouch cells and stated that such abuse should not result in the swelling of the cells as the 

gases produce could escape past the nail: however, they did observe swelling.  Two 

further nail penetration experiments were carried out at the DNV GL site, differing from 

experiment A2 only in the location of the penetration (middle of the casing and in the 

lower corner, see Figure 2.8, and in both cases, the cells swelled before popping and 

ejecting dense white vapour before the vapour ignited.  In experiment A3, the cells 

expanded for 6 s after nail penetration before popping after which they ejected dense 

white vapour for 2 s which then ignited.  In experiment A4, the cells expanded for 4 s 

before popping, ejecting both thick black smoke and white vapour, igniting 10 s after a 

significantly audible popping: black smoke has been attributed to the ejection of cathode 

particles [18, 19].  Flare-like flames were seen in both experiments, emerging from the 

rear and side of the module in both cases, in contrast to experiment A2.  In both cases, the 
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cell voltages of the top quartet of cells collapsed in a single step after which the voltage of 

the lower quartet collapsed, 96 s and 48 s for experiments A3 and A4, respectively, after 

nail penetration as was observed in experiment A2. 

3.2.3. Experiments B1 & B2. 

The first experiment at the Fire Services College was a nail penetration between the tabs, 

identical to experiment A2 except the module was charged to c.a. 4.03 V, i.e. 75 % SOC.  

The same sequence of events were observed as in the A2 experiment, see Figure 3.8: a 

wisp of white vapour as soon as the nail penetrated 0.532 s (a) and 0.538 s (b), then the 

evolution of thick white vapour followed by (in this case) the almost immediate ignition 

of the vapour 3.794 s (c) and 3.858 s (d), then flare-like flames from the front, side and 

rear of the module 10.567 s (e) and 82.6 s (f) after penetration.  

 
(a)  A photograph taken 0.532 s into experiment B1. 
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(b)  A photograph taken 0.538 into experiment B1. 

 
(c) A photograph taken 3.794 s into experiment B1. 
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(d) A photograph take3.858 s into experiment B1. 

 
(e)  A photograph taken10.567 s into experiment B1. 
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(f)  A photograph taken 82.6 s into experiment B1. 

Figure 3.8. Frames from the optical videos taken during experiment B1. 

Following on from experiment B1, and experime94nt A2, the aim of experiment B2 at the 

FSC was to assess the validity of the generally held perception that higher SoCs represent 

more of a hazard [7, 20], particularly in terms of toxic and flammable gas release [13] and 

involved a repeat of the 75 % SoC experiment at 50 % SoC (B2). 

Figure 3.9 shows frames from the optical videos taken during experiment B2: (a) was 

26.47 s after the nail penetrated the module; (b) was 35.47 s after penetration and (c) was 

52.13 s after penetration.  The white vapour did not ignite during the experiment, as can 

be seen from Figure 3.9(c), was clearly heavier than air, rolling across the ground, pushed 

by the slight breeze running from right to left in the images. 

Figure 3.10 shows plots of the gas sensor, thermocouple and thermal readings taken 

during the experiment. 
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(a)  A photograph taken 82.6 s into experiment B1. 

 

 
(b)  A photograph taken 82.6 s into experiment B1. 
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(c)  A photograph taken 82.6 s into experiment B1. 

Figure 3.9. Frames from the optical videos taken during experiment B2, they were 

collected at the times specified in the text. 
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(a)  Thermocouple thermal camera, HCL, and SO2 data from experiment B2. 
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(b)  SO2 and CO data from experiment B2. 
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(c)  Thermocouple and CO dat from experiment B2. 
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(d) NO2 data from experiment B2. 

Figure 3.10. Thermocouple, thermal camera, and concentrations of gases detected during 

experiment B2. 

As can be seen from Figure 3.10(d), the HCl/HF sensors went over their maximum range 

of 30 ppm: the locations L1–L6 correspond to those on Figure 3.11 and a full scale 

diagram is shown in Figure 2.13.  In addition, Error! Reference source not found. 

summarizes the maximum sensor readings observed during the experiment and the times 

that they occurred after nail penetration. 

During thermal runaway of LiBs and prior to ignition, a variety of gases are produced 

within the cells and vented to the atmosphere, including HF, CO2, CO, H2, a wide range 

of small chain alkanes and alkenes [6, 7, 11-13, 21] and the solvents comprising the 

electrolyte such as ethylene carbonate and dimethyl carbonate [6, 7].  The response of the 

NO2 sensor suggests that HCN was also produced, and this compound has been reported 

previously [20, 22-24], and, as was stated above, the personal protective equipment of the 

first responders attending the explosion of the LiBESS at Surprise were contaminated 

with HCN [25]. 
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Figure 3.11. Schematic showing the locations of the gas sensors in the FSC experiments. 

 

Table 3.1. Maximum sensor readings and times observed during experiment B2. 

Gas Location Time 

/ min 

Maximum 

concentration / 

ppm 

Comments 

CO 2 3 1760  

4 3 1000 

5 3 1710 

SO2 2 3 21  

4 3 19.3 

5 3 39 

NO2 2 6 -2.4 Interference 

by HCN 4 5 -2.4 

5 4 -3.6 

HCl 1 1-5 30 Over range 

3 2-6 30 

6 2-6 30 
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The data in Table 3.1 suggest that the heavier-than-air SO2 filled the lower part of the 

container and drifted with the wind past the door.  Interestingly, the time dependence of 

its concentration matched exactly that of CO, see Figure 3.10, and all sensors showed the 

CO and SO2 reaching their maximum concentrations 3 min after nail penetration.  This 

was confirmed during the other two experiments at the College (nail penetration at 75 % 

SoC and overcharge of two of the cells in one of the modules of a 5-module stack), 

suggesting the two gases had a common origin.  Reductive additives to aid SEI formation 

typically contain sulphur [26] including SO2, CS2, polysulfide, cyclic alkyl sulfites such 

as ethylene sulfite and propylene sulfite, and aryl sulfites.  Sulphur may also come from 

alternative lithium salts such as LiFSI [27].  However, ethylene sulphite is commonly 

employed in LiBs [28-31] and hence it is highly likely that this additive is the source of 

the SO2 and at least some of the CO. 

The amount of vapour released within the container, unlike the other experiments where 

the vapour ignited almost immediately after release, allowed a much larger volume of the 

container to be saturated by a flammable mixture.  If this mixture were to ignite, there 

could be a possibility of a flash fire, fire balls developing, or in extreme cases even a 

vapour cloud explosion.  The severity of the deflagration event would depend on the 

amount of overpressure generated as the flame accelerates at significant speed in the 

vapour cloud.  Any of these scenarios would be extremely dangerous [32]. 

Figure 3.12 shows plots of the thermocouple temperatures and cell voltages observed 

during the experiment.  In contrast to the experiments where the vapour ignited causing 

the thermocouple readings to fluctuate due to the flames, the first derivatives of the 

thermocouple readings from experiment B2 at the College showed a homologous 

response, see Figure 3.12(b) with a single, well-defined maximum for each thermocouple.  

As can be seen in the figures, even though the nail penetrated all the cells, whilst the 

voltages of the top four cells collapsed fairly soon after penetration, the lower four cells 

retained their charge for c.a. 2 min. 
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(a)  Voltage, thermocouple, and thermal camera data from experiment B2. 
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(b)  Voltage and the first derivatives of thermocouple data from experiment B2. 

Figure 3.12. Voltage, thermocouple, and thermocouple data recorded during experiment 

B2, and the first derivatives of thermocouple data. 
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Figure 3.13 shows frames taken from the thermal camera video at 60 and 143 s, 

respectively, after nail penetration.  Throughout the experiment, solid objects were 

ejected from the module and bounced as they hit the ground; these objects appeared to be 

at temperatures ≤ c.a. 100 ˚C, i.e. showing white in Figure 3.13(a), circled.  These events 

were not visible to the naked eye and did not appear in the optical video due to the dense 

vapour.  Also, clearly visible in Figure 3.13(a) is a jet of vapour being ejected 

horizontally.  In Figure 3.13(b), liquid can be seen dropping from the module, circled, 

which also registered at ≦ c.a. 100 ˚C, the temperature in the target sights did not rise 

above c.a. 129 ˚C throughout the experiment, despite the thermocouples on the module 

registering temperatures as high as 450 ˚C.  Interestingly, the potentially adverse effect of 

the vapour cloud on thermal imaging cameras was confirmed during an incident involving 

a domestic lithium-ion battery energy storage system (LiBESS) in Campbeltown, 

Australia in summer 2022 [33].  The LiBESS went into thermal runaway without ignition, 

generating the vapour cloud.  The LiBESS was located on a wall in a side room c.a. 8 m x 

6 m and 2.4 m high, and the room was full of the vapour cloud when the fire service 

arrived, with zero visibility.  The first sweep of the room with a thermal imaging camera 

gave no reading and the fire officers then left the room, at which point a roof panel 

dislodged and the natural ventilation reduced the vapour cloud by c.a. 30%.  A second 

sweep using the camera then showed the heat signature of the LIBESS at c.a. 300 ˚C and 

increasing by c.a. 25 ˚C in the next 10 s.  This effect of the vapour cloud on thermal 

imaging had not been observed previously.   

 



121 

 

 
(a)  A frame taken by the thermal camera in experiment B2 at 60 s. 

 
(b)  A frame taken by the thermal camera in experiment B2 at 143 s. 

Figure 3.13. Frames from the thermal camera taken during experiment B2. 
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3.3. Discussion 

As the DNV 1 experiments were conducted in an entirely open environment, and the FSC 

experiments were in the partially contained environment of an open container, the 

boundary conditions constraining the escaping gases and the local environmental 

temperature during the battery fires were different, hence affecting the flame lengths.  

The maximum vertical and horizontal flame lengths measured via image processing in 

each experiment are shown in Figure 3.14(a).  Experiments A2, A3 and A4, all nail 

penetration experiments but with penetration at different points on the modules, showed 

different maximum flame lengths, with a maximum flare of 217 cm observed.  It can be 

seen from Figure 3.14(a) that the maximum flare length was observed in experiment B1 

at the FSC (75 % SoC, nail penetration).  The maximum flame length measured was 275 

cm, which is c.a. 9 times the length of the module itself.  Hence, careful consideration 

must be made in safety designs to account for safety distance, as from these observations 

any flammable material or mixture up to 275 cm from the pack could receive intense and 

rapid heating rates from these flares in the case of a module failure.  It is worth noting 

that there are few studies reporting SO2 and hence, ideally, the mechanism by which this 

is produced requires further attention.  In this case, the yield of SO2 was significantly 

higher in the 50 % SoC experiment (19–39 ppm) than in the 75 % SoC test (5.1 ppm – see 

Figure 3.14(b)).  This agrees with the work of Lecocq et al. [27], who found that more 

SO2 was released at lower SoC’s, but contrary to other studies [13, 20, 34] reporting 

higher amounts of SO2 at the higher SoC’s (albeit for different chemistries).  

Carbon monoxide has been identified as one of the main constituents of the gas released 

during thermal runaway [33-37].  Ribiere et al. [20] found that the amount of CO 

produced increased with SoC, and this has been confirmed by other studies [13, 22, 38].  

However, it appears the cathode chemistry of the LiB has a major influence on the gases 

produced: thus Said et al. [39] found comparable levels of CO for LCO and NMC, but an 

order of magnitude less for LFP; Golubkov et al. [40] found much higher amounts of CO 

released from LFP compared to NCA.  Sun et al. [13] found that the amount of CO 

released was in the order: LMO > LFP > LCO > NMC, with LMO producing almost as 

twice as much CO as NMC.  The authors concluded that a 10 Ah pouch cell could 

produce > 10,000 ppm CO, which exceed levels that that can cause serious sickness, and 

even death (1000–2000 ppm in 1–2 min).  During these experiments, the CO reached 

concentrations of 1000–1760 ppm in 3 min.  This suggests a potentially serious threat to 
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health and life just from this component of the white vapour.  Ribiere and co-workers [20] 

have evaluated the toxicity levels of the fumes from burning LiBs, based on their work on 

LMO cells which has allowed the estimation of the battery energy in Wh that could lead 

to exposure above the Immediate Effects Threshold (IET) and the First Lethal Effects 

Threshold (FLET) caused by 60 mins exposure to a LiB fire in a 50 m3 room, and typical 

data are shown in Table 3.2.  Thus, a single burning 236 Wh pouch cell in a 50 m3 

unventilated room would take 2.8 min and 5.1 min to reach the IET and FLET of HF, 

respectively.  The same times would be required for a burning 8 cell, 53.8 Ah module in a 

400 m3 room. 

Threshold HF/ppm CO/ppm NO/ppm SO2/ppm HCl/ppm 

IET 60 290 280 530 1320 

FLET 110 1140 2080 4710 7880 

Table 3.2. Immediate effects thresholds and first lethal effects thresholds for various 

gases produced by lithium ion cells during the thermal runaway. 

 
(a)  Maximum vertical and horizontal flame lengths measured in DNV 1 experiments 

A1–4 and FSC experiment B1. 
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(b) A comparison of SO2 concentrations for experiment B1 (75 % SoC) and experiment 

B2 (50 % SoC). 

Figure 3.14. Comparisons of flame measurements and SO2 concentrations from 

experiments A1-4, B1 and B2. 

The thermal runaway of LiBs has been studied in depth of late [3, 17, 18, 41, 42], and the 

steps involved in thermal runaway are broadly accepted as [3]: 

1. The breakdown of the Solid Electrolyte Interface (SEI). The Solid Electrolyte 

Interface (SEI) is the other front-line safety system: LIBs are unique in battery 

technology in that the fully-lithiated graphite anodes typically employed have c.a. 

the same redox potential as that of metallic lithium [43] and hence should 

immediately reduce the organic carbonates employed in the electrolyte to 

hydrogen, various flammable gaseous hydrocarbons and heat [44].  The reason 

that this does not occur is the serendipitous formation of a protective barrier, the 

SEI, which is permeable to lithium ions, between the anode and solvent during the 

first charge.  The SEI continuously varies in thickness during the life of the 

battery, but overall increasing in thickness and incorporating lithium ions as it 

does so [45].  The exact composition of the SEI is unknown, although it is known 

to incorporate lithium ions and is likely dynamic: it is generally represented as 
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lithium salts of carbonate fragments, and the breakdown of the SEI may be 

represented as [3]:  

(CH2OCO2Li)2 → Li2CO3 + C2H4 + CO2 + 1/2 O2 + heat     (2) 

This commences around 60–70 ˚C, but the SEI can self-heal up to 80 – 120 ˚C 

[17, 46], albeit to form a less-effective barrier to the solvent.  Feng and co-

workers [46] suggest that there are three stages: (i) initial SEI decomposition 80 – 

120 ˚C; (ii) the balanced region between 120 and 250 ˚C where the self-healing 

rate is equal to the rate of decomposition and (iii) thermal runaway above 250 ˚C 

due to separator collapse, major internal short circuit and hence rapid increase in 

temperature.  Wang et al. [47] have reported that the activation energy barrier for 

the decomposition of the SEI, and the onset temperature, both decrease with 

increasing SoC.  

2. The reduction of the organic carbonate solvent by exposed lithiated graphite.  

Once holes form in the SEI, direct reduction of the solvent can take place which 

can be represented in general terms as:  

2Li + CxHyO3 → Li2CO3 + Cx-1Hy + heat      (3) 

where CxHyO3 is an organic carbonate (e.g. C3H4O3, ethylene carbonate (EC); 

C3H6O3, dimethyl carbonate (DMC); C4H8O3 ethyl methyl carbonate (EMC), 

C5H10O3 diethyl carbonate (DEC) and C4H6O3 propylene carbonate (PC)), Cx-1Hy 

represents a number of short chain alkanes and alkenes and Li represents the 

lithium in the graphite.  CO is also generated by reaction with the solvent, e.g.:  

C3H6O3 + 2Li → 2CH3OLi + CO     (4) 

Hydrogen is produced via reduction of the binders employed in the cells (e.g. 

PVDF [3]). This becomes significant at temperatures where the SEI does not self-

heal. 

3. Melting and collapse of the separator.  The temperature at which collapse of the 

separator is initiated depends upon composition: e.g. the melting point of 

polyethylene is 130 ˚C, polypropylene 170 ˚C and ceramic-coated polymer/mixed 

polymer separators c.a. 200 ˚C [3, 46].  However, melting may not result in the 

immediate collapse of the separator structure.  Once the integrity of the separator 

is lost, significant internal short circuits can occur and, until the work of Feng and 

co-workers [17, 18, 48], this was considered to be the trigger and main driving 

force behind thermal runaway [5, 7, 46].  
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4. The exothermic collapse of the cathode structure to generate oxygen as well as (in 

certain cases) highly oxidising oxides [46]: the onset temperature at which this 

occurs is highly dependent upon the oxide, e.g. from 150 ˚C to 310 ˚C [3, 46].  

The oxygen then exothermically oxidizes the organic solvents in the electrolyte 

[36].   

The mechanism of thermal runaway following overcharge involves the same steps as 

discussed above but is initiated by the over-lithiation of the anode to form lithium metal 

at the surface [49] and the exothermic delithiation and collapse of the cathode structure 

[3] resulting in increased resistance and hence Joule heating.  The lithium metal will 

exothermically reduce the solvent as detailed above and can form dendrites which grow 

through the separator to cause an internal short circuit.  When the temperature exceeds 

that of the melting point of lithium, 180 ˚C [50] this will also result in an internal short 

circuit.  Lithium plating is increased with increasing temperature [51] suggesting that 

cells retaining their charge but under thermal abuse from adjacent cells could show 

enhanced lithium plating.  The model discussed above has become increasingly 

challenged: thus, there remains no clear and quantitative definition of thermal runaway [5, 

18], there is disagreement as to whether gases are vented before or during thermal 

runaway from prismatic or cylindrical cells and the exact nature of the gases produced [6, 

18, 19].  In addition, there are new theories of thermal runaway and refinements of the 

current, rather generalised “model”.  Thus, Liu and co-workers [52] have shown that the 

oxygen produced as the cathode structure collapses is consumed at the anode (“chemical 

crosstalk”) in a highly exothermic process (c.a. 7x more heat produced than from cathode 

collapse alone) which can commence at 150 ˚C (e.g. for NMC cathodes), significantly 

below the temperature for the collapse of the more stable separators (e.g. PET nanofibers, 

257 ˚C) and hence thermal runaway can be initiated without the need for separator 

collapse and concomitant significant ISC.  There is also increasing evidence that thermal 

runaway may not simply be defined as a temperature rise of 1 ˚C s−1 if thermal runaway is 

more generally defined as a self-sustaining heating process, i.e. once the temperature of a 

cell passes a point of no return, the exothermic reactions continue to generate heat and the 

cell will progress inevitably to an exponential increase in temperature [53].  It has been 

stated that [6] if the electrolyte boils away from a cell, thermal runaway cannot happen: a 

simple search of the literature proves this is not the case, with venting of electrolyte 

succeeded by thermal runaway [53].  Moreover, recently, Feng and co-workers [17, 18] 

have shown that lithiated graphite anode and NMC cathode powders can undergo a direct 
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and highly exothermic solid state redox reaction at temperatures ≥ c.a. 250 ˚C 

(presumable the via the transfer of lithium ions) and have proposed that internal short 

circuit initiates thermal runaway but is not responsible for its propagation.  Instead, the 

internal short circuit generates sufficient Joule heating for significant vaporisation of the 

solvent to take place this, coupled with the collapse of the separator allows direct 

electrochemical reaction between anode and cathode which generates sufficient heat to 

raise the temperature above 800 ˚C and perpetuate thermal runaway.  

 

Temperature is often quoted as a potential early signal of thermal runaway: however, 

overcharging can result in little or no temperature change; i.e. a few degrees during the 

overcharge process [53], whilst there can be a wide variation in temperature across the 

can of a lithium ion cell subjected to thermal abuse [6]. 

 

There is a major dearth of system-level research as opposed to cell or module level: such 

studies are becoming increasingly critical as it is becoming apparent that self-ignition 

may occur at lower temperatures in larger assemblies of cells/modules [45].   

Finally, the composition, ubiquitous nature and hazards of the white vapour have not been 

recognised.  In can be viewed that the white vapour is produced by the pyrolysis of the 

electrolyte by the heat generated in thermal runaway.  This gas cannot ignite within the 

cells as the oxygen produced during thermal runaway is insufficient to sustain combustion 

[3], which thus takes place once the gases produced exit the cell and if there is an ignition 

source present or via friction between gas and the exit point, and the cell SoC is >50%.  

The latter point is interesting as, for example at 50 % SoC, there should still be a 

sufficient stored electrical energy for arcing to occur and provide an ignition source.  

Feng et al. [18] suggest that the “white smoke” is primarily due to solvent vaporised prior 

to thermal runaway, and that such venting happens at successively higher temperatures as 

the various components vaporise.  We disagree with two key facts: venting from the 

pouch cells studied takes place during thermal runaway, and the white vapour not only 

contains condensed solvent droplets but also pyrolysis products, as can be seen from the 

gas sensor data obtained during the experiments at the FSC: further, evidence for 

pyrolysis comes from the observation of the tied evolution of SO2 and CO.  The black 

“smoke” observed in DNV 1 experiment A4 may be attributed to the melting of the 

aluminium current collectors and concomitant ejection of the cathode active material 

[15]: this experiment of all the nail penetration tests was the only one where the 
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thermocouple temperatures were comparable to the melting point of aluminium (600 ˚C 

[20]).  White hot metal was ejected from both the overcharge experiments at the DNV 1 

site, suggesting molten aluminium, although Feng and co-workers have reported the 

melting of copper (m.p. 1083 ˚C [20]) during abuse experiments employing LCO cells 

[18].   

The data from experiment A2 at the DNV 1 site supports the solid-state short circuit 

theory postulated by Feng et al. [17, 18, 42]: from Figure 3.6(b) and (c) it can be seen that 

the revival of the cell voltage V1 occurs when the temperature of the top of the module 

reaches 280 ˚C.  The recent paper by He and co-workers [53] also supports the solid-state 

short circuit theory: the authors reported that the voltages of the cylindrical LCO cells 

employed in their experiments (1880 mAh) suddenly decreased during heating but, once 

all the electrolyte had been lost from the cells, the voltages were re-established.  The 

authors made no comment on the phenomenon but it is clear that the behaviour is the 

same as that observed in experiment A2 at the DNV 1 site.  Thus, in this experiment, the 

initial nail penetration and attendant Joule heating causes the voltage of only four of the 

cells in the module to collapse, despite all eight having been penetrated.  Presumably, the 

short circuit between the other four is removed due to the aluminium current collectors 

melting away from the nail (as observed by Yokoshima et al. [16]) with attendant 

vaporisation of the solvent around the nail.  This then also happens with the remaining 

four cells, such that their voltage increases.  The latter occurs during the production of 

flare-like flames as two of the cells fail, see Figure 3.6(c): the internal short circuit 

generates sufficient Joule heat to vaporize the solvent (producing white vapour, as 

observed in-situ by SEM [8], which ignites some seconds after exiting the cell) and cause 

the collapse of the separator.  The latter is followed at temperatures greater than c.a. 250 

˚C by direct contact of the (essentially dry) anodes and cathodes and a solid state redox 

reaction in which lithium ions are injected into the cathode and, perhaps, oxygen 

abstracted to form Li2O, the reaction resulting in the production of significant amounts of 

heat and the thermal runaway and collapse of the remaining cells.  The temperature of the 

top face of the module was c.a. 250 ˚C at the start of the recovery of the cell voltage, see 

Figure 3.6(b) and (c). 

 

3.4. Conclusion 
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The experiments in this Chapter were focused on the extremely important phenomenon of 

thermal process in runaway in lithium ion batteries, a key consideration with respect to 

the safe operation of these devices.  In the experiments carried out in this Chapter, the 

behaviour of cells in thermal runaway was shown to depend strongly upon factors such as 

the nature of the abuse and the SoC. 

The first visible indication of thermal runaway is the evolution of a thick, white vapour 

via the pyrolysis of the electrolyte: it is believed that this is common across LiB cathode 

chemistries, form factors and manufacturers.  This vapour is comprised of: H2, SO2, NO2, 

HF, HCl, CO, CO2, droplets of organic solvent and a large range of small chain alkanes 

and alkenes.  If sufficient air is present, at high SOCs, >50%, this vapour inevitably 

ignites in less than 1 min.  However, at low SOCs, ≤50%, the vapour may not ignite: and 

it will not ignite if insufficient air is present.  As a result, in a confined space, there could 

be the possibility of a flash fire, fire balls developing, or in extreme cases, even a vapour 

cloud explosion.  This explosion hazard, along with the toxicity of the white vapour, 

could be faced by first responders wherever lithium ion batteries are present in an 

enclosed space and one or more cells are in thermal runaway.  Thus, as well as EV road 

traffic and LiBESS incidents, this includes incidents in storage warehouses, battery 

manufacturing plants, electric vehicle assembly plants, road, rail and sea transportation of 

EVs/battery packs, hybrid electric ships and ferries.  Smaller lithium-ion batteries are also 

causing concern, due to the large amount of white vapour produced during thermal 

runaway, mobility scooters in e.g. lifts, and e-bike/scooters in the home, can quickly fill 

an enclosed space with the vapour cloud.  As an additional problem, the white vapour 

could be mistaken for steam, especially following the extinguishing of fire. 

Maximum flame flare lengths during the failure of the modules also reached up to 275 

cm, which highlights that any flammable material or mixture up to 275 cm from the pack 

could receive intense and rapid heating rates in the case of a module failure, something 

that needs to be considered for safety distance design. 

Throughout these abuse experiments, the voltages of cells in modules engulfed in flames 

were maintained for many minutes: in addition, cell voltages have been observed to 

collapse during abuse, but then re-establish, negating their use as an early warning of 

thermal runaway.  This finding is first analysed in this Thesis, and the latter phenomenon 

supports a wholly novel and recent theory in which thermal runaway is perpetuated 
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following solvent venting via direct, solid-state electrochemical reaction between anode 

and cathode: this theory could have significant implications with respect to the design of 

safe, all-solid state lithium batteries. 

Finally, the vapour cloud can mask the heat produced during thermal runaway and hence 

appear to cause the malfunction of thermal imaging cameras.   
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Chapter 4 . The January 2020 (DNV 1) experiments (continued) and 

Spring 2021 (DNV 2) 

 

4.1 Introduction 

As well as thermal and mechanical abuse, electronic abuse experiments were carried out 

at the DNV site in January 2020 (DNV 1) where Envision-AESC modules were 

overcharged.  Nail penetration experiments were again carried out at the site in Spring 

2021 (DNV 2), as the 50 % SoC experiment at the FSC (B2) had clearly shown the 

importance of the vapour cloud explosion hazard, and the subsequent realisation that 

statements in the literature referring to gas, smoke and steam all represented the 

production of the vapour cloud, it was realised that vapour cloud explosion hazard was 

underrated. 

 

4.1 Overcharge experiments at DNV January 2020 

4.1.1 Experiment A6 (overcharge of a single module) 

Figure 4.1 shows frames from the two optical cameras (“front” and “rear”) taken at c.a. 

the same instants during the overcharge experiment.  Thus, (a)(front) and (b)(rear) show 

the gassing of the pouch cells and expansion of the aluminium module case, (c) and (d) 

were taken 45.8 ms later: whilst the front camera (c) clearly shows flames at the front of 

the module, the back camera (d) shows the module has been forced open via the break 

tabs on the case.  41.7 ms later, the flame front had detached from the module, (e) whilst 

the back camera (f) frame shows the gaping of the module without any observable flames, 

(g) and (h) were taken 8.3 ms after (e) and (f), the detached flame seen by the front 

camera has almost disappeared (g), whilst the first spark from the rear camera can be seen 

in the image (h).  Figure 4.1(i) and (j) taken 29.2 ms after (g) and (h) show ignition of the 

cells at the front and to one side. The initial small flames appear to be molten material 

detaching from the module before a significant amount of flammable vapour is produced 

which causes the large diffusion flame to develop.  The frames in Figure 4.1(k) and (l) 

were taken 10s after the frames in (a) and (b) and show the typical flare-like flames which 

develop.  
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(a)  A photograph of the front of the module when the pouch cells gassed, and the 

aluminium module case expanded (time = 0 s). 

 
(b)  A photograph of the rear of the module when the pouch cells gassed, and the 

aluminium module case expanded (time = 0 s). 
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(c)  A photograph of the front of the module when the module had been forced open 

(time = 45.8 ms). 

 
(d)  A photograph of the rear of the module when the module had been forced open 

(time = 45.8 ms). 
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(e)  A photograph of the front of the module when the flame front detaches (time = 

57.5 ms). 

 
(f) A photograph of the rear of the module when the flame front of the front of the 

module detaches (time = 87.5 ms). 
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(g)  A photograph of the front of the module when the first spark of the rear of the 

module can be seen (time = 95.8 ms). 

 
(h)  A photograph of the rear of the module when the first spark of the rear of the 

module can be seen (time = 95.8 ms). 
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(i) A photograph of the front of the modules during ignition (time = 125 ms). 

 
(j)  A photograph of the rear of the module during ignition (time = 125 ms). 
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(k) A photograph of the front of the module once flare-like flames had developed 

(time = 10 s). 

 
(l)  A photograph of the rear of the module once flare-like flames had developed 

(time = 10 s). 

Figure 4.1. Frames from the (a), (c), (e), (g), (i) and (k) front optical camera and (b), (d), 

(f), (h), (j) and (l) back optical camera, for experiment A6.  They were collected at the 

times specified in the captions. 
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Figure 4.2 shows frames from the thermal camera videos during experiment A6, (a) from 

the front thermal camera, (b) from the rear thermal camera, both were taken around the 

same time that the images in Figure 4.1(a) & (b). 1 s later (i.e. after the image in figure 

4.2(i)), (c) from the front thermal camera and (d) from the rear thermal camera. 

 
(a)  A frame from the thermal camera of the front of the module (time = 0 s). 

 

 
(b)  A frame from the thermal camera of the rear of the module (time = 0 s). 
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(c)  A frame from the thermal camera of the front of the module (time = 1 s). 

 

 
(d)  A frame from the thermal camera of the rear of the module (time = 1 s). 

Figure 4.2 Thermal images taken (a) & (c) using the front thermal camera and (b) & (d) 

the rear thermal camera. (a) and (c) are 1 s apart, as are (b) and (d). All vertical axis are 

temperature in degrees Centigrade. 

As can be seen in Figure 4.2(b) & (c), the temperature of the thermocouple on the top 

face of module (TCtop) remained unchanged at c.a. 13 ˚C prior to thermal runaway, whilst 
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the temperature of the thermocouple on the underside of the module (TCunder) increased to 

c.a. 44˚C and the pouch cells facing the thermal camera reached c.a. 30˚C.  The variation 

in temperature between the two surfaces of the module is not unexpected as the 

overcharged pair of cells were located in the lower half of the module.  

Figure 4.3 shows plots of the DAQ and thermal camera data (the point employed to 

determine the latter is shown in (b)) during (a) the overcharging and thermal runaway of 

the module, (b) up to thermal runaway, (c) 3.5 minutes prior to thermal runaway to 

thermal runaway, (d) temperatures and flame areas from thermal runaway, and (e) 

voltages and flame areas from thermal runaway.  
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(a)  Voltage, thermocouple, and thermal camera data from experiment A6. 
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(b)  Thermocouple, thermal camera, and voltage data from experiment A6. 

 
(c)  Voltage, thermocouple, and thermal camera data from experiment A6. 
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(d)  Thermocouple, thermal camera, and flame area data from experiment A6. 
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(e)  Voltage and flame area data from experiment A6. 

Figure 4.3.  Plots of the DAQ, thermal camera (the point employed to determine the latter 

is shown in the inset to (d)), and flame area data from experiment A6. 
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The variation in the voltage of the overcharged cells prior to thermal runaway showed a 

distinct pattern which was essentially seen in all three overcharge experiments: of note is 

the small decrease and recovery in the cell voltage immediately prior to the collapse of 

the overcharged cells’ voltage (circled in Figure 4.3(c)) which will be discussed further 

below.  The start of the bulging of the cells within the module, which coincided with the 

maximum in the voltage of the overcharged cells, see Figure 4.3(b), was ascertained from 

a careful analysis of the thermal videos of the module during overcharge.  The fact that 

surface emissivity depends on the viewing angle was utilised to identify the start of the 

module case bulging.  Any surface deformation will change the local surface emissivity, 

and this will be reflected in the thermal images: such a change was detected around the 

edges of the top surface of the top module case and the time at which this occurred was 

identified as the beginning of bulging. 

The optical (see Figures 4.1(i) & (j)) and thermal videos (see Figure 4.2(c) & (d)) clearly 

showed an explosion as the module descended into thermal runaway, and this is reflected 

in the plots of flame area in Figure 4.3(d) and (e), as the flame area of the first flare is c.a. 

three times that of subsequent flares.  As can be seen from the images, and most clearly 

from thermal images Figure 4.2(c) & (d), at ignition a large number of hot particles were 

emitted from the module explosively away from the experimental setup.  These ejected 

hot particles, along with the gas flares, are an additional source of hazard recorded in 

these experiments.  The explosion was caused by the two overcharged cells venting and 

the vent gases igniting, causing flares 1 & 2 on Figure 4.3(d) & (e).  The remaining cells 

in the top quartet then ignited sequentially, flares 3 & 4, before the lower quartet started 

to fail.  Flare 5 was due to one of the cells in the two parallel pairs failing and venting, 

followed rapidly by a cell in the other parallel pair, flare 6, such that the cell voltage 

remained at c.a. 8V.  Flare 7 marked the venting of the second cell of a pair having a 

failed cell, causing the voltage to fall to c.a. 4V, followed by the failure of the final cell, 

flare 8, and complete loss of voltage.  The cell voltage of the lower quartet was 

maintained for c.a. 3 minutes with intense flames around the module, this delay was also 

seen in experiments A3 and A4 and may be due to the time it takes for heat to propagate 

to these cells and initiate thermal runaway.  From Figure 4.3(d), plotting the temperature 

of the two thermocouples as well as the flame area peaks of the overcharge experiment, 

the temperature profile follows a similar behaviour to the cell failure from thermal 

propagation seen in the voltage (Figure 4.3(e)):  After the first two cells ignited there was 
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a sharp increase in temperature from the thermal runaway, followed by steady increase in 

temperature as the cells individually ignited, with local peaks of temperatures seen as the 

flame areas spike, and is therefore likely linked to thermal propagation of thermal 

runaway between the individual cells in the module. 

 

4.1.2 Experiment A7 (single module overcharge in stack of three). 

Figure 4.4 shows frames from the optical videos taken during the overcharge experiment 

A7 at the DNV GL site.  After c.a. 25 minutes of charging the parallel pair of cells at 100 

A that were originally at 96.5% SOC, the module expanded, see (a)(front) and (b)(rear), 

and the first wisps of white vapour appeared.  8.3 ms later in (c) and (d) ignition occurred, 

and projectiles were ejected almost immediately after, this can be seen in (e) and (f) taken 

c.a. 87.5 ms after the images in (a) and (b).  The module then erupted into flames, see (g) 

and (h) taken 154 ms after the first images, which then became the flare-like flames in (i) 

and (j) taken 46.2 s after the image in (a).  The flames were then extinguished using a 6 

litre AFFF extinguisher Foam Spray 13A 113B Model FS EX 6, which required 18 s and 

resulted in the production of the dense white vapour again, see (k) and (l) taken 119 s 

after the image in (a).  Again, it is worth noting that the vapour is due to the gases emitted 

by the cells and is replaced by much thinner fumes when these gases ignited, and the 

vapour could easily be mistaken for steam.  The modules re-ignited 112 seconds after 

being extinguished, initially without the flare-like flames (m) and (n) taken 238 s after (a) 

and (b), but these re-appeared, see the images in (o) and (p) taken 257 s after the images 

in (a) and (b).    

Figure 4.5 shows plots of the DAQ inputs recorded during the overcharge experiment A7.  

TCtop and TCunder are the temperature of the thermocouples located on the top surface and 

underside of the middle module (and hence sandwiched between the modules and isolated 

from any flames).  Figure 4.5(a) shows the full experimental period, (b) leading up to 

thermal runaway and (c) – (e) post thermal runaway.   From the figures it can be seen that 

the four cells in the top half of the overcharged module retained their full charge until 

after the second set of flare-like flames from the re-ignition finished, and it appears such 

electrical energy is essential to the production of such violent fire, see also discussion of 

50 % SoC nail penetration experiment (B2) at FSC in Chapter 3. 
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Figure 4.6 shows a generic voltage plot of an overcharge experiment labelled with regions and events that occur in 

overcharge experiments.   

Table 4.1 lists the SoC’s and voltages where these regions and events have occurred in 

experiments A6 and A7.   

 
(a)  A photograph of the front of the modules when the first whisps of white vapour 

were noticed (time = 0 s). 
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(b)  A photograph of the rear of the modules when the first whisps of white vapour 

were noticed (time = 0 s). 

 

 
(c)  A photograph of the front of the modules when ignition first occurred (time = 8.3 

ms). 

 
(d)  A photograph of the rear of the modules when  ignition first occurred (time = 

8.3ms). 
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(e)   A photograph of the front of the modules when projectiles were first noticed to be 

emitted (time = 87.5 ms). 

 

 
(f)  A photograph of the rear of the modules when projectiles were first noticed to be 

(time = 87.5 ms). 
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(g)   A photograph of the front of the modules when flames were first noticed (time = 

154 ms). 

 

 
(h)  A photograph of the rear of the modules when flames were first noticed (time = 

154 ms). 
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(i)  A photograph of the front of the modules when flare-like flames were observed 

(time = 46.2 s). 

 
(j)  A photograph of the rear of the modules when flare-like flames were observed 

(time = 46.2 s). 
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(k)  A photograph of the front of the modules once the flames had been extinguished 

and a dense white vapour cloud had been produced (time = 119 s). 

 
(l)  A photograph of the rear of the modules once the flames had been extinguished 

and a dense white vapour cloud had been produced (time = 119 s). 
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(m)  A photograph of the front of the modules as it re-ignited (time = 238 s). 

 
(n)  A photograph of the rear of the modules as it re-ignited (time = 238 s). 
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(o)  A photograph of the front of the modules as flare-like flames were re-produced 

after extinguishments (time = 257 s). 

 
(p)  A photograph of the rear of the modules as flare-like flames were re-produced 

after extinguishments (time = 257 s). 

Figure 4.4. Frames from the videos taken during the overcharge of a single module in a 

stack of three at the DNV GL site (experiment A7). 
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(a) Voltage and thermocouple data from experiment A7. 
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(b)  Voltage and thermocouple data from experiment A7. 
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(c)  Voltage and thermocouple data from experiment A7. 
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(d)  Thermocouple and flame area data from experiment A7. 
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(e)  Voltage and flame area data from experiment A7 

Figure 4.5. The DAQ data and flame measurements for experiment A7, (a) all data, (b) 

the data leading up to thermal runaway and (c) – (e) after thermal runaway. 

 

 
Figure 4.6. Generic representation of the voltage/time plot during overcharge. 
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The voltage of the overcharged cells in Figure 4.5(a) – (c) shows a very similar response to that observed in the 

previous experiment, see Figure 4.3(a) – (c), with an initial rapid increase (region A in Figure 4.6) followed by: 

a slower but steady increase (region B), an inflexion at point C, a rapid increase in voltage to what is generally 

referred to in the literature as a “plateau” (region D – E), a relatively slow decrease then catastrophic collapse at 

point F.  The SoCs and voltages at which these occur are summarised in  

Table 4.1.  In broad terms these characteristics have also been observed by other authors 

during the overcharge of NMC cells [1-5].  

The significant rise in voltage in region A in Figure 4.6 is due to the IR drop as soon as 

current flows through the resistance of the cells.  The steady rise in voltage and slow 

increase in temperature in region B is due to the de-intercalation of Li+ out of the NMC 

cathode and intercalation into the graphite particles of the anode: no side reactions take 

place in this region due to the overcapacities of anode and cathode [3], the voltage rises 

due to increased resistance, and the concomitant Joule heating causes the slow 

temperature rise.  According to Zhu et al. [3], Ni(II) ions in the cathode are also oxidised 

to Ni(IV), but this does not result in its structural collapse or the oxidation of the solvent.  

In contrast, whilst Yuan et al. [1] also postulate the oxidation of Ni ions in this region, 

they suggest that the irreversible removal of Li2O from the cathode takes place along with 

the extraction of Li+ ions from octahedral and tetrahedral sites in the NMC cathode.  

In general, the inflexion point C is taken as the onset of lithium metal plating on the 

anode, this reacts exothermically with the solvent to form an insulating SEI layer, both of 

which cause Joule heating, giving the rise in temperature [3].  Jiang and co-workers [4] 

also postulate that the onset of the exothermic collapse of the cathode occurs between C 

and D with the production of oxygen: the collapsed cathode and oxygen both then react 

exothermically with the solvent [6], although in experiment A7 the temperature does not  

increase at a greater rate in this section.  Very significant structural collapse then takes 

place between E and F, when most of the lithium ions are removed from the cathode [3, 6, 

7], according to [3]: 

Liy(Ni0.6Co0.2Mn0.2)O2 →  

yLi + xNiO2 + (0.3 − 0.5x)Ni2O3 + 0.1Co2O3 + 0.2MnO2 + (0.4 − 0.5x)O2     (3) 

Zhu et al. [3] postulate that lithium dendrite formation also commences at C as does the 

leaching of Mn ions [8].  Lithium metal plating takes place when the flux of lithium ions 
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to the anode cannot satisfy the demand from the charging current [9]:  however, dendrite 

formation is the last stage, the lithium first plates as islands which then transform into 

mossy growth followed by the formation of dendrites [9].  

Zhu and co-workers [3] and Shan et al. [5] postulate that the “plateau” region D → E is 

due to a disproportionation reaction in the cathode that results in two co-existing phases, 

and that Li plating and Mn dissolution also take place in this region.  In contrast, Jiang et 

al. [4] suggest that the plateau is due to a balance between the increased voltage 

associated with charging and the creation of multiple small internal short circuits (and 

hence voltage drop) due to dendrite formation.  Dendrites are generally believed to grow 

from anode to cathode through the separator and touch the cathode, causing catastrophic 

internal short circuit, Joule heating and fire and/or explosion [10].  However, such 

dendrites are thin and expected to melt as soon as current flows, i.e. act as fuses, hence 

catastrophic short circuit would not be expected to occur [9] and could provide the 

balancing process against the voltage rise due to charging on the plateau.  In any case, 

dendrites would not be expected to penetrate any ceramic coating on the separator [11], 

and the Envision-AESC separators are coated in this way.  

Separators melt according to their composition, i.e.: polyethylene (PE) 130 ˚C, 

polypropylene (PP) and PP/PE/PP 165 ˚C whilst ceramic coated polymer separators 

collapse at temperatures > 200 ˚C [2].  The lithium metal on the anode will melt at 180 ˚C 

[1, 3] which will cause very significant and catastrophic internal short circuit and 

separator collapse and lithium metal melting is likely to occur at F: note the explosion at 

point F in Figure 4.5(d) and the temperature on the top of the module reaching a 

maximum of 250 °C.  

Table 4.1 shows that thermal runaway (F) occurs at SoC = 131 – 134 %, which is 

significantly lower than reported in the literature [1-5].  However, a number of authors 

state that the outcome of overcharge tests are highly dependent upon the test parameters 

(including: form factor, C-rate [4], the stoichiometric ratio of anode to cathode [5]) and 

suggest therefore that the resulting irreproducibility of these tests render them unsuitable 

as a test method [2].  Further, comparisons between cells of the same chemistries etc but 

from different manufacturers is questionable due to the possible use of e.g. overcharge 

protection additives such as redox shuttles, the presence of which in a cell is a 

commercial secret [2].  



162 

 

Table 4.1. The SoCs and voltages at which the various regions and points in figure 4.6 

occur for the overcharge experiments along with the maximum temperature changes 

recorded by the thermocouple under the overcharged module. 

Experiment SoC / % Max change in TCunder / °C 

A6 124 (C) 130 (D) 132 (E) 134 (F) 12 

A7 123 (C) 128 (D) 129 (E) 131 (F) 30 

 Voltage / V  

A6 4.7 (C) 5.27 (D) 5.20 (E) 5.06 (F) 
A7 4.92 (C) 5.53 (D) 5.50 (E) 5.32 (F) 

 

The thermocouple on the top face of the overcharged module (TCtop) showed a spike to 

c.a. 250 °C, see Figure 4.5(c) & (d), with an estimated temperature rate of increase of c.a. 

5000 ˚C min-1, which decreased back to a steady c.a. 34 ˚C for c.a. 1 min.  The spike 

coincided with the explosive ejection of flare-like flames, see Figure 4.4(e-h), with the 

largest flame area and the collapse of the overcharged module as the gases were released: 

the collapse then protected the thermocouple.  The temperatures of thermocouples on top 

and on the underside (TCunder) of the overcharged module then remained around 34 ˚C for 

c.a. 1 minute during the ejection of the vigorous flames.  As the thermocouples were 

located between the modules, the latter suggest that there was little heat transfer through 

the overcharged module during this period, and most of the heat released was carried 

away by the flames.  During the period between extinguishing the flames and re-ignition, 

both thermocouples registered a temperature of 100 ˚C, suggesting that cooling by the 

foam was reasonably efficient.  As can be seen from Figure 4.5(d), prior to re-ignition and 

the reappearance of the flare-like flames around 38 minutes from the start of data 

collection (charging started after 12.5 minutes), the temperatures registered by both 

thermocouples started to increase, showing the existence of exothermic reactions in one 

or more modules.  The rate of the increase in temperature between the bottom two 

modules (TCunder) starts to slow before exhibiting an inflexion at 37.9 minutes, 

corresponding to the first of the flare-like flames on re-ignition, and rising again rapidly, 

levelling out at c.a. 855 ˚C around 41.5 minutes.  The onset of the rise in the temperature 

of the thermocouple between the top and middle modules (TCtop) was somewhat earlier 

than that of TCunder and levelled out at c.a. 482 ˚C during the re-ignition before increasing 

again.  The somewhat curtailed flame analysis was due to the optical cameras overheating 

and ceasing to record before the final flares due to the ignition of the cells in the two other 

modules which were responsible for increasing thermocouple temperatures at times > 

39.3 minutes. 
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The data in Figure 4.5 are consistent with the overcharge and explosion of two cells from 

the middle module, along with, in all likelihood, the other parallel pair of cells of the 

same quartet.  However, the remaining quartet of cells do not fail until after the re-

ignition, causing the increase in the temperature registered by TCtop to c.a. 750 ˚C.  This 

suggests some of the initial flares observed between 33.8 and 35.5 minutes were due to 

cells in other modules, and none of the flares observed between re-ignition and the 

overheating of the cameras were due to the remaining quartet of cells in the middle 

module.  The optical video footage shows flare-like flames emerging from the lower 

module at times corresponding to the flares following re-ignition in Figure 4.5(d) 

suggesting the increasing temperature between middle and bottom modules was due to 

the lower module undergoing thermal runaway, as the thermocouple between the top and 

middle modules does not mirror this increase despite the increase in flame area at the 

same time. 

4.2 Nail penetration experiments at DNV April/May 2021 

The 3 module overcharge experiment at the DNV 1 site in January 2020, discussed above 

(experiment A7), and particularly the 50 % SoC experiment at the FSC (experiment B2) 

triggered the realisation that statements in the academic literature and the media referring 

to “smoke”, “gas”, and “steam” simply referred to stages during a common timeline when 

LiBs are abused: the abuse triggers chemical processes that supersede the usual 

electrochemical reactions in the cell.  The chemical processes generate gases and heat, the 

latter increasing the rate of the chemical reactions and hence generating more gases and 

heat.  When the rate at which the heat is generated exceeds that at which the heat is 

dissipated, the temperature of the battery increases and uncontrolled positive feedback 

leads to thermal runaway: eventually, the blast caps on cylindrical and prismatic cells 

rupture, and pouch cells burst, venting the gases which take with them fine droplets of the 

solvents.  Most often, the vapour cloud so produced is mistaken for smoke [12].  If the 

vapour cloud ignites immediately, long flare-like flames are produced with a thin fume: if 

ignition is delayed, a vapour cloud deflagration can result [13, 14].  LiBs can also explode 

on being abused due to the build up of gas inside the cells.   Defects and contamination 

during the manufacturing process can also lead to thermal runaway and “spontaneous” 

combustion or failure [15]. 
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Thermal runaway has been observed at low SoC (even 0 %) [16, 17], and has also not 

taken place at all.  Experiment B2 suggested that, at low SoC, ignition of the vapour 

cloud could be delayed or postponed indefinitely, and the subsequent ignition of the 

vapour cloud so produced could cause an explosion.  Thus, three nail penetration 

experiments were performed, C4 - C7, with the intention of (i) delaying or preventing 

ignition and so (ii) initiating a vapour cloud explosion, and (iii) investigating the 

composition of the vapour cloud.  Experiments C4, C5 and C7 employed a single 

Envision-AESC module at 40 %, with the plastic blast wall at the end of the container for 

C4 and halfway into the container for C5 and C7.  Experiment C6 utilised two modules at 

35 % SoC with the blast wall ¾ of the way into the container, to maximise the 

concentrations of any gases and solvent droplets.  Gas sensors and GCMS were deployed 

as detailed in Chapter 2.  

4.2.1 Experiment C4 

The previous sets of experiments undertaken (DNV 1 and FSC) had shown that after a 

nail had penetrated a module, white vapor was emitted, and this ignited for higher SoC 

modules.  It was assumed that the higher SoC LiBs contained enough electrical energy to 

produce an arc which ignited the vapour cloud.  For experiment C4, squibs were 

employed as an ignition source, and although this was the first attempt to ignite the 

vapour cloud, it was expected to be successful, hence no gas sensors were employed, as it 

was considered that the ignition would destroy them.   

Figure 4.7 shows frames from the experiment: as can be seen at nail penetration (a), 1.33 

s after nail penetration a white vapour cloud was vented from the righthand side of the 

module (b), the nail and hammer rose 10.2 seconds after penetration (c), followed by the 

explosive release of the black nanoparticles of cathode material (d), 27.2 seconds after 

nail penetration the white vapour cloud accumulated at the ceiling (d).  A heavier than air 

vapour cloud was vented 64.9 seconds after penetration that collected on the floor of the 

container (e), reaching the end of the container after 85.4 seconds (f), followed by the 

ignition of the module 96.1 seconds after penetration (g), and an attempt to ignite the 

vapour at 120 seconds after penetration (h).   
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(a)  A photograph taken during experiment C4 when the nail first penetrates the 

module (time = 0 s). 

 
(b)  A photograph taken during experiment C4 when a white vapour cloud began to 

be vented from the right hand side of the module (time = 1.33 s). 
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(c)  A photograph taken during experiment C4 when the nail rose out of the module 

(time = 10.2 s). 

 
(d)  A photograph taken during experiment C4 when there was an explosive release of 

black material, presumably nanoparticles from the cathode, and the white vapour 

accumulates on the ceiling of the container (time = 27.2 s). 
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(e)  A photograph taken during experiment C4 when a second type of vapour is 

emitted from the module, this sinks to the floor of the container suggesting it is 

heavier than air (time = 64.9 s). 

 
(f)  A photograph taken during experiment C4 when the heavier than air type vapour 

cloud accumulates on the floor of the container (time = 85.4 s). 
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(g)  A photograph taken during experiment C4 when the module ignites (time = 96.1 

s) 

 
(h)  A photograph taken during experiment C4 when the squibs are activated in an 

attempt to ignite the remaining vapour cloud (time = 120 s). 

 

Figure 4.7. Frames collected from the optical video in experiment C4 (a), (b), (c), (d), (e), 

(f), (g) and (h). The images were collected at the times specified in the text. 
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Various squibs were ignited throughout the experiment, one is shown in Figure 4.7(h) but 

failed to cause the vapour cloud to explode, presumably because the flammable gas 

concentration was below the LEL, which is generally believed to be 5 – 11 %, (this was 

estimated on-site and included the input of Dr Rob Crewe who has significant experience 

in hydrocarbon ignitions and explosions, and the flammable gas was presumed to contain 

droplets of hydrocarbon solvent and hydrogen), depending upon conditions, chemistry 

etc.  Thus, Wang and co-workers [18] report that the explosion risk is higher for LFP 

batteries than NMC due to a higher proportion of hydrogen and lower concentrations of 

CO and CO2 (albeit with lower over volume of vapour cloud than NMC) hence the LEL 

for LFP was determined to be 5.4 %, and that for NMC 9.0 – 9.5 %. Rosewater and 

Williams [19] have proposed the following expression for the vapour cloud LEL: 

ELEL =  Vroom x LEL x 
Ecell

Vrunaway
     (4) 

where ELEL is the cell energy needed to reach specified LEL (Wh), the LEL is expressed 

as a decimal, Vroom is the volume of the room, Ecell is the cell or battery energy (Wh) and 

Vrunaway is the volume of gas produced in thermal runaway. 

In complete contrast, Jin et al. [20] have postulated that it is the small droplets of solvent 

that are responsible for the explosion of the vapour cloud: the team overcharged an 8.8 

kWh battery in a BESS container and ignited the vapour cloud so produced with a heater. 

The explosion occurred with the concentrations of hydrogen and CO very significantly 

below their LELs.  

A significant challenge is in researching the volume and composition of the vapour cloud 

produced by LiBs in thermal runaway, and the factors that affect these is the lack of 

scientific data: whilst there is a plethora of studies in the literature on cells, studies on 

larger assemblies of cells (modules, packs) are extremely rare: moreover, by far the 

majority of all studies focus on LiBs on fire and the smoke that is produced, rather than 

on LiBs in thermal runaway without ignition and hence producing the vapour cloud.  In 

general, studies on the vapour cloud rather than smoke have involved sending LiBs into 

thermal runaway in oxygen-free environments [18, 21-23], with a fixed volume of air [24, 

25] or at low SoC [26].  The latter study was serendipitous as the authors expected the 

LiB to ignite.  Matters are further complicated by the fact that a range of analytic 

techniques are required if all the components of the vapour cloud are to be detected and 
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quantified, and this is generally not the case, and the amount of solvent vented is not 

determined. 

From the limited data available, NMC cells produce c.a. 500 to 5300 L kWh-1 of the 

vapour cloud, whilst LFP cells some 10x lower volumes: Koch et al. [24] and Hoelle et 

al. [25] have reported a linear relationship between the volume of vapour cloud produced 

(excluding droplets of solvent) and LiB capacity of c.a. 2 L Ah-1.  Assuming 4.2V at 

100% SoC for NMC cells, this is equivalent to c.a. 480 L kWh-1: however, the volumes 

and composition of the vapour cloud depend on SoC and exact NMC chemistry.  With 

respect to composition: in general, the major components of the cloud are H2, CO and 

CO2, along with a range of gases that include: HCl, HCN, HF as well as hydrocarbons 

[13, 22, 23, 27].  The collapse of the separator then causes significant internal short 

circuit and consequent Joule heating leading to TR, the gases are expelled along with an 

aerosol of the cathode material and droplets of the organic solvent [13]. 

It is clear from the optical images in Figure 4.7 and the limited academic literature that 

very large volumes of vapour cloud can be produced by even small LiBs, hence the 

increasing number of reports in the media of explosions involving micro mobility devices 

such as e-scooters, e-bikes etc (see, for example [28, 29]). 

4.2.1 Experiments C5 – C7 

During experiments C5 – C7, the collapse of the various voltages followed the same 

pattern, with the two top cells pairs collapsing first, then the lower cell pairs, see Figure 

4.8 & 4.9.  In experiments C5 & C6, ignition of the module occurred, 60 s and 66 s after 

nail penetration, respectively: ignition did not occur in experiment C7.  
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Figure 4.8. Plots of: (i) – (iv) the voltages of cell pairs 1 – 4, respectively, during 

experiment C5 in which one module at 40% SoC was penetrated with a nail, (v) the 

temperature of the thermocouple affixed to top of module. (1) Vapour cloud produced; (2) 

module ignites 60 s after penetration; and (3) blue/purple emission “flame” observed. 
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Figure 4.9. Plots of: (i) – (iv) the voltages of cell pairs 1 – 4, respectively, on one module 

during experiment C6 in which two modules each at 35b % SoC were penetrated, and (v) 

the thermocouple above the module. 

Figure 4.10 shows a frame taken during experiment C5, nail penetration of a single 

module at 40 % SoC, 16.2s after nail penetration. 

 

Figure 4.10. A frame taken during experiment C5 from an optical camera on the nail 

penetration rig, 16.2s after nail penetration. 

Figure 4.11 shows frames from the video taken by the optical camera mounted on the 

floor behind the module and under the frame of the nail penetration rig during experiment 

C6: (a) 8.47s, (b) 11.4s, (c) 32.0s, (d) 67.0s, (e) 100.0s and (f) 103.0s after nail 

penetration.  
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(a) 

 

(b) 
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(d) 
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(e) 

 

(f) 

Figure 4.11. Frames from the video taken by the GoPro camera mounted on the floor 

behind the module and under the frame of the nail penetration rig during experiment C6: 

(a), (b), (c), (d), (e) and (f). The images were collected at the times specified in the text. 

In experiment C6, as can be seen from Figure 4.9, the voltages of the topmost cell pairs 1 

and 2 collapse together first, followed by 3 and finally 4.  As stated above, the module 

ignited c.a. 66 s after penetration (the time taken for the voltages of cell pairs 1 & 2 to 

collapse), with the temperature in the air above the modules reflecting this ignition and 

subsequent flares.  Unfortunately, the thermocouple mounted on the top surface of one of 

the modules failed: however, the time at which ignition occurred is clear from the vertical 
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response of the thermocouple located above the module, which increased at a rate of 13.8 

˚C s-1.  

As can be seen from Figure 4.11(a), 8.47 seconds after nail penetration in experiment C6, 

the pouch cells swell due to the severe internal short circuit causing the generating of 

large volumes of gas: this breaks the contact with cell pairs 3 & 4, delaying their descent 

into thermal runaway (see Figure 4.9).  The same sequence of events occurred in 

experiment C5 (see Figure 4.8).   A purple/blue emission can be seen in Figure 4.11(b) 

11.4 s after penetration, along with the emission of the vapour cloud from the same 

location and this is apparent in (c), 32 s after penetration.  Figure 4.11(d), 67 s after 

penetration shows a frame taken after the module ignites into flames: 33 seconds later the 

module flared, see (e), 3 s later the vapour cloud was completely consumed, see (f).  In all 

the experiments ignition of the modules (where ignition took place) was preceded by the 

purple/blue emission which was the source of the vapour cloud.  This can be seen more 

clearly in Figure 4.10, taken during experiment C5, 16.2 s after nail penetration: there is a 

flame-like blue emission (ringed) behind the retort stand with vapour produced around the 

flame and from the tip, where the vapour is being ejected with high velocity.   

Unfortunately, no cameras were placed on the nail penetration rig for experiment C7 as 

the video data from the previous experiments had not been processed and the blue/purple 

emission had thus not been observed.  The module employed in experiment C7 did not 

ignite, and hence provides a useful comparison for the gases evolved during the various 

experiments, see Figure 4.12.  Gas sensors were positioned at the back wall, and by the 

blast wall, at three heights, by the roof, floor and in halfway up, and at the same three 

heights in between the blast and back wall, moving as the blast wall changed positions.  

These are not shown in the 3D drawings in Chapter 2, as the small size of the sensors do 

not show against the container. 

Figure 4.12 shows plots of the concentrations of (a) HCN, (b) CO, (c) SO2, (d) H2, for 

experiments C5, C6 and C7, and (e) HCN, SO2, and CO for experiment C7.   
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Figure 4.12. Plots comparing the production of (a) HCN, (b) CO, (c) SO2 and (d) H2 in 

experiments C5, C6, and C7. (e) Shows plots of the concentrations of HCN, SO2 and CO 

during experiment C7. 

The decrease in the concentrations of CO and SO2 track each other, as has been observed 

previously, suggesting the two gases had a common origin which was attributed to the 

pyrolysis of the additive ethylene sulphite (see Chapter 3).  The HCN and SO2 

concentrations in Figure 4.12(e) track each other rather suspiciously closely, and this may 

be due to crosstalk, i.e. the sensor is sensitive to both gases. 

Most noticeable (and consistent) is the persistence of the flammable gases HCN, H2 and 

CO in experiment C7 when there was no ignition: in fact, it is noteworthy that even after 

ignition, H2 and CO concentrations remained saturated for some time at least in 

experiments C5 and C7: as may be expected they decreased significantly more rapidly 

following ignition in the ¼ container volume of experiment C6.  In contrast, Figure 

4.12(c) shows that the variation in the concentration of SO2 in the three experiments is 

somewhat more complicated: it is produced prior to ignition and rapidly decreases 

following ignition: however, in both experiments C5 and C6 it shows a second maximum 

following ignition.  In experiment C7, it is not lost for some time. 

Trace amounts of the following organic compounds were detected by a HAPSITE ER 

GCMS during the vapour cloud emission in experiment C5: the dominant fraction was the 

electrolyte i.e. diethyl carbonate.  The remaining compounds included benzene, 

dimethylsilanediol, styrene, ethylbenzene, and various hydrocarbons in the range of C9 to 
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C14 (i.e., 3,3,5-trimethyl-1-hexene, 2,6,6-trimethyl-dodecane, 2,3,6,7-tetramethyl-octane, 

2-methyl-decane, 2-methyl-5-propyl-nonane and 4-methyl-undecane).  From the 

literature, as well as the main constituents of the vapour cloud, HCN, HF, HCl etc., traces 

of C4 – C8 organic compounds have also been detected [27, 30].  Thus, the analytical 

data obtained during the experiments discussed in this section are not inconsistent with 

the literature.  

Returning to the blue/purple emission observed in experiments C5 and C6, see Figure 

4.10 and Figure 4.11(b), it is clear that there is a major inconsistency: during the 

production of the vapour cloud, the temperatures of the modules in experiments C5 and 

C6 were clearly too low for pyrolysis [31] or combustion [31, 32] to be responsible for 

the vapour cloud, as these processes require temperatures in excess of 600 K.  These 

inconsistencies raise the question that, if the reactions responsible for the constituents of 

the vapour are not thermally driven, what process is responsible for their formation?  

One possible, if tentative theory, is as follows. The cells each hold c.a. 81072 Coulombs 

of charge: over the 60s when the cell pairs 1 & 2 voltages collapse, this equates to a 

“discharge current” of 1351A.  Thus, the blue/purples emission may be due to a DC arc 

plasma, dominated by emission from metastable electronically-excited nitrogen 

molecules and ionized species from the air, including the C3P-B3P system [33].  

Plasma is generally regarded as the fourth state of matter, and comprises atoms, 

molecules, ions, electrons, and radicals having internal energies (with the exception of the 

electrons) unevenly distributed over the three degrees of freedom [34].  The generation of 

plasma relies on the fact that all neutral gases have stray charges due to, for example, 

ionisation by cosmic radiation [35]: a DC or AC electric field is then employed across 

two electrodes in a gas to accelerate the stray electrons to sufficient velocities to cause a 

cascade of ionizing collisions according to Townsend theory, and the formation of a 

plasma.  The current/voltage characteristics of the plasma determine its type, thus [34]:  

10-7 – 10-5 A = Corona discharge 

10-5 – 1 A = Glow discharge 

> 1A = Arc discharge 

Arc discharge or plasma requires relatively low voltage to maintain once a stable arc is 

established and requires higher gas pressures than the other plasmas. 
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Due to the presence of radicals, ions and excited species present in plasma that would 

require temperatures > 1000 K to be produced thermally, it is generally assumed that 

plasma chemistry could offer the possibility of opening up highly novel chemical 

pathways, and this has been the experience of Professor Paul Christensen (see, for 

example, [36, 37]).  

4.3. Conclusions 

This Chapter began with electronically abusing lithium-ion batteries by overcharging 

until thermal runaway commenced which can be a catastrophic event in the case of, for 

example, a malfunctioning BMS.  These experiments, similar to the nail penetrations at 

DNV 1, emitted an unknown gas which ignited almost immediately, producing flare-like 

flames.  Extinguishing the flames produced a large quantity of white gas, similar to 

experiment B2 at FSC, which re-ignited and again produced flare-like flames.  The 

realisation that the white gas emitted in B2 could form a flammable vapour cloud and 

mistaken for smoke or steam made the determination of the emitted gas desirable to 

know.  Further experiments at DNV 2 to sample the emitted vapour and ignition attempts 

of the vapour cloud in a confined space led to the discovery of a purple/blue light during 

the vapour emission. 

The overcharging of a lithium-ion cell follows a voltage/time curve, where initially the 

voltage rises rapidly, then rises at a slower rate, rises rapidly again, plateaus, drops and 

then thermal runaway commences.  At the beginning of thermal runaway, a white gas is 

emitted from the cell which quickly ignites in the presence of molten hot material being 

ejected from the cell, producing flare-like flames.  Heat propagation then sends 

neighbouring cells and modules into thermal runaway.   

The extinguishing of a lithium-ion battery fire was achieved with a foam extinguisher; 

however, it did re-ignite producing the same flare-like flames.  Once the flames were 

extinguished the temperature between the modules stayed at 100 ˚C, most likely due to 

water surrounding the thermocouples until it evaporated, and a large amount of white 

vapour was produced, easily confused for steam.  Once the water evaporated the 

temperature began to rise as the self-sustaining exothermic reactions inside the module 

continued, eventually igniting the white vapour, demonstrating that solely extinguishing 

flames is not enough to cease thermal runaway.   
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Analysis of the white vapour showed it contains flammable materials, such as: CO, H2, 

diethyl carbonate, benzene, and other hydrocarbons from C9 – C14.  Diethyl carbonate is 

a known component of the electrolyte.  A purple/blue light was observed during the 

vapour emission, a hypothesis for the creation of this is: the formation of a plasma. 
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Chapter 5 . Calculating Heat Release Rates from Lithium-Ion Battery 

Fires: A Methodology Using Digital Imaging 

 

5.1. Introduction 

This chapter reports the determination of Heat Release Rates from video images using 

the expression [1]: 

HRR [kW]=  0.009489 x flame area (cm2) + 0.014722     (1)  

However, measuring flame lengths and areas from turbulent flame flares developing 

from lithium-ion battery failures is complex due to the varying directions of the 

flares, the thin flame zone, the spatially & temporally rapid changes of the thermal 

runaway event and the hazardous nature of the event.  A method was developed using 

digital cameras and a newly developed numerical code to process the distortion of the 

flame size based on distance, direction, and shape.  The model was tested with the 

data obtained in experiment C9 and validated with a reference set of measurements 

using calibration boxes, a method commonly used in the reconstruction of flame 

areas.   

Experimental studies of failure of energy intensive objects such as lithium-ion 

batteries are becoming more widely used to understand the consequences of failure 

which can lead to combustion events [2-4].  These experiments provide an effective 

method of measuring temperature, pressure, off gassing, chemical composition, and 

the use of visual imaging to attempt to study flame flares is becoming more 

widespread [5, 6].  However, as with most combustion phenomena, visualization of a 

flame is helpful to try and interpret its behaviour and possible quantification of heat 

release rate, if the images obtained from the experimental setup can be processed and 

calibrated correctly [7-10].  

Digital images can be used to make dimensional measurements and when recorded in 

video format these can be made as a function of time.  This can be extremely 

beneficial when measuring spatially or temporally rapidly changing events, where 

there is insufficient time to make measurements or the position where the intended 

measurement is being taken changes, e.g.: unsteady flames, hazardous events where it 

is not safe to get close enough to make measurements, or where instrumentation 

modifies the experimental measurements or behaviour of the system such as 
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thermocouples locally quenching a flame [11].  Another advantage is that as the 

burning velocities of the different gases vary, there has been extensive work in 

modelling such velocities [12, 13], depending on conditions a camera can make 

measurements over a larger field of view.  Recently, image processing tools have 

been implemented in estimating heat release rates for façade fires, with the use of two 

cameras [14].   

There are challenges associated with the application of digital images as a viable 

option to match the measurement sensitivity of more invasive options, such as heat 

flux gauges and thermocouples.  First, it is important to define a flame, in this thesis a 

flame is the zone in space where fuel and oxygen react together in a process called 

combustion to produce heat and visible light.  The inside of the flame zone contains 

unburnt fuel, the outside of the zone is air, with exhaust gases emitted from the 

uppermost tip of the flame.  The flame zone is assumed to be thin (e.g. 0.4 – 1.4 mm 

(methane), 0.6 – 1.6 mm (60% methane 40% hydrogen mix) [15]) as combustion 

reactions are faster than the diffusion of fuel gases (5.1 mm/s methane in air) and 

oxygen.  A cross section of a candle flame with the flame zone is shown in Figure 5.1.   

 

Figure 5.1. (a) A diagram of a candle and flame and (b) a cross section of the flame, 

showing the flame zone, unburnt fuel and oxygen moving towards the flame zone, not to 

scale.  

In the flame, oxygen molecules migrate towards the flame zone from the surrounding 

air, whilst unburnt fuel molecules migrate towards the flame zone from within.  For a 

fire to start it needs oxygen, fuel, and an ignition source, but once a fire has started the 
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ignition source is the flame itself, creating a self-sustaining flame zone [16].  The 

flame zone can appear to be stationary, as with a candle flame in a motionless 

atmosphere, or a rapidly changing shape, for example, in a draft.  To measure the 

external dimensions of a stationary candle flame is relatively simple, it is regularly 

shaped, i.e. it is the same from all angles at the same altitude if the viewer is normal to 

the vertical direction of the wick, does not change with time, allowing a ruler or other 

metric device to be placed behind it at a known distance and the observer only needs 

to use a single equation to calculate the size of the flame (see  Figure 5.1(b)) it is 

small and does not produce large quantities of gases or heat, i.e. it does not pose a 

significant safety risk to a person or measuring equipment in close proximity to the 

flame.  Figure 5.2 shows a method for measuring the dimensions of a candle flame 

using a camera and measuring device. 

 

Figure 5.2. A schematic showing how to measure the height of a candle flame. 

In Figure 5.2, the distance from the camera/observer to the flame is ‘A’ and the 

distance from the camera to the measuring device is ‘B’.  The dotted lines show how 

much of the measuring device is blocked by the flame, 5 units, but the flame is not 5 

units high. The actual height of the flame (H) is given by:  
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Flame height = 
𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑢𝑛𝑖𝑡𝑠 𝑥 𝐴

𝐵
     (2) 

So, if the measuring device is twice the distance from the camera as the flame, B = 

2A, and the height if the flame in Figure 5.2 will be: 

Flame height = 
5 𝑥 𝐴

2 𝑥 𝐴
= 2.5 𝑢𝑛𝑖𝑡𝑠 

The width of the flame can be measured in the same way by rotating the measuring 

device 90 degrees whilst keeping it in the line of sight, behind the flame from the 

camera/observer, see Figure 5.3.  

 

Figure 5.3. The camera/observer view of measuring the width of a candle flame. 

To measure a rapidly changing, irregularly shaped and large flame, a method is 

needed which keeps the surveyor and equipment away from the maximum reach of 

the flame, fumes and hot gases being generated.  Cameras combined with a measuring 

device offer a solution to these problems.  A camera replaces the person, saves images 

at small intervals of time, and when the measuring device is in the camera's field of 

view, equation (1) is employed.  Cameras do, however, present an additional problem 

in obtaining accurate measurements because the view can be distorted by the lens, in 

what is commonly referred to as the “fish-eye effect”.  Calculating Heat Release 



190 

 

Rates from Lithium-Ion Battery Fires: A Methodology Using Digital Imaging 

presents a novel methodology for capturing and analysing flame data in complex 

phenomena such as lithium-ion battery failures, and then tests the methodology with 

real experimental setups and validates the results with reference measurements.  The 

experiments were conducted at the DNV site at RAF Spadeadam in April and May 

2021 using Envision-AESC modules comprising 8 x 56.3Ah lithium nickel 

manganese cobalt (NMC532) pouch cells. Fire was initiated by nail penetration using 

a purpose-built steel rig as described in Chapter 2.  

5.2. Image Processing  

This section highlights the different options for processing digital images for the 

purposes of correctly measuring flame lengths, flame areas, and the location of 

flames.  A digital image is a two-dimensional recording of a scene from a set point.  It 

is stored in a grid or ‘matrix’ configuration with each cell commonly called a pixel.  

The number of rows of pixels gives the height of the image and the number of 

columns gives the width.  These numbers are often quoted to give the resolution of an 

image, for example, a 1080p HD image (1920p x 1080p) is 1920 pixels in width 

(columns) and 1080 pixels in height (rows).  These are numbered from the top left 

corner of the image, with the top left pixel given a location of (1,1), as shown in 

Figure 5.4 and in the case of a 1080p HD image the bottom right pixel location is 

(1080,1920), as the row number is quoted before the column number.   

(1,1) (1,2) (1, …) (1,1919) (1,1920) 

(2,1) (2,2) (2, …) (2,1919) (2,1920) 

(..., 1) (..., 2) (..., ...) (..., 1919) (..., 1920) 

(1079,1) (1079,2) (1079, …) (1079,1919) (1079,1920) 

(1080,1) (1080,2) (1080, ...) (1080,1919) (1080,1920) 

Figure 5.4. Representation of pixels for a given location in an image. 

The light sensor employed in a digital camera is a charge coupled device (CCD).  At 

the microscopic level, a CCD is made of many small squares, also called pixels, 

arranged in a grid formation.  These are numbered in the same manner as the pixels in 

the image and correspond to each other.  A CCD takes advantage of the photoelectric 
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effect, where an electron is ejected from an atom if a photon of light hits it at a high 

enough energy, however a CCD only emits electrons when photons between certain 

wavelengths strike it, as shorter wavelengths (higher energy photons) are blocked by 

the lens [17], and longer wavelengths do not contain the required energy to eject an 

electron, leaving the CCD sensitive only to the visible part of the electromagnetic 

spectrum.  If the CCD is connected to an electrical circuit, an electrical current is 

produced which is proportional to the number of photons that are incident on the pixel 

in a unit of time: thus, measuring the current measures the light intensity.  The 

possible recording methods available from digital imaging, with the concomitant 

advantages and disadvantages, are presented in the next section.  

5.2.1 Black and White recording method  

The simplest method to record an image is as ‘black and white’.  This is where each 

pixel in the CCD either receives light with both a wavelength in the working range of 

the CCD, and a high enough intensity of these to create a current above a minimum 

threshold to record a ‘1’ in the corresponding pixel in the digital image matrix; or, if 

neither of these events occur, a ‘0’ is recorded.  When this image is displayed the 

pixels that contain a ‘1’ are white and the pixels that contain a ‘0’ are black.  The 

resulting image from using this method can be hard to decipher, and vary depending 

on the minimum threshold, due to the quantity of information that is lost in recording, 

however, this method can be useful for identifying objects with a high contrast such 

as barcodes and QR codes.  An example of this can be seen by comparing Figure 5.5, 

which is a colour photo comparable to what the human eye sees, with Figure 5.6(a-f) 

which are black and white images of the same scene but have different minimum 

thresholds.  The images were collected during experiment C9 at the DNV site at RAF 

Spadeadam during April and May 2021.  
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Figure 5.5.  A colour still photo taken from an observation camera. 

 

Figure 5.6.  The image in figure 5.5 in black and white with different thresholds for light 

detection: threshold of: (a) 0, (b) 200, (c) 400, (d) 600, (e) 800 and (f) 1000. 

Comparing the images in Figure 5.5 & Figure 5.6, at a minimum threshold of 0, 

Figure 5.6(a), there are still a few black pixels in the centre of the image with a value 

of ‘0’ as ‘0’ is not above the minimum threshold these pixels.  The black appears 

grey, because each pixel is small, so to the observer they converge with the 

surrounding white pixels and appear lighter.  When the threshold is increased to 200, 

Figure 5.6(b), the rig becomes visible in the centre of the image, along with other dark 
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areas of Figure 5.5.  The sky, clouds, and turret, are however, still indistinguishable 

from each other.  When the threshold is increased to 400, Figure 5.6(c), more of the 

concrete pad comes over the threshold and the rough surface can now be seen more 

clearly, the rig arm can now be seen, but the sky and clouds are still indistinguishable 

from one another.  When the threshold is increased to 600, Figure 5.6(d), the concrete 

has become largely black, the turret is clearly distinguishable against the sky and 

clouds, but these are still indistinguishable from one another.  When the threshold is 

increased to 800, Figure 5.6(e), the sky and clouds are now distinguishable, but at the 

expense of almost every other part of the image becoming black, the rig and turret can 

no longer be distinguished from the concrete.  When the threshold is increased to 

1000, Figure 5.6(f), almost all of the image is black, the maximum value is 1024, so 

only the brightest pixels in figure 5 are now ‘1’s’ or white.   

Figure 5.7 shows a plot of the number of pixels in the image recorded as a 1 against 

the minimum light intensity threshold.  From the figure it can be seen that there is a 

nonlinear dependency between the minimum light intensity threshold and the number 

of pixels that are recorded as a ‘1’.  This is because an image has bright and dark 

areas, and it is possible that a whole area of the picture can change from a ‘0’ to a ‘1’ 

by changing the minimum threshold by 1.  Figure 5.7 was created using Figure 5.5, 

changing the minimum threshold from 0 to 1000 and counting the number of ‘1’s’ 

each time, the image has 2160 rows and 3840 columns, producing a maximum 

number of pixels of 2160 x 3840 = 8,294,400 pixels.   
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Figure 5.7. A plot of the effect of minimum threshold on the outputted number of pixels 

with thresholds from 0 to 1000. 

5.2.2 Greyscale recording  

The next simplest method is to record an image as ‘monochrome’, often called 

‘greyscale’.  This is where each sensor grades the light intensity that falls onto it using 

a scale between 0 and 255, with 0 being black, i.e. no light, then getting brighter at 

each increment until 255, which is displayed as white.  The image obtained using this 

method requires more digital storage, but gives a much clearer representation of the 

original scene, as shown in Figure 5.5.  In Figure 5.8, there are three methods shown 

for recording an image. All three use the general equation for calculating each pixel’s 

intensity:   

pixel intensity = rR + gG + bB     (3)  

With the condition, r + g + b = 1, and where r is the coefficient for the red light 

intensity (R), g is the coefficient for the green light intensity (G) and b is the 

coefficient for the blue light intensity (B).   

Figure 5.8 shows three results for different r, g, and b values: (a) treats each colour 

equally (r = g = b = 0.3333), (b) gives G twice the importance of R and B (r = b = 
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0.25, g = 0.5), (c) uses r = 0.2126, g = 0.7152, b = 0.0722.  The coefficients can be 

changed to any that the user desires, but as can be seen in Figure 5.8, all three 

methods show an image with greater detail than using black and white, with little 

difference between the three methods.  

 
Figure 5.8. Three methods for accounting for the intensities of red, green and blue light: 

(a) all colours equal, (b) green twice the importance of blue and red and (c) a weighted 

scaling. 

5.2.3 RGB Recording  

Images can be recorded in colour, using a red, green, and blue method (RGB).  This 

method uses a colour filter as shown in Figure 5.9, which is placed over the CCD.   

There are twice as many green pixels as red or blue, because the human eye has 

evolved to recognise green light the most, this makes the resulting display appear a 

better quality.  As only red light can pass through the red filter, green light through 

the green filter and blue light through the blue filter, so the CCD now measures the 

intensity of a single colour on each pixel.  However, digital screen pixels are made up 

of 3 parts, a red, a green and a blue, so a value for each of the three colours must be 

stored in each pixel.  So, when saving the image, a value for the 2 missing colours is 

estimated from the surrounding pixels of the same colour, for example pixel (4,4) in 

Figure 5.9 will only record a value for green light intensity, to get a value for blue 

light intensity, for example, pixels (2,3), (2,5), (4,3), (4,5), (6,3) and (6,5) may be 

used, similarly for red light intensity, pixels (3,2), (3,4), (3,6), (5,2), (5,4), and (5,6) 

may be used.  The resulting image from using this method requires more digital 

storage (3 times more than greyscale) but produces a colour representation of the 

original scene, as shown in Figure 5.5.  
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(1,1) (1,2) (1,3) (1, 4) (1,5) (1,6) (1,7) 

(2,1) (2,2) (2,3) (2, 4) (2,5) (2,6) (2,7) 

(3,1) (3,2) (3,3) (3, 4) (35) (3,6) (3,7) 

(4,1) (4,2) (4,3) (4, 4) (4, 5) (4,6) (4, 7) 

(5,1) (5,2) (5,3) (5,4) (5,5) (5,6) (5,7) 

(6,1) (6,2) (6,3) (6, 4) (6,5) (6,6) (6,7) 

(7,1) (7,2) (7,3) (7,4) (7,5) (7,6) (7,7) 

Figure 5.9. An example of a colour filter used with a CCD to produce colour digital 

images. 

5.3. Image Processing of lithium-ion battery fires  

Using the different digital imaging techniques presented in Section 5.2, the objectives 

of the processing of flame images are to: (i) determine the impact of image resolution 

and flame capturing speeds on quality of outputted flame measurement (Section 

5.3.1),  (ii) remove the ‘fisheye’ effect from images (Section 5.3.2), (iii)  measure the 

surface area of a rapidly changing, irregularly shaped flame (Section 5.3.3) and (iv) 

calculate the heat release rate as a function of time in a battery fire (Section 5.4).  

5.3.1 Comparing different camera resolutions and camera speeds  

If the change in shape and size of an object of interest (m s-1 or m2 s-1) is much faster 

than the camera speed (frames s-1), there will be a large jump in measurements 

between images (m frame-1 or m2 frame-1), meaning approximations of these 

dimensions will have to be made, causing a loss of accuracy.   

Clearly, for accurate measurements of an object of interest, a clear image is required: 

however, for example, if a low shutter speed (s-1) is used, the parts of the object of 

interest that move will be recorded by multiple pixels, generating a blurry image.   

Each pixel in an image should represent a small area in the plane of interest, this is 

achieved with a high pixel density (pixels per m2), the smaller the pixel area the 

greater the precision.  If a pixel represents a large area, edges of the object of interest, 

e.g. a flame, may not be recorded, as the pixel it is recorded in, by the CCD, will take 

an average of everything in that pixel, including the background.  

An experimental setup (C9) was assembled as shown in Figure 2.23, with imaging for 

lithium-ion module failures caused by mechanical abuse by nail penetration, based on 
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previous experiments (experiment groups A and B).  The setup included GoPro Hero 

9 Black digital cameras with SanDisk Ultra 256GB A1 micro SD memory cards.  The 

cameras have settings for resolution, camera speed and shutter speed.  To test the 

effect of different resolutions and flame capture speeds, the cameras were setup with 

different settings:  three cameras were employed as shown in Figure 2.23, with two 

different settings, camera ‘G’ had a resolution of 3840p (pixels) x 2160p with a 

camera speed of 60FPS (frames s-1), cameras ‘A’ and ‘I’ had resolutions of 1920p x 

1080p with a camera speed of 240FPS.  All three cameras had their shutter speeds set 

to ‘AUTO’ as this setting allowed the camera to adjust the shutter speed to allow for 

changing light conditions, caused by the cloud coverage on the day.  

Figure 5.10(a) –(e) show images taken from camera ‘G’ during experiment C9, where 

a single Envision-AESC module, secured to the battery rig, was penetrated by a steel 

nail.  Figure 5.10(g) – (i) show images taken from camera ‘A’.  In Figure 5.10(a) and 

(b) were taken the moment before and after ignition, respectively, the images were 

taken by camera ‘G’, 1/60 seconds = 0.0167 seconds apart.  Comparing them, the 

moving parts of the images are the vapour cloud and ignition [18].  The vapour cloud 

is moving too slowly for there to be an appreciable difference in the images, and the 

ignition shows only a small flame.  Figure 5.10(c) is the magnified ignition from (b), 

it is 64p x 36p and the high resolution used clearly shows the flame edges.  However, 

even though the flame that appears in Figure 5.10(b) is small it cannot be presumed to 

show that the camera speed is high enough to produce images close enough together 

in time not to cause a large jump in measurements, as the flame could have been 

produced from any time after (a) was taken until just before (b) was taken.   
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Figure 5.10. Camera G: (a) pre ignition; (b) ignition; (c) zoomed in (b); (d) & (e) 

thermal runaway; (f) differences in (c) & (d); Camera A: (g), (h) & (i) thermal runaway; 

(j) differences in (g) & (h); (k) differences in (g) & (i); and (l) zoomed in (g). 

To check the camera speed image, Figure 5.10(d) and (e) were also recorded 0.0167 

seconds apart but show images with different flame edges.  Figure 5.10(f) shows the 

difference between these images, the black colour represents no change in that pixel, 

the red colour represents a new flame in that pixel, i.e. there is no flame in (d) but 

there is in (e), the green colour represents a flame disappearing in that pixel, i.e. there 

is a flame in (d) but not in (e).  Therefore, (f) shows that the flame has mainly grown 

at the top edge and shrunk in the bottom left corner, but the amount is small compared 

to the body of the flame, showing that the camera speed is at a high enough rate for 

this experiment.  Figure 5.10(g) and (h) are 2 frames taken by camera ‘A’ at a 

moment in time where there is a large flame present in the frame and were taken 

0.004167 seconds apart.  Comparing them is more difficult than Figure 5.10(a) and 

(b) as less movement of the flame edges happens in the shorter time period, but from 

(j), the red pixels, showing the new flame, and the green pixels, showing disappearing 

flames, makes the comparison easier.  The main difference is the top edge to the left 

hand side, with red and green mixed, it shows the fluttering nature of the flame.  Now 
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looking at Figure 5.10(k), which is the difference between images from (g) and (j) and 

were taken 0.0167 seconds apart, the same time interval as in (f), the difference in 

camera speed becomes apparent, however, this is still a small change when compared 

to the body of the flame, so even though a higher camera speed is desirable, it is not 

essential in this experiment to obtain the required degree of accuracy.  Comparing 

Figure 5.10(c) and (l), both contain an equal number of pixels, therefore the 

magnification is different, with (c) having a magnification of c.a. 60 times and (l) 

having a magnification of ca. 30 times, which is one of the reasons it looks clearer, 

with different parts of the flame visible, and the horizon can be distinguished in the 

right hand side,  overall a higher resolution is desirable but the lower resolution still 

provides good precision.  

5.3.2 Removing the fish-eye effect from recorded images  

It can be seen from Figure 5.5 that the yellow turret on the right hand side appears to 

be curved, and also, although not immediately obvious, the right hand side of the rig 

appears to be further from the camera than the left; however, from Figure 2.23 it can 

be seen that the rig was set perpendicular to the camera.  These are examples of the 

fisheye effect on images, which occurs when the camera lens distorts the image, 

usually to obtain a wide field of view.  To remove this effect, a calibration box was 

used to provide exact reference points, as shown in Figure 5.11.  This is a method 

previously used in other works [19, 20].  

The calibration box was 2200 mm x 600 mm x 600 mm and comprised 200 mm x 200 

mm black and white squares.  The box was made of an internal steel frame made from 

25 mm box section steel, covered in plastic chequered panelling on each of the 6 

faces, the four large faces were black and white, and the two smaller (end) faces were 

green and red plastic chequered panelling.  The use of the box allowed the distortion 

of the image to be seen more easily.  Thus, from Figure 5.11(a), given the fact that the 

box is perpendicular to the camera, and all the squares are the same size, the distortion 

of the lens becomes apparent: the box appears to be shorter and further away from the 

camera on the left hand side compared to the right.   
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Figure 5.11. (a) The calibration image showing the full calibration box; (b) zoomed in 

version showing that the box has stretched in image and (c) calibration grid to account 

for image distortion. 

Figure 5.11(b) is the same image as (a) but zoomed in around the top left corner of the 

calibration box, with a square outline superimposed on the image.  The curvature of 

the turret becomes more apparent, the squares on the calibration box appear to be 

rectangles, i.e. they are longer than they are wide, and the right edge of the 

superimposed square outline shows how the calibration squares appear to be curved.  

The superimposed square is used to find the co-ordinates of the chequers of the 

calibration box, in this case the top left corner of the calibration box, as that is the 

point where the top left corner of the superimposed square is over.  The top left corner 

has coordinates of (870, 508).  Once all the coordinates have been found they can be 

plotted, as shown in Figure 5.11(c).  

Figure 5.11(c) is a scale plot of where the calibration box sits in (a), it is a useful 

redundancy, built in as a check that the data has been entered correctly, i.e. there are 

no erroneous points in the plot.  The points have been joined horizontally and 

vertically to make it easier for the user to see if there is a pattern in any distortions of 

the image.  In Figure 5.11(c), the left hand side of the plot looks shorter than the right, 
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as does the calibration box in (a) and the squares do not look of equal width along a 

horizontal line, i.e. they are narrower on the left hand side than the right.  

The next step is to stretch the image in one direction, any direction can be first, as 

long as it is stretched in a direction perpendicular to this afterwards.  In this case, the 

image is stretched vertically first, then horizontally.  With the squares being shorter 

on the left, the vertical stretch for each pixel is greater on the left side than the right, 

to make the squares of equal height.   

For ease of processing, polynomial equations were used with MATLAB.  MATLAB 

has an inbuilt function that uses the least squares method for finding trend lines, for 

example, a horizontal line fits the equation y = c, where c is a constant.  A straight 

line with a gradient fits the equation y = ax + c, where a and c are constants, with the 

coefficient of x being a, which is the gradient of the line.  A curved line has a term 

with a power of at least 2, for example, y = ax2 + bx + c, where a, b and c are 

constants. MATLAB can generate equations up to and including a power of 9, for 

example, y= ax9 + bx8 + cx7 + dx6 + ex5 + fx4 + gx3 + hx2 + ix + j, where a, b, c, d, e, 

f, g, h, i, and j are all constants (but this requires a minimum of 10 points), the vertical 

trend line in this example are limited to a power of 3, as there are only 4 vertical 

points.  The number of points could be quadrupled by adding imaginary lines of 

symmetry (mirrors), horizontally and vertically, running through the centre of the 

image, or doubled by using one ‘mirror’, this assumes that the image is equally 

distorted by the lens around the centre of the image.  

Once horizontal trend lines have been found, they can be overlaid on the horizontal 

lines in Figure 5.11(c), to check that they are a good fit, and to obtain an insight as to 

how the image is distorted on the right-hand side.  The plots for each power 

considered is found in the Appendix 5.1, for the nine options for fitting trend lines to 

the points of the calibration box.  In these results, it was found that it is not 

necessarily the case that a higher power fit increases accuracy.  Figure 5.12 shows the 

results for horizontal powers of 1 to 9 (when a vertical power of 1 is used, this pattern 

was similar for all vertical powers and is explained in more detail in Appendix 5.3).  

In Figure 5.12 the ideal result is 1, and as can be seen this occurs when the horizontal 

power is 2, this was then used for the remaining calculations. 
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Figure 5.12.  The errors for horizontal powers from 1 to 9 and a vertical power of 1. 

The next step is to find how much each pixel needs to be stretched so that each pixel 

represents the same height.  It was decided that each pixel should represent an area of 

1 mm x 1 mm on the plane where the calibration box lies, as this size is acceptable for 

both precision and accuracy, as 1 mm2 is much smaller than the flame area.  To 

achieve this a factor was calculated between each horizontal trend line on every 

column of pixels.  As the calibration squares on the calibration box were 200 mm in 

height, 200 can be divided by the number of pixels in a column between the trend 

lines to give a vertical expansion factor in the middle of the trend lines.  For example, 

if at column 50, two trend lines are at row 600 and row 750, then a vertical expansion 

factor of:  

 =      (4)  

would be needed at row:  

600 +  = 675     (5)  

This was done for various powers and full detail of all possibilities analysed below, 

with the outcome being that a vertical expansion above a power of 2 does not give 

realistic results.  This analysis was expanded to all directions, for all cameras, with the 

option of using imaginary mirrors, and the fisheye effect was removed from all 

imaging, full details are shown below.  

Once the vertical expansion factors were found between the trendlines, these were used to 

calculate the vertical expansion factors for every other pixel in the image.  The previously 

0.98

1

1.02

1.04

1.06

1.08

1.1

1.12

1.14

1.16

1.18

1.2

1 2 3 4 5 6 7 8 9

Ex
p

an
si

o
n

 e
rr

o
r 

sc
o

re

Horizontal highest power

H-expansion, calibration box V-expansion, calibration box

H&V-expansions, calibration box Rig width average

Rig height average Weighted average



203 

 

calculated expansion factors were assigned to the pixel between the trendlines they were 

calculated from, then vertical trendlines were calculated for each column, but only with 

the option of using a highest power of 2, as there are only 3 points in each column.  The 

vertical expansion factors for the whole image are shown in Figure 5.13.  The results of 

each vertical expansion are shown in Figure 5.14.  The same method was then applied for 

a horizontal expansion and the results combined to eliminate the lens distortion ‘fish-eye 

effect’.   

 
Figure 5.13. Vertical expansion factors for the whole image when using a highest power 

of 1 for the trendlines as described in Appendix 5.1, and a highest vertical power of 1 for 

the trendlines as described above. 



204 

 

 
Figure 5.14. Result of the expansion method used in Figure 5.28. 

 
Figure 5.15. Vertical expansion factors for the whole image when using a highest power 

of 1 for the trendlines as described in Appendix 5.1, and a highest vertical power of 2 for 

the trendlines as described above. 
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Figure 5.16. Result of the expansion method used in Figure 5.30. 
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Figure 5.17. Vertical expansion factors for the whole image when using a highest power 

of 2 for the trendlines as described in Appendix 5.1, and a highest vertical power of 1 for 

the trendlines as described above. 
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Figure 5.18. Result of the expansion method used in Figure 5.32. 
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Figure 5.19. Vertical expansion factors for the whole image when using a highest power 

of 2 for the trendlines as described in Appendix 5.1, and a highest vertical power of 2 for 

the trendlines as described above. 

 
Figure 5.20. Result of the expansion method used in Figure 5.34. 
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Another option was found, to introduce imaginary mirrors, this presumes that the 

distortion is symmetrical around the centre of the lens.  Error! Reference source not 

found. show the effect of using an imaginary vertical mirror in the vertical expansion.   

 

Figure 5.21. The same trendlines as in Figure 5.17, but with an imaginary mirror to 

reflect the points to the other side of the image. 

 
Figure 5.22. The resulting expansion factors form Figure 5.36. 
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Figure 5.23. The resulting expansion factors from Figure 5.37, for the whole image. 
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Figure 5.24. The result of the expansion with an imaginary vertical mirror, for 

comparison see Figure 5.33 

It was found that higher powers could be used in the initial trendline calculations, as the 

convergence problem was reduced by the use of an imaginary mirror, Error! Reference 

source not found. show how this technique allowed an initial trendline to be calculated 

with a highest power of 6. 
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Figure 5.25. The same trendlines as in Figure 5.21, but with an imaginary mirror to 

reflect the points to the other side of the image., note how the trendlines no longer 

converge. 

 

 
Figure 5.26. The resulting expansion factors form Figure 5.40. 
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Figure 5.27. The resulting expansion factors from Figure 5.41, for the whole image. 
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Figure 5.28. The result of the expansion in Figures 5.40 to 42, with an imaginary vertical 

mirror. 

5.3.3. Surface area of a rapidly changing, irregularly shaped flame   

To calculate precision measurements compared to referencing, a score was assigned 

to each image compared to what the actual size was in the reference images.  A score 

of ‘1’ meant that the measurements were perfect, above ‘1’ means that the 

measurement was too large and below ‘1’ it was too small.  For example, a score of 

1.1 means that if the actual measurement was 1000 mm the measurement after the 

analysis was 1100 mm.  This was done  for all physical reference points, namely: (i) 

on the calibration box after the horizontal expansion when only using one mirror; (ii) 

on the calibration box after the vertical expansion when only using one mirror, (iii) on 

the calibration box after the horizontal and vertical expansions when using both 



215 

 

mirrors; (iv) on the rig widths measuring how accurately the expansions have 

expanded the width of the rig, at various heights, after both expansions, when using 

both mirrors, and averages these into a single score; (v) on the rig heights measuring  

how accurately the expansions have expanded the height of the rig, at various widths, 

after both expansions, when using both mirrors, and averages these into a single 

score; (vi) is a weighted average of the xy result and both rig scores, and is the score 

used to determine the best combination of powers.  The results are shown in detail in 

Appendix 5.5, but the best accuracy is when using a horizontal power of two and a 

vertical power of three, the weighted average score was 1.007357, meaning there was 

an average overestimation of 0.736 % in the measurements.  

Finally, the aspect of error not yet addressed is the numerical error that can arise from 

the code.  For example, the code may not always correctly recognise pixels which are 

flames and may falsely mark pixels which are not flames as flames, i.e. generate false 

positives.  This is of particular concern on the perimeter of a flame body, as this is 

where the flames become thinner and from the viewpoint of the camera, merge with 

the background, which is made worse by the fluctuating nature of these flames.  

Recognising that no measurement is perfect a maximum and minimum range is also 

measured in the analysis, the maximum adds a set number of pixels around the flame 

perimeter, the minimum only records a flame if that pixel is surrounded by flames of 

the set number of pixels.  The set number of pixels can be changed by the user, in this 

analysis it was set at ‘2’, which represents 2 mm in length or 4 mm2 in area.  Figure 

5.29(b) – (d) show the measured, minimum, and maximum flames from (a).  The 

differences in the perimeter measurements are that when the maximum perimeter is 

used (c), more interference becomes recorded, for example the reflection of the 

flames from the wet concrete floor, also the body of the flame has small areas where 

no flame was recorded, whereas the minimum (d) is the opposite.  These are shown in 

Figure 5.29(e) and (f), where the red in (e) shows new pixels that have recorded a 

flame in (c) compared to the original (b), and the green in (f) shows pixels that have 

not recorded a flame in (d) compared to the original (b).  
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Figure 5.29. (a) image of flame; (b) flame image in black and white; (c) maximum flame 

body; (d) minimum flame body; (e) differences in (b) and (c); (f) differences in (b) and 

(d); (g) and (h) changing red box based on flame body. 

Another source of error is interference in the background, e.g. when a rough surface is 

wet with a thin film of water, the film can reflect sunlight to the camera, direct 

sunlight has R, G and B parameters similar to those used to identify flames, therefore, 

Matlab marks these pixels as flames.  To reduce this effect an assumption can be 

made that the flame edge is connected to a flame body and only summing pixels that 

are within a body that is above minimum dimensions.  This is complicated by the 

irregular shape of a flame, so a box cannot be drawn around an area at the beginning 

of the analysis, but a box that constantly changes shape and size with the changing 

flame is required.  To achieve this a minimum pixel number which contained flames 

was required for the horizontal and vertical axis: only if these were above the 

minimum would a pixel be counted as a flame.  

29 (g) and (h) show a box (in red) drawn around the area, which was being measured, 

it changed size and location depending on the body of the flame. The very tips of the 

flames can be omitted from the analysis, but this can be counteracted by using the 

maximum value from the perimeter errors.   

5.4. Measuring the flames and resulting Heat Release Rate  

The flames were isolated from the images as described in Section 5.3, each pixel was 

then multiplied by the horizontal and vertical expansion matrices to get the area of 

each pixel.  These were then summed to get a total area for each image.  However, as 

the flame edges move towards the cameras the distance between the camera and the 
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calibration plane reduces, meaning the flame areas are underestimated.  To counteract 

this, the calibration was changed depending on the distance to the flame edge.  For 

example, see Figure 2.23, camera ‘G’ can be used to measure how far the flame has 

moved towards cameras ‘A’ and ‘I’: likewise camera ‘A’ can be used to measure how 

far the flame has moved towards cameras ‘G’ and ‘I’, and camera ‘I’ can be used to 

measure how far the flame has moved towards cameras ‘G’ and ‘A’.  As shown in 

Figure 5.2, this involves multiplying all the pixels by a new constant which changes at 

each interval in time.  

Once the areas have been calculated the heat release rate (HRR) and heat released 

(HR) can be calculated, by multiplying the area by the known HRR per unit area.  The 

conversion factor [1] was that employed for methane:  

HRR [kW]=  0.009489 x flame area (cm2) + 0.014722     (5)  

which is a hydrocarbon as is the bulk of the electrolyte that is ignited in the 

experiment [18].  The HRR for most of the hydrocarbon fuels found in the ejecta of 

the battery are all in a similar range, so for the purposes of this analysis the same 

conversion factor was used for all hydrocarbons emitted.   

30 shows the heat release rates calculated without applying the correction factors 

presented in Section 5.3.  The minimum, normalised, and maximum are shown in the 

figure, where the minimum and maximum areas are produced using the same method 

as that in Figure 5.29(e) and (f), and the normalised is the actual value used.  No 

adjustment has been made for the flame being closer or further away from the 

cameras in Figure 5.30, the analysis assumes the whole flame is in the same plane as 

the calibration box.   
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Figure 5.30. Plots of the heat release rate normalised, maximum, and minimum areas 

that can be calculated from the measured pixels of the flame. No correction factors were 

used. 

When applying the correction factors presented in Section 5.3 to account for flame 

distances, the heat release rate found was significantly higher than as in Figure 5.30, 

as can be seen in Figure 5.31.  This shows the importance of accounting for the 

position of each flame flare, pixel by pixel, which cannot be done with invasive 

measurement techniques, especially once multiple flares occur.   

 

Figure 5.31. Plots of the heat release rate (mean) with and without the correction factor 

implemented. 
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The effect of the error without the calibration is compounded when trying to calculate 

the total heat release rate from a lithium-ion battery fire: as can be seen in Figure 5.32 

the total heat release rate, once calibration is taken into account, is almost twice what 

which would have been calculated without the calibration.  This shows that, because 

flames are thin regions in space, the error in pixel measurements deriving from spatial 

resolution can create very large errors in the analysis, and shows why the 

methodology to fully correct the errors in measurement presented in Section 5.3 was 

essential for the use of digital imaging for the processing of heat release rate 

calculations for systems like lithium-ion battery pack fires where there can be 

multiple flame flares and simultaneously changing in different directions.  

 

Figure 5.32. Plots of total heat release with and without correcting for flame movement. 

Figure 5.32 shows that the total heat release is approximately doubled by taking into 

account the movements of the flame, and so without the correction method developed in 

this Chapter, using imaging for heat release estimation would very much under-estimate 

the total heat released from the battery fire.  

The difference is mainly due to the constant calibration of the images as the flame front 

moves towards/away from the camera, each pixel represents a changing area as the flame 

front moves, and this method calibrates the images for that. 
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5.5. Conclusions  

This Chapter proposed and tested a new methodology to capture images of flames 

generated from the ignition of a lithium-ion module, post-process them to remove 

distortions and errors as well as background image noise, and finally use the images 

to reconstruct the total flame areas generated from the failure, even when multiple 

flares occurred simultaneously.  Without appropriate calibration and error correction, 

using raw images of flame flares can give an error almost 50%, significantly 

underestimating the actual heat release rate and total heat release of the flame flares 

by more than half.  The extensive calibration and testing of this newly-developed 

image processing method presented in this paper ensures that a crucial non-invasive 

tool such as visual imaging can be used more widely in the measurements and 

quantification of the effects of fire from lithium-ion batteries.  The tool can be further 

adapted to be used in scenarios where the fuel is drastically different, by altering the 

fuel conversion factor as long as the flame generated from the reactions is visible and 

an appropriate heat release rate relation between flame area and heat produced is 

known.  
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5.7. Appendix 5.1 

Once the points of the squares on the calibration box were found, they were entered into 

MATLAB and to stretch the image in the vertical direction, horizontal trendlines were 

calculated using equations y = ax +b up to y= ax9 + bx8 + cx7 + dx6 + ex5 + fx4 + gx3 + 

hx2 + ix + j, where a, b, c, d, e, f, g, h, i, and j are constants and x is the horizontal or 

column pixel number.  In Figure 5.33 the black lines are the points of the calibration box 

joined horizontally and the red lines are the calculated trendlines, by overlaying them the 

user can quickly check the quality of the trendline to the known points.  

 
Figure 5.33. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 
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Figure 5.34. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 

 
Figure 5.35. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 
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Figure 5.36. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 

 
Figure 5.37. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 
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Figure 5.38. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 

 
Figure 5.39. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 
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Figure 5.40. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines. 

 

Figure 5.41. The horizontal lines of the calibration box (black lines), with trendlines (red 

lines) overlaid when the equation shown was used to calculate the trendlines 

  



227 

 

5.8. Appendix 5.2 

Once the trendlines have been calculated, an expansion factor between these can be 

calculated.  The expansion factor is the amount the image needs to be stretched in 

between these lines to get the pixels to represent 1 mm in height along the plane of space 

where the calibration box was positioned.  The equation: 

200

𝑁𝑒𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑖𝑥𝑒𝑙𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡𝑟𝑒𝑛𝑑𝑙𝑖𝑛𝑒𝑠
       (6) 

Was used, as the squares on the calibration box were 200 mm in height.  This was done 

across the whole length of the image, i.e. for every column three factors were found.  

Figure 5.42 to 27 are plots of the expansion factors needed for a vertical expansion of the 

image, as the trendlines converge when powers of 3 and higher are used, shown in Error! 

Reference source not found..1, they cannot be taken further, Figure 5.44 shows the 

expansion factors becoming excessively large at the convergence as the distance between 

the trendlines approaches zero leading to unrealistic results.   

 
Figure 5.42. The expansion factors for each column when a trendline equation of y = ax 

+ b was used. 
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Figure 5.43. The expansion factors for each column when a trendline equation of y = ax2 

+ bx + c was used. 

 
Figure 5.44. The expansion factors for each column when a trendline equation of y = ax3 

+ bx2 + cx + d was used  
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5.9. Appendix 5.3 

For a vertical expansion there are up to 18 different powers for the first trendline (highest 

power of 9, with or without an imaginary mirror), then 7 different powers for a vertical 

trendline (up to a highest power of 2 without a mirror and up to a highest power of 5 with 

an imaginary mirror), giving 18 x 7 = 126 different combinations of the trendlines, 

therefore, a method is needed to find the best combination.  By measuring the calibration 

box after the expansions and other objects of known sizes, the error in the expansions can 

be measured to these objects and the best combination chosen for the video analysis.  

Figure 5.45 show the errors when using horizontal powers up to 9 and (5.44) a vertical 

power of 1, (5.45) a vertical power of 2, and (5.46) a vertical power of 3.  In the figures 

‘H-expansion, calibration box’ measures how accurately the calibration box was 

expanded in the horizontal direction; ‘V-expansion, calibration box’ measures how 

accurately the calibration box was expanded in the vertical direction; ‘H&V-expansion, 

calibration box’, measures how accurately the calibration box was expanded in both the 

horizontal and vertical directions; ‘Rig width average’ measures how accurately the rig 

was expanded in the horizontal direction (measured at various heights); ‘Rig height 

average’ 

 

Figure 5.45. The errors for horizontal powers from 1 to 9 and a vertical power of 1. 
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Figure 5.46. The errors for horizontal powers from 1 to 9 and a vertical power of 2. 

 

Figure 5.47. The errors for horizontal powers from 1 to 9 and a vertical power of 3. 

In Figure 5.45 to 46, the same pattern is seen where a horizontal power of 1 is the least 

accurate, with the others approximately the same, but the accuracy score closest to 1 (1 is 

a perfect expansion) is when a horizontal power of 2 and a vertical power of 2 is used, 

with a weighted average of 1.007357, or an over estimation of 0.736 %, therefore, that 

was the combination taken forward in the flame measurements.  
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Chapter 6 Department of Business Energy & Industrial Strategy 

Report: A Study on the Safety of Second-life Batteries in Battery Energy 

Storage Systems. 

Electrical energy storage will be a critical source of flexibility needed to transform and 

decarbonise the energy system.  These systems allow for the storage of energy for times 

when it is needed and increase the flexibility of the grid, which is key for integrating 

variable renewable generation.  From a consumer perspective, domestic lithium-ion 

battery energy storage systems (DLiBESS) are becoming an attractive option, particularly 

when installed alongside onsite generation such as solar photovoltaic (PV), enabling the 

consumer to maximise the use of this generation and to buy and sell electricity at times 

that are financially advantageous.  This is particularly beneficial when used in 

conjunction with Demand Side Response (DSR). 

Although few incidents of thermal runaway with DLiBESS are known in the public 

domain, such an event could present hazards such as fire, toxic gas release or explosion.  

The safety risks, best practice and standards associated with the use of new lithium-ion 

batteries (LiBs) in domestic systems are covered in BEIS research paper 2020/037, 

“Domestic battery energy storage systems: a review of safety risks” [1].  

The current study follows on from this, as it addresses the use of second-life lithium-ion 

batteries in DLiBESS driven by the significant increase in the availability of second-life 

electric vehicle (EV) batteries resulting from the global drive to decarbonisation.  

However, there is a concern that second-life LiBs may have a greater risk of failure if 

steps are not taken to adequately mitigate this risk.  Therefore, the aim of this study is to 

improve the evidence base available on the safety risks and hazards associated with the 

application of second-life lithium-ion batteries in domestic LiBESS and measures to 

mitigate these, including an assessment of best practice and standards.  This report 

contains findings from a literature review and is supplemented by consultations with key 

stakeholders, listed below: 

Altelium  

Aviva  

Birmingham University 

(ReLiB project)  

Bombus Energy 

Solutions (ESL/120)  

British Standards 

Institute  

BVES (German Energy 

Storage Association) 

 Cawleys  

Cert-Fi  

Certsure  
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Cleevely Electric 

Vehicles  

Connected Energy  

Department for 

Environment, Food & 

Rural Affairs  

Direct Line  

Electrical Safety First  

Environment Agency  

EV Recycling  

IFV (Netherlands) 

 INERIS (TC/120)  

Jaguar Land Rover  

Johnson Controls Inc 

Levelise Ltd  

London Fire Brigade  

National Fire Chiefs 

Council  

Newcastle City Council  

Newcastle University 

(ReLiB project)  

Nissan Motor 

Manufacturing UK  

National Physical 

Laboratory  

Renewable Energy 

Association  

Regen  

Ricardo  

Siemens  

Silver Power Systems  

Solarwatt  

UL  

Varta  

Vehicle Certification 

Agency  

Warwick Manufacturing 

group  

XMS Capital 

Xtralis  

The market for second-life DLiBESS (SLDLiBESS) is difficult to predict which was 

evident by the absence of detailed market information.  While a number of stakeholders 

consulted as part of this study use second-life batteries in their LiBESS, these are 

predominantly for industrial applications and evidence suggests there is currently limited 

use in domestic systems.  Therefore, in order to assess the potential market for 

SLDLiBESS, the following drivers and barriers were reviewed as reasonable indicators: 

• The market for DLiBESS.  Market analysis suggests that the UK DLiBESS 

market is a nascent but growing industry, with estimated capacity at 38 MWh in 

2019 expected to rise to between 128 – 339 MWh by 2024 [2].  Consumer drivers 

are likely to be maximising use of onsite generation, such as solar, in addition to 

buying and selling electricity.  This should be considered in light of rising 

electricity costs and the falling costs of LiBs. 

• Environmental and economic drivers for second-life LiBs.  The extraction and 

processing of the metals required by LiBs is both expensive and harmful to the 

environment.  Additionally, it is estimated that there could be 75,000 to 105,000 

end of first-life (EoFL) EV LiBs in the UK by 2025, which represent potential 



233 

 

environmental and safety waste hazards.  In contrast, reuse, remanufacture or 

repurposing could extend battery life by 7 – 10 years, minimising waste and 

delaying or reducing materials recovery which is currently both energy intensive 

and limited in capacity. 

• Availability of second-life LiBs.  While the projected surplus of second-life LiBs 

is good news for the DLiBESS industry, the latter is unlikely to soak up the 

surplus and there will have to be significant innovation and investment in 

materials recovery.  This will likely be driven by material supply and/or 

regulation, with the 2022 EU Batteries Regulation proposing to significantly 

increase the recovery of certain metals from LiBs in addition to requirements to 

incorporate certain levels of these recyclates into new LiBs.  While likely to drive 

materials recovery, this could be at the expense of second-life. 

• Price of second-life LiBs.  It is currently both costly and labour intensive to test 

and triage EoFL batteries due to a lack of standardisation among EV OEMs.  In 

addition, the falling cost of new LiBs means the economic incentive for reuse and 

repurposing may become less attractive. 

The hazards represented by LiBs can be severe if they are not properly mitigated.  The 

hazards associated with second-life LiBs are broadly the same as for new LiBs, but the 

probability of failure may be higher with the former due to the effects of ageing and 

unknown stress and/or abuse during the LiBs first life application.  However, this remains 

an ongoing area of research and there is currently insufficient information available to 

determine either the likelihood of an age related failure or the effect of that failure with 

confidence.  

The capacity loss of LiBs is generally considered to be linear, with EoFL typically around 

75-80% state of health (SoH) and final end-of-life around 50-60% SoH.  However, at 

some point there is a change in and/or an additional ageing mechanism which leads to an 

increased ageing rate.  The time at which this occurs is referred to as the “knee” where 

severe and potentially dangerous deterioration is expected to occur, and the battery has 

reached its final end-of-life.  Currently this point is difficult to predict but can occur at a 

higher SoH than expected.  Cycling at normal rates or calendar ageing does not have a 

significant impact on safety; however, cycling at low temperatures or high rates can have 

a detrimental effect upon stability and can significantly reduce the temperate at which 
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thermal runaway occurs and consequently increases the risk of thermal runaway.  In 

addition, this is shown to increase the risk of internal short circuits and joule heating.   

It is for this reason, and due to the variance of SoH between EoFL LiBs (including within 

the same pack), that a sample of second-life LiBs should not be taken to be representative 

of the batch.  Therefore, the safety of second-life LiBs cannot be reliably assured by 

type tests, which form the basis of all current international and European standards.  

Instead, an assessment is required for each LiB. 

The re-purposing of LiBs is a nascent global market which has led to some uncertainty 

amongst respondents in terms of the codes, standards and regulations governing their 

testing, fitness for purpose, and transport.  There are currently no UK or European 

standards specifically for second-life LiBs; however, both IEC 63330 and IEC 63338 are 

being developed to address this gap.  IEC 63330 will specify the procedure for assessing 

the safety of second-life LiBs to be employed in applications other than that of their first 

life, and IEC 63338 provides high-level guidance on the safe and environmentally benign 

re-use of LiBs.  Additionally, the EU Batteries Regulation contains requirements for 

second-life LiBs, including for first-life data to be made available in the battery 

management system (BMS) to facilitate re-use.  Outside of the UK and Europe, UL 1974 

(Standard for Evaluation for Repurposing Batteries) covers the sorting and grading 

process of LiBs that are intended for a repurposed use application.  

Current practices include a variety of methods to measure state-of-health and/or reliance 

on detailed information retained in the BMS employed during first life (i.e. the EV BMS).  

The engagement of EV OEMs in the latter has yet to be assessed but is a critical factor.  

This information may include parameters such as: extreme values of temperature, charge 

and discharge current and charge & discharge voltage, details of insulation failure, 

accidents and storage conditions, total times or number of instances at extremes or out of 

specification, total number of charges and discharges, total times or numbers under 

charge and under discharge and total number or type of error messages.  Gateway testing 

to assess the health of second-life LiBs includes: measuring capacity, internal resistance 

and self-discharge and performing a discharge/charge cycle test.  However, there is 

currently no widely-accepted test methodology for assessing the safety of second-life 

LiBs and this is a major gap in international standards.   Additionally, there remains 

uncertainty amongst stakeholders around the transportation of second-life LiBs.  
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Additional considerations for best practice when using second-life LiBs in DLiBESS 

include use of a dedicated BMS for the new application and monitoring as close to cell 

level as possible, the importance of which was highlighted by the incident in Surprise, 

Arizona, and is a requirement in the German standard VDE-AR-E 2510: 2017.  

Extensive discussions with stakeholders have revealed two opposing views on second-life 

batteries: firstly, that a safety framework can be put in place to allow the use of second-

life LiBs in DLiBESS, so long as the full history of the batteries in their first life 

applications is known and/or they can be tested effectively.   A second, more radical view 

shared by some respondents is simply that the safety of such cells can never be 

guaranteed, and hence that second-life LiBs should not be employed under any 

circumstances in DLiBESS.   

Lastly, due to the fire and electrical hazards associated with LiBs, the availability of 

potentially untested second-life LiBs and the potential lack of knowledge (for example, 

with LiB ageing) and skills of consumers to mitigate the risk through testing and good 

system design, consideration should also be given to whether stricter requirements are 

needed for home-built (“DIY”) DLiBESS that use second-life batteries, similarly to the 

USA.  

6.1. Introduction 

This document is the final report of the “Study on the Safety of Second-life Batteries used 

in Domestic Battery Energy Storage”.  The work was commissioned from Newcastle 

University by the Office for Product Safety and Standards (OPSS) and work commenced 

in February 2021. The report was published in February 20231. 

The project commenced with in-depth research of academic, commercial, and regulatory 

sources which was supplemented by consultations with key stakeholders.  In total, 

representatives from 40 organisations responded, including electric vehicle (EV) and 

battery energy storage system (BESS) manufacturers/suppliers and industry associations, 

battery recyclers, research institutes, public and government bodies, product safety 

experts and standards bodies.  Following assessment by OPSS and amendment, a virtual 

 
1https://www.gov.uk/government/publications/safety-of-second-life-batteries-in-battery-energy-storage-

systems. 

https://www.gov.uk/government/publications/safety-of-second-life-batteries-in-battery-energy-storage-systems
https://www.gov.uk/government/publications/safety-of-second-life-batteries-in-battery-energy-storage-systems
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workshop was held with all respondents to test and validate the findings.  This is the final 

report.  

The report commenced with an overview of the market for second-life batteries, followed 

by a review of hazards for lithium-ion batteries and risks specific to second-life batteries 

along with a description of gateway testing and other mitigating measures.  It then 

provided a detailed analysis of the relevant codes, standards and regulations and 

considered best practice when using second-life batteries in battery energy storage 

systems.   

 

6.1.1. Overview  

Electrical energy storage is seen as a key source of flexibility which will be needed to 

transform and decarbonise the energy system.  These systems allow for the storage of 

energy for a time when it is needed and increase the flexibility on the grid, which is key 

for integrating variable renewable generation.  Electrochemical battery technology, 

particularly lithium-ion, is a significant contributor to UK storage capacity, with 1 GW of 

capacity installed since 2017 and 8 GW of capacity in the planning pipeline [3].  Energy 

storage systems can also be installed in the home, with domestic battery energy storage 

systems (DLiBESS) allowing the user to buy and sell electricity at times that are 

financially advantageous.  This is particularly beneficial when used in conjunction with 

solar power and/or Demand Side Response (DSR).  Some systems can also offer limited 

off-grid capability in the event of a mains power failure.   

Although few incidents of thermal runaway with DLiBESS are known to date in the 

public domain, such an event could present hazards such as fire, toxic gas release or 

explosion.  The safety risks, best practice and standards associated with the use of new 

lithium-ion batteries in domestic systems are covered in BEIS research paper 2020/037, 

“Domestic battery energy storage systems: a review of safety risks” [1].  The authors of 

the report suggested that, if manufacturers and installers follow best industry practices 

and standards, they can significantly mitigate risks in the residential application of 

BESSs. 

The current study follows on from this, as it addresses the use of second-life lithium-ion 

batteries in DLiBESS driven by the significant increase in the availability of second-life 
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electric vehicle batteries resulting from the global drive to decarbonisation.  While still 

considered safe and usable, their capacity is typically 75-80% that of a new battery.  This 

reduction in capacity makes them inadequate for satisfactory car use, but the additional 

weight/volume: energy ratio of these used batteries is not a problem in stationary 

applications.  It is estimated that LiBs used in second-life stationary storage applications 

can be of service for a further 10 years before reaching their absolute end-of-life [4]. 

However, there is a concern that second-life batteries may have a higher risk of failure if 

steps are not taken to adequately mitigate this risk, due either to the poor condition of the 

individual cells, the design quality of the new battery assembly, or a new duty that is 

different to that for which the battery was originally intended.  Additionally, there is some 

evidence to suggest that consumers are building their own DLiBESS using second-life 

modules purchased online and as EV batteries become more accessible it is foreseeable 

that this activity will increase.  

 

6.1.2. Study objectives and scope 

The aim of this study is to understand best practice in the design and installation of 

DLiBESS that use second-life batteries and to provide OPSS with a clear understanding 

of the safety risks to consumers and typical methods used by manufacturers to reduce 

these risks. This breaks down into the following objectives: 

• Objective 1: Analyse the current and forecasted market for second-life batteries in 

DLiBESS. 

• Objective 2: Assess the safety risks and hazards of second-life batteries. 

• Objective 3: Review best practice and mitigating measures for the assessment of 

second-life batteries and the design of DLiBESS that use second-life batteries. 

Table 6.1 provides an overview of the research framework, linking the three study 

objectives to research questions and signposting where in this report each issue is 

discussed. 

Table 6.1. An overview of the research framework.  

Study 

objective 

Research questions Final 

report 

section 
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1 What does the current and forecasted future market 

look like for second-life domestic LiBESS?  

6.2 & 

6.3 

2 What are the consequences of including damaged 

or lower performing cells in a battery pack?  

6.4 & 

6.5 

What are the risks to the consumer of purchasing or 

building their own second-life battery?  

6.5  

3 What are the safety issues that should be taken into 

consideration if creating a new battery pack from 

second-life cells?  

6.6, 6.7 

& 6.8 

How can used cells, modules and packs be 

individually assessed for condition, performance 

and safety?  What will be the impact of future 

codes, standards and regulations?  

6.6 & 

6.8 

Do existing testing regimes sufficiently assure 

safety for the end-product?  

6.8 

 

6.2. Overview of lithium-ion cells 

6.2.1. Physical characteristics 

Lithium-ion batteries (LiBs) are devices for storing electrical energy: they are secondary 

batteries as, once discharged, they can be recharged by supplying electricity. 

The lowest unit of a LiB is the cell.  Cells are combined in series and parallel to form a 

module or string and a number of modules or strings comprise a battery or battery pack.  

Cells come in three common forms, or form factors [5]: cylindrical, pouch and prismatic, 

see Figure 6.1. 

 

(a)                                          (b)                                                     (c) 

Figure 6.1 The common lithium-ion cell form factors: (a) cylindrical, (b) pouch and (c) 

prismatic. © Intertek. 

Cylindrical cells are typically 18 mm in diameter and 65 mm long (18650): other 

dimensions include 26650 (26 mm diameter and 65 mm long) and 21700 (21 mm 

diameter and 70 mm long).  Prismatic cells come in a range of sizes depending upon 

application.  Pouch cells are typically the size of an A4 or A5 sheet and about 16 mm 
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thick.  In Tesla EVs, over 7000 cylindrical cells form the battery pack: in the post-2018 

Nissan Leaf, there are 8 A4 sized pouch cells per module and 24 modules per pack [6].  

The number of cells in industrial LiBESS depends upon the rated energy of the cells and 

the system (in MWh), but as an example, the 2 MW McMicken LiBESS that exploded in 

Surprise, Arizona in April 2019 comprised 10,584 64 Ah pouch cells [7].  For domestic 

scale LiBESS, the 13.5 kWh Tesla Powerwall 2, for example, employs 750 – 900 21700 

NMC cells [8]. 

 

6.2.2. Applications 

The first application of LiBs was in portable electronics, specifically Sony camcorders in 

1991 [9], but this expanded rapidly into mobile phones and laptops using all three form 

factors.  The next paradigm shift was the use of LiBs in EVs heralded by the 1st 

production battery EV, the Tesla Roadster in 2008 [10].  This also triggered very large-

scale production of LiBs in gigafactories.  Plug-in hybrid EVs were followed by the 

Nissan Leaf in 2010 and a significant increase in the LiB market in 2015 due to the 

introduction of Chinese EV buses [11].  The first LiB Energy Storage System (LiBESS) 

was installed in 2008 in Guadeloupe in a collaboration between SAFT, Tenesol, ADEME 

and EDF SEI and was actually a number of residential or domestic LiBESS (DLiBESS), 

consisting of 15 SAFT 11 kWh units each connected to a 2 kW photovoltaic (PV) system 

[12].  The first large scale (5MW) LiBESS was commissioned for Portland General 

Electric in 2012 [13].  

 

6.2.3. Composition and electrochemistry 

A LiB cell comprises two electrodes, the anode and cathode, pressed either side of a 

porous polymer separator soaked in electrolyte.  The electrolyte is a mixture of organic 

compounds with an added salt, lithium hexafluorophosphate or LiPF6, that dissociates in 

the organic mixture to produce free lithium and hexafluorophosphate ions (Li+ and PF6
-).  

The separator prevents the electrodes from touching each other, which would cause an 

internal short circuit and significant Joule heating but allows free movement of the ions.  

When fully discharged, all the lithium-ions are present inside the crystal structure of the 

cathode (see Figure 1.9) which is typically a mixed-metal oxide (MMO) such as NMC 
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111 (Nickel Manganese Cobalt, LiNi0.33Mn0.33Co0.33O2) or LFP (Lithium iron [Ferrous] 

Phosphate, LiFePO4) [14].  The vast majority of LiBs employ graphite anodes and hence 

they are discriminated between, and the cells known by, the cathode composition (NMC; 

LFP, LMO, etc).  On charging, the lithium-ions move out of the cathode, move through 

the electrolyte and into the anode, which is typically made up of very small particles of 

graphite.  By definition, oxidative processes take place at the anode and reductive 

processes at the cathode.  The anode is the graphite electrode during discharge and the 

mixed metal oxide is the cathode: on charging, these terms should switch (i.e. the MMO 

should become the anode).  However, by convention, the terms retained are those 

specified for discharge. 

Typical separators are polyethylene, polypropylene, or a combination of both.  The 

separators typically employed in LiBs [15] are ca. 20-30 μm thick, which is about 1/5 to 1/3 

of the thickness of a standard sheet of A4 paper: i.e. very thin, and this should be 

considered in the discussions later in the document concerning abuse and the consequent 

internal short-circuiting of anode and cathode. 

LiBs have energy densities hitherto not seen for conventional batteries such as lead acid, 

nickel-cadmium (NiCd) etc, with EV batteries having densities [16] up to 250 Wh kg-1 

and long cycling life. 

6.3. The market for second-life LiBESS 

The market for SLDLiBESS is difficult to predict which was evident from the absence of 

detailed market information.  However, the DLiBESS original equipment manufacturers 

(OEMs) consulted during this project all held the view that the demand for domestic 

LiBESS in general was set to increase significantly over the next decade.  This includes 

two EV OEMs who stated they were repurposing second-life LiBs for portable energy 

storage applications [17, 18] (e.g. on building sites), while only one company was 

repurposing these for use in SLDLiBESS [19].  The low number of existing SLDLiBESS 

on the market correlates with an economic analysis presented in the European ELSA 

project (Energy Local Storage Advanced system, 2015 - 2018) which stated that the 

potential market for second-life batteries for domestic use is “low” [20].  Similarly, 

market analysis from Zhu et al. [21] shows that while the number of industrial 

applications using second-life LiBs is increasing rapidly, only 3 out of the 41 projects 

identified were for domestic purposes.   
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In general, there is a lack of detailed information on the market for second-life LiBs: 

hence this section analyses the market for DLiBESS more broadly, along with the drivers, 

supply, and demand for second-life EV batteries, as a reasonable indicator of the potential 

market for SLDLiBESS.  

6.3.1. The market for DLiBESS 

Industrial scale LiBESS are seen as the major market for second-life LiBs with the total 

global market predicted to be up to 2857 GWh by 2040 due to their wide application and 

the falling price of LiBs [22-24].  These energy storage systems have a number of 

functions including [25]: frequency regulation, replacing spinning reserves, voltage or 

reactive power support, load following, peak shaving, load management and arbitrage, 

and are ideal for supporting renewable energy generation and storage2.  

In general, the consumer drivers [26] behind the use of DLiBESS and SLDLiBESS3 may 

include environmental concerns, but are more likely to be economic.  Solar energy 

generation globally in 2021 was the cheapest [27] ($37/MWh) compared to wind 

($40/MWh), coal ($112/MWh) and nuclear power ($163/MWh) [28].  This, when 

considered along with rising electricity costs [29] and falling LiB prices [30], would be 

expected to see a significant uptake of PV arrays combined with LiBESS to help 

consumers maximise the use of their onsite generation and avoid importing electricity 

from the grid in peak periods.  

According to a study from Solar Power Europe, the UK currently ranks 3rd in Europe for 

the uptake of such DLiBESS after Germany and Italy, however, its share of the market 

was only 38 MWh in 2019 compared to 496 MWh for Germany.  Further, by 2024 the 

UK DLiBESS capacity is expected to rise to 128 – 339 MWh, slipping to 4th in the 

ranking compared to 2378 – 4028 for Germany, 430 – 900 (Italy) and 242 – 435 MWh 

(Austria) [2].  The top 3 countries provide incentives to encourage the uptake of PV + 

DLiBESS systems.  Instead, the UK approach for facilitating domestic storage is to 

remove barriers and reform markets through actions taken in the 2021 Smart Systems and 

Flexibility Plan [3].  For solar PV the UK’s Feed-in Tariff closed to new applicants in 

 
2 Spinning reserves, named after the turbines employed, are coal or gas-fired power stations kept active but 

idling (as starting up a “cold” station can take days or even weeks) to supply rapid grid support. 
3 DLiBESS is generally used for commercial domestic systems using new cells and SLDLiBESS for 

commercial and Do-It-Yourself (DIY) domestic systems employing second-life cells.  The latter are 

assembled by homeowners with lithium-ion modules or packs purchased from online suppliers. 
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March 2019 and was replaced by the Smart Export Guarantee (SEG) in January 2020.  As 

a market-led mechanism, where suppliers are responsible for the setting and payment of 

export tariffs, SEG is designed to allow room for the market to develop options, 

promoting innovation and competition as part of the transition to a smart and flexible 

energy system.  The SEG framework is designed to maximise the benefits of solar PV and 

storage combinations by encouraging onsite consumption and agile, time of use tariffs.  

However, two DLiBESS manufacturers consulted as part of this study argued that this 

shift has slowed the uptake of domestic energy storage in the UK4: and a UK not-for-

profit centre of energy expertise and market insight estimated that a PV + DLiBESS 

system would require a more than 20 year payback period, whilst the owner of a 

DLiBESS system alone would struggle to achieve any payback at all.  Currently, 

therefore, this is a nascent market.  However, electricity is easier to store than heat and 

the UK domestic storage market is expected to increase significantly due to owners of PV 

arrays retrofitting DLiBESS, homeowners wishing to exploit behind-the-meter-

storage/time of use (TOU) billing and participation in Virtual Power Plants (VPPs) which 

support the grid.  

VPPs can include a network of wind farms, solar arrays, combined heat and power units, 

but in the context of this report they are clusters of solar arrays and/or DLiBESS remotely 

managed and operated with the intention of supporting the grid, e.g. by frequency 

stabilisation, but also with the intention of providing some return to homeowners, who are 

known as prosumers: producers and consumers of electricity.  VPPs are typically cloud-

based platforms and the DLiBESS are fully automated.  Consumption of electricity by the 

prosumer and generation by the grid are monitored in real time in order to facilitate the 

operator to offer the best value electricity to its customers.  When demand by the grid is 

less than production, the energy stored in the VPP is available in seconds to provide grid 

support and enable smart energy management.  The latter is the ability to, for example, 

utilise rapid response, distributed energy generation and storage systems to deal with 

uncertainty and rapidly changing demand.  One VPP operator stated that 70% of revenue 

and savings were provided to prosumers, representing 20% more than if the prosumers 

were benefitting from TOU billing alone. 

 
4 This was partly responsible for one major DLiBESS manufacturer pulling out of the UK DLiBESS 

market. 
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An extreme example of the emerging VPP market is the “Rent a Roof” concept [31] 

where a company pays for the installation of a PV + DLiBESS system and the feed-in 

tariff is assigned to the company.  Some return is provided to the homeowner, but 

otherwise the latter has no significant engagement with, nor have any knowledge of, the 

DLiBESS. 

Finally, one possible driver not linked to economic considerations is protection against 

power outages.  Such events are relatively rare in the UK: however, Tesla introduced the 

Powerwall DLiBESS following outages in California to allow both home usage and EV 

charging when the domestic electricity supply fails [32].   

6.3.2. Environmental and economic drivers for second-life LiBs 

By the early 2030s, there could be 20 M EVs on European roads and more than 100 M by 

2040 [33], with an estimated 112 – 1000 GWh of second-life EV LiBs available by 2030 

[34-36] as the first significant wave of end-of-first-life (EoFL) battery packs occurs.  In 

response to this challenge, China, South Korea and Japan are developing robust recycling 

(i.e. materials recovery) and second-life infrastructures [37].  However, there is only a 

limited LiB recycling industry in the UK at the present time [38] yet it is estimated that 

there will be 75,000 to 105,000 EoFL EV lithium-ion batteries in the UK by 2025 [39] 

and these represent potential environmental and safety risks and hazards [6].  However, 

there are UK companies poised to take up the recycling/repurposing challenge [40-42].  

The extraction of the metals required by LiBs is material-rich and costly, and labour, time 

and carbon-intensive.  Thus, 1 ton of lithium ions requires 250 tons of the Li-rich mineral 

ore Spodumene or 750 tons of Li-rich brine [43]: in addition, each ton of lithium requires 

1900 tons of water [44] and each kWh of LiB produced requires 50 – 65 kWh of 

electricity and generates 55 kg CO2 if the electricity comes from a coal-fired power 

station [45].  Needless to say, the extraction and processing of metals is also harmful to 

the environment [6, 46] .  On the other hand, reuse, remanufacture or repurposing could 

extend battery life by 7 – 10 years [47-49] thus contributing to waste minimisation, 

delaying or reducing materials recovery (which is currently energy intensive [6]) and 

reducing gross energy demand and Global Warming Potential by 15 – 70 % [50] by 

reducing greenhouse gas emissions [51].  The World Economic Forum Battery Alliance 

estimates that moving from the current linear economy in EV LiBs to a circular economy 

could reduce global CO2 emissions by 35 Mt with an attendant economic gain of $35bn.  
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With respect to the latter, reusing or repurposing EV LiBs, for example, could lower the 

cost of the EV charging infrastructure by 90% by 2030 [52]. 

However, it may be that the global uptake of LiBs places major pressure on the supply of 

essential material, hence driving recycling (materials recovery) over re-use, 

remanufacture or repurposing.  Thus, it has been estimated that, by 2030, materials 

recovery from end-of-life LiBs could produce approximately 10% of Europe’s cobalt 

consumption by the automotive sector [39].   

6.3.3. The availability of second life LiBs 

The EoFL of an EV battery pack is generally taken as 75 – 80 % State-of-Health (SoH, 

one definition being the ratio of the current charge when fully charged to the initial, rated 

full charge, expressed as percent [53]5).  Apart from recycling, EoFL EV battery packs 

can be reintroduced into the supply chain as follows: 

• Reuse is defined as using all or part (i.e. modules) of a battery for the same 

application as its first life, see Figure 6.2. 

• Remanufacturing involves replacing multiple defective modules and reusing the 

pack in its original application.  

• Repurposing is the disassembly of the original pack, assessment and replacement 

of modules and assembly into a battery for use in a different application to the 

original pack [54].  At the present time, the most likely destination for repurposed 

batteries is in stationary energy storage. 

End-of-Second-Life (EoSL) is generally stated as 50-60 % SoH (with respect to rated 

SoC at Beginning-of-Life, BoL) and is limited by concerns over very significant 

degradation at lower SoH and the attendant safety implications including spalling of the 

electrodes,  lithium metal plating and dendrite formation [54-57].  

The current assumption that all second-life LiBs come from end-of-life EVs is incorrect.  

There are three common routes to market for these batteries [58]:  

1. The battery pack is replaced on warranty,  

 
5 This figure is increasingly being questioned as it was formulated by the US Advanced Battery Consortium 

in 1996 (J. Zhu et al., Cell Reports Phys. Sci., 2 (2021) 100537. https://doi.org/10.1016/j.xcrp.2021.100537.) 

prior to the emergence of LiBs. 

https://doi.org/10.1016/j.xcrp.2021.100537
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2. An EV is an insurance write-off and the Authorised Treatment Facility (ATF) 

dealing with the scrapping of the EV sells the battery and  

3. A pack is upgraded [58].   

At the time of writing most second-life LiBs in large and mid-sized SLDLiBESS come 

from (1) and (3) [59] .  An important aspect of the write-off of EVs or warranty 

replacement of EV battery packs was raised by an EV OEM which was the loss of the 

connection between the Vehicle Identification Number (VIN) and the serial numbers on 

modules in packs.  As a result, all the information stored in the battery management 

system (BMS) essential to ascertain if the modules were fit for use in second-life 

applications is lost.  This loss of connection between pack and vehicle was also reported 

by a second EV OEM that repurposes packs from EV vehicles in the company’s own 

prototype testing fleet for use in industrial scale LiBESS6
.  Both these EV OEMs, and 

manufacturers repurposing batteries for storage which were consulted as part of this 

research, expressed strong faith in the safety and durability of their second-life batteries 

based on a significant body of statistical data on 1st and second-life failures rates as well 

as customer satisfaction.   

 

 

Figure 6.2. Reuse, remanufacturing, and repurposing. 

 
6 In addition to the important implications of the loss first life history for second-life applications of LiBs, 

when an EV is sent to an ATF, the original EV OEM has no way of ascertaining the fate of the EV pack, 

but retains extended producer responsibility for that pack[59]. 
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In Figure 6.2, (1) EV to be scrapped and battery pack removed. (2) Gateway testing on 

the pack, if the pack passes the testing criteria it is (3) reused in a second EV.  If the pack 

does not pass it is (4) opened, modules tested individually, defective modules replaced 

and the modules rebalanced (5).  The remanufactured pack is then used in a second EV 

(6).  (7) If multiple modules are defective the pack is opened and (8) the modules tested.  

Defective modules are (9) separated and (10) sent for materials recovery.  (11) The 

remaining modules are repurposed into a LiBESS. Steps (12) – (15) concern the possible 

re-use or recycling of packs from damaged EVs. 

With respect to the future, scrapped EVs are set to be a significant source of second-life 

LiBs as the current EVs reach EoFL or are scrapped after being sold on as a used vehicle.  

Scrappage will also increase as owners upgrade to new, more efficient EVs with greater 

functionality and longer range, and as a result of the drive by the UK Government to 

replace new diesel and petrol cars by EVs in 2030.  Thus, the International Renewable 

Energy Agency (IRENA) estimates that the 6 M EVs globally on the roads in 2019 must 

increase to 745 M by 2040 if the requirements of the Paris Climate Agreement are to be 

met [60].  

In general, car scrappage, as well as driven by economic and legislative factors, is also a 

function of the total number of cars on the road (known as the “parc”) and the rate of new 

car sales.  By taking such factors into account, Skeete and co-workers [39] estimate a 

stockpile of ca. 75,000 to 105,000 EoFL EV batteries in the UK by 2025.  This should be 

considered in the light of the following: 

1. Globally, ATFs are not yet ready to process such volumes of large LiBs primarily 

because the commercial imperative is not yet clear, the development of the 

necessary technology is still very much in its infancy and there is a plethora of cell 

form factors and pack topologies, all of which present their own challenges [6]. In 

addition, EVs that have been involved in road traffic accidents, or the batteries 

damaged require, c.a. 20 m exclusion zone at the present time which will place 

severe pressure on ATFs in terms of space7. 

2. According to experts consulted as part of this study, there is currently only a very 

limited EV battery service, maintenance, and repair infrastructure in the UK, this 

 
7 Professor Paul Christensen, Senior Advisor to the National Fire Chiefs Council and member of the Cross-

government Technical Steering Group for EV Fire Safety, private communication, 8 March 2023. 
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is due to two factors: firstly, the current very low volumes of batteries requiring 

repair does not justify the cost of training, and second due to the extreme caution 

of OEMs to give access to the BMS data of EV battery packs.  However, it does 

not seem unreasonable to expect this to grow. 

3. The falling cost of new LiBs.  Prices have fallen by ca. 90% since 2010, such that 

the average price for a new LiB across all markets was ca. $137 per kWh in the 

first quarter of 2021 [58, 61], and EV OEMs predict price parity with diesel and 

petrol cars in 2024 [37].  As a result, the economic incentive for reuse and 

repurposing of LiBs is less attractive [61]: however, fluctuations in the price of, 

for example, lithium carbonate and Spodumene could have a major influence on 

this.  

4. Leading research from McKinsey and Co. [62] suggests that there will be between 

112 -227 GWh of second-life LiBs available per year by 2030, whereas the 

demand for industrial LiBESS is expected to be 183 GWh.  Therefore, it could be 

that 60-100 % of the demand for industrial LiBESS could be satisfied by second-

life EV LiBs [21, 63].  However, as the uptake of EVs increases it is predicted that 

global LiB demand could reach 2000 - 3900 GWh y-1 by 2030 [62, 64, 65], with a 

comparable number of EV batteries, which make up the majority of these, 

reaching EoFL 8 - 10 years later.  This may then exceed global industrial LiBESS 

demand with a total of 2850 GWh having been deployed by 2040 according to 

BloombergNEF forecasts [66].  

On one hand the projected surplus of second-life batteries is good news for the DLiBESS 

industry.  However, if the surplus 2nd life LiBs are not to be utilised, then the UK Waste 

Batteries and Accumulators Regulations 2009 [67] prohibits the disposal of EoL LiBs in 

landfill, and hence there will have to be significant innovation and investment in materials 

recovery if the consequences of illegal dumping of LiBs is to be avoided [68].   

Experience of lead acid battery recycling dictates that recycling is driven by regulation.  

To this end, the EU Batteries Regulation (discussed in detail in Section 6.6.3) seeks to 

increase the recovery of key metals including lithium, nickel, and cobalt from scrapped 

LiBs.  The current requirement is 50% by mass, and the draft regulation requires this to 

increase to 85%.  In addition, LiB OEMs will be required to incorporate minimum levels 

of these recyclates into new LiBs.  In the view of a major EV battery research 
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organisation, whilst likely to drive the much needed innovation, there is also the danger 

that it will drive materials recovery at the expense of second-life.   

 

6.3.4. Factors determining the price of second-life LiBs 

In the view of a major EV battery research organisation, the economics of second-life are 

on a knife-edge due, amongst other factors, to the fact that the disassembly, assessment & 

sorting of modules and packs is labour intensive and costly.  This is caused by the lack of 

standardisation among EV OEMs, for example the use of glue and different cell form 

factors which prevents automation and requires manual disassembly: the latter can require 

2 operatives and 8 – 16 hours per pack [69].  It has been predicted that there will be 250 

new EV models from more than 15 EV OEMs by 2025 [21].  Currently, the cost of 

disassembling a pack to module level has been estimated as $71/kWh with an additional 

$16/kWh to disassemble to cell level, i.e. a total cost comparable to the price of new LiBs 

[21].   

A second major factor is the relative price of new LiBs and, as stated in the previous 

section, this has fallen very significantly over recent years.  Unfortunately, estimates of 

prices of second-life batteries are subject to very wide variation (for a review of this, see 

research from Haram et al. [70]): e.g. £32/kWh8 to £218/kWh [63, 71, 72].  It has been 

reported that using second-life LiBs in DLiBESS would become profitable at £32.3/kWh 

[73], but this has also been questioned as too optimistic [74] and it has been predicted that 

new LiBs become more profitable than second-life LiBs if the price of the latter rises 

from the break-even point of 60% of the cost of new batteries to 80% [75]. 

Overall, attempting to predict the future market for second-life LiBs, and hence for 

SLDLiBESS, is extremely challenging due to the lack of data and information: in 

addition, the market will be driven to a large extent by the pace of regulatory intervention 

which is extremely challenging to predict.  

 

 
8 Rates: £1 = $0.73 and €0.84. 
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6.4. Summary of the general hazards associated with LiBESS 

While the inherent risks may be different for second-life compared with new LiBs, the 

type of hazards remain the same.  This section therefore provides an overview of the 

general hazards associated with LiBESS to establish a baseline of understanding, before 

discussing the particular risks of second-life LiBs in Section 6.5. 

 

6.4.1. Electric shock 

Batteries cannot be shut down and hence accidental contact with both poles of a charged 

EV battery (ca. 300 – 600V [76]) can lead to electric shock or electrocution.  If LiBESS 

are installed by accredited engineers, any such risks will be low.  However, incorrectly 

installed systems (for example incorrectly gauged wiring) could result in failures leading 

to partial discharge or arcing, which are potential ignition sources.   

 

6.4.2. Electrolyte spillage 

The electrolyte in new lithium-ion cells contains a mixture of organic cyclic and linear 

carbonates, the LiPF6 and up to 5% by volume additives.  LiPF6 is harmful if swallowed, 

toxic in contact with skin and causes severe skin burns and eye damage: in contrast, the 

organic carbonates comprising the solvent are generally regarded as having about the 

same toxicity as ethanol.  The additives are commercial secrets but include some 

extremely toxic chemicals [77].  It is generally accepted that calendar and cycling ageing 

of LiBs leads to gas evolution (or so-called ‘gassing’), producing solids, liquids and gases 

[78].  There is insufficient analytical data in the public domain to make definitive 

statements of the products from gassing, but alkanes, alkenes, CO2, CO and HF have all 

been detected [79-83] as well as alkylfluorophosphates [84]: the latter posing a significant 

chemical hazard.  Thus, contact with the electrolyte from a second-life battery could 

represent a greater hazard in terms of toxicity than from a new LiB.  However, LiBs are 

sealed and therefore the chances of accidental skin contact with electrolyte from a 

SLDLiBESS must be considered to be slight and the associated risk low. 
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6.4.3. Thermal runaway 

LiBs are the first batteries to employ an organic solvent in the electrolyte (typically a 

mixture of ethylene carbonate and other cyclic or linear organic carbonates [85]) rather 

than water, as the very high cell voltages available (currently up to 4.2V) would result in 

the electrolysis of an aqueous electrolyte and the production of hydrogen and oxygen.  

The combination of flammable organic electrolyte with high energy density (as with 

diesel or petrol) can lead to fire or even explosion if the energy is released in an 

uncontrolled manner, e.g. by abuse. 

Lithium-ion cells are regarded as stable unless abused: such abuse is generally caused by 

heating, metal penetration, blunt trauma (crushing) or overcharging [86].  With respect to 

DLiBESS, the most likely abuse is heating (e.g. poor ventilation: this is believed to be 

one of the causes of the LiBESS fire in Flagstaff, Arizona in 2012 [87, 88]) or 

overcharging due to, for example, failure of the BMS.  Additional factors compromising 

SLDLiBESS could be poor selection of cells or modules such that one or more cells have 

passed the “knee” in terms of ageing, after which ageing accelerates (see Section 6.3), 

cells with mismatched SoH and/or an inappropriate BMS (for example, in a DIY 

SLDLiBESS). 

To demonstrate the potential impact of physical abuse, Figure 6.3 shows frames from a 

video taken from an experiment conducted by the Commonwealth Scientific and 

Industrial Research Organisation9 (CSIRO) in 2019 simulating the reversing of a vehicle 

with towbar into a DLiBESS at 100% SoC at 10 km h-1.  As can be seen from the figure, 

the penetration of the DLiBESS results initially in black “smoke” (see Figure 6.3(b), 

probably the release of toxic metal oxide nanoparticles from the cathode [89]) followed 

by the white vapour, Figure 6.3(c).  There is a small glow in the lower right quadrant of 

Figure 6.3(c) that may be the ignition source for the subsequent explosion in figure 

6.3(d), c.a. 20 seconds after impact.   

 
9 CSIRO is an Australian Government agency responsible for scientific research. The test was conducted on 

13 November 2019 using a 6.4kWh NMC battery. The test was intended to inform the AS 5139 standard  
“Electrical installations —Safety of battery systems for use with power conversion equipment”. The towbar 

was driven at 10 km/h. 
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(a) 

 

(b) 

 

(c) 

 

 

(d) 

Figure 6.3. Frames from an experiment by CSIRO simulating a vehicle reversing with a 

towbar into a DLiBESS at 10 kmh-1. (a) before impact; (b) a few seconds after the 

moment of impact, (c) 13 s after impact, and (d) vapour cloud explosion. 

Spontaneous ignition of LiBs can also occur, as seen with electric vehicles [90], the cause 

of which is uncertain [86], and is generally postulated as due to defects or contamination 

introduced during manufacturing [78, 91].  The probability of these defects occurring is 

often given as 1 in a million to 1 in 40 million [79-81] nevertheless, such defects were 

responsible for a general UK recall of LG Energy Solutions residential units 

manufactured between April 2017 and September 2019 in May 2021: this followed 

similar recalls in Australia in March 2021 and the USA.  The recalls followed reports of 

the units overheating which was ascribed to problems with the electrode manufacturing 

process by the company [92]. 

Thus: (1) even the most highly experienced manufacturers may inadvertently allow 

defective cells to be placed on the market and (2) there is much uncertainty around the 

statistics. 



252 

 

In broad terms, thermal runaway can be described as uncontrolled positive feedback.  

However, the precise definition of thermal runaway remains a matter for discussion: thus, 

some authors define it as the point at which a fixed rate of temperature increase is 

surpassed, e.g. 1 ˚C min-1 [93] or 10 ˚C s-1 [94], whereas a more accurate (but less easy to 

measure) definition is that of a self-sustaining heating process, i.e. once the temperature 

of a cell passes a point of no return, the exothermic reactions continue to generate heat 

and the cell will progress inevitably to an exponential increase in temperature [95]. 

The events leading up to and including thermal runaway are also still a matter for 

research.  Taking abuse by heating as a starting point: the first stage is generally accepted 

to be the breakdown of the Solid Electrolyte Interface or SEI, a protective layer that forms 

on the graphite anode particles during the first charge.  This layer prevents further contact 

between the anode and solvent but allows free passage of lithium ions.  The breakdown of 

the SEI is stated as commencing around 90 ˚C [78, 89, 96] or as low as c.a. 60 ˚C [97].  

The onset is dependent on the degree of lithiation of the anode: this process is exothermic 

and has been associated with the onset of self-heating [98].  The breakdown of the SEI 

results in the production of small chain alkanes, CO2 and oxygen [78].  In general, it is 

accepted that the SEI can self-heal up to ca., 80 – 120 ˚C [91, 97] forming a “secondary 

SEI” [96] that is less compact than the initially-formed layer and hence may allow 

exothermic reactions with the organic solvent of the electrolyte, again generating small 

chain alkanes, heat, and CO.  In addition, hydrogen gas is produced from the reduction of 

the binders employed in the anode (e.g. polyvinylidene fluoride or polyvinylidene 

difluoride, PVDF [78]).  

Between ca. 120 ˚C and 240 ˚C internal short circuit and the accompanying catastrophic 

release of heat can take place depending upon the composition of the separator.  Typical 

separators are made of polyethylene, polypropylene or a mixture of polymers, the latter 

may be coated with a ceramic layer.  Thus, the melting point of polyethylene is 130˚C, 

polypropylene 170˚C, and ceramic-coated polymer/mixed polymer separators c.a. 200˚C 

[78, 91].  The collapse of the separator was previously believed to be the trigger for 

thermal runaway: however, at temperatures above 150˚C exothermic collapse of the 

cathode structure takes place to generate oxygen and, in some cases, highly oxidising 

oxides: the onset temperature of this process depends upon composition, e.g. from 150˚C 

for NMC cathodes to c.a. 310˚C for LFP [89, 91, 94] cathodes.  The oxygen produced can 

cross over to the anode where it is consumed in a highly exothermic reaction, sufficiently 
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exothermic to initiate thermal runaway at temperatures significantly less than that needed 

for separator collapse [98].  LiBs having LFP cathodes are generally considered to be 

more stable due to the higher onset temperature for the collapse of the cathode structure 

[80]: however, this may simply delay ignition and hence facilitate explosion.  With 

respect to this, it is worth noting that the explosions of the LiBESS in Brisbane [99] and 

Beijing [100] both employed LFP cells. 

As the temperature of a cell rises, the solvents comprising the electrolyte will vaporise, 

e.g. the boiling point of dimethyl carbonate (DMC) is 91 ˚C and that of ethylene 

carbonate (EC) is 248 ˚C [101], and eventually vent as a result of burst caps activating (in 

cylindrical and prismatic cells) or a pouch cell rupturing.  It is not unreasonable to assume 

that such an event would terminate thermal runaway [102]: however, Feng and co-

workers [91, 97, 103] have shown that lithiated graphite and NMC cathode powders 

undergo direct, solid-state electrochemical reaction at temperatures ≥ c.a. 250 ˚C that is 

highly exothermic and generates sufficient heat to raise the temperature of the cell up to 

800 ˚C and perpetuate thermal runaway. 

The mechanism of thermal runaway initiated by overcharge involves the same stages as 

described above but commences with the over-lithiation of the graphite anode, causing 

lithium metal to deposit on the surface [104].  The accompanying over-delithiation of the 

cathode and the collapse of its structure increases the cell resistance and causes Joule 

heating.  The metallic lithium reacts exothermically with the solvent in essentially the 

same way as the lithiated graphite anode and can form dendrites that grow through the 

separator [105, 106] to the cathode and cause an internal short circuit with attendant and 

very significant Joule heating.  However, it has been suggested that most dendrites will 

melt due to the very high current density being passed and the attendant Joule heating 

[107]. 

The exothermic reactions following abuse generate a mixture of gases that includes on 

venting: H2 (up to 45 % [108]), SO2, NO2, HF, HCl, HCN, CO, CO2, droplets of organic 

solvent and a range of small chain alkanes and alkenes, in other words, a vapour cloud.  It 

appears that, in very general terms, the composition of this vapour cloud does not vary 

with chemistry, form factor or manufacturer [104].  The vapour has been routinely 

confused with smoke [81, 109], but is actually the pre-ignition phase: there is insufficient 

oxygen inside cells undergoing exothermic reactions to sustain ignition [91], but the 

vapour may ignite immediately on venting, in which flare-like flames can be produced.  If 
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the vapour does not ignite immediately, due to low SoC or insufficient oxygen, then a 

vapour cloud explosion could result ([86] and references therein).  The hazardous 

chemicals alkylfluorophosphates have also been detected, but such studies are limited and 

the implications of the emission of these species yet to be researched in detail [110].  

Further details on the toxic gases released can be found in BEIS “Domestic battery energy 

storage systems: a review of safety risks” [1]. 

Once a cell has passed the point of no return, it is critical to prevent this cascading to 

adjacent cells which can be challenging.  However, codes and standards require design 

for safety, which includes preventing propagation, see Section 6.10. 

The first confirmed vapour cloud explosion caused by LiBs in thermal runaway occurred 

on 19 April 2019 and involved the McMicken 2 MWh LiBESS in Surprise, Arizona, see 

Appendix 6.1 for a case study.  Thermal runaway was apparently triggered in two cells in 

a module in one of the racks by an electrical arc and propagated to all the remaining 

modules in the rack.  The modules went into thermal runaway without ignition and 

produced copious amounts of white vapour.  One of the reports on the incident, quoting a 

fire officer who was first on the scene, draws attention to the production of a heavier-

than-air white cloud.  The DNV GL report quotes its expert as stating that “the 

composition of gases is constant across all form factors, chemistries and manufacturers” 

[105] – an extremely important statement if correct.  The literature is certainly full of 

reports of white vapour or “smoke” being produced from cells with a range of chemistries 

as a result of thermal runaway.  Research conducted by Newcastle University as part of 

the ReLiB project [111] and the literature has shown that if LiBs are abused at ≤ 50% 

SoC the white vapour does not necessarily ignite [112].  As stated in Section 6.7.3, in 

addition to HF, HCl, HCN, hydrocarbon gases, CO, H2 [78, 105, 113] it is well-

established that the vapour also contains droplets of the organic carbonates employed in 

the cell electrolyte [78].  Figure 6.4(a) – (f) show frames from a video taken during one of 

the Newcastle University joint ReLiB [111] and SafeBatt [114] experiments at the DNV 

site at RAF Spadeadam in April 2021 in which a single 1.67 kWh EV module was 

penetrated by a nail at 40% SoC.  As was observed in previous experiments involving nail 

penetration at SoC ≤ 50% [86] a dense, white vapour was produced: in fact two types of 

vapour can clearly be seen, one buoyant and one heavier than air, red arrowed in Figure 

6.4(d) and clearly visible as a layer on the floor in (e): it is not clear what determines the 

relative amounts of these gases, but it may be a function of the cathode chemistry and the 
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temperature of the cell or module.  HF concentrations up to 120 ppm and hydrogen & CO 

concentrations up to 2000 ppm were recorded in the container.  The lower explosion limit 

for the white vapour is c.a. 6 – 12 % [108]. 

 

Figure 6.4.Frames from the video taken during one of the Newcastle University joint 

ReLiB and SafeBatt [114] experiments at the DNV site at RAF Spadeadam in April 2021.  

A single 1.67 kWh EV module was penetrated by a nail at 40% SoC. Figure 6.4(a) Nail 

penetration, (b) less than one second later pouch cell(s) burst ejecting black cathode 

particles, (c) 17 s after penetration, (d) 56 s and (e) 79 s after penetration and evolution of 

second, heavier than air vapour, and (f) 87 s after penetration and module self-ignites, 

consuming vapour cloud and drawing it back.  The experiment was conducted in a 

standard 76.8 m3 sea container.   

It should be noted that the experiment depicted in Figure 6.4 was part of a project aimed 

at researching the relative effects of immediate vs delayed ignition of the white vapour 

cloud, as well as facilitating the education and training of first responders.  Hence the 

module employed was not protected by a BMS and it was subjected to abuse significantly 

above industry norms in order to ensure that the cells were driven into thermal runaway. 

The module in Figure 6.4(a) - (f) contained 8 x 56.3Ah NMC pouch cells: the 14 LG 

Chem modules in the McMicken LiBESS that first went into thermal runaway each 

contained 28 x 64 Ah pouch cells, a 55-fold difference.  Further, the contention of the 

DNV GL report [105] is that the release of the Novac 1230 suppressant prevented ignition 
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of the gases produced by the cells in thermal runaway by displacing air from the 

container, and so allowed the gases to build up to dangerous levels.   

The cells in the McMicken LiBESS were initially all at > 90% SoC but the vapour did not 

ignite due to the displacement of the air from the container by the suppressant [105].  

Hence if LiBs of any cathode chemistry, form factor or manufacturer are abused at a low 

SoC and/or the concentration of oxygen is reduced below that necessary for ignition in 

some way (irrespective of the form of abuse), the toxic white vapour so produced can 

build up and hence there could be a possibility of a flash fire, fire balls developing, or in 

extreme cases even a vapour cloud explosion [86].  This explosion hazard, along with the 

toxicity of the white vapour, could be faced by the occupiers and first responders called to 

a fire in a home containing a DLiBESS or SLDLiBESS.   

 

6.5. The risks and hazards specific to second-life LiBs 

The thermal stability of LiBs is generally assessed on the basis of: the onset temperatures 

for exothermic reaction, self-heating and thermal runaway, as well as the time taken to 

reach thermal runaway, maximum temperature and the activation energy for thermal 

runaway [115-119].  

The hazards associated with second-life LiBs are broadly the same as for new LiBs, i.e. 

toxic gas [1], fire and explosion.  However, the literature on the effect of ageing on the 

thermal stability of LiBs is limited and largely focussed at the cell level.  Most such 

papers concern 18650 cells, presumably for reasons of cost: studies on larger cells or 

modules are rare and studies on the ageing of cells from actual EV packs extremely so, 

see for example [120-122].  Given that heat is dissipated through the surfaces of a LiB, 

but is generated throughout its volume, the extrapolation of data obtained from cells to 

predict the thermal behaviour of modules or EV battery packs should be considered with 

caution.  In addition, the response of cells to abuse is highly dependent upon the 

conditions [102] and hence the same cells in different test facilities may vary in their 

responses.  Finally, the definition of thermal runaway in terms of a measurable 

temperature rise is highly subjective [86].  As a result of all such factors, it is currently 

challenging to predict the impact of ageing on the thermal stability of EV battery packs, 

or the intensity or magnitude of the fires and explosions arising from thermal runaway.  

To do so will require a significant body of further work including studies on the effect of 
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cycling as a function of temperature, cell form factor, chemistry, and capacity as well as 

calendar ageing10 as a function of these parameters and SoC, on the thermal stability of 

cells, modules, and packs. 

The following sections are an assessment of the literature to date which often highlights 

the need for further understanding of the long-term performance of second-life LiBs. 

 

6.5.1 The effect of ageing and unknown stress and/or abuse 

It is generally accepted that the capacity loss with use (cycling) in first life in an EV is 

essentially linear, although the rate of ageing has been shown to depend upon cell 

chemistry: for example, LFP cells degrade slowly even up to 50 % SoH [83] whereas 

NMC cells deteriorate rapidly after 70-80 % SoH [123].  At some point, however, there is 

a change in and/or an additional ageing mechanism which leads to an increased ageing 

rate. The time at which this occurs is referred to as the “knee”, the battery has reached its 

final end-of-life [83, 124] (see Figure 6.5) and should be immediately retired from 

operation for safety reasons.  

Lithium-ion cells may pass the knee during their first life: if NMC cells do so, there is no 

slowdown in ageing, even in less demanding applications [83, 124].  Under normal 

circumstances the final EoL is taken as 50 – 60 % SoH [54], after which severe and 

potentially dangerous deterioration is expected to occur; however, there is an indication 

that even at 70 % SoH, serious structural damage may have already occurred on the 

cathode that can lead to accelerated ageing [117, 125].  

 

 
10 Calendar ageing simply refers to the changes in the cells of a LiB when in the charged but passive state, 

i.e. not charging or discharging. 
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Figure 6.5. Representation of the “knee”: the time at which ageing accelerates and 

lithium-ion batteries reach final EoL 

While it is generally considered difficult to predict the point at which the knee occurs, 

recent developments mean that it may be possible and has been achieved using capacity 

degradation and machine learning [126], and capacity fade data along with nonlinear 

autoregressive network modelling [127], albeit these methods are not currently chemistry 

agnostic. 

Research shows that second-life LiBs will also have greater cell-to-cell variability than 

new batteries and that this will increase with ageing.  Additionally, the SoH of modules 

recovered from EV battery packs may vary according to location in the pack (see Figure 

6.8 below) [120], and this can result in accelerated ageing [83, 117, 125]. 

It is generally accepted that calendar ageing and cycling under the conditions and 

between the potential limits set by the manufacturer, simply reduces the lithium inventory 

in cells as a result of the reduction of electrolyte, thickening of the SEI and attendant 

trapping and isolation of lithium cations in the SEI [120].  This does not reduce the 

thermal stability of the LiB [89][96] and may even improve stability slightly, as the 

lithium cations are then unable to participate in the reduction of the solvent at the lithiated 

anode particles when the SEI breaks down [97][118]. 

However, calendar ageing and the normal operation of an EV pack within the limits 

specified by the manufacturer could also decrease stability.  During ageing, other 

structural changes take place which affect the degradation process.  With a decrease of 

SoH, there is higher inhomogeneity of lithium in the anode and a reduction of the 
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graphitization of the anode.  This leads to the fragmentation of the anode which can lead 

to increasing resistance and Joule heating.  The cathode itself does not change much 

during benign ageing, however the mixed metal oxide gradually spalls and may finally 

fall off [128].  Therefore, it is believed the greatest impact on battery safety is by the 

anode.  There is also a decrease in the separator pores that increases the internal resistance 

[129, 130].  Additionally, dry spots in cells, where the electrolyte has been consumed 

during use, can result in Joule heating [93].  

In contrast, any process that removes lithium inventory as lithium metal, such as cycling 

at low temperatures or high C-rates, can have a marked and detrimental effect upon 

thermal stability [96][115][118][121][128].  In these scenarios, the lithium metal reacts 

exothermically with the electrolyte producing gaseous products and the deposition of 

solids from the electrolyte on the anode takes place, as well as the precipitation of solvent 

fragments in the electrolyte which could block the pores of the separator [129].  

As a result of these processes, there is an increase in internal resistance and the formation 

of non-electrochemically active lithium dendrites: these thin tendrils of lithium metal are 

formed when significant lithium metal plating occurs [125][130].  The dendrites reduce 

the temperature of the self-sustaining exothermic processes (from 80 °C to about 50 °C) 

and the temperature of thermal runaway from 170 °C to about 100 °C.  Therefore, there is 

a much shorter time needed for the battery to reach thermal runaway [89][125] and the 

lithium metal dendrites can penetrate the separator and cause catastrophic internal short 

circuit.  Currently, methods to detect lithium metal plating in first life are still at the 

experimental stage [106]. 

Lithium metal plating occurs during charging when the flux of lithium ions to the anode 

is, for any reason, insufficient to match the charging current, and those lithium ions at the 

anode are then reduced to the metal.  A number of factors can cause lithium metal plating: 

the low solvent viscosity and low ion diffusion coefficients at low temperatures will 

demand low charging C-rates, and even at ambient temperatures, high charging currents 

can cause plating if the flux of lithium ions is insufficient. 

A natural extension of this theory concerns operation under normal conditions: thus, 

normal operation under the conditions specified by the LiB manufacturer continually 

removes the lithium inventory as benign lithium ions.  However, at some point, it is not 

unreasonable to postulate that the concentration of the remaining lithium ions in the 
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electrolyte will be insufficient to provide sufficient ion flux during charging even under 

normal C-rates, and lithium metal plating will occur.  It could be that this is the point at 

which the knee occurs, though further research is needed to support this theory.  

Thus, in their study of Nissan Leaf modules taken out of the vehicle at EoFL at 62.8 – 

71.2 % SoH and prior to the knee, Braco and co-workers [122] employed accelerated 

ageing on 6 modules within the potential limits specified by Nissan, which caused 5 of 

the 6 modules to pass the knee.  The accelerated ageing associated with the knee as 

specifically attributed to lithium metal plating by the authors. 

A simple example can highlight the extremes of ageing of LiBs that are likely to be seen 

in practice during first life: private EVs will be charged at most once per day and 

probably at low C-rates overnight, whilst taxis are charged far more often, and generally 

using fast charging, both of which may accelerate ageing, the possibility of lithium metal 

plating and hence thermal instability [128].  

Additionally, battery packs may have suffered physical abuse during first life (e. g. via a 

road traffic collision) and/or disassembly, and this can result in cells being crushed or 

coolant leakage (larger energy density EV packs in particular require active cooling, 

usually using liquid cooling loops [131]), either of which can lead to thermal runaway 

and fire [121]. 

However, there is a need for more research to gain a clearer understanding of the effect of 

ageing on thermal stability, particularly with respect to cell chemistry.  This is highlighted 

in the study by Wang and co-workers [121] who tested both new and aged batteries.  To 

begin with, they cycled 14 Ah LFP pouch cells after calendar ageing for 10 years (SoH at 

start of tests 84%).  The cells were cycled at -10, 0 and 25 ˚C: capacity loss, lithium metal 

plating and dendrite formation were observed in the cells cycled at -10˚C and at C-rates ≥ 

0.2.  In contrast, fresh 19 Ah LFP pouch cells from the same manufacturer showed little 

or no capacity loss after cycling at 1C and 25 ˚C for 10 weeks, followed by 50 weeks 

cycling at 1C at -10 ˚C then 10 weeks cycling at 25 ˚C again.  The SoH dropped to 70 % 

after the cycling at -10C, but recovered to 98 % after the second cycling at 25 ˚C.  This 

indicates that the age of the cell can also have an impact on the effect of low temperatures 

and draws attention to the complexity of the ageing phenomenon. 

Extensive discussions with stakeholders have revealed two opposing views on second-life 

batteries: firstly, that a safety framework can be put in place to allow the use of second-
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life LiBs in DLiBESS, so long as the full history of the batteries in their first life 

applications is known and/or they can be tested effectively.  Discussions with INERIS 

representatives reinforced the critical nature of first life information in second-life 

applications, a point made very clearly in a recent report from the organisation [36].  

The second, more radical, view shared by some respondents is simply that the safety of 

such cells can never be guaranteed, and hence that second-life LiBs should not be 

employed under any circumstances in DLiBESS.  

 6.5.2. Consumers purchasing or building their own SLDiBESS 

Cells, modules, and battery packs are freely available from, for example, online sites (see 

Appendix 6.3).  The source of second-life modules is most likely to be EV battery packs, 

but it is unlikely that a typical home will require a full EV battery pack, see Section 6.8.6.   

Hence consumers building DIY SLDLiBESS are likely to buy cells and/or modules 

directly, or packs which they can disassemble, online or directly from e.g. ATFs.  Where 

this is the case, it raises concerns over the potential lack of skills, knowledge, and training 

of consumers if they are to avoid electrocution, arc flash explosion (the disassembly of 

EV packs is complicated and hazardous), thermal runaway (and hence toxic gas release, 

fire and/or explosions inside the domestic environment) or chemical hazards when 

handling EV batteries and being exposed to the electrolyte.  In addition, any information 

consumers may have acquired is likely to have come from hobbyists (such as social 

media groups) comprised of people who may lack knowledge of LiB technology11 [132] 

and the associated risks and hazards.  A knowledge of system-level safety is key here and 

highlighted by e.g. the industrial scale LiBESS incidents in South Korea, many of which 

were due to system-level failures [133]. 

The issue of variability of second-life LiBs is addressed in Section 6.8.1, and it is not 

clear if consumers will know the importance of matching SoH.  If there is variability in 

SoH across the modules and cells of a SLDLiBESS, cell balancing would be critical to 

avoid overcharge [134], or overdischarge: hence the design and operation of the BMS of 

such packs would also be safety-critical.  A key question would then be, if the BMS was 

supplied with the pack, was it repurposed by competent personnel?  If the BMS was built 

 
11 As a simple example, a common misconception is that a lithium ion battery discharges to 0V: in fact, the 

cell voltage should not be taken below c.a. 2.4V (so even a discharged battery still retains considerable 

electrical energy) to avoid overdischarge and the attendant copper dissolution and re-deposition.  
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by the homeowner, would they have the appropriate knowledge and expertise to ensure 

the BMS is fit-for-purpose?  For example, the explosion of the McMicken LiBESS in 

Surprise (see Appendix 6.1) clearly showed the importance of cell-level rather than 

module or stack–level monitoring.  It is also not clear if consumers will realise the 

necessity for maintenance or have the necessary knowledge to effect it if they do. 

Finally, modules and packs acquired by consumers may be damaged, at SoH < 50 % 

and/or have lithium metal plating and hence have a greater potential for failure.  Thus, in 

February 2021, a mid-terraced house in Western Avenue in Acton [135] was badly 

damaged by fire caused by the failure of LiBs being charged for two electric bicycles: the 

bicycles had been converted using kits sourced from the internet.  The Western Avenue 

fire was the second such major fire involving LiBs in London within 3 months.  This 

shows the inherent risks of the public purchasing lithium-ion cells or modules from less 

reputable vendors and assembling energy storage devices from them12. 

6.6. Gateway testing of second-life LiBs 

6.6.1. State of health, state of safety and remaining useful life 

Gateway testing is employed for two reasons: (1) to assess if a pack or modules are 

suitable for reuse, remanufacture or repurposing in terms of the requirements of the 2nd 

life application, i.e. to assess Remainder-of-Useful-Life (RUL) and (2) to assess if the 

pack or its modules are safe for 2nd life application, i.e. to assess State-of-Safety (SoS).  

Gateway testing initially involves (see Figure 6.6) visual inspection of the pack and 

modules for damage such as dents or perforations, leakage of coolant (if employed) or 

electrolyte: such defects render the pack suitable only for recycling.  Assessing RUL can 

be achieved through access to the first life data stored in the EV BMS providing it is 

sufficiently comprehensive and there is a strong link to the EV OEM.  The BMS data are 

also regarded as essential with respect to ascertaining SoS, e.g. to determine the number 

of times overcharged & overdischarged or operated at extremes of temperature [21].  

However, as pointed out in Zhu et al [21], the ability to accurately determine the RUL 

based on the historical information will depend on the role of the company that is 

responsible for repurposing.  For example, LiB manufacturers are likely to have more 

 
12 Such fires are an increasing problem, see https://www.london-fire.gov.uk/news/2021-news/july/fire-

investigators-issue-urgent-warning-over-fires-involving-e-bike-batteries/; https://www.ny1.com/nyc/all-

boroughs/news/2021/12/18/fire-officials-say-e-bike-battery-caused-deadly-fire-in-east-village 

https://www.london-fire.gov.uk/news/2021-news/july/fire-investigators-issue-urgent-warning-over-fires-involving-e-bike-batteries/
https://www.london-fire.gov.uk/news/2021-news/july/fire-investigators-issue-urgent-warning-over-fires-involving-e-bike-batteries/
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information on the degradation of their LiBs to base an assessment on compared to third-

party repurposers, which is why a relationship with the EV OEM is desirable.   

 

Figure 6.6. Schematic illustrating the gateway assessment of 2nd life lithium-ion 

batteries. From [21]. 

As part of assessing RUL, the SoH is also generally determined: as was stated in Section 

1.4.2, the most common definition of SoH is the ratio of the current maximum capacity of 

a cell, module or battery, QC, to the maximum capacity when new, at BoL, QBoL, 

expressed as a percentage (see Figure 1.12): 

SoH = (QC/QBoL) x 100%     (1) 

The SoC of a new cell is determined from a calibration curve of cell voltage vs charge 

(known as capacity, in Ah): this is produced by detailed testing and only valid as a result 

of rigorous quality control producing cells with extremely tight specifications.  The 

determination of the SoH of a cell once it has been used is extremely challenging [136] as 

the charge corresponding to 100% SoC cannot be determined. 

An alternative numeric definition is in terms of the internal resistance, or impedance 

which can be measured for both new and used cells.  In alternating current (AC) theory, 

the impedance, Z, is given by Ohm’s Law: 

Z = V/I     (2) 
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Where V is the voltage and I the current.  The resistance R is the specific case of (2) when 

applying a direct current (DC): 

R = V/I     (3) 

The internal resistance or impedance of a cell is that of all the components of the cell, 

current collectors, electrodes, separator, electrolyte, and wires.  When measured by DC 

techniques it is the internal resistance and when measured by AC techniques it should be 

referred to as the internal impedance, but resistance is the term most usually employed. 

Increasing internal resistance causes power fade and eventual EoFL [137, 138]. 

A typical technique employed to measure internal resistance, along with other critical 

parameters, is Electrochemical Impedance Spectroscopy (EIS) [139].  This involves 

applying a sinusoidal voltage perturbation (with a fixed max amplitude of 3 – 10 mV) 

between the anode and cathode of a cell.  The equipment then measures the current 

response in terms of the time-dependence of the magnitude of the current and its phase 

shift as a function of the frequency of the imposed signal.  The cell is modelled as an 

assembly of electrical components, known as the equivalent circuit approach, e.g. 

resistors (the internal resistance and the resistance to charge transfer at the interfaces), 

capacitors (representing the electrode/electrolyte interfaces or “double layers”), constant 

phase elements (“leaky capacitors”) and inductances (the wires).  By varying the 

parameters of the components in an iterative manner, the actual EIS response of the cell is 

compared and finally matched to that produced by the equivalent circuit model, and 

values for the various cell components extracted.  The method relies on the testing of a 

significant number of modules at a number of temperatures and SoC.  The data so 

obtained is then employed to create a look-up database to inform the formulation of the 

equivalent circuit model [140].  This is specific to the cell under test: the procedure has to 

be repeated for each cell type. 

SoH is then defined in terms of the current internal resistance RIRC and the resistance at 

BoL, RIRBoL: 

SoH = (1 – [RIRC/RIRBoL]) x 100%     (4) 

One DC approach to measure internal resistance is the current off method in which the 

cell is charged, and the current supply switched off: the ratio of the drops in voltage and 

current are then employed to determine the resistance via Ohms Law (3).  Similarly, the 

current switching method measures the ratio of the changes in current and voltage when 

switching from charge to discharge. 
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Additional tests include measurement of the open circuit voltage and battery capacity, the 

latter typically via cycling between charge and discharge.   

With respect to the State of Safety (SoS) of a LiB there are no clear definitions, one 

problem is that there are currently no generally accepted tests to measure SoS (making it 

hard to quantify), as will be discussed in Section 6.6.2.    In addition, there are currently 

no UK codes, standards or regulations relating to the safety and fitness-for-purpose of 

second-life lithium-ion modules or packs to be employed in SLDLiBESS, but this 

situation will change with the introduction, and adoption by the UK, of the IEC standards 

currently being drafted (see Section 6.8.2). 

Future developments and the state of the art for gateway testing are discussed further in 

the paper by Zhu et al [21] which reviews promising developments such as automatic 

battery disassembly and inspection, non-destructive testing using acoustic waves and 

data-driven machine learning approaches. 

 

6.6.2. Examples of gateway testing 

In general, companies employing second-life LiBs were understandably reluctant to 

disclose the gateway testing methods they employ to assess the safety and SoH of 

modules and packs, but praiseworthy exceptions were a recycling company (EVRC) and 

the UK Energy Storage Laboratory (UKESL) project [141, 142].  Visual inspection is 

invariably the first check to assess any physical abuse and hence possible crushing of 

cells, coolant, or electrolyte leakage, as well as corrosion (and hence water penetration). 

Case study: EVRC approach to gateway testing 

EVRC takes EoFL EV packs and remanufactures LiBESS from them for use in a variety 

of applications from construction to marine but excluding SLDLiBESS. The testing the 

company employs is noteworthy as it is fairly extensive: 

• A Safe System of Work is created. 

• The EV pack is disassembled. 

• The modules are inspected visually for obvious signs of damage. 
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• A series of current/voltage tests are performed followed by internal measurements 

of module resistances, using DC methodology, and the determination of SoH 

using power and capacitance measurements.   

• Insulation and isolation of the modules are then assessed. 

• If necessary, pressure tests are also carried out.   

• The BMS is replaced by an application-appropriate system as, in the company’s 

view, retaining or revising the original BMS could be dangerous.   

The company offers this testing to customers and selected outside organisations. 

 

Case study: UKESL approach to gateway testing 

The aim of the UKESL project was to investigate the value and commercialisation of 

Nissan Leaf EV batteries for the stationary and portable (“roaming”) electricity storage 

markets but did not include domestic storage.  The project produced workflows that 

NMUK could follow and train shop floor people to do which consisted of a series of 

pass/fail gateway tests, which included visual checks for corrosion and damage, pressure 

tests and a BMS test.  The project facilitated the repurposing of the Leaf packs into a 

commercial operation.  

A pack is assessed as grade 1 if it passes all these gateway tests and is then reused directly 

in an industrial scale LiBESS.  If the pack fails any tests, it is opened and examined to see 

whether it can easily be repaired.  If so, it is retested and classed as grade 1.  If the pack 

still fails, it is disassembled, and the modules graded using EIS.  The process and 

associated algorithms have been patented.  This includes assessing parameters such as 

charge transfer resistance and internal resistance to check against look-up data to assess if 

there are any electrochemical or electrical problems with the module, within 3 minutes.  If 

the module fails the EIS tests, it is sent for materials recovery, although such failures have 

been minimal.  Passed modules are sent to the battery remanufacturer, and NMUK pass 

on the required information on the modules along with producer responsibility.  The 

respondent, representing a major EV battery research organisation, stated that Extended 

Producer Responsibility is in urgent need of clarification, and it should move with the 

second-life cells/modules/packs from the EV OEM to the remanufacturer: further there 

needs to be flexibility and clarity over who carries what level of liability and when. 
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The same respondent replied to concerns that type tests are not valid for second-life cells, 

modules, and packs: in their view, this critically depends upon how product safety and 

standards are set, and it is largely down to the remanufacturer/repurposer to ensure that 

the second-life batteries are safe, not just using tests, but also through rigorous control of 

the remanufacturing/repurposing process and system design.  The risk of failure should be 

minimised, and containment should be in place to prevent thermal runaway propagating, 

and it should be possible to warrant safety based on this design-for-failure concept. 

Overall, it would be a mistake to be too prescriptive as this would give a false sense of 

security and seriously restrict the flow of second-life material into a potentially important 

market, the technical feasibility of which has been thoroughly proven with respect to the 

Nissan modules and packs which have 5 – 10 years of useful life in their second-life 

applications and many satisfied customers.  An EV OEM also expressed strong faith in 

the safety and durability of its second-life batteries, based on a significant body of 

statistical data on 1st and second-life failure rates and its customer satisfaction. 

 

6.7. Analysis of mitigating measures for LiBs and DLiBESS 

It should be stated that apart from the gateway testing discussed in Section 6.6, there is 

currently limited information available on best practice in design for mitigating risks 

specific to second-life LiBs and DLiBESS.  Therefore, this section builds on mitigating 

measures from [1] and, where possible, their relevance to second life LiBs and LiBESS.  

There are four key categories of safety systems in new LiBs: the Solid Electrolyte 

Interface, the Battery Management System, physical safety systems and chemical 

additives, see Figure 6.7.  These are described below alongside safety systems external to 

the DLiBESS and installation and maintenance, which should also be considered for 

domestic BESS.  The previous BEIS report [1] presents a detailed discussion of the 

system-level safety strategies by DLiBESS manufacturers including measures to prevent 

thermal propagation between cells and control of temperature during normal operation 

and is therefore not discussed further in this report.   
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Figure 6.7. Safety systems in LiBs [68]. 

 

6.7.1. Safety systems at cell level 

The SEI is the first safety “system” and is internal to the cell.  When fully charged LiBs 

should be inherently unstable, as the graphite anodes have essentially the same potential 

as metallic lithium and hence should immediately and exothermically reduce the organic 

carbonates employed in the electrolyte [143] and continue to do so.  The reason that this 

process stops is the formation of the SEI during the first charge.  Thermal runaway is 

generally initiated when this protective barrier is damaged in some way.  In the 

manufacturing process, LiB cells are usually held at low states of charge (SoC) for long 

periods of time during the cell manufacture to ensure complete SEI formation. 

The physical and chemical safety systems employed at cell level in LiBs are designed to 

cut one of the two circuits in a battery: the internal ionic circuit (movement of lithium-

ions) and the external, electronic circuit (movement of electrons).  Physical safety 

systems include: safety vents, thermal fuses such as temperature cut-off (TCO) circuitry 

(e.g. protection circuit modules, PCM’s) which form part of the BMS, positive 

temperature coefficient (PTC) thermistors and shutdown separators [16].  As the 

temperature approaches the melting point of a shutdown separator, the pores close and 

become blocked, preventing the movement of lithium-ions, and hence shutting down the 

electrochemical processes in the cell. 
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Blast caps are typically manufactured from aluminium-ferrum alloy which has a 

weakened area defined by engraving, designed to break under excessive gas pressure.  

The gas vents to the outside of the cell via vent holes.  As well as releasing gas, by 

positioning the vent foil below and linked to the cathode connector, when the vent breaks 

it breaks the connection to the external circuit (acting as a current interrupt device, CID) 

hence stopping electrochemical reactions from taking place.   

An example of a PTC comprises conducting ceramic particles in a crystalline, non-

conducting polymer matrix.  Under normal circumstances, the ceramic particles form a 

conducting path.  However, if the temperature of the thermistor increases due to the local 

temperature rising, or due to the passage of out-of-range current (causing Joule heating), 

the polymer matrix softens and the particles move apart, increasing the resistance: 

eventually the PTC becomes non-conducting. 

Chemical additives form up to 5% of the solvent [16, 144] are usually commercially 

secret and are critically important to the safe functioning of LiBs.  They have a number of 

functions, which include: facilitating SEI formation and/or improving SEI structure, 

enhancing the thermal stability of LiPF6, improving the conductivity, viscosity and 

wettability of the solvent or protecting the Al current collector from corrosion.  Perhaps 

most importantly, they are a key aspect of the in-built safety systems in an LIB along with 

the physical systems, in that they can: reduce solvent flammability, provide overcharge 

protection/toleration and terminate battery operation under abuse conditions (shutdown 

additives).  Some specific examples of additives are presented below. 

The electrolyte, LiPF6, exists in chemical equilibrium with PF5: 

LiPF6 ↔ PF5 + LiF     (5) 

The PF5 so produced can attack both the organic solvent and the SEI, producing gaseous 

products and reducing the stability of the latter.  A simple solution to this problem 

exploits Le Chatalier’s Principle by adding low concentrations of LiF to the electrolyte 

(e.g. 0.05 wt.%) to force the equilibrium (5) to the left [145]. 

The alkyl carbonate solvents employed in lithium-ion cells are the most thermally 

sensitive component of these devices, and their reaction with exposed lithiated anodes 

and/or with the oxygen produced as cathode structures collapse are responsible for the 

heat and gas generation.  The flashpoints of the typical solvents dimethylcarbonate 
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(DMC), ethylmethylcarbonate (EMC) and ethylenecarbonate (EC)13 are 15, 22 and 33˚C 

[145], and flame retardant additives can be employed to lower the flammability of the 

electrolyte.  Both halogenated and non-halogenated organic phosphorous compounds 

have been used, but toxicity and environmental concerns have led to more focus on the 

latter: the organophosphorus compounds generate radical scavenging species in fire 

which remove the hydrogen and hydroxyl radicals essential to maintain combustion.  

They can also act to form a char which acts as a barrier between the liquid and gas phases 

to inhibit combustion [16, 145]. 

Overcharge protection is achieved using redox shuttles (RS).  If the BMS malfunctions, 

redox shuttles can provide additional protection against overcharge.  These species are 

reversibly oxidised and reduced (i.e. the shuttle is rapidly oxidised to the cation radical 

RS˚+ which in turn can be rapidly reduced back to the neutral species) at the cathode and 

anode, respectively, during charging, providing a safe ionic internal short circuit which 

converts the current supplied to heat.  Once the potential of the cathode surpasses the 

reduction potential of the shuttle, the shuttle is oxidised: 

RS → RS˚+ + e-     (6) 

where e- is an electron.  The radical cation then diffuses to the anode where it is reduced 

back to RS: 

  RS˚+ + e- → RS     (7) 

The potential of the cathode is pinned at that of the shuttle: at lower potentials, the redox 

shuttle is inactive.  Examples of redox shuttles are phenothiazines, triphenylamine, 

metallocenes and dimethyl benzene.  Thermal runaway typically occurs at SoC > 140% 

[146] and hence potentials for overcharge protection can be significantly higher than the 

nominal voltage of the cell, and range from 3.52V to 4.90V ([16, 145] and references 

therein). 

Shutdown additives are oxidised at high potentials to release a gas (typically CO2) which 

triggers a CID or safety vent: they may also polymerize on the cathode surface to prevent 

further overcharge ([16, 145] and references therein).  Examples of these species include 

xylene, cyclohexylbenzene, biphenyl and 2,2-diphenylpropane. 

Another major safety system is the BMS.  The purpose of the BMS is to ensure as far as 

possible (i.e. BMS are known to fail, as may be seen, for example, from incidents 

 
13 All solvents contain EC as it is believed to be essential for the formation of the SEI. 
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involving the overcharge of EVs [16]) safe operation and to facilitate longevity, monitor 

state of function in the form of SoC and SoH, provide alerts for causes of concern such as 

high temperatures and cell imbalance, and indicate EoFL [147].  The BMS should prevent 

overcharge (thus, when charging a smart phone, the BMS disconnects the battery from 

the charger when 100% SoC is attained) and overdischarge, both of which can lead to 

potentially catastrophic failure [145].  The BMS should prevent cell imbalance: e. g. cells 

with lower SoH in terms of lower capacity and/or higher internal resistance tend to show 

a higher voltage than other cells when the battery is fully charged.  This means that they 

can be repeatedly overcharged, leading to accelerated ageing and possible thermal 

runaway.  Thus, selecting cells or modules with similar SoH is critical in reusing, 

remanufacturing, and repurposing batteries. 

The sophistication and functionality of the BMS depends strongly upon the application: 

hence reuse and remanufacturing of a pack will not require the BMS to be replaced or 

modified, however, repurposing will require replacement or modification to an 

application-specific BMS.  Thus, the BMS would have to adjust the operational limits at 

the cell level to take into account ageing.  Ideally, the BMS of a battery employing 

second-life cells should ensure that as far as possible individual cells were monitored and 

maintained within their operational limits (as opposed to monitoring just at module or 

rack level: such low monitoring granularity relies on the very high quality control over 

the manufacture of new cells) e. g. as with VDE-AR-E 2510: 2017 (See Section 6.8.2) 

and DNV RP43.  The latter is quite specific on the granularity of monitoring: “For Li-ion 

batteries … the voltage measurement of each cell is crucial for a reliable operation.  If the 

voltage measurement fails, overcharging or deep discharge of certain cells in a battery 

module cannot be detected.  In some cases, this can lead to thermal runaway.  For this 

reason, the voltage measurement of every cell should be checked for plausibility and if 

this plausibility check fails, the operation must be stopped immediately.” [148].  

However, disassembly to cell level after EoFL is generally regarded as too expensive and 

in many cases not practicable (see Section 6.3.4), and hence will be stopped at module 

level.  The granularity of monitoring will then depend on the wiring of the modules: for 

example, the Envision-AESC modules employed in 2018 and after Nissan Leafs will only 

allow monitoring down to parallel pairs of cells [149]. 

In the view of a major EV battery research organisation, the economics of second-life 

LiBs are on a knife edge not least because the gateway testing/triaging of modules and 
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packs is labour intensive, but also the potential requirement to replace EV BMS with a 

second-life application-specific system are costly.  However, the same organisation 

estimates that around 90% of the functionality of the EV BMS is focussed on the 

functioning of the EV, which is not relevant to second-life and the remaining 10% simply 

concerns reporting parameters (such as voltage, current and temperature) and simple 

switching functions.  Thus, it was suggested that, with respect to reuse and 

remanufacturing, if it were possible to embed a simple code into the BMS to allow 

repurposers access to this reporting & switching functionality via a simple interface it 

would reduce costs significantly.  In contrast, an INERIS report [54], questions whether 

this would be possible given the disparity in language employed by different EV OEMs in 

their controller area networks (CAN) protocols, and the fact that CANs are almost non-

existent in stationary storage applications, where Modbus and Ethernet protocols are 

common.   

There are also several other control and energy management strategies specific to second-

life LiBs to consider [21].  As a result of the difference in energy and power capabilities 

between first and second-life LiBs, optimal battery sizing and appropriate control 

strategies are necessary to smooth the power output, to avoid overcharge/ overdischarge, 

and to extend the cycle life of the second-life battery systems.  Additionally, although the 

challenge of cell and module balancing and inconsistences are generally considered 

during gateway testing and assembly of the second-life application based on the LiBs 

current status, growing inconsistencies during future operations needs to be solved by 

active equalization strategies that can quickly reduce cell/module inconsistencies during 

use.  Lastly, advanced fault-diagnosis algorithms for fast detection of internal short 

circuits, lithium plating, gas generation, etc., are also particularly relevant for second-life 

LiBs due to the increased risk.  According to Zhu et al [21] several fault diagnosis 

methods have been developed for EVs but their effectiveness for second-life applications 

requires further validation. 

 

6.7.2. Safety systems external to DLiBESS 

Given the risk of fire, or the explosion of the white vapour produced by cells in thermal 

runaway in a DLiBESS, then the question arises of whether DLiBESS systems should be 

co-located with some form of smoke detector and/or gas sensor and fire detection.  One 
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European DLiBESS manufacturer does require a volatile organic compound (VOC) 

sensor to be co-located with its DLiBESS: however, this was not the case in general.  One 

manufacturer that employs both new and second-life cells stated that such sensors were 

unnecessary as the supplier of its second-life cells had an excellent safety record and this 

was supported by its own gateway testing.  Additionally, the manufacturer provides 

information on safe operation of its DLiBESS to homeowners, and safe installation 

guidelines to installers as well as operating an approved installer scheme. 

The only EV LiB manufacturer at the time of writing in the UK employs conventional 

aspirated smoke detection in its plant.  However, there are three sensor systems 

specifically marketed for LiBs, two of which are relevant to DLiBESS. 

The first is a non-aspirated system and relies on the detection of vented gases via solid-

state VOC sensors to provide early warning of thermal runaway (defined as a rapid 

temperature rise).   

The second is an aspirated system drawing air through a pipe with perforations at 

appropriate places down its length.  The air sample is then drawn past blue and red light 

emitting diodes (LEDs): the blue light is scattered from small droplets/particles and the 

red from large, respectively, with both forward scattered and backscattered light being 

detected and providing information. 

Both systems rely on the release of gases via blast caps prior to ignition: as such they 

cannot provide any forewarning with pouch cells as these generally tend to simply burst 

with no pre-venting of gases.  The detection of gases vented from prismatic and 

cylindrical cells depends upon the pressure setting of the vents: if too high, the cell could 

already be beyond the point of no return and hence in thermal runaway.  

It has been suggested [21] that combining results from these gas sensors with information 

from voltage, current and temperature could allow multi-sensor based algorithms to help 

achieve better safety management.  
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6.7.3. Installation and maintenance 

It is also important to consider the locations in the home to avoid placing a DLiBESS14.  

This includes any location with a significant fire load, a main access route, bedrooms or 

roof spaces, in addition to ensuring that air can circulate around the DLiBESS to avoid 

overheating.  As a result of the potential consequences of the hazard, rather than the risk, 

of thermal runaway in LiBs, the US NFPA 855 standard and the AS/NZS 5139:2019 

Australian and New Zealand standard do not permit DLiBESS in the domestic space, and 

NFPA 855 does not permit DIY SLDLiBESS at all (see Section 6.8.3).  Currently, there 

are no requirements for the location of DLiBESS in the UK, which is generally left up to 

installers.  If the cells in a DLiBESS go into thermal runaway and the system is located in 

a confined space such as a roof or the fuse cupboard under the stairs, a vapour cloud 

explosion could be the result.  Discussions with various fire and rescue services revealed 

that roof voids provide an effective means of spreading fire to rooms beneath as well as 

adjacent houses.  Further, the presence of a DLiBESS in a loft or cupboard on an upper 

floor could provide an unknown hazard to the fire and rescue services (FRS), as there is 

currently no requirement on householders to inform their local FRS of the installation of a 

domestic energy storage system.  Thus, a fire on the floor below could send the storage 

system into thermal runaway posing a major hazard to both occupants and first 

responders in terms of fire, toxic gases, and explosion.  DLiBESS in under-stair locations 

could represent a significant obstruction to emergency egress. 

In general, roof spaces and lofts do not have fire detection systems and are often 

employed as storage spaces that incorporate significant fire loads: in addition, the 

ventilation systems in modern properties often have units in the loft that take, filter, and 

distribute air around the house, and hence would facilitate the effective distribution of 

battery gases from cells in thermal runaway.   

There was some confusion amongst respondents as to whether or not local building 

control should be informed when a domestic LiBESS system had been installed.  It was 

stated that such notification was required by one person who was Head of Building 

Control at a major city council, whilst other qualified persons stated this was not the case.  

Section 11.1.1 of the IET Code of Practice Electrical Energy Storage Systems (2nd 

 
14 UK FRS are concerned that DLiBESS have been located under the main staircase and in the loft. 
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edition) seeks to clarify this and states that “Larger projects will require notification”, 

however, “larger” is not defined. 

There is some requirement for signage associated with LiBESS.  Thus, the IET Code of 

Practice Electrical Energy Storage Systems (2nd edition), Appendix C states: “In many 

circumstances, particularly for larger installations, a suitable warning sign at the main 

incomer (and other generators where fitted) should also be considered to warn the 

emergency services that a battery pack is installed on the premises.” Suggested signs are 

given including “Battery installed on premises” to be located at main incoming 

switchgear and a battery voltage warning sign if the voltage exceeds 60 V DC.  

Additionally, although there is currently no requirement for signs to provide shut-down 

instructions, nor is there any requirement in the code for the installation of an audible 

alarm to alert homeowners to an emergency, these have been identified as further 

mitigating measures in the literature [150, 151].  

Monitoring and maintenance are other key aspects of ensuring safe operation of 

DLiBESS.  According to correspondence with installers, some DLiBESS are subjected to 

regular maintenance, while other installers monitor the performance of the system via the 

BMS, and engineers are sent to the home to repair or replace the system as required.  The 

recently published BS EN 62485-5 standard, discussed in Section 6.8.2, provides 

recommendations and guidance for maintaining DLiBESS.   

 

6.8. Codes, standards, and regulations 

The safety of most second-life LiBs falls under the scope of the UK General Product 

Safety Regulations 2005.  A summary of the codes, standards and regulations relevant to 

DLiBESS employing new LiBs is presented in a previous BEIS report [1].  This section 

reviews these in relation to second-life batteries along with codes, standards and 

regulations developed specifically for second-life batteries.  Based on stakeholder 

consultation, and considering the nascency of the market, there was some uncertainty 

amongst respondents in terms of the codes, standards, and regulations governing their 

testing and fitness for purpose, and the legality of their transport.  

It should be noted that this section deals only with those codes, standards and regulations 

that are directly applicable or relevant to second-life LiBs, it is not an exhaustive list of 

all standards relevant to DLiBESS.  
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A description of the BSI committees and their remits can be found in Appendix 6.2.   

 

6.8.1. Second-life LiBs and type tests 

At the present time, there are two methods of assessing batteries and their component 

cells and modules.  The first approach is typified by the Underwriters Laboratories (UL)15 

standard UL1974 which covers the sorting and grading process of battery packs, modules, 

and cells (and electrochemical capacitors) that were originally configured and used for 

other purposes, such as electric vehicle propulsion, and that are intended for a repurposed 

use application.  UL1974 requires that all the cells or modules to be employed in a 

repurposed battery are tested, and that any that fall out of specification are discarded (see 

Section 6.6.3). 

In contrast, all relevant European and International Electrotechnical Commission (IEC) 

standards (which currently cover only new LiBs) are founded upon “type tests”.  Such 

tests rely on a sample of cells, modules, and/or packs being representative of the type, an 

assumption that is largely valid when dealing with LiBs produced by OEMs where strict 

quality control standards ensure conformity with respect to performance and physical 

characteristics such as cell impedance and SoH.  Such type tests are the cornerstone of 

EU and UK product safety, and hence CE/UKCA marking.  The majority of these tests 

were formulated before the concept of second-life.  However, type tests on second-life 

cells, modules or packs from a batch cannot be taken as representative of others in the 

batch due to the wide variability in ageing and its consequences, and the possibility that 

disassembly from the original pack and reassembly during remanufacturing/repurposing 

has introduced defects and/or unbalanced units.  In essence, an EV LiB has a demanding 

life, e.g. 1000 charge/discharge cycles over 5 – 10 years, operating at temperatures that 

can be between -20C and +70C and with routine fast charging [152].  

As a simple illustration of the effect of ageing, see Figure 6.8, which shows data from 

research conducted by the Newcastle University ReLiB team.  The modules at BoL had a 

capacity at 100 % SoC of 66.2Ah: as can be seen, the modules at EoL showed capacities 

from 49.4 to 57 Ah (75 % - 86 % SoH defined as the ratio of nominal maximum capacity 

 
15 UL is an accredited standards developer in the US and Canada. 
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to the maximum capacity at BoL).  A single module from the pack is thus clearly not 

representative of the “type” in this case. 

 

Figure 6.8. SoH of the modules in a 2011 Nissan Leaf battery pack, purchased second 

hand in 2018. P. Das, M. Ahmeid, S. M. Lambert and Z. Milojevic, Faraday Institution 

ReLiB project unpublished results. 

 

6.8.2. Standards in the UK and Europe 

No EU, UK or IEC standards currently address the use of second-life batteries 

specifically, though there are several standards in development.  This section therefore 

begins by discussing the range of existing standards applicable to systems employing both 

new and second-life cells.  

BS EN 6293316 covers electrical energy storage (EES) systems: parts 1 - 5 define terms, 

cover testing, environmental issues, specify safety considerations and describe human 

safety aspects. BS EN 62933-5-2 covers the safety of DLiBESS, but not explicitly 

SLDLiBESS; though it is foreseeable that this could incorporate second-life LiBs in the 

future. 

The first edition of BS EN 62933 states that a system test program for domestic BESS 

(indoor use) needs to be addressed in a different manner to that of a large complex 

(outdoor) utility system.  According to the standard, a mass-produced domestic BESS in a 

 
16 When a standard exists as a British standard (BS) based on a European (EN) or international (IEC) standard, 

the BS version is referenced. 
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single enclosure would be evaluated in a similar way to an appliance in that it would be 

subjected to a type test program.     

BS EN 62619 (Secondary cells and batteries containing alkaline or other non-acid 

electrolytes - Safety requirements for large format secondary lithium cells and batteries 

for stationary and motive applications) specifies type tests at cell, module, pack, and 

system level for the safe operation of LiBs in industrial scale applications, including 

stationary applications.  Most DLiBESS manufacturers test their LiBs according to BS 

EN 62619.  The standard includes external and internal short circuit, impact, drop, 

thermal abuse, overcharge, and forced discharge tests: to pass these tests, no fires or 

explosions should occur following failure.  In order to pass the system level tests, the 

BMS should prevent overcharging and should terminate charging when the temperature 

exceeds safe limits: in addition, inducing thermal runaway in a single cell should not 

cause propagation to other cells.  Given the rigour of the BS EN 62619 test standard, it is 

therefore often recommended to apply BS EN 62619 instead of BS EN 62133-2 (this 

specifies the requirements and tests for the safe operation of portable sealed secondary 

lithium cells and batteries containing non-acid electrolyte, under intended use and 

reasonably foreseeable misuse) for the LiB part of domestic energy storage systems 

(using new LiBs).  Currently, second-life LiBs are not covered under BS EN 62619, and 

the standard relies on type tests.  The standard is currently being amended, but is not 

expected to include second-life LiBs [153]. 

BS EN 62619 covers various applications and therefore includes requirements that are 

common and minimum to the applications.  To cover specific LiB risks for electric 

energy storage systems, IEC has recently published IEC 63056 (adopted as BS EN 63056: 

Secondary cells and batteries containing alkaline or other non-acid electrolytes - Safety 

requirements for secondary lithium cells and batteries for use in electrical energy storage 

systems) which complements BS EN 62619 and includes specific safety requirements and 

tests for LiBs used in electrical energy storage systems under the assumption that the 

battery has been tested according to BS EN 62619.  BS EN 63056 does not cover the use 

of second-life batteries.  

BS EN 62485-5 (Safety requirements for secondary batteries and battery installations. 

Part 5: safe operation of stationary lithium-ion batteries) was published recently and is 

highly relevant to DLiBESS in general, whether employing new or 2nd life lithium-ion 

cells.  It applies to stationary storage systems connected to the grid having a maximum 
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DC voltage of 1500 V.  The standard concerns primarily electrical safety, including 

protection against electric shock and prevention of faults such as short circuits.  Section 9 

is focussed on the enclosures employed to accommodate LiBs but concerns larger 

LiBESS rather than DLiBESS, as does section 11 on identification labels and warning 

notices.  However, a number of sections make explicit reference to LiBs: thus section 7 

makes explicit reference to preventing lithium metal plating caused by operation at low 

temperatures, overcharging and preventing overdischarge.  Section 8 discusses the safety 

measures to be taken in the event of the release of electrolyte, smoke, and fire.  Section 13 

states explicitly: “To ensure the safe operation of a stationary battery, regular inspection 

is required” and lists the signs of deterioration of LiBs that could signal a “safety critical 

state” and should trigger the withdrawal of the battery from use.  However, the same 

section states “Regular inspection and monitoring of batteries in service shall be 

performed in accordance with the recommendations contained in the battery 

manufacturer's instructions” and, as was discussed in Section 6.7.6, routine maintenance 

including visual inspection, is not carried out by all DLiBESS manufacturers. 

In contrast to existing UK and EU standards, the German national standard VDE-AR-E 

2510-50:2017 [154] seeks to address DLiBESS directly and is compliant with EU 

practice.  This standard also addresses potential gaps in the current international standards 

regarding LiBESS.  Thus, for example, it was stated by a DLiBESS manufacturer that no 

international standards require mandatory tests to account for spontaneous internal 

failures (very much specific to LiBs).  Only one of the DLiBESS suppliers consulted 

require an audible alarm and VOC detector17 [154] to be installed with a DLiBESS, and 

VDE-AR-E 2510: 2017 is the only European standard requiring the BMS to monitor all 

cells and to shut down the DLiBESS if one or more cells are operating outside of their 

safe parameters.  The revised VDE-AR-E 2510 standard is also likely to include this 

requirement, which is especially relevant to systems using second-life LiBs.  The standard 

explicitly excludes second-life batteries, as these are to be specifically covered by new 

standards. 

Additionally, there is a notable German guide that covers the safety aspects of DLiBESS 

(although not SLDLiBESS).  The voluntary guide “Safety guidelines for Li-ion home 

battery storage systems” was released in 2014 [155] and was prepared with the 

 
17 A co-located VOC sensor is also required by the Austrian standard OIB Richtlinie 2 – Brandschutz 2019 
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participation of many institutions including the German industry association for electrical 

manufacturers (BVES), the German Solar Industry Association (BSW-Solar), and the 

International Solar Energy Society, German section (DGS, Deutsche Gesellschaft für 

Sonnenenergie E.V.).  Together these associations represent the majority of stakeholders 

for LiBs.  The guide seeks to educate installers and other stakeholders about the hazards 

associated with DLiBESS at cell, battery, and system level by listing the hazards, the 

acceptable outcome if there is an incident caused by the hazard, preventative and 

corrective measures and the relevant codes, standards, or regulations.  The guide is 

focussed only on the DLiBESS itself and does not cover any wider issues such as location 

in the home or emergency planning.  

IEC Committee TC21 is drafting IEC 63330 (Requirements for reuse of secondary 

batteries) which will link to IEC 62933-5-3.  A new standard, IEC 63338 (The reuse of 

secondary lithium and nickel metal-hydride cells and batteries after extraction from the 

application they were first placed on the market with) is also under development.  Both 

IEC 63330 and IEC 63338 will cover the use of second-life LiBs. 

IEC 63330 specifies the procedure for assessing the safety of second-life LiBs to be 

employed in applications other than that of their 1st life (assumed to be in EV battery 

packs).  The current draft provides a simple, high level flow chart of the route from the 

initial production of the cells and assembly into the 1st life battery, through EoFL, and 

assessment for second-life through to ultimate end-of-life and recycling/disposal.  The 

assessment includes suitability for second-life application as well as safety.  IEC 63338 

provides high-level guidance on the safe and environmentally benign re-use (intended as 

a general term for second-life application) of LiBs. 

A 2021 BSI report [136] identified second-life testing as a gap in standards, and the 

invalidity of type tests on second-life batteries is made explicit in Clause 6.3 of BS EN 

IEC 63338 (19 Jan. 2021 draft).  However, both it and BS EN IEC 63330 rely completely 

on the BMS data collected during first life, without any gateway testing, to ensure the 

safety of reused, remanufactured, and repurposed LiBs.  Clause 6.3 states that non-

destructive (i.e. non-type) testing of batteries is “not established at the time of 

publication”: and this remains a major gap in the standards.  The information required by 

BS EN IEC 63330 includes (but is not restricted to): extreme values of temperature, 

charge and discharge current and charge & discharge voltage.  BS EN IEC 63338 requires 
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more information: as well as explicitly requiring information on overcharge and 

overdischarge (which is implied in the information required by BS EN IEC 63330) and 

overcurrent & overtemperature, details of insulation failure, accidents and storage 

conditions (e.g. storage period, environment, etc.) are also required. 

 

The reliance on EV OEMs to make BMS data freely available to repurposers (the re-use 

and remanufacture of EV battery packs is likely to involve the OEM directly and may be 

carried out by the OEM, see Section 6.3.3) was greeted by considerable scepticism by a 

number of respondents from EV manufacturers.  Further, the failure to keep the link 

between the VIN and battery serial numbers by the EV OEMs discussed in Section 

6.3.3Error! Reference source not found., is a challenge that needs to be addressed.  

Both BS EN IEC 63330 and 63338 require the company looking to place second-life LiBs 

on the market to form direct links with the EV OEM, and BS EN IEC 63338 goes further 

in requiring contractual links to be sought where the OEM intended the batteries for 

reuse.  In fact, EV OEMS are forming collaborations with repurposers to ensure the 

smooth transfer of information and materiel to produce a range of products including: 

SLDLiBESS [152] industrial LiBESS [153] and solar nanogrids [153].  Some EV OEMs 

are going even further and incorporating the principle of whole life from production 

through 1st and 2nd life to recycling [153] into battery design. BS EN IEC 63338 also 

introduces the novel concepts of “intended” and “unintended” reuse, and requires the 

original manufacturer (e.g. the EV OEM) to label their batteries accordingly: finally, if 

any of the required information is not available, the cells, modules or batteries are not to 

be reused.  

Lastly, BS EN 62933-5-3 is currently a draft standard under development and specifies 

the requirements for prevention of safety deterioration caused by initially non-anticipated 

modifications to electrochemical based EES systems.  The standard is essentially 

concerned with the retrofitting of cells, modules, or other parts to an existing BESS, but 

does include the “loading (of) reused batteries”, although details are yet to be publicly 

available.  It was suggested by one respondent that it is important that the difference 

between repair and modification should be made plain in this standard: thus, a repair is 

the like-for-like replacement of faulty components (such as cells, modules, inverters) for 

remanufacture, as opposed to a modification for repurposing. BS EN 62933-5-3 is to be 

applied in addition to the requirements in BS EN 62933-5-2. 
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6.8.3. Codes, standards, and regulations outside the UK and Europe 

While no standards currently address second-life LiBs in the UK and Europe, standards 

do exist elsewhere, most notably the first edition of UL1974 (Standard for Evaluation for 

Repurposing Batteries) which was published in 2018.  Similarly, to the UK, UL has a 

suite of standards concerning LiBs and LiBESS which are discussed below in addition to 

notable codes, standards, and regulations in other countries.  

UL1974 is a manufacturing process standard and, as stated in Section 6.6.1, it is the 

factory repurposing or remanufacturing the batteries that is certified under the standard, 

not the batteries themselves.  An important definition in UL1974 is the "incoming 

sample" or battery pack when dealing with first life LiBs in an EV.  This is the battery 

pack at EoFL and prior to disassembly and subsequent repurposing.  UL1974 requires 

that the tests carried out on the cells in the pack when new conform to the appropriate 

standards, e.g. UL2580 and IEC62660-3.  The EoFL pack is visually examined and the 

information on the pack, e.g. reason for withdrawal from service, length and nature of 

storage and handling history also assessed.  The SoH of the pack is also assessed using 

data from the BMS, which includes: 

• Average and extreme values of current, voltage and temperature. 

• Out of specification values of these. 

• Total times or number of instances at extremes or out of specification. 

• Total number of charges and discharges. 

• Total times or numbers under charge and under discharge 

• Total number or type of error messages. 

This reflects the fact that the SoH of a battery is far more complex than represented by the 

simple in equations (1) and (4) in Section 6.6.1.  The information required for compliance 

with UL 1974 is more comprehensive than that required by the draft BS EN IEC 63330 

but omits the additional requirements of BS EN IEC 63338 (insulation failure, accidents 

and storage conditions) although these may be encompassed in the information contained 

in the specified error messages.  If the BMS data offers no cause for concern (and hence 
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rejection of the pack into materials recovery) then the next stage of the assessment is 

employed which is the following tests: 

• Open circuit voltage. 

• High voltage isolation check. 

• Capacity. 

• Internal resistance.  

• Check BMS controls and protection components (if BMS to be re-used). 

• Discharge/charge cycle test whilst monitoring temperature, voltage and current. 

• Self-discharge. 

These tests may also provide reason for rejection of the pack: if the tests are passed then 

the pack is disassembled to the smallest unit that will be employed in the repurposed 

battery, typically the module.  The modules and the bus bars, wires etc, are inspected for 

damage.  The modules from the disassembled pack are then subjected to the same tests 

and the standard recommends a 6 limit (i.e. the tested parameters of 99.99966% of the 

cells or modules are within the acceptable range) or narrower for the repurposed battery 

specification values: modules that fall within the same 6 range are placed in the same 

grade and hence are “balanced and appropriately matched” and used in the same 

repurposed battery.  Batteries and/or parts falling outside the specification set by the 

repurposing manufacturer will be rejected.  The standard gives suitable tests to assess 

each parameter should the manufacturer not have its own tests.  Cells assembled into 

repurposed batteries should be of the same model and from the same original 

manufacturer. 

The standard does not cover the process for remanufactured batteries, which are also 

referred to as refurbished or rebuilt batteries.  If the cells or modules conform to UL1974 

then the LiBESS comprised of these must meet standard UL1973.  As with BS EN 62619, 

UL1973 allows for the simple fact that failures will occur and hence the tests include 

assessment of the ability if the system to withstand failure.  

UL 1973 is a comprehensive safety standard for batteries that includes the cell, pack, 

BMS and system criteria.  It requires a Failure Mode and Effect Analysis (FMEA), the 

BMS is required to go through a functional safety investigation and there is a 
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comprehensive suite of tests including single cell propagation.  UL 1973 is similar to an 

end product standard.  

In addition to the UL standards for second-life LiBs, the US organisation SAE 

International is drafting J2997 (Standards for Battery secondary use).  The aim is to 

“develop standards for a testing and identity regimen to define batteries for variable safe 

reuse.  Utilize existing or in process standards such as Transportation, Labelling, and 

State of Health”.  

Another relevant test method, applicable to both new and second-life DLiBESS, is 

UL9504A.  This was developed to address safety concerns identified by the building 

codes and the country’s fire service, namely: BESS installation instructions; installation 

ventilation requirements; effectiveness of fire protection (integral or external) and fire 

service strategy and tactics.  The test method is aimed at determining the capability of 

battery technology to undergo thermal runaway and to allow the subsequent evaluation of 

the fire and explosion hazards & hence the fire and explosion protection required, rather 

than focussing on assessing the safety of the cells.  It is applicable to DLiBESS as well as 

industrial LiBESS and could be applied to SLDLiBESS as it is assessing the safety of the 

system, rather than cells or modules, and provides data that can be used to mitigate or 

prevent propagation of thermal runaway between cells and modules.  

The test method involves a sequential series of destructive tests at cell, module, and 

LiBESS level, each test carried out a total of four times to assess reproducibility.  

Individual cells are heated using a heating pad: if they go into thermal runaway, then 

modules are tested: if they also fail then full LiBESS level testing is carried out.  In each 

case, tests are fully monitored on a tick-list basis, e.g. thermocouples are employed to 

monitor temperature, and gasses are monitored to ascertain composition.  The tests 

facilitate a number of design strategies and standard operating procedures to be 

developed.  For example, the determination of: separation distances between units to 

minimize fire propagation; separation distances between units and enclosure walls; 

potential of fire spread to overhead cabling; fire protection strategies; ventilation 

requirements via the measurement of deflagration potential and heat generation and fire 

service strategy and tactics.  It is worth re-iterating that UL9540A is intended to inform 

the development of safety systems and procedures, it does not demand action be taken on 

the basis of the tests.  Thus, it can be claimed that a LiBESS “conforms to” UL9540A in 
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that the tests have been carried out but may not actually have been acted upon in terms of 

addressing any issues arising from the tests. 

A number of countries are addressing the issue of the hazards specifically represented by 

the location of DLiBESS – but none currently specifically address SLDLiBESS.  For 

example, the US NFPA 855 states that [156]: 

“BESS shall only be installed in the following locations: 

1. In attached garages separated from the dwelling unit living area and sleeping units 

in accordance with the local building code. 

2. In detached garages and detached accessory structures. 

3. Outdoors on exterior walls or on the ground located a minimum of 3 ft from doors 

and windows. 

4. In enclosed utility closets and storage or utility spaces.” 

However, NFPA855 assigns the prevention of thermal runaway entirely to the BMS: but 

once the chemical reactions responsible for thermal runaway have replaced the 

electrochemical processes of normal operation, thermal runaway cannot be prevented by 

any form of electrical intervention under the control of the BMS such as switchgear, or 

physical intervention by e.g. thermal fuses.   

Of direct relevance to this report is that DIY (home-built) DLiBESS and SLDLiBESS are 

not permitted in the USA, and Authorities Holding Jurisdiction can insist on the removal 

of such systems.  In addition, cities in Arizona have introduced new laws requiring a 

monitoring panel to be located outside of a building containing a DLiBESS [157]. 

The Australian AS/NZS 5139:2019 “Electrical installations — Safety of battery systems 

for use with power conversion equipment” standard states that [158] “Pre-assembled 

integrated BESS shall not be installed: (i) in ceiling spaces; (ii) wall cavities; (iii) on roofs 

not specifically deemed suitable; (iv) under stairways; or (v) under access walkways.  In 

areas of domestic or residential electrical installation, pre-assembled integrated BESS 

shall not be located in habitable rooms.  Suitable areas may include garages, storage 

rooms, dedicated battery system room and verandas”.  If DLiBESS are excluded from the 

domestic space in the UK, their protection against water ingress will have to conform to 

BS EN 60529. 
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A final, notable development is that on 21 June 2021, the Chinese government proposed 

regulations to prohibit the use of second-life EV LiBs in large industrial stationary 

storage systems following a number of industrial LiBESS fires, although they will still be 

allowed in small industrial LiBESS [157].  According to reports this will be under review 

until a ‘breakthrough in battery consistency management technology and a sound power 

battery performance testing and evaluation system’ is developed [158].   

 

6.8.4. Second-life LiBs as waste 

The Waste Batteries and Accumulators Regulations 2009 require individuals or 

companies who place batteries on the UK market to register as producers, and this then 

requires them to take back waste batteries.  However, there is considerable confusion as 

to whether second-life LiBs should be considered as waste under these regulations, which 

were drawn up before LiBs became ubiquitous in society and before their use in second-

life applications was conceived.  The Environment Agency, as part of the consultation 

process, stated that there is a general misunderstanding that second-life batteries 

employed in an application such as a LiBESS are not waste.  The Agency’s view is that 

LiBs removed from an EV, or other device, are waste.  They may or may not achieve 

End-of-Waste status if they meet the End-of-Waste test in Article 6 of the EU Waste 

Framework Directive18 [159].  Due to the confusion, any queries concerning LiBs as 

waste are currently dealt with on a case-by-case basis by DEFRA, the Environment 

Agency and OPSS.  This is not considered by these organisations to be a sustainable 

practice as battery reuse increases.  Reuse is due to be considered as part of domestic 

regulation reforms, and is also covered, as discussed below, by the EU Batteries 

Regulation which was passed by the EU Parliament in March 2022. 

In the consultation process, the Environment Agency expressed concerns over the safe 

disposal of batteries from DLiBESS.  The DLiBESS manufacturers will be responsible 

for this at the end of the systems’ life19: the concern is where consumers have built their 

own system, and whether or not they understand their responsibilities.  Thus, once the 

modules in a DIY SLDLiBESS have to be replaced, they will become waste.  If the waste 

 
18 The Waste Framework Directive explains when waste ceases to be waste and becomes a secondary raw 

material, and how to distinguish between waste and by-products. The Directive also introduces the "polluter 

pays principle" and "extended producer responsibility". 
19 The regulations also allow for other producers to take responsibility under certain circumstances. 
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weighs more than 4 kg (as an example, a 2018 Nissan Leaf module weighs more than 8 

kg) it would be classified as an industrial battery.  As such, they must be transported to a 

suitable ATF for recycling in accordance with the regulations covering the transport of 

dangerous goods (see Section 6.8.5 below). 

 

6.8.5. The sale and transport of second-life LiBs 

The market in second-life LiBs, and hence the remanufacture and repurposing of LiBs, 

depends critically on the transport of the batteries.  This includes start-up companies and 

consumers assembling DIY SLDLiBESS who rely on online sites.  In general, there was 

considerable uncertainty amongst respondents regarding the application of transport 

requirements on second-life LiBs. 

LiBs are classified as dangerous goods under UN 3480 [160] and hence require 

transportation in accordance with the requirements of the agreement “Accord relatif au 

transport international des marchandises dangereuses par route” (ADR [161]).  Any LiBs 

classified under UN3480 (lithium-ion batteries) and UN3481 (lithium-ion batteries 

contained in equipment) must pass the type tests detailed in the UN Manual of Tests and 

Criteria Part III sub-section 38.3 (UN38.3).  There are eight of these type tests, including 

thermal, vibration, shock, external short circuit, impact, and overcharge, which are tests to 

destruction.  All cells, including those used in equipment, are required to have passed 

these tests, although certain tests are waived when the batteries are to be installed in a 

vehicle that offers suitable protection.  UN38.3 requires a number of batteries to be tested, 

half of which are subjected to one test cycle and 25 half cycles: this is based entirely on 

new LiBs as these are known to change with further cycles after the first.  Moreover, as 

discussed in Section 6.8.1, type tests are not suitable for second-life LiBs.  

At the time that UN38.3 was formulated, the possibility that LiBs would have a second-

life was not envisaged: it was assumed that, as was the case with lead-acid batteries, their 

use (in EVs) would be followed by recycling.  Hence UN38.3 testing only applies to new 

LiBs as a design type test to allow for classification (a lithium battery may only be 

transported once it has passed the 38.3 tests, although there are some exceptions): it does 

not apply to second-life LiBs.  However, where a battery is reworked, the changes may 

result in it being considered a new battery as defined in 38.3.2.2. 
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The ADR is transposed into UK law as Regulation 5 of the UK Carriage of Dangerous 

Goods and Use of Transportable Pressure Equipment Regulations 2009 [162]: “No person 

is to carry dangerous goods, or cause or permit dangerous goods to be carried, where that 

carriage is prohibited by ADR …, including where that carriage does not comply with 

any applicable requirement of ADR or RID [163].”.  The ADR regulations have a number 

of exemptions depending on battery size; however, if the total load of LiB on a vehicle 

weighs more than 333 kg, then the transport must conform fully with the requirements of 

ADR: 

• The driver needs to hold an ADR licence and have received the relevant training. 

• The packaging must have the correct markings and labels. 

• Transportation documents are required. 

• Vehicle marking and equipment, and driver equipment are required. 

• The LiB must be packed according to the appropriate packing instruction. 

 

There are three packing groups in the UN recommendations for solids and liquids 

(Packing group I – high hazard, II – medium hazard, and III – low hazard).  As lithium 

batteries are articles, they are not assigned a packing group.  However, where UN tested 

packaging is required, packaging for articles will be tested to the packing group II level 

for solids unless otherwise indicated: 

III.   Undamaged batteries require packing according to packing instruction P903. 

II. Damaged and defective batteries require packaging in accordance with 

packing instruction P908 that has passed the required UN tests (drop and 

stack tests). 

I.  Damaged, defective and batteries liable to rapidly ¨disassemble¨ require 

packaging in accordance with P911 at the packing group I level and additional 

testing as agreed with the Vehicle Certification Authority (VCA) on behalf of 

the Department of Transport.  Essentially, a test must be done that 

demonstrates that with the LiB content in thermal runaway, any fire/explosion 
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and excessive heat is contained by the package.  This is an expensive test to 

do. 

 

Critically for DIY SLDLiBESS, the ADR requirements do not apply to the public 

collecting and transporting LiBs. 

 

6.8.6. The EU batteries regulation 

Representatives from across the UK battery industry attending DEFRA consultations 

expressed strong support for the EU Batteries Regulation (EU BR) when published as a 

draft, and hence it is likely that the UK will broadly align with the regulations [164].  

The Eurobat organisation which represents companies covering all aspects of the LiB 

value chain also welcomed the draft EU BR, but expressed concerns over restrictive 

aspects of the proposed regulation, including the requirements to use minimum levels of 

recycled materials and materials recovery targets, and the incorporation of design for 

second life application [165].  

The German Energy Storage Association (BVES) has also suggested that “The proposed 

EU Batteries Regulation are far-reaching, progressive and likely to shape the battery 

market in the EU in the 2020s” [166].  However, the same association expressed 

significant concern over the fact that the draft regulation does not cover the testing of 

second-life LiBs and, along with other German national organisations, has also expressed 

concern at the apparent drive to reuse EV batteries inherent in the proposed regulation at 

the expense of considerations of safety.  In 2020, BVES published a position paper on the 

proposed EU Battery Regulations in which it raised its concerns that type tests were not 

valid for 2nd life LiBs [166].  

The full weight of the EU BRs will be applied to battery energy storage systems with 

capacities greater than 2 kWh which will be classified as “ industrial batteries”: as the 

average annual domestic electricity demand for a Profile Class 1 home in the UK is 1800 

– 4300 kWh (i.e. 5 – 12 kWh of electrical energy per day [167, 168]), it is likely that 

DLiBESS will be classified as industrial batteries and hence be governed by UK versions 

of the EU BRs if adopted.  Of the 13 UK DLiBESS systems listed on the Solarguide 

website [168], only one is less than 2 kWh and eight are scalable to 10 kWh or more. 
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Focussing only on the LiB-specific safety aspects of the EU BRs: under Article 12, 

stationary BESS will require documentation showing that the systems are safe via a 

number of type tests, ranging from evaluation of resilience to thermal shock, thermal 

cycling, mechanical shock and internal short circuit, to overcharge, over-discharge and 

over-temperature protection systems.  This is highly reminiscent of the UL 9540A test 

standard employed in the USA.  However, the EU BRs relies on type tests.  Additionally, 

Article 14 requires that BMS can store the data deemed to be required to determine the 

SoH and expected lifetime (including remaining capacity, capacity fade, remaining power 

capacity and power capacity fade, round trip efficiency, cooling demand, self-discharge 

history and Ohmic resistance or impedance) and that such data are made available to 

facilitate re-use, repurposing or remanufacturing, but there is no explicit requirement for 

this information to have been employed to ascertain if second-life LiBs are fit-for-purpose 

for use in BESS.  Furthermore, the data required does not include parameters that can 

indicate abuse such as maximum/minimum temperature, maximum charging current, as 

required by IEC 63330. 

Article 64 states that the Commission will implement an electronic information exchange 

system to store and make available battery information: operators who place industrial 

LiBs on the market will make the information on the battery available through this 

resource.  However, the information to be stored appears to be only beginning-of-life 

data, and there is no explicit link to the data discussed under Article 14. 

Article 59 explicitly concerns the repurposing and remanufacture of industrial and EV 

batteries with respect to the availability of data and particularly information on safety 

relevant to handling and testing.  It also seeks to broadly address the key question of 

whether LiBs at the end of their first life are classified as waste, and hence subject to the 

appropriate regulations.  Thus, the article requires that an operator proposing to employ a 

battery in a second-life application proves that the battery is not waste by providing 

evidence that the SoH has been evaluated or tested in a member state, that the purpose of 

the battery is validated by an invoice or contract of sale or transfer of ownership, and that 

evidence is provided of the appropriate protection against damage during transport.   

Under Article 65, by January 2026 every industrial battery, irrespective of application, 

will have to have an “associated battery passport”, linked to the EU data system described 

in Article 64.  When the battery “changes status” responsibility for the information held 

on the data system transfers to the new owner.   
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The EU BR will not cover millions of industrial batteries in use now and in the immediate 

future, and its relevance to second-life LiBs is not clear.  However, once the regulation is 

in force, it may be that changing the application from EV to industrial may require a new 

producer declaration and the batteries would be covered. 

As stated at the start of this section, the broad acceptance of the draft EU BR in the UK is 

not shared elsewhere.  Whilst welcoming in principle the EU BR, the German Energy 

Storage Association (BVES), along with the German Association of the Automotive 

Industry E.V. (VDA) and the German Electrical and Electronic Manufacturers' 

Association (ZVEI) have responded at various levels [167] to a standardisation request 

from the EU which, in the group’s view, has deficiencies in many safety topics relevant to 

second-life batteries.  This includes the testing of second-life LiBs which remain a gap in 

standards and, in particular, the validity of type testing as discussed in Section 6.8.1. 

Lithium-ion cells must operate within strict operational limits if catastrophic loss via 

thermal runaway is to be avoided through e.g. lithium plating, lithium dendrites, copper 

deposition and internal short circuit, excessive heat etc.  In addition, as discussed above, a 

LiB, unlike its lead-acid counterpart, has chemical, electrical and mechanical safety 

systems, and these require monitoring as do current, temperature and voltage.  Thus, 

unlike a lead-acid battery, a LiB requires a BMS, and is an electrical device that should, 

in the view of the German industry group, have equivalent requirements for electrical 

safety as the Low Voltage Directive (implemented as Electrical Equipment Safety 

Regulations in GB).  This was a view widely shared by stakeholders consulted as part of 

this research.  

The group raises particular challenges with article 59, whereby independent operators 

would be given access to the BMS for “the purpose of assessing and determining the SoH 

and remaining lifetime”.  In addition to concerns over OEMs’ willingness to release such 

potentially valuable intellectual property, the group was concerned that it may not always 

be the case that operators would have the necessary skills and expertise to be able to use 

the information for the purposes specified.    

With respect to LiB energy storage systems employing new cells, the German industry 

group believes that, although a lithium-ion-specific standard is overdue, there is no gap, 

the existing standards just need to be applied intelligently.  However, there are a number 
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of gaps in the current relevant international codes, standards and regulations for second-

life lithium-ion batteries.    

Key challenges for the success of the EU BRs, and the use of second-life modules and 

packs in general, will be: how effectively first life information will be retained with the 

modules and packs during their life journeys; whether EV OEMs will grant access to this 

intellectual property and whether there will be a general acceptance that the gateway 

testing and/or access to key first life information of these devices is fit for purpose. 

 

6.9. Conclusions 

The market for second-life DLiBESS (SLDLiBESS) is difficult to predict which was 

evident by the absence of detailed market information.  While a number of stakeholders 

consulted as part of this study use second-life batteries in their LiBESS, these are 

predominantly for industrial applications and evidence suggests there is currently limited 

use in domestic systems.  Therefore, in order to assess the potential market for 

SLDLiBESS, the following drivers and barriers were reviewed as reasonable indicators: 

• The market for DLiBESS.  Market analysis suggests that the UK DLiBESS 

market is a nascent but growing industry, with estimated capacity at 38 MWh in 

2019 expected to rise to between 128 – 339 MWh by 2024[2].  Consumer drivers 

are likely to be maximising use of onsite generation, such as solar, in addition to 

buying and selling electricity.  This should be considered in light of rising 

electricity costs and the falling costs of LiBs. 

• Environmental and economic drivers for second-life LiBs.  The extraction and 

processing of the metals required by LiBs is both expensive and harmful to the 

environment.  Additionally, it is estimated that there could be 75,000 to 105,000 

end of first-life (EoFL) EV LiBs in the UK by 2025, which represent potential 

environmental and safety waste hazards.  In contrast, reuse, remanufacture or 

repurposing could extend battery life by 7 – 10 years, minimising waste and 

delaying or reducing materials recovery which is currently both energy intensive 

and limited in capacity. 

• Availability of second-life LiBs.  While the projected surplus of second-life LiBs 

is good news for the DLiBESS industry, the latter is unlikely to soak up the 
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surplus and there will have to be significant innovation and investment in 

materials recovery.  This will likely be driven by material supply and/or 

regulation, with the draft EU Battery Regulations proposing to significantly 

increase the recovery of certain metals from LiBs in addition to requirements to 

incorporate certain levels of these recyclates into new LiBs.  While likely to drive 

materials recovery, this could be at the expense of second-life. 

• Price of second-life LiBs.  It is currently both costly and labour intensive to test 

and triage EoFL batteries due to a lack of standardisation among EV OEMs.  In 

addition, the falling cost of new LiBs means the economic incentive for reuse and 

repurposing may become less attractive. 

The hazards represented by LiBs can be severe if they are not properly mitigated.  The 

hazards associated with second-life LiBs are the same as those found with new LiBs, but 

the probability of failure is likely to be higher with the former due to the effects of ageing 

and unknown stress and/or abuse during the LiBs first life application.  The capacity loss 

of LiBs is generally considered to be linear, with EoFL typically around 75-80% state of 

health (SoH) and final end-of-life around 50-60% SoH.  However, at some point there is a 

change in and/or an additional ageing mechanism which leads to an increased ageing rate.  

The time at which this occurs is referred to as the “knee” where severe and potentially 

dangerous deterioration is expected to occur, and the battery has reached its final end-of-

life.  Currently this point is difficult to predict but can occur at a higher SoH than 

expected.  Cycling at normal rates or calendar ageing does not have a significant impact 

on safety; however, cycling at low temperatures or high C-rates can have a detrimental 

effect upon stability and can significantly reduce the temperature at which thermal 

runaway occurs and consequently increase the risk of thermal runaway.  In addition, this 

is shown to increase the risk of internal short circuits and joule heating.   

It is for this reason, and due to the variance of SoH between EoFL LiBs (including within 

the same pack), that a sample second-life LiB should not be taken to be representative of 

the batch.  Therefore, the safety of second-life LiBs cannot be assured by type tests, 

which form the basis of all current international and European standards.  Instead, an 

assessment is required for each LiB. 

The re-purposing of LiBs is a nascent global market which has led to some uncertainty 

amongst respondents in terms of the codes, standards and regulations governing their 
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testing, fitness for purpose, and transport.  There are currently no UK or European 

standards specifically for second-life LiBs; however, both IEC 63330 and IEC 63338 are 

being developed to address this gap.  IEC 63330 will specify the procedure for assessing 

the safety of second-life LiBs to be employed in applications other than that of their first 

life, and IEC 63338 provides high-level guidance on the safe and environmentally benign 

re-use of LiBs.  Both these standards seek to address the need to assess second-life LiBs 

without relying on type tests.  Additionally, the EU Batteries Regulation contains 

requirements for second-life LiBs, including for first-life data to be made available in the 

battery management system (BMS) to facilitate re-use.  Outside of the UK and Europe, 

UL 1974 (Standard for Evaluation for Repurposing Batteries) covers the sorting and 

grading process of LiBs that are intended for a repurposed use application.  

Current practices include a variety of methods to measure state-of-health and/or reliance 

on detailed information retained in the BMS employed during first life (i.e. the EV BMS). 

The engagement of EV OEMs in the latter has yet to be assessed but is a critical factor.  

This information may include parameters such as: extreme values of temperature, charge 

and discharge current and charge & discharge voltage, details of insulation failure, 

accidents and storage conditions, total times or number of instances at extremes or out of 

specification, total number of charges and discharges, total times or numbers under 

charge and under discharge and total number or type of error messages.  Gateway testing 

to assess the health of second-life LiBs includes: measuring capacity, internal resistance 

and self-discharge and performing a discharge/charge cycle test.  However, there is 

currently no widely-accepted test methodology for assessing the safety of second-life 

LiBs and this is a major gap in international standards.  Additionally, there remains 

uncertainty amongst stakeholders around the transportation of second-life LiBs. 

Additional considerations for best practice when using second-life LiBs in DLiBESS 

include use of a dedicated BMS for the new application, and monitoring as close to cell 

level as possible, the importance of which was highlighted by the incident in Surprise, 

Arizona, and is a requirement in the German standard VDE-AR-E 2510: 2017.  

Extensive discussions with stakeholders have revealed two opposing views on second-life 

batteries: firstly, that a safety framework can be put in place to allow the use of second-

life LiBs in DLiBESS, so long as the full history of the batteries in their first life 

applications is known and/or they can be tested effectively.  A second, more radical view 
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shared by some respondents is simply that the safety of such cells can never be 

guaranteed, and hence that second-life LiBs should not be employed under any 

circumstances in DLiBESS.  

Lastly, due to the fire and electrical hazards associated with LiBs, the availability of 

potentially untested second-life LiBs and the potential lack of knowledge (for example, 

with LiB ageing) and skills of consumers to mitigate the risk through testing and good 

system design, consideration should also be given to whether stricter requirements are 

needed for home-built (“DIY”) DLiBESS that use second-life batteries, similarly to the 

USA. 
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6.11. Appendix 6.1: A case study: the explosion of the McMicken LiBESS, Surprise, 

Arizona 

At 16:55:20 on 19 April 2019 a smoke alarm was activated by the 2MWh McMicken 

LiBESS in Surprise, Arizona (comprised of new LiBs).  Three hours later, one of the 

doors of the LiBESS container was opened by first responders: the resulting explosion 

produced a jet of flame approximately 75 feet long and 20 feet high.  Two first responders 

were thrown against and under the chain-link fence that surrounded the LiBESS, one 

coming to rest approximately 73 ft from the opened door beneath a bush that had ignited 

in the event and the second officer came to rest approximately 30 ft from the opened 

door.  A third first responder was also thrown by the blast but remained within the fence.  

The explosion was caused by the ignition of the white cloud produced by one rack of 14 

modules going into thermal runaway and resulting in a vapour cloud explosion.  As 

discussed in Section 6.4.3, the hazard of vapour cloud explosion is directly relevant to 

DLiBESS. 

 

6.11.1. The LiBESS 

The McMicken LiBESS consisted of [1] 36 racks, of which 27 contained a vertical stack 

of 14 modules: the modules were numbered bottom to top.  Each module comprised 14 

pairs of 64Ah NMC lithium-ion pouch cells: the cells in the pairs were in parallel and the 

pairs themselves in series.  The racks were held in two rows in a standard 50 ft x 13 ft x 

12 ft steel container, very similar to a sea container except with two doors.  One door was 

on the end of the container, the other on the side and farthest away from the first door.  

The energy storage capacity of the LiBESS was 1/10th of that of the Carnegie Road 

LiBESS on Merseyside that exploded in September 2020 [2]. 

 

6.11.2. Timeline 

At 16:54:30 local time, cell pair 7 in module 2 failed in the McMicken LiBESS.  The 

temperature of the electronic systems on top of racks 15 and 17 started to increase at 

16:54:44 from 40˚C to a peak of 49.8˚C over the next 54 s.  At 16:55:20 the laser smoke 

detection system (which would respond to smoke, vapour, or fine droplets of solvent) 

triggered and opened circuit breakers: 30 s later, as designed, the system deployed the fire 
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suppression agent, Novac 1230.  It is now generally acknowledged that fire suppressants 

are ineffective with respect to the thermal runaway of LiBs in LiBESS as they offer no 

cooling ability (the reservoirs of these systems are also typically insufficient for the 

extended periods of thermal runaway).  The Surprise Fire Department received a report of 

smoke & possible prairie fire from a passer-by at 17:41 and arrived at the scene c.a. 7 

minutes later and observed a steady stream of white “smoke” issuing from the container.  

Unaware that the container was a LiBESS they were met by a technician who informed 

them that the container housed a lithium-ion battery system.  Units from Peoria Fire 

Service including Hazardous Materials specialist arrived at 18:28 and noted low-lying 

white clouds of a gas/vapor mixture issuing from the structure and nearby components 

and drifting through the desert.  The container was monitored from the arrival of the 

Surprise officers until it was decided to open the door around 19:00 at which point “a 

visible white gas/vapor mixture immediately poured out of the open door” and the 

explosion took place.  Detailed timelines may be found in references [1, 3-5].   

 

6.11.3. The cause of thermal runaway 

There are four reports on the McMicken LiBESS explosion: one commissioned by the 

owners (DNV GL for Arizona Public Services) [1], one for the lithium ion cell suppliers 

(Exponent for LG Chem [3]) and two by Underwriters Laboratories (UL [4, 5]).   

The DNV GL and Exponent reports differ in terms of identifying the cause of the thermal 

runaway. 

The DNV GL report identifies the formation of lithium metal dendrites and the 

penetration of the separator between anode and cathode of cell pair 7 causing a 

catastrophic internal short circuit.  The primary evidence for this model was the presence 

of lithium-rich deposits on the anodes of randomly-selected undamaged cells in the 

McMicken LiBESS and on the anodes of undamaged cells from a sister site, Festival 

Ranch.  The Exponent report disputes this model on the basis of the following points: (1) 

the separators employed were coated with a ceramic layer that would resist penetration by 

the dendrites; (2) the deposits were not electronically conducting (and hence could not 
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cause a short circuit20) and (3) even if they were conducting, the thickness of the dendrites 

was insufficient to sustain the expected large current flows (i.e. they would act like a 

fuse).   

The Exponent report did not dispute the fact that the deposits contained lithium metal in 

some form as it acknowledged that they were pyrophoric on contact with air, as would be 

expected of metallic lithium.  The alternative model proposed in the Exponent report is 

that electrical arcing sent cell pair 7 into thermal runaway, citing the facts as evidence that 

(1) the position of cell pair 7 was next to arc damage on the rack framework and (2) the 

cells in rack 15 were being charged at 27A, but this suddenly switched direction to 

discharging at 4A. 

As discussed in Section 6.5.1Error! Reference source not found., lithium metal plating 

is associated with the operation of LiBs at extremes of temperature (e.g. ≤ 5˚C) or with 

systematic overcharging, i.e. abuse of some form, and is regarded as highly undesirable in 

terms of facilitating thermal runaway.  Yet neither report questions why plating occurred 

in an installation only c.a. 2 years old21. 
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6.12. Appendix 6.2: The BSI committees and their remits 

BSI has many national committees that mirror both international (ISO/IEC) and European 

(CEN/CENELEC) work.  PEL/21 is responsible for the preparation of product standards 

for all secondary cells and batteries, irrespective of type or application.  ESL/120 is 

responsible for standardization in the field of grid integrated EES Systems, focussing on 

system aspects on EES Systems rather than energy storage devices as well as 

investigating system aspects and the need for new standards for EES Systems.  ESL/120 

also focusses on the interaction between EES Systems and Electric Power Systems (EPS).   

These committees mirror technical committees within IEC (the International 

Electrotechnical Commission) and CENELEC (the European Committee for 

Electrotechnical Standardisation).  Most work items are developed at the international 

(IEC) level, as this has the biggest member input and global co-operation.  Some 

developments may be European specific and so will be developed at CENELEC.  The UK 

is not permitted to endorse IEC standards when they are published: however, most are 

because they will be useful for users.  If an IEC Standard is then adopted into the 

CENELEC work programme and approved, so it becomes at EN IEC Standard, the UK 

must endorse it.  It will then become a BS EN IEC XX. 

The UK mirror committees are entitled to draft new work item proposals (NWIP) and 

present them to the IEC technical committee, and it is most likely that project will be led 

by the UK.  Alternatively, UK members can sit on the Working Groups developing the 

various international standards going through development and so UK input is considered 

in those discussions as well as at comment feedback on ballots.  The publishing process is 

as follows: 

1. New Work Item Proposal (NWIP) – comments and vote: 

approval/disapproval/abstention 

2. Committee Draft (CD) – comments only – best stage to heavily redraft the standard 

is needed 

3. Committee Draft for Vote (CDV) – comments and vote: 

approval/disapproval/abstention 

4. Final Draft International Standard (FDIS) – comments and vote: approval/ 

disapproval/abstention 
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6.13. Appendix 6.3: Survey of LIB suppliers on EBay 

As of 4th June 2021, 23 suppliers were found on Ebay, see Table 6.2, some selling 

multiple and different types of batteries, some with multiple batteries on the same listing.  

The deliveries have been listed as standard and as ‘other courier’.  In the latter case, it 

was not explicitly stated if the courier was licenced to transport dangerous goods.   
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Line 

number 

Supplier  Type 

 

Quantity 

available 

Postage or 

delivery 

Collection Trader type OEM Capacity Last date 

viewed 

Date 

contacted 

1 Supplier 

1 

Module 5 Standard 

delivery 

(£20) 

free Unknown, 

probably sole 

trader 

Nissan 30kWh 

(stated) 

01/04/21 31/03/21 

2a Supplier 

2 

Module 10 Standard 

delivery 

(Royal 

Mail)(£15.7

0) 

Not 

available  

Breaker’s 

yard 

VW Not stated 01/04/21 01/04/21 

 

2b Supplier 

2 

Module 3 Economy 

delivery 

(£19) 

Not 

available 

Breaker’s 

yard  

BMW 94 Ah 22/04/21 01/04/21 

 

2c Supplier 

2 

Module > 10 Economy 

delivery 

(£19) 

Not 

available 

Breaker’s 

yard  

Outlande

r 

Not stated 22/04/21 01/04/21 

 

2d Supplier 

2 

Pack 1 Economy 

delivery 

(£100) 

Not 

available 

Breaker’s 

yard 

Tesla 75 kWh 22/04/21 01/04/21 

 

2e Supplier 

2 

Module 10 Economy 

delivery 

(£19) 

Not 

available 

Breaker Nissan 56 Ah 04/06/21 01/04/21 

 

3 Supplier 

3 

Module ≥ 4 None  Free Breaker’s 

yard 

Nissan 30 kWh 

(stated) 

01/04/21 01/04/21 

 

4a Supplier 

4 

Pack 1 Standard 

delivery £40 

Free  Breaker’s 

yard 

BMW 7613 Wh 31/03/21 31/03/21 

4b Supplier 

4 

Battery 1 Standard 

delivery £40 

Free  Breaker’s 

yard 

SEAT Not stated 22/04/21 31/03/21 

5 Supplier 

5 

Pack  Courier  Not 

available 

 Toyota  73 kWh 31/03/21 31/03/21 
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6 Supplier 

6 

Pack 1 Economy 

delivery 

(£150) 

Lithuania Breaker’s 

yard 

BMW 7613 Wh 20/04/21 31/03/21 

7 Supplier 

7 

Pack 1 Economy 

delivery 

(£199) 

Free Breaker’s 

yard 

KIA Not stated 21/04/21 31/03/21 

8 

 

Supplier 

8 

Pack 1 No delivery, 

they install 

Not 

available 

Repair Honda Not stated 21/04/21 01/06/21 

9a Supplier 

9 

Pack 1 Free or 

express 

(£10) 

Free Breaker’s 

yard 

Honda Not stated 21/04/21 30/03/21 

9b Supplier 

9 

Battery 1 Express 

(Other), 

Express 

(Parcelforc

e)(£10) 

Free Breaker’s 

yard 

Suzuki 36 Wh 22/04/21 30/03/21 

10 Supplier 

10 

Pack 1 Standard 

internationa

l (E245) 

Not 

available 

Breaker’s 

yard 

Mitsubis

hi 

12kWh 21/04/21 30/03/21 

11 Supplier 

11 

Module > 4 Standard 

delivery 

(DPD)(£20) 

Not 

available 

Breaker’s 

yard 

CATL 2.47 kWh 22/04/21 01/06/21 

12 Supplier 

12 

New 

starter 

battery 

2 Standard, 

economy, 

express 

Free Parts 

supplier 

BMW 69 Ah 22/04/21 01/06/21 

13 Supplier 

13 

Battery 1 No delivery Free Possible 

private seller 

Mercede

s 

Not stated 22/04/21 01/06/21 

14 Supplier 

14 

Battery 1 Express 

delivery 

(DPD)(£30) 

Free Possible 

breakers 

Mercede

s  

Not stated 22/04/21 01/06/21 

15 Supplier 

15 

Battery 1 Standard 

delivery 

Free Breaker’s 

yard 

Mercede

s 

Not stated 22/04/21 01/06/21 
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16 Supplier 

16 

Battery 1 Standard 

delivery 

(£622.71 

from 

California) 

Not 

available 

Parts 

supplier 

Infiniti Not stated 22/04/21 03/06/21 

17 Supplier 

17 

Battery 1 No delivery Free Parts 

supplier 

Mercede

s 

Not stated 22/04/21 03/06/21 

18a Supplier 

18 

Battery 1 Express 

(other), 

Express 

(Royal 

Mail) 

Free Breaker’s 

yard 

Range 

rover 

Not stated 22/04/21 03/06/21 

18b Supplier 

18 

Battery 1 Express 

(Other), 

Express 

(Royal 

Mail)(£14.0

0) 

Free 

 

Breaker’s 

yard 

Suzuki 36 Wh 22/04/21 03/06/21 

19 Supplier 

19 

Battery 1 Express 

(Other) 

Free Possible 

breakers 

yard 

Suzuki 36 Wh 22/04/21 03/06/21 

20 Supplier 

20 

Battery 1 Economy 

(Other)  

Free  Breaker’s 

yard 

Suzuki 36 Wh 22/04/21 03/06/21 

21 Supplier 

21 

Battery 1 Express 

(Other) 

Free Parts 

supplier 

Suzuki 36 Wh 22/04/21 04/06/21 

22 Supplier 

22 

Battery 3 Express 

(Other)(£8.

50) 

Not 

available 

Breaker’s 

yard 

Suzuki 36 Wh 22/04/21 04/06/21 

23 Supplier 

23 

Battery 1 £59.99 

Standard 

Delivery 

Free Breaker’s 

yard 

Toyota Not stated 04/06/21 04/06/21 

Table 6.2.  Various listings of second hand lithium-ion batteries found on EBay.com.   
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Chapter 7 . Future Work 

A core theme of this thesis is the vapour cloud with the attendant risk of vapour cloud 

explosion. However, it is poorly understood in the literature, often referred to as ‘smoke’ 

or ‘steam’, descriptions which do little to convey the hazards it presents.  In addition, 

there is a large range of values quoted for the volume of vapour cloud produced as well as 

its composition. Thus, the volume, composition, toxicity and explosibility of the vapour 

cloud by lithium-ion cells in thermal runaway needs to be understood as a function of 

form factor, cell chemistry, module/pack topography and SoC.  

The optical method for determining heat release rates from lithium-ion battery fires 

described in Chapter 5 needs first to be checked for reproducibility, and then validated by 

a completely independent method.  For example, further experiments on the same module 

type would be desirable with the heat release rate results integrated to give total heat 

release rates (THRs).  These should then be compared against each other (assuming the 

total stored energy (electrical + chemical) in each module is consistent), to determine if 

the method is consistently and accurately measuring the energy released during a 

fire.   The method should then be validated using a conventional method of measuring 

HRRs, for example, oxygen consumption calorimetry.  

Finally, the wholly novel (if tentative) suggestion in Chapter 4 that a DC plasma arc 

produces the vapour cloud, should be explored using appropriate techniques such as 

emission spectroscopy to assess if the postulate is valid. 


