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Abstract 

Deep brain stimulation (DBS) technology has become an effective clinical tool for 

treating symptoms of a range of conditions including Parkinson’s disease, epilepsy, 

treatment-resistant depression, and others. The electrical signal from a DBS 

electrode penetrates a limited distance through brain tissue and must be precisely 

placed to target the location of interest. Current DBS electrodes are prone to several 

complications including mistargeting (requiring revision), mechanical trauma, and 

glial scar formation leading to impaired implant function. 

Optogenetics is a relatively novel technology with the potential to reduce or 

overcome many of the issues with DBS electrode implants. Optogenetic implants use 

optical rather than electrical stimulation, targeting neurons modified to express light-

reactive channelrhodopsin proteins.  

The optical signals used in optogenetics have the potential to travel further through 

brain tissue than do electrical signals. Multiple wavelengths can be employed to 

stimulate or suppress separate neural populations from the same implant, and 

implant placement need not be as precise since only modified neurons will be 

affected. Channelrhodopsins have been engineered to produce a wide range of 

behaviours unavailable via electrical stimulation including stimulation, suppression 

and switchable activity. 

To successfully bring an optogenetic implant to clinical practice, it is necessary to 

determine its safety compared to existing techniques; optrodes could cause trauma 

to patient tissue via mechanical, thermal and optical mechanisms. To establish an 

effective regulatory framework for optogenetic implants, tools must be available to 

measure these effects in patient tissue. 
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This study critically assesses the use of atomic force microscopy as a tool for 

measuring the mechanical properties of brain tissue, investigates cell-derived 

extracellular matrix models as tools for probing the mechanisms of brain tissue 

remodelling after injury and measures toxicity in brain tissue from exposure to optical 

wavelengths and intensities typical for optogenetic applications. 

Here, we (i) showed that measurement of acute brain slices with atomic force 

microscopy is significantly influenced by osmotic swelling and should be performed 

rapidly at low temperatures to mitigate these effects, (ii) found that cell-derived 

extracellular matrix possesses several properties that make it unconducive to 

mechanical measurement with atomic force microscopy or rheological tools and (iii) 

developed an experimental method for measuring optical toxicity in brain tissue that 

could be used to establish regulatory limits for clinical devices. Further investigation 

will yield additional improvements to these techniques, facilitating development of 

safer optogenetic implant technologies. 
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suggesting widespread toxicity either due to overlong incubation or some other 

source of toxicity. ..................................................................................................... 164 

Figure 36: (A) C57BL/6 acute brain slice exposed to 470 nm light (~16 mW) for 3 h 

with 100 ms pulse, 50% duty cycle, live-stained with propidium iodide. A crescent of 

PI staining can be seen where the optical fibre overlapped a region of white matter. 

There is extensive background signal. (B) and (C) PI staining of an exposed region of 

a C57BL/6 acute coronal brain slice. The exposed region is out of focus with the rest 

of the slice, indicating substantial swelling has occurred, but making imaging difficult.
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Figure 37: Calcein-AM staining of acute mouse brain slices exposed to 470 nm light 

(14 mW, 100 ms pulse, 50% duty cycle, 2 h). (A) Unexposed negative control, 

stained with calcein-AM. Bright spots denote live cells. (B) Unstained negative control 

– no bright spots are visible. (C) Unexposed region of light-exposed slice. Bright dots 

of calcein-AM stained cells are much less bright compared to background however 

they are visible. Differences compared to the negative control are likely due to 

sensitivity in timings for calcein-AM imaging. (D) Light-exposed region of a calcein-

AM stained slice. Bright dots of live cells stained with calcein-AM are visible outside 

the exposed region. Inside the exposed region, autofluorescent background signal 

has been bleached and no calcein-AM stained cells are visible. ............................. 169 

Figure 38: OCT image of an acute mouse brain slice (longitudinal section). A crater is 

visible in the tissue surface, above a bright white area of tissue, indicating increased 

light scattering. This was likely caused by accidental mechanical damage from the 
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Figure 39: Pixel intensity of green-channel autofluorescence of acute mouse brain 

slices exposed to 470 nm light. Intensity is higher in exposed regions than in 

background, and decreases with increased exposure intensity. Solid lines are mean 
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Chapter 1. Introduction 
1.1. Thesis overview 

In this first chapter, the literature review will outline the key factors involved in 

optogenetics and the principles behind both deep brain stimulation implants and the 

types of complications that may arise from use of such devices in clinical practice. 

This will explain the need for better understanding of the brain’s response to optrode 

implantation (both mechanical and cellular) and phototoxic effects in brain tissue, 

providing the rationale behind this project. 

Next, a review of the current understanding of mechanical, photothermal and 

photochemical trauma in brain tissue arising from optogenetic implants is covered, 

revealing some of the gaps in understanding and areas that require additional 

exploration. Some brief attention is given to principles of designing an optrode device 

for clinical use. Finally, an explanation of the principles behind mechanical 

measurement of biological (and particularly brain) tissues is given, including 

description of types of mechanical measurement that might be used on such samples 

and what methods exist to perform such measurements. 

This thesis will then describe the methods and materials used throughout the course 

of the project in Chapter 2. Following this, Chapter 3 contains a review of existing 

literature in which mechanical analysis of healthy mouse brain was performed, 

including a comparison of the findings of these studies and a critical analysis of the 

quality and reliability of these data. 

Chapter 4 details efforts to produce cell-derived extracellular matrix from astrocyte 

cells, with the intent of using these matrices as models for brain tissue mechanical 

properties. This chapter also describes analysis of the mechanical properties of these 

samples using atomic force microscopy and shear rheology.  
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Chapter 5 presents experiments undertaken to establish whether acute mouse brain 

slices remain mechanically stable after they are obtained, and for how long. The 

chapter explores the optimal conditions for mechanical analysis of such samples if 

the results are to be reliable and comparable across different studies. 

Chapter 6 involves work on optical toxicity in brain tissue; exposing acute mouse 

brain slices and cultured astrocytes to visible light of intensity comparable to that 

used in optogenetic devices and measuring the amount of cell death that results. 

Multiple methods are explored for detecting cell death in these samples, and the 

effect of 470 nm light on both cultured immortalised astrocytes and on acute mouse 

brain slices is described. 

In Chapter 7, the results of earlier chapters are summarised and discussed, and their 

implications for the field of clinical optogenetics is argued. Suggestions are made for 

future work that should be carried out in this field.  
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1.2. Clinical opportunities for optogenetics 

Neural stimulators are a type of medical implant used therapeutically to stimulate a 

targeted group of neurons for the purpose of inducing or suppressing motor activity, 

conveying sensory information, reducing pain or otherwise modulating neural activity 

to mitigate symptoms of disease or injury1. 

In brain, neural stimulator implants have seen great clinical success in applications 

including suppression of tremor in Parkinson’s disease, treatment-resistant 

depression, dystonia, epilepsy and several other conditions. Treatments are also 

being developed for chronic pain, Tourette syndrome, cluster headache and more1–7. 

Deep-brain stimulation (DBS) electrode implants utilise a thin wire electrode that 

conducts electrical current into the neural population of interest, triggering action 

potentials in nearby neurons. The amplitude, pulse pattern and duration of the 

stimulation can be adjusted to produce desirable outcomes. Often, these settings 

must be discovered for a specific patient via a process of trial and error, varying 

substantially from patient to patient. 

Unfortunately, such implants produce a variety of complications including mechanical 

trauma along the insertion track, the development of glial scar tissue around the 

implant – potentially insulating the implant and reducing function over time – and 

electrochemical damage to tissue due to long-term ion exchange and electrode 

degradation. In some cases, these issues worsen over the lifespan of the implant, 

eventually requiring removal and reimplantation along a new route (revision)8–10. 
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Optogenetic implants are a relatively new technology, involving stimulation of 

neurons that have been modified to express light-reactive ion channels, using an 

implanted light source11,12. This technology has several potential advantages over 

conventional electrode implants; light can be transmitted through glial scar more 

readily than electrical signals13–15, multiple wavelengths may be employed to 

stimulate several populations in different ways simultaneously16, implants can be 

inserted in a more shallow position due to the higher distance along which light can 

penetrate through tissue, there is no risk of electrochemical damage17,18 and neurons 

can be both stimulated and suppressed, depending on the target protein used16. 

Because of these features, optogenetic implants offer the same potential for novel 

treatments as electrical deep-brain implants, with further scope for more precise 

targeting and more nuanced control of regions of interest. However, optogenetic 

implants introduce the risk of new types of trauma for the patient (Figure 1). 

  

Figure 1: Insertion of optogenetic implants can cause a range 
of complications, including mechanical, thermal and 
photochemical toxicity. 
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1.3. The Optogenetic Mechanism 

Optogenetic devices utilise the channelrhodopsin (ChR) protein family originally 

discovered in Chlamydomonas reinhardtii, a photosynthetic alga. Several members 

of this family have been discovered in nature and many cloned variants have been 

produced19. 

ChRs are transmembrane light-gated ion channels; in the presence of sufficient light 

of a frequency band specific to the protein, there is a conformational change causing 

the channel to open, allowing ions in or out of a cell (depending on the local ionic 

gradient). Most ChRs are non-specific cation channels (allowing H+, Na+, Ca2+ and K+ 

ions to pass), though anion-transmitting ChRs also exist20. 

When ChRs embedded in the cell membrane are opened, cations are allowed to flow 

into the neuron. This moves the (negative, resting) membrane potential towards zero, 

triggering voltage-gated ion channels nearby to do the same and resulting in a large, 

rapid increase in (positive) transmembrane potential as cations flood into the cell. 

This process continues rapidly along the axon, conveying the signal towards the 

synapse and from there on to connected neurons. Once the transmembrane potential 

becomes sufficiently positive, the membrane polarity reverses, causing the open ion 

channels to close. Cations are actively transported out of the cell, resetting the 

membrane potential to its resting state11. 

ChRs have been adopted as a tool for rapidly inducing action potentials in neurons 

since 200511 due to the high speed at which they open and close, allowing 

millisecond-timescale control of neural activity using optical signals. Genetic 

engineering of the protein has allowed for development of variants with much-

reduced recovery times – enabling control over smaller timescales – and variants 

that open with one wavelength and close with another, enabling channels to be kept 

open or closed without requiring constant illumination19,21. 
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In brain, neurons are genetically modified via viral vectors to express ChRs, allowing 

site-specific reactivity and enabling the technology to be used in mature organisms. 

Once the target population has been transduced, an optrode (ta optiká + hodos – 

Greek, “appearance, look” + “way”22,23) implant is inserted surgically into the tissue, 

providing a source of illumination. Optrode implants are still in early stages of 

development, requiring optimisation in terms of material selection, miniaturisation, 

improved thermal performance and introduction of features such as multi-wavelength 

sources and biocompatible coatings. 

1.4. Light traversal through tissue 

Since optogenetics relies on optical signals reaching modified neural populations, it is 

important to understand how these signals travel through tissue; the distance at 

which neurons of interest may be stimulated with an implant emitting light of a given 

wavelength and intensity is a major factor in optogenetic implant design and 

development. 

Since brain tissue is not substantially pigmented (containing only small amounts of 

neuromelanin24,25), absorption of light by pigment molecules is not a major concern 

compared to – for example – skin, where melanin is much more abundant. 

Depending on the wavelength used, absorbance by haemoglobin from red blood 

cells in capillaries throughout the tissue may affect transmission, however the primary 

mechanism by which light passage through brain tissue is attenuated is via 

scattering13–15,26. 

When light (or any wave) enters a material at an oblique (not perpendicular to the 

boundary between the materials) angle, it will change direction unless the refractive 

index of the two materials is the same (Figure 2). The greater the difference in 

refractive index, the greater the change in direction. In brain tissue, a wide variety of 

molecules exist possessing different refractive indices. In particular, proteins and 

lipids have significantly higher refractive indices than that of water (1.33); the 
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refractive index of dehydrated brain tissue has been estimated at ~1.50, resulting in 

multiple scattering events as light passes between the aqueous medium and the 

biomolecules throughout the cytoplasm and extracellular matrix27. 

The above explanation of light scattering is sufficient in most cases, however 

Lichtman et al. (2015) provide a more detailed explanation that covers the underlying 

physics more comprehensively28. Light scattering occurs in any material; the only 

instance in which scattering does not occur is in a vacuum. When light interacts with 

the electrons around an atom, it can result in one of three outcomes: fluorescent 

emission (if sufficient energy is imparted to cause a jump to a higher energy level), 

ionization (if even more energy is imparted, sufficient to remove the electron from the 

atom) or elastic scattering. In elastic scattering, the electron is caused to vibrate 

temporarily, but most of the energy is re-emitted as a spherical wave (akin to a 

circular ripple in water, but in 3 dimensions) at the same frequency at which it was 

absorbed. The amount of time that the energy was “stored” in the vibrating electron 

varies according to the material and causes a tiny (around a femtosecond in scale) 

delay in the progression of the light. The greater this delay, the greater refractive 

index the material is said to have. As the density of the material increases (and 

Figure 2: Non-perpendicular light entering cytosol (RI ~1.33) from air (RI ~1.00) will 
change direction. Proteins, lipids and other biomolecules (varied RI but average ~1.5) 
will cause additional changes in direction, resulting in scattering. 
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therefore the number of electrons that can be interacted with), the ability of the 

electrons to absorb energy increases, as does the refractive index. 

In a material with very tightly packed, homogeneous atoms (such as glass, water, or 

air), the atoms are arranged closer together than the wavelength of the light that 

interacts with them. Because of this, for every wave that is emitted by one atom, 

another will be emitted that is out of phase to it. This results in destructive 

interference in all directions where the light is propagating apart from directly ahead 

of the wave, where due to the slight delay before the next atoms are excited, the 

waves are in phase with one another and interact constructively. Because of this, the 

light will only propagate forwards. 

Tissue and other light-scattering systems differ from this example because the 

electron density (and the electrons’ ability to absorb energy) of each type of molecule 

is different, and these different molecules are not homogeneously distributed. 

Because of this, not all waves emitted by one molecule will be completely cancelled 

by those emitted from another, and light will be emitted perpendicularly to the original 

direction of the wave. 

Since the energy of higher-frequency, shorter-wavelength light is higher, the 

amplitude of the re-radiated wave from each particle is greater. This results in larger 

amounts of energy being re-emitted in directions perpendicular to the original 

direction, causing greater scattering for short wavelengths than long. In optical 

imaging of tissue, near-infrared and infrared wavelengths are often employed due to 

their long wavelength, allowing for reduced scattering and thus deeper penetration of 

light through the subject29. 

This would imply that for optogenetics, it is desirable to use as long a wavelength as 

possible to stimulate the target cells. However, several other considerations affect 

this decision: whilst many ChRs have been developed, there are limited options for 
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stimulatory wavelengths19. Additionally, longer wavelengths may cause greater 

thermal effects in the tissue and carry less energy per photon (requiring greater 

photon flux from the emitter to achieve the required number of ChR activations). 

Finally, current LED technology produces emitters that are brightest in certain 

wavelengths, requiring more expensive or bulkier devices to achieve equivalent 

emission from less effective wavelengths. 

1.5. Types of optogenetic device 

Optogenetic devices have taken a range of forms in the literature to date. The 

simplest devices directly illuminate the transduced tissue – either illuminating 

channelrhodopsin-expressing retinal neurons directly through the eye or illuminating 

modified cortical neurons via “brain windows” installed through the skull and dura30–

37. Whilst therapeutic devices have been developed to treat blindness via this 

method, it has little potential for clinical brain stimulation due to the inability to reach 

deep within the tissue and the necessity for a chronically implanted window. 

Other approaches utilise arrays of LEDs, often simply placed onto the surface of the 

brain between the dura and the target tissue. Generally these devices cannot deliver 

light deeply, however some examples incorporate optical fibres or waveguides to 

deepen their reach38–43. 

Devices utilising optical fibres have the advantages of simplicity (since the 

illumination source can be mounted externally) and small diameter (reducing 

mechanical trauma from insertion). Most optical fibres are too stiff for chronic 

implantation however; an issue that may be avoided by using novel materials instead 

of glass - one such device employs a flexible silk-based fibre44. Early optic fibre-

based implants were not sharpened like DBS electrodes, leading to increased 

mechanical trauma – however methods for producing sharp optical fibres have been 

developed and have the additional benefit of increasing the diameter of the fibre’s 
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emission cone45–50. Fibre implants with addressable emission points have been 

developed by micro-machining of the fibre surface51. 

Alternative delivery structures involve waveguides, which can be manufactured from 

a wide range of materials (many of which are softer than glass, easier to 

manufacture, or have other advantages), and have been integrated into LED arrays 

to produce devices capable of illuminating large regions of tissue deeply. Similarly to 

optical fibre arrays however, the multiple insertions this approach entails significantly 

increases the mechanical trauma experienced by the tissue52–57. 

Finally, as advancements in micro-LED technology become available, devices that 

directly integrate LEDs into the probe itself (rather than guiding light from external 

arrays) have been developed. These devices can be implanted deeply, often 

incorporate multiple LEDs of different wavelengths and can be implanted using 

methods similar to existing DBS protocols. Downsides of these devices include 

greater heat generation at the target site and the need for greater miniaturisation 

before they approach the diameter of existing electrodes58–63. 

1.6. Probe insertion and complications 

As with any surgically implanted medical device, the process of penetrating an object 

through tissue carries with it the consequence of physical trauma. Surgeons must 

produce a route from the external environment to the target neurons via the skull, 

meninges and intervening non-target brain tissue. 

Neural stimulators are employed to stimulate a wide range of targets (for example 

common targets for treatment of Parkinsons disease tremors include the subthalamic 

nucleus or globus pallidus). To facilitate accurate and precise implantation of these 

implants, stereotactic equipment is employed: an apparatus (that may have a rigid 

frame or be frameless) is held stationary relative to the patient and holds precisely 

adjustable mounts for surgical tools and the probes themselves, allowing them to be 
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introduced into tissue at a specific angle, depth and speed. In conjunction, a 

stereotactic atlas and x-ray monitoring serve as references for the surgeon to select 

a route to the target site64. Use of this approach minimises trauma to neighbouring 

brain tissue that might arise through manual implantation. 

The precise site of implantation can vary by 1-2 mm between patients; most DBS 

implants are carried out in a “proprietary” manner (i.e. the insertion route is 

determined individually for each patient), with the final position of the electrode 

determined by in situ electrophysiological measurement via microelectrodes prior to 

the final electrode insertion. This process is particularly vulnerable to complication; it 

has been estimated that between 15-34% of DBS electrodes are removed or their 

placement revised after initial insertion65 and that up to 48.5% of these revisions may 

be due to improper placement8,66,67. It is best practice to minimise the number of 

insertions and the amount of revision, since insertion and manoeuvring of insertion 

cannulae, microelectrodes and DBS electrodes contributes to mechanical trauma 

and the likelihood of complication.  

In the case of optogenetic neural stimulators, two invasive steps are required: 

injection of the viral vector required to transform the target neurons and insertion of 

the optrode itself. Whilst optogenetic implants may not need to be implanted as close 

to their target site (due to the increased distance that light may penetrate compared 

to electrical stimulation, and the improved specificity of that signal to stimulate only 

the target tissue), the injection channel must still reach the region of interest directly.  

Whilst the needle used for virus injection can be much thinner than a “conventional” 

DBS electrode (on the scale of 0.1-0.3mm vs 1-2mm in diameter respectively), this 

still produces trauma and increases the risk of complication. Targeting the viral 

injection requires a similar level of precision to that of a DBS electrode, necessitating 

the support of microelectrode measurements and imaging to confirm the final site 

and that targeting a particular site will produce positive clinical outcomes. However, 
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use of cell type-specific vectors reduces this need, allowing specific neural 

subpopulations to be targeted via use of selected genetic promoters and tailoring of 

the genetic payload68. These modifications are still in their infancy and have the 

potential to substantially reduce the need for high mechanical precision of the 

injection site. 

Provided the viral vector is properly delivered, however, the precision of optrode 

placement required to successfully target the transduced cells may be lower than that 

required for a DBS electrode. 

  

Figure 3: Optogenetic implants could potentially cause complications in 
patients via several mechanisms including mechanical trauma, thermal effects 
and photochemical damage. Trauma from these mechanisms risks serious 

consequences for patients ranging from ineffective treatment to death. 
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1.7. Mechanisms for tissue damage 

Several types of trauma are possible during the insertion and long-term use of an 

optogenetic implant including mechanical, thermal (both from the device electronics 

and photothermal effects) and chemical (from implant materials and photochemical 

effects) – illustrated in Figure 3. 

1.7.1. Mechanical damage  

Several acute complications may occur in the immediate aftermath of DBS device 

implantation, resulting in temporary or permanent neural deficit and exacerbation or 

emergence of new symptoms; direct neural damage, oedema (tissue swelling), 

intracerebral haemorrhage (stroke), blood vessel infarction (blockage) and seizures 

resulting from the above or other causes8. 

Direct neural damage is perhaps the most obvious mechanism of mechanical trauma 

from implantation; the relatively stiff electrode must pass through soft brain tissue en 

route to its target, causing tearing and crushing of neurons, glial cells and 

extracellular matrix. By minimising the diameter of objects introduced into the tissue, 

the number of insertions and the amount of adjustment required, this type of damage 

can be minimised. 

If the DBS implant or other probes cause mechanical trauma to blood vessels, 

infarction (collapse or blockage) or haemorrhage (bleeding) and subsequent clotting 

can restrict flow of blood to surrounding regions of tissue and cause increased 

pressure – this is known as a “stroke”. The severity and scale of this complication can 

vary substantially, potentially resulting in widespread tissue damage through 

compression and/or ischemia8,69. 

DBS implantation can also result in longer-term complications including glial 

scarring70,71 and infection8. 



15 
 

Glial scar formation is an inflammatory process involving activation and recruitment of 

astrocytes and microglia to the injured site. This process results in a region 

surrounding the implantation trajectory and probe tip that contains dense populations 

of glial cells and heavily modified extracellular matrix (ECM), composed mainly of 

vimentin, collagen IV and laminin (all of which are components of the basement 

membrane)72,73. Many ECM components that are upregulated in glial scar formation 

act as inhibitors (and paradoxically, stimulators) of neural regeneration74–76. 

Once implanted, complications can arise from the implant hardware itself; infection 

remains a risk for the lifespan of the implant, electrode migration can occur due to 

external forces on the anchor site, electrodes and leads can fracture and electrical 

faults may develop in the hardware. As hardware design improves, this type of 

complication is becoming less common – however it remains a concern for any 

chronically implanted device. 

1.7.2. Photochemical damage 

Photoexcitation of chemicals can result in photochemical effects; chemical reactions 

whose activation energy is provided not by (or not solely by) thermal effects but by 

absorbance of photons. When a photon is absorbed by a molecule, an electron is 

raised to a higher energy level from the highest occupied molecular orbital (HOMO) 

to the lowest unoccupied molecular orbital (LUMO) or higher. Depending on the 

specifics of the absorption event, this energy is released either by internal conversion 

(resulting in thermal emission) or emission of a photon via fluorescence or 

phosphorescence. Because the excited molecule has empty space in a low energy 

orbital, it is more susceptible to oxidative processes; the remaining electron is less 

stable and more easily removed via oxidative reactions. Conversely, since the 

molecule has an electron in a high-energy orbital it is also more reducing, meaning 

that excited molecules are more prone to both types of electron transfer reaction77. 
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Intracellular oxygen in biological systems exists as molecular oxygen (O2), occurring 

in a triplet state. Usually, triplet molecules cannot react with those in a singlet state; 

because of this oxygen is relatively unreactive with other molecules in a system. 

When a molecule is excited via photon absorption, the excited electron enters either 

the S1 (excited singlet) or T1 (excited triplet) state in which reaction with triplet oxygen 

is possible.  

There are two types of reaction that can result: Type-I and Type-II. Type-I reactions 

are between the excited molecule and a substrate molecule; these produce free 

radicals (molecules with at least one unpaired valence electron). Type-II reactions 

are between the excited molecule and molecular oxygen, producing a reactive 

oxygen species (singlet oxygen, hydroxyl radicals and superoxide ions). The radicals 

produced by Type-I reactions typically react with molecular oxygen immediately, 

producing ROS – as such the consequence of both pathways is similar. ROS are 

highly cytotoxic due to their ability to react with a wide range of biomolecules78,79. 

This phenomenon has been harnessed for clinical applications – particularly in 

treatment of tumours, acne, wet age-related macular degeneration, psoriasis, 

atherosclerosis, and other conditions. This treatment is known as photodynamic 

therapy and involves introducing a molecule that is particularly susceptible to 

excitation from a particular wavelength (a “photosensitiser”) to the patient and 

targeting tissue for destruction with highly focused laser light. Photosensitisers can 

be selected for a tendency to accumulate in the target tissue, allowing highly focused 

destruction of undesirable tissues whilst keeping surrounding tissue intact80. The 

same effect can cause undesirable damage to patient tissue when drugs given for 

other purposes unintentionally behave as photosensitising agents81. 

In optogenetic applications, phototoxicity is an undesirable side effect; many 

endogenous molecules are chromophores that can act as photosensitisers and result 

in damage to healthy tissue. In particular, the mitochondrion expresses many 
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chromophores and can be thought of as the principal site at which photochemical 

toxicity may occur in optogenetic applications82. Because the mitochondrion is a site 

rich in oxygen – and which already suffers substantial oxidative stress during normal 

function – it is a particularly vulnerable target for photochemical damage, easily 

resulting in activation of apoptotic pathways and cell death83. Nevertheless, a range 

of other potential targets are expressed throughout mammalian cells, including 

nucleic acids, some proteins, lipofuscin and others84,85. 

Ageing is a major risk factor for accumulation of reactive oxygen species86–88 and of 

some photosensitisers including lipofuscin85,89, as well as mitochondrial 

degradation90. Additionally, mitochondrial dysfunction can itself cause production and 

accumulation of lipofuscin, meaning that ageing, photochemical damage and 

mitochondrial dysfunction are interlinked factors91. Since DBS patients – particularly 

for Parkinsons disease – tend to be older, this emphasises the importance of 

mitigating or preventing photochemical effects arising from optogenetic implants. 

Additionally, neurons and glial cells have a particularly high concentration of 

mitochondria due to their high energy needs; this potentially makes them more 

susceptible to phototoxic effects than cell types from other tissues such as skin92,93. 

Since photochemical damage is reliant on absorption of photons by chromophores, 

wavelength is a major factor in phototoxicity in optogenetic applications; wavelengths 

that are absorbed by a wider range of biomolecules are likely to produce greater 

phototoxicity than those with few highly absorptive targets. Similarly, phototoxicity 

requires photons of sufficient energy to excite electrons in their target to the S1 or T1 

positions; since longer wavelength photons contain less energy, it follows that 

photochemical effects are more prevalent with shorter wavelengths. Whilst it is 

possible for two longer wavelength photons to be absorbed simultaneously, such 

“two-photon” excitations are very rare, requiring much higher photon flux than 

typically exhibited in optogenetic devices to occur in with significant frequency94–96. 



18 
 

1.7.3. Photothermal damage 

The energy absorbed by light-excited molecules is not only released via photon 

emission (fluorescence and phosphorescence, as discussed above), but also via 

non-emissive relaxation in the form of thermal energy. 

Heating of tissue can cause cell death and dysfunction; a temperature of 42-45 °C 

can cause structural changes to proteins and breakage of hydrogen bonds. Higher 

temperatures can result in enzyme inactivation, conformational changes to proteins, 

disruption of cell membranes, coagulation and – in extreme cases – boiling, steaming 

and carbonisation97. 

In practice, optogenetic implants are unlikely to cause such extreme heating, 

however even small changes to tissue temperature can cause pathological 

disruptions. Normal brain activity in response to environmental stimuli can produce 

temperature changes as high as 2-3 °C98, however at temperatures of 40 °C or more, 

irreversible changes to mitochondrial structure and function, cell division and survival 

begin to occur99. As such, an approximate increase in brain temperature of >3 °C 

may be considered an appropriate threshold for cell damage. 

Since humans routinely tolerate temperatures in excess of 40 °C for short periods 

without substantial tissue damage, it can be assumed that this threshold is true only 

for extended exposures; optogenetic sources are commonly pulsed to allow for 

thermal dissipation between exposures; the maximum temperature recorded at the 

surface of exposed tissue is strongly related to the duty cycle of exposure100. 

In addition to damaging effects of temperature change, possible effects on the 

electrical behaviour of neurons should be considered. Changes in temperature affect 

ion channel conductance, amplitude and length of action potentials, and opening of 

temperature-sensitive ion channels that may affect ionic potential across the cell 

membrane, conceivably leading to unexpected neural behaviour101. 
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1.7.4. Existing regulations – skin and retina 

The EU maintains regulatory guidance regarding light-induced tissue damage102. 

This guidance focuses on the eyes and skin as these are the tissues that are typically 

exposed to light. Both tissues are adapted to tolerate light exposure (with increased 

melanin expression in the case of skin103 and Müller glial cells in the case of retina104, 

as well as various enzymatic and antioxidant molecules that are expressed in 

both96,105–107).  

Rather than discussing safety from the perspective of irradiance on a given area of 

tissue, these regulations provide guidance based on the type of emitter – a more 

practical approach in many instances since the typical user of a light-emitting device 

will vary the distance from which they are exposed. They separate devices according 

to wavelength (discussing ultraviolet, visible and infrared light separately), and 

coherent (laser) light exposure is treated as its own category (as compared to non-

coherent sources such as LEDs), due to the relatively small focal point of most laser 

devices, increasing risk of exposure on a very small region of tissue that could cause 

very rapid damage. 

Hazard functions are expressed in the form of the maximum average irradiance on a 

tissue over a period of 10,000 seconds should not exceed 100 Wm-2, after weighting 

for wavelength (Figure 4). Each wavelength is assigned a spectral weighting function 

(a dimensionless value) that scales the risk of photochemical damage from that 

wavelength. Similarly, photothermal damage regulations assign a weighting function 

for each wavelength, allowing the safe average intensity threshold over a 1000 

second period to be determined for a given emitter. 



20 
 

Since brain tissue is not commonly exposed to light, these regulations can only 

provide theoretical upper limits for brain tissue exposure. Further work is required to 

establish similar action spectra for brain tissue, allowing regulatory agencies to make 

informed decisions about optogenetic implants in clinical practice.  

Figure 4: Action spectra for photothermal and photochemical damage in EU regulations on visible 
radiation exposure. Note that since the photothermal and photochemical action spectra are used in 
different safety calculations, they are not directly comparable to each other. Data taken from Directive 
2006/25/EC of the European Parliament. 
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1.8. Experimental evidence 

In this section, existing evidence regarding the various types of damage that could be 

caused by optogenetic deep brain stimulation devices is summarised. Discussion of 

mechanical trauma primarily relies on clinical data concerning conventional DBS 

electrodes; these complications are likely to be similar to those seen in any 

optogenetic device that reaches clinical use, since both technologies require physical 

penetration of a device through patient brain tissue. Since no optogenetic brain 

implant has yet seen clinical use in animals or humans, discussion of photothermal 

and photochemical damage is limited to evidence from academic studies of 

optogenetics in laboratory animals, in vitro cultured samples and in silico simulations. 

The relationship between toxicity and exposure intensity, duration, wavelength and 

duty cycle are discussed, as well as potential strategies and design approaches to 

minimise these types of damage. 

1.8.1. Tissue damage from mechanical trauma 

Use of DBS electrode implants for the treatment of Parkinson’s disease was 

approved by the US FDA in 2002. However, DBS electrode implantations have been 

carried out clinically since the mid-1970s, originally for analgesic purposes1,108. 

Implantation of DBS devices carries a risk of several complications arising from 

mechanical trauma: haemorrhage, infarct and neural damage that can cause a wide 

variety of symptoms peri- and post-operatively, including tremor, palsy, behavioural 

changes, dysarthria, gait changes, partial or complete loss of visual field, seizure and 

more8 (representative CT scans of these injuries are shown in Figure 5). It is difficult 

to determine whether many of these symptoms arise due to mechanical trauma from 

the implantation process or from subsequent electrical stimulation. However, it is 

reasonable to assume that complications that are detected prior to commencement 

of electrical stimulation – or which do not resolve after alteration of stimulation 

parameters – were likely the consequence of mechanical damage to brain tissue. 
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Figure 5: Representative computed tomography images of mechanical trauma in DBS electrode implant patients.  

A: Image from Terao et al. (2003). Shows an intraventricular haemorrhage (arrow) caused by DBS electrode 
penetration. 

B: Image from Umemura et al. (2003). Shows a lesion (arrow) caused by infarction around the DBS implant site. 

C: Image from Binder et al. (2005). Shows a lesion (arrow) resulting from penetration of a microelectrode through 
the choroidal fissure. 

D: Image from Deogaonkar et al. (2011). Shows a computer reconstruction of peri-lead hypodense tissue (green) 

indicating oedema around the DBS electrode (arrow). 
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Table 1 shows incidence of complications likely to have been caused by implantation 

of DBS electrodes in clinical practice, taken from 28 reports of procedures carried out 

between 1995 and 20229,10,109–134. A list of keywords and sites used for the literature 

search is included in the appendix. 

The rate of complications from mechanical trauma is relatively low for electrode 

implantation, and it is generally considered to be a safe procedure; complications 

associated with electrode malposition are substantially more common (it has been 

estimated that between 15.2 and 34% of DBS electrodes require later removal or 

revision) and hardware malfunction or wear occurs eventually with most implants, at 

a rate of approximately 8% annually per electrode8. However, the rate of 

complications from mechanical trauma increases with each additional trajectory, and 

electrode removals have a higher rate of haemorrhage than do insertions, making the 

relative risk of mechanical complication per-patient substantially higher due to the 

high revision rate required135,136. 

Additionally, the rate of neurological complications from mechanical trauma may be 

underestimated when recorded perioperatively; 4-year follow up of DBS patients 

reports a substantially higher rate of these issues, with 47.8% of patients showing 

implant-associated adverse events that did not resolve with adjustment of stimulation 

parameters, suggesting that they arose from mechanical trauma that developed over 

time, either due to shifting of the implant or inflammatory effects and scarring of the 

trajectory137. 
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Complication No. of Procedures % Rate per Procedure 

ICH 9132 4.42 

Infarct 705 1.55 

NS 2810 3.40 

Seizure 6594 6.87 

Number and rate of various types of complication arising from DBS electrode lead implantations 

reported in clinical literature. Seizure is the most common complication of lead implantation, 

followed by ICH, NS and infarct. 

Data were taken from 28 studies from 1998 to 2022. Number of procedures may be underestimated 

as not all sources cite number of leads implanted or whether procedures were unilateral, bilateral or 

revisions. 

 

Definitions = ICH: Intracranial haemorrhage. Includes all peri- and postoperative symptomatic and 

non-symptomatic intracerebral & intraventricular haemorrhage and haematoma. Infarct = Includes 

all reports of peri- and postoperative stroke and infarct. NS = Neurological symptoms. Includes peri- 

and postoperative tremor, palsy, behavioural changes, dysarthria, gait changes and other 

neurological symptoms. Does not include confusion or pain as these are difficult to distinguish from 

surgical discomfort or confusion from age, pre-existing conditions or anaesthesia. Excludes 

symptoms which resolved after electrical stimulation was adjusted. Seizure: Peri- and postoperative 

seizures prior to commencement of electrical stimulation. Listed separately to NS as it is relatively 

common compared to other symptoms and more commonly reported. 

Table 1: Rate of complications arising from mechanical trauma related to DBS electrode implantations. 
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Incidence of these types of complications has decreased since the procedure was 

originally introduced, due to a combination of improved implant design (primarily 

reducing the diameter of the electrodes126), more experienced surgeons119 and use of 

real-time MRI guidance rather than (or in conjunction with) CT or microelectrode-

guided placement114, though the benefit of MRI guidance over these methods is 

controversial8. 

Many factors of mechanical trauma arising from these procedures are poorly 

understood; the source of peri- and postoperative oedema along the electrode 

trajectory has not been firmly identified, though it may relate to cyst formation that 

has been observed in some MRI-monitored procedures138–144 and, whilst it has 

generally been considered a rare complication, this may be due to insufficient 

monitoring; recent estimates suggest a rate of as much as 35.8% for asymptomatic 

cases, with a 3.1% rate of symptomatic peri-lead oedema145. 

Whilst no optogenetic implant is currently approved for clinical application (and 

studies in nonhuman primates and rodents tend to be concerned only with increased 

light scattering and opacity caused by haemorrhage of vessels at the brain’s 

surface30), several inferences can be made from rates of mechanical trauma in extant 

DBS technologies. At present, optogenetic devices tend to be larger in diameter than 

conventional electrodes; a property associated with increased rates of 

haemorrhage126. Similarly, optogenetic treatments require an injection into the target 

site as well as a (potentially shallower) optrode trajectory. Since the rate of 

complication increases with number of insertions, this may increase risk of 

mechanical trauma – but delivery of agents such as viral inoculations have been 

suggested to have lower risk than electrode insertions135. However, since optrodes 

need not necessarily be implanted as deeply or precisely as a DBS electrode so long 

as the viral injection site was correct, the risk of implant deflection may be reduced 

and the need for adjustment, revision and re-implantation could be substantially 

lower. 
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Some investigation has been made into optogenetic methods utilising two- or even 

three-photon illumination146–148 – though practically, these methods achieve depths 

suitable only for DBS in rodents, can illuminate only very small regions and the high 

intensity of illumination exacerbates heating and photochemical effects. Similarly, 

techniques such as nanoparticle up-conversion of NIR light to visible wavelengths 

may further reduce the required depth of penetration, though such techniques have 

thus far been demonstrated only in rodent and smaller models149,150. 

1.8.2. Photochemical trauma in brain 

The first study of optical toxicity in a rodent model was carried out by Noell et al. in 

1966. The study investigated retinal damage in rats using broad-spectrum light 

between 490 and 580 nm, as well as 500 nm (green) and UV wavelengths over a 24 

hour exposure, finding retinal damage in all three conditions151. This paper kindled 

the first interest in phototoxic effects in vivo. 

The vast majority of studies into visible light phototoxicity in the absence of 

exogeneous photosensitising agents have been in retina, and are usually limited to 

white (simulating sunlight or residential light sources) or blue (~400-500 nm) light, 

with very few investigating green (~500-540 nm) wavelengths152. Longer wavelengths 

between 540 and 800 nm tend to be neglected in studies of phototoxicity, with 

“visible” light tending to be a shorthand for “blue” in most cases. Studies of near-

infrared and infrared light (>800 nm) are more common; however, these wavelengths 

tend to cause photochemical effects only in the presence of exogeneous 

photosensitising agents or in multiphoton applications. 

Photochemical damage is cumulative with increasing exposure time above an 

injurious threshold. The intensity threshold required for damage depends on a range 

of factors, including the tissue/cells being exposed, the wavelength of the light and 

the pulse pattern107. Peak power appears to be less important than average power 

across the duty cycle – this is particularly important during applications such as 
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multiphoton stimulation, where pulsed lasers are successfully employed at much 

higher peak power than continuous-wave sources can achieve94,146,148. 

Blue light 

Light of between ~400-500 nm is most closely associated with phototoxic effects from 

“visible” light. Photochemical damage has been observed in a range of animal 

models and tissue types – chiefly retinal epithelial or neural cells82,153–157, but also 

cortical neurons and glial cells158–161. In experiments using “white” light, it has 

generally been suggested that the blue component is the biggest contributor to 

toxicity157,162,163. More recent studies have suggested that existing intensity thresholds 

recommended by regulatory agencies may be overestimated, and that diagnostic 

equipment used by opticians and even consumer lighting products produce blue light 

in intensities sufficient to cause retinal damage164–166. 

Even in the absence of cell death or damage, blue light exposure has been 

demonstrated to cause changes in gene expression, calcium signalling and reactive 

oxygen levels – which can affect signalling pathways in the exposed tissue159,167–169. 

Indeed, this response has been utilised to investigate the role of ROS in cell 

signalling via optogenetic stimulation170. 

Blue light phototoxicity is thought to be chiefly associated with mitochondrial oxidative 

stress and damage82,83,153,160,161,171, and it has been suggested that the major mode of 

cell death from photochemical damage is not the classic caspase-mediated apoptotic 

pathway, but is instead triggered by a variety of other mechanisms including 

lysosomes, apoptosis inducing factor, mitochondrial damage and other routes157,160. 

Despite this, caspase-mediated apoptosis has been observed in phototoxicity 

experiments156 and it has been suggested that the primary mode of cell death may 

vary between pulsed and continuous-wave illumination172. Whilst mitochondrial stress 

is thought to be the main consequence of blue light phototoxicity, mitochondrial DNA 

and nuclear DNA damage have been observed153. 
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Several endogenous photosensitisers have been implicated in retinal visible light 

phototoxicity, chiefly opsins157, oxidation products of retinal pigments such as N-

retinylidene-N-retinylethanolamine, kynurenine and melanin156,163, retinoids173 and 

components of lipofuscin174. Many of these molecules are not expressed in brain 

tissue, and phototoxicity from blue light has been demonstrated in microglia without 

expression of opsins159. 

The context in which cells and tissue are exposed to light is important; several 

studies have pointed at components of cell culture media and their photo-oxidation 

products as a source of toxicity, however since phototoxicity occurs in vivo as well as 

in vitro, claims that this is the sole source of photochemical hazard cannot be the 

whole picture158,169,175,176. Similarly, hyperosmolar conditions have been associated 

with increased blue light toxicity155. 

Clinically, it is important to recognise that exogeneous photosensitising agents may 

place patients at risk; drugs with a tricyclic or heterocyclic structure or other visible-

light absorbing chromophores may amplify phototoxic effects, and if such drugs are 

capable of crossing the blood-brain barrier (such as many lipophilic and amphiphilic 

small molecules), could cause complications for patients with optogenetic implants. 

Some relatively common drugs have been associated with drug-induced 

phototoxicity, including non-steroidal anti-inflammatory drugs and many 

antibiotics81,96,163. 

Phototoxicity has been known as an issue in live-cell microscopy for some time, and 

reduction of exposure duration and intensity combined with increasing the 

wavelength of stimulatory light are commonly recommended to avoid such issues 

when imaging live samples. Fluorophores and stains used in microscopy can often 

act as photosensitising agents, and targets which require illumination with blue light 

are particularly common – for example fluorescein177–180. 
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Green light 

Photochemical damage from green (~500-540 nm) light has been much less 

thoroughly investigated than blue. Noell et al. (1966)151 used broad-spectrum green 

light (peaking at 500 nm), however the substantial overlap with the blue range and 

relatively crude measurements of injury make it difficult to draw conclusions based on 

wavelength. 

A narrow band of green light (500-520 nm) has been associated with single-strand 

DNA breaks and “slowly developing alkali-labile sites” in human teratoma P3 cells, 

however the action spectrum shows dramatic increases in this type of damage as 

wavelength shortens181. This small band corresponds to the upper end of the 

absorption spectrum of riboflavin, which is a potent photosensitising agent at shorter 

wavelengths (though also behaves as an antioxidant182) and is present throughout 

the body (though this effect is ameliorated by ascorbate and flavonoids)183,184. 

Riboflavin supplementation has been investigated as a potential treatment for 

Parkinson’s disease185,186, so there may be potential of green light-induced 

phototoxicity in Parkinson’s patients fitted with optogenetic implants. 

Green light has been demonstrated to cause photoreceptor cell death in rats; the 

light used is described as “intense” but was several orders of magnitude less bright 

than values seen in optogenetic applications (intensity values in lux are adjusted 

according to sensitivity of the human eye; the 3.5 KLux used is approximately 

equivalent to 0.005 mW/mm2, assuming a monochromatic light at 555nm. Since the 

light used was not monochromatic this is not an exact conversion, however this is the 

maximum possible value since the conversion factor is greatest at 555 nm). Despite 

this, 12 h of exposure resulted in death of 3.5% of the subject’s photoreceptor cells 

and a corresponding increase in caspase-1 immunoreactivity, indicating an increase 

in the rate of apoptosis187.  
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Similarly, Organisciak et al. (1999) found that green light (490-580 nm, ~8 mW/mm2) 

in dark-reared albino rats resulted in a ~40% receptor cell death rate after 3 h of 

exposure, and the same rats raised under cyclic light conditions (which were less 

susceptible to light-induced damage) showed a 50% loss after a 24 h exposure188. 

Antioxidant supplementation protected against this damage, suggesting that light-

mediated ROS generation was involved; the likely photosensitiser was rhodopsin157, 

which is not common in brain and thus may not be relevant to optogenetic 

applications – though a brain-expressed rhodopsin has been associated with 

circadian function in Drosophila melanogaster189. 

It is also possible that brain tissue expresses chromophores that absorb green 

wavelengths equally or more efficiently than rhodopsin or riboflavin. However, until 

further studies of green light are carried out on brain tissue or cultures this cannot be 

determined. 

Yellow-orange light 

Exposures of macaque retinas to orange light (~3800 mW/mm2 at 568 nm) for 15 

minutes resulted in complete loss of retinal pigment epithelial cells in the exposed 

region, and intensities ~3x this value also caused cell death in the photoreceptor 

layer. Calculated exposure thresholds for photodamage in retina from this 

wavelength were an order of magnitude lower than those previously calculated by 

Ham et al. (1979) and were no different with scanned exposure at high peak intensity 

or continuous exposure at lower peak, suggesting that average intensity was more 

important. The mechanism of this damage was suggested to likely be photochemical 

in nature, as modelled temperature increases for the exposure were >1.5 °C190. 

Whilst this exposure was at substantially higher intensities than are normally used for 

optogenetics, the threshold was not precisely determined, only concluding that the 

previously described injury threshold for retina at this wavelength is inaccurate. The 

duration of exposure was brief; since photochemical damage is cumulative, a 



31 
 

chronically implanted optrode has the potential to cause similar effects over time. 

Morgan et al. (2008) suggest that the damage they saw may be the result of 

lipofuscin photooxidation, and as such the same potential hazard may exist in brain 

tissue190. 

Red, near-infrared and infrared light 

Light approaching the upper limit of the visible spectrum is generally considered to be 

safe with regards to photochemical hazard; the low energy per photon combined with 

low level of scattering in tissue has made development of a channelrhodopsin which 

absorbs near infra-red (NIR) light an attractive target. The most red-shifted ChRs in 

nature are the RubyACRs, discovered in Hondaea fermentalgiana, with an action 

spectrum approaching 610 nm at its top-end19. At present, NIR optogenetic 

stimulation must be achieved via less direct methods, such as upconversion via 

fluorescent nanoparticles149,150. 

Whilst NIR light is not readily absorbed by most biomolecules, it is still capable of 

producing single-photon photochemical effects in a small range of molecules, 

including haemoglobin (though almost two orders of magnitude less efficiently than it 

absorbs blue light)95. Single-photon phototoxicity has been seen in applications using 

red and NIR light, though these are typically seen in optical tweezers or confocal 

microscopy where the intensity is much higher than those used in optogenetic 

applications (though at very low exposure times – on the order of 2 µs per 0.4 µm2 

pixel in one case). This photodamage has been observed to correlate with 

mitochondrial damage. However, unlike in most phototoxicity studies, the damage 

appears to be dependent on peak power rather than average intensity191,192.  

Some red and NIR wavelengths are also capable of directly exciting molecular 

oxygen to produce singlet oxygen with single-photon absorptions. This effect has 

generally been reported at the very high intensities used in optical tweezing or 
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microscopy, though again exposure times in these applications are much shorter 

than those used in optogenetics95. 

Whilst direct photochemical damage from red and NIR light appears to require very 

high intensities, modification of biological activity – particularly in the mitochondria – 

appears to occur with exposures of much lower intensity. A wide range of effects 

including alterations to mitochondrial morphology, DNA synthesis, redox activity and 

oxygen consumption have been reported at intensities between 0.48 – 3000 

mW/mm2. In neurons – which have a higher number of mitochondria than most cell 

types – alteration to mitochondrial behaviour could be significant84. 

Lipofuscin as a common photosensitiser in retina and brain 

Lipfuscin is a type of pigment granule containing a mixture of lipid-containing 

residues of lysosomal digestion. These granules cannot be removed and excreted, 

instead accumulating in cells including retinal pigment epithelial cells and neurons89. 

Lipofuscin has been identified as a major photosensitiser in visible light damage to 

the retina107. In particular, one of the more abundant components of lipofuscin – 

docosahexaenoate – has been demonstrated to form oxidation products that act as 

potent photosensitisers154,174,193. 

Lipofuscin-derived phototoxicity can cause damage to a range of cellular 

components, including mitochondrial and nuclear DNA85,153. Mitochondria trigger the 

production of lipofuscin when stressed, so producing a self-driving cycle; 

photochemical stress to the mitochondria from lipofuscin triggers the production of 

more lipofuscin, making the cell more susceptible to further photochemical injury91. 

Lipofuscin levels also accumulate with age (whilst expression of antioxidants and 

protective enzymes decreases in retina163), making older animals more susceptible to 

phototoxicity. Since many studies use young animals (for convenience, to avoid 
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variation between animals that can accumulate with age, or for ethical reasons), it is 

possible that age is a major confounding factor in studies of phototoxicity89. 

Lipofuscin can be excited fluorescently with wavelengths ranging from 488 to 550 nm 

(though this range varies with lipofuscin composition, which is not consistent), and 

can be photobleached by these same wavelengths193. Photobleaching of fluorescent 

molecules has been directly associated with ROS generation, so light from this 

wavelength range is potentially hazardous to brain tissue, with an increase in risk as 

levels of lipofuscin accumulate173,180. 

Photo-oxidation products of lipofuscin components are often fluorescent, thus photo-

oxidation of lipofuscin can increase, decrease or shift the wavelength of fluorescence 

in lipofuscin granules193. This can be seen in fluorescent microscopy, where 

lipofuscin autofluorescence can been observed increasing or decreasing depending 

on the illumination wavelength, intensity and duration180,193. 

Changes to lipofuscin autofluorescence have been associated with retinal damage, 

and in particular autofluorescence photobleaching in retina has been used as a 

diagnostic criterion for various retinal diseases194,195. It is likely that changes in 

lipofuscin autofluorescence will serve as a similar marker of photo-oxidative damage 

in brain tissue. 

When investigating phototoxicity in brain tissue, lipofuscin appears to be a major 

target of interest. Because optogenetic implants are likely to be installed in older 

patients (primarily sufferers of Parkinson’s disease, who tend to be older) and 

lipofuscin accumulation – and thus photochemical risk – increases with age, studies 

of lipofuscin-associated photodamage should use older animals where possible. 
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1.8.3. Optogenetics intensity requirements 

Channelrhodopsins require a minimum intensity of illumination to activate; this is 

referred to as the “activation threshold”. Concrete values for the activation threshold 

of a given ChR are impractical to determine, since the intensity required to achieve 

an action potential depends on a combination of the efficiency of the ChR being used 

at the illumination wavelength, the level of expression of that ChR in the target cells, 

the location of ChR expression in those cells and various other factors196. 

Light propagation through brain tissue results in substantial losses with increased 

depth; at wavelengths between ~470-640 nm, 0.5 mm of mouse brain tissue causes 

approximately an order of magnitude reduction of intensity, decreasing by another 

order of magnitude at 1 mm and 2 mm from the emitter12,197. As light is scattered in 

tissue, lateral diffusion occurs, increasing the illuminated region such that the 

diameter of the illuminated region is similar to the depth of penetration197. Due to the 

much larger volume of primate brains compared to e.g. rodent models, much larger 

regions must be illuminated to cause behaviourally relevant effects with optogenetic 

stimulation46,100,198. To illuminate such volumes of tissue without substantially 

increasing the size of the optrode (and thus increasing mechanical trauma), 

illumination must originate from a larger distance than in organisms with smaller 

brains, requiring substantially higher intensity to exceed the activation threshold of 

the channelrhodopsin being used. As such, a ChR-expressing cell requiring a 1 

mW/mm2 activation threshold when illuminated directly would necessitate an optrode 

emitting approximately 100mW/mm2 when separated by 1 mm of brain tissue. 

Additional losses can be caused by factors such as nearby blood vessels or 

haemorrhage, as haemoglobin is a strong absorber of light in the wavelength range 

~450-600 nm12. Because of these factors, a wide range of illumination intensities are 

employed across the optogenetics literature; it is thus reasonable to consider 

illumination intensities over 2-3 orders of magnitude when investigating phototoxic 

effects in optogenetic devices intended for clinical use. 
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Figure 6: Taken from Govorunova et al, 2022. The action spectra of photocurrents generated by representative 
ChRs tagged with enhanced yellow fluorescent protein. The magenta line shows the absorption spectrum of EYFP.  

PsChR2: Platymonas subcordiformis channelrhodopsin 2. GtACR1: Guillardia theta anion channelrhodopsin 1. 
HfACR1: Hondaea fermentalgiana anion channelrhodopsin 1.  

Whilst absorption peaks of these ChRs differ substantially (~450 nm, ~510 nm and ~610 nm respectively), there is 
heavy overlap between the absorption spectra, meaning that in multi-wavelength applications each would be partially 
activated by wavelengths intended for other opsins. 
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Whilst great effort has been made to develop red- and blue-shifted channelrhodopsin 

molecules, there still exists substantial spectral overlap between the available 

options, with adequate spectral separation only possible from either end of the 

available range19 (Figure 6). In theory, there exist natural rhodopsins with absorption 

peaks as high as 700 nm, though these have not yet been characterised or their 

chromophores identified199. These shifts in absorption wavelength often result in 

decreased sensitivity or changes to kinetics, requiring higher intensity stimulation or 

making them unsuitable for some applications. This spectral overlap necessarily 

requires short-spectrum visible light (400-480 nm) to be used if multispectral 

applications are required, making the phototoxic effects of blue light relevant for any 

such application until more wavelength-specific channelrhodopsin proteins are 

discovered or developed (Figure 7200). One recent candidate — NeoR — has been 

identified in Rhizoclosmatium globosum and has an absorbance maximum of 690 nm 

and a narrow absorption band (a modified variant has also been produced with an 

absorbance peak at 759 nm). However, NeoR has a second (albeit lower intensity) 

absorption band broadly around 400 nm, making its use in multispectral applications 

difficult. In addition, NeoR only exhibits photoreactivity when co-expressed with two 

other rhodopsins; RGC1 and RGC2. Further, its NIR-photoreactivity requires 

activation with UVA light, complicating use in optogenetic applications201. 
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Figure 7: Normalised LED emission spectra (dotted lines) and normalised absorption spectra from a range of 
opsins (solid lines). 

Also shown is the ICNIRP photochemical hazard function for retina (black line), indicating the normalised 
exposure intensity at which photochemical hazard would be expected in retina depending on wavelength. 
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1.8.4. Tissue damage from thermal effects 

Whilst temperature increases of >3 °C can be treated as a reasonable threshold for 

expected tissue damage, values as high as 10 °C have been proposed in the 

literature96. Understanding of the risks of photothermal damage in tissue has evolved 

over the last few decades, leading to concerns that existing clinical technologies such 

as vitrectomy probes are at risk of causing damage to patient retinas166. 

Part of this evolution of understanding is an increased awareness of the effects of 

heating on tissue; cell death after heating can be substantially delayed and – as with 

photochemical damage - tends to be cumulative96. Additionally, hazards beyond 

direct cell death have been identified; increases in temperature below levels that 

would cause cell death have been demonstrated to alter neuronal function197 

including suppressing firing rates even in the absence of opsin expression at 

intensities within the range typically used for optogenetic applications202. 

Another potential reason for changes to our understanding of thermal damage to 

tissue – and in particular brain tissue – is evolution of temperature-measurement 

tools. In 1966, Noell et al. used rectal temperature readings to infer retinal 

temperature, assuming that retinal temperature was closely related to general body 

temperature. Since then, our understanding of energy confinement and thermal 

transfer through tissue has developed; local temperature of very small areas of tissue 

can rise substantially higher than that of bulk tissue if more energy is added to that 

region than can leave in a given time period96.  

Common methods for measuring temperature increases in tissue include 

thermocouples (which must be physically inserted into the sample close to the target 

region and are sensitive to temperature changes in the millimetre resolution) and 

thermal imaging cameras (which require unobstructed line of sight to the stimulated 

area and have a resolution of approximately 50 µm). Neither of these methods can 

measure localised temperature increases inside living brain tissue after insertion of 
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an optrode, though thermal imaging is capable of measuring at the brain’s surface203. 

More recently, temperature-sensitive fluorescent nanoparticles have been used to 

measure temperature increases at a high spatial and temporal resolution203. 

Induced heating with light exposure is used clinically to destroy precise target regions 

of tissue without harming surrounding healthy cells. For example, transpupillary 

thermotherapy uses red lasers to locally heat tumour or vascular lesions, causing 

temperature increases to ~45-65 °C. Generally, this method is used in conjunction 

with more conventional chemotherapy or radiotherapy107,204,205. The intensity used in 

these treatments far exceeds that used in optogenetics, however. 

Several models of heating in optogenetic applications have been developed; both ab 

initio computational models (Monte Carlo simulations of random photon movement 

through homogeneous media approximating brain) and empirical models using data 

from animal models to predict temperature changes more closely under different 

lighting conditions. The accuracy of such models can be skewed by the effect of 

vascularisation (which can affect both light scattering and remove heat via blood 

flow), variation in brain tissue density and structure and the presence of the optrode 

itself (since most experimentally-derived models use optical fibres to deliver light to 

the target area, which will have different optical and thermal properties to an optrode 

implant)206,207. These models also tend to be developed using mouse tissue, which 

can differ from human brain in many respects. 

Two-photon illumination in optogenetics experiments has the potential to induce 

heating due to high intensity light, however strategies to reduce this effect have been 

proposed, including short illumination times, reduction of pulse frequency and more 

sensitive opsins. Temperature-sensitive fluorescent nanoparticles were used to 

measure temperature increases at a high spatial and temporal resolution203. 
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Most studies of photothermal effects in brain have been carried out in mice using 

optical fibre delivery of light. Optrode-delivery of light in deep brain regions of 

primates must account for heat emission of the optrode itself, as well as substantially 

higher intensities of light needed to illuminate sufficiently large areas of tissue. 

Heating effects are thus of substantially more concern when considering optogenetic 

devices for clinical application. 

Temperature generation during optogenetic stimulation is reliant on several 

interconnected factors; photon energy (wavelength), absorbance of the target tissue, 

pulse duration and frequency and intensity of exposure.  Simulations have predicted 

increases in a range from 1-4 °C at an intensity of 10 mW, depending on wavelength 

and illuminated area206, and studies of laser illumination of brain tissue at 445 nm, 

0.6-16 mW showed increases in temperature of up to ~6 °C in all conditions208. Pulse 

durations longer than 100 ms have been observed to cause substantial heating, as 

thermal energy cannot dissipate sufficiently rapidly through the tissue to avoid 

temperature increases202. 

Experimental investigations of photothermal effects in brain have reached widely 

variable outcomes. Some studies have shown histologically visible tissue damage 

from exposures of infrared light (1000-3000 nm) at intensities ranging from 0.3 to 

0.66 J/cm2, though these values were obtained under a range of pulse patterns209,210 

– other studies have detected no damage at substantially higher values211. One study 

observed that ~318 mW/mm2 of 450 nm light increased temperature by an average 

of 6.35 °C (e.g. >43 °C in vivo), well above the ~40 °C threshold for damage207 - 

another showed <0.9 °C increases at intensities as high as 600 mW/mm2, and 

observed that the heating effect is the same for all conditions where the product of 

the intensity and duty cycle are the same – which aligns with the same observation 

for photochemical hazard100. 
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Due to the wide range of wavelengths, duty cycles, intensities and other conditions 

used in these studies, there is no clear relationship between these variables and 

induced temperature increases in brain tissue. It is clear, however, that photothermal 

effects can and have been observed under conditions representative of optogenetic 

applications, and as such care must be taken to ensure that chronic temperature 

increases remain below ~3 °C by controlling duty cycle, pulse duration and intensity. 

1.9. Optrode design considerations 

High light intensity is typically achieved using laser illumination or high-power LEDs 

coupled to optical fibres. These fibres can have diameters as small as common DBS 

electrodes (~100-400 µm). Most optical fibres used in optogenetic applications have 

blunt tips that cause substantially more tissue trauma than equivalent-diameter 

electrodes12, though there has been success in producing sharp optical fibres in more 

recent studies51,198. Whilst multi-fibre arrays have been developed to overcome this 

issue, this makes avoidance of blood vessels more difficult and effectively produces 

a greater number of insertion trajectories, increasing the potential for mechanical 

trauma and hardware failure. Additionally, incorporating such optical fibres into 

clinical optogenetic devices would require external LED light sources with bulky heat-

sinks. Since optrode size is a critical factor in their development as medical devices, 

a balance between illumination intensity, heat generation and size is required. 

LED light sources use a variety of semiconducting materials to produce different 

wavelengths of light – alternatively, phosphor coatings can be employed to absorb 

one wavelength (usually blue) and emit the desired wavelength. Different 

semiconductor chemistries are more or less efficient, allowing larger amounts of light 

to be emitted with lower input current. Whilst theoretically most LEDs can be made to 

emit intensely enough for optogenetic applications, increased current produces 

greater thermal losses. As such, it is desirable to use efficient LED wavelengths to 

avoid the need for large heat-sinks, reduce possible thermal trauma and allow for use 
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of smaller LEDs to reduce implant size. In 2012, LEDs produced by Philips were 

most efficient in red and blue, followed by red-orange, cyan and green (Table 2)212. 

Colour Wavelength range (nm) Typical efficiency 

coefficient 

Red 620 < λ < 645 0.39 

Red-orange 610 < λ < 620 0.29 

Green 520 < λ < 550 0.15 

Cyan 490 < λ < 520 0.26 

Blue 460 < λ < 490 0.35 

Table 2: LED colours and efficiency coefficients as produced by Philips, 2012. 

Since 2012 higher-efficiency LEDs have been developed however red and blue 

remain the most efficient wavelengths that are commercially available, though a wide 

variety of novel chemistries and designs have been trialled experimentally. Efficiency 

values are typically obtained in laboratory environments where the LED is kept cool, 

and as such lower efficiencies can be assumed in the insulating, warm environment 

of the brain. 
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1.10. Measuring mechanical properties of mouse brain 

1.10.1. Why measure brain mechanical properties? 

Many cell types are sensitive to the mechanical properties of their environment, or 

alter their own properties in response to external factors. Fibroblasts alter their gene 

expression – including production of extracellular matrix components – in response to 

mechanotransduction of tension, expression and shear forces through cytoskeletal 

and adhesive structures213,214. Similarly, cancerous cells have been observed to both 

respond to and modify the mechanical properties of their surroundings, affecting their 

ability to  metastasise215. Pathological errors in mechanotransduction can lead to 

conditions such as tissue fibrosis, myopathies, developmental disorders and 

atherosclerosis215. It is becoming increasingly clear that most cell types are 

influenced in one way or another by their mechanical environment216. 

External insults (such as traumatic injury, radiation or chemical exposure and 

metabolic challenge from toxins) can trigger cells to modify or interact differently with 

their mechanical environment. Glial scarring in the brain has been demonstrated to 

result in a reduction of tissue elastic modulus that has downstream effects on neural 

regeneration217; radiotherapy causes increased elastic modulus, nuclear size and F-

actin fibre accumulation in human umbilical vein endothelial cells218; and 

chemotherapeutic drugs are capable of altering cancer cell stiffness, morphology, 

roughness and adhesion219. Similarly, the mechanical properties of the cell substrate 

(usually the extracellular matrix, but often observed in vitro on synthetic hydrogels) 

have been shown to influence the behaviour of cells grown on them220–222. 

In the context of optogenetic brain implants, these mechanosensory pathways are 

relevant to a number of design considerations; implant diameter affects the size of 

the wound channel and the magnitude of strain that is applied to tissue surrounding 

the insertion path126, implant coatings can affect cellular responses to chronic 

implantation223–226 and the high rate of revision (e.g. repositioning in the case of an 

off-target implantation, side effects or malfunction) of deep brain stimulation implants 
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risks a high level of mechanical disruption of tissue65. Identifying the mechanical 

factors that affect brain tissue during and after optrode implantation can contribute to 

a better understanding of the overall impact of these devices on patient health in an 

acute and chronic timeframe.  

1.10.2. Mechanics of biological tissues 

Biological samples present a set of particular challenges and characteristics that 

affect mechanical measurement. 

Firstly, almost all biological materials are “viscoelastic”; when they are deformed, they 

respond with a combination of “viscous” and “elastic” behaviour. In a perfectly elastic 

(“Hookean”) material, deformation in response to a stress and relaxation (return to 

original dimensions after removal of a stress) are almost instantaneous; they happen 

at the speed of sound in that material. The elastic (or “storage”) component of 

viscoelasticity describes elements of the biomaterial that store energy when 

deformed and recover their original shape — releasing the stored energy — when 

the strain imposing the deformation is removed (unless the material is deformed 

beyond its plastic threshold). The viscous (or “loss”) component of viscoelasticity 

describes elements of the biomaterial that resist and delay deformation via frictional 

forces, causing that energy to be lost in the form of heat227. 

In simple terms, this means that when a stress (a force) is applied to a biomaterial, 

the resultant change in shape will be delayed and some thermal energy released. 

When the stress is removed, the material will return to its original shape after some 

delay. 

When measuring purely elastic materials, time is a relatively unimportant factor 

(because all strains can be assumed to occur immediately). In viscoelastic materials, 

time is an important variable because the delay caused by the viscous component 
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can provide information about the molecular structure and interactions in the 

material. 

Since most models for viscoelasticity assume that the material is in the linear regime 

(i.e. where the response of the sample is linearly correlated with the stress put on the 

sample), measured values tend to only be predictively useful if measured under small 

strains228. Practically, the definition of a “small strain” varies from sample to sample 

but should usually be <1% - that is, the strain should be smaller than 1% of the total 

dimension of the sample in the direction of load229,230. In practice, extensions of 10% 

are considered normal in mechanical exploration of brain tissue231, with some values 

going as high as 60%232,233; there is no broad consensus on the maximum 

acceptable strain. 

Most biomaterials experience strains much larger than 1% during normal function. It 

is important to remember that whilst values for storage or loss moduli obtained at 

larger strains may usefully reflect real-world scenarios, they are unlikely to be 

accurate when using models that assume small strains are being applied. 

Since water is commonly a large component of biomaterials, it is commonly assumed 

that the “Poisson’s ratio”† of biomaterials is 0.5, the same as water – that is, that the 

material is incompressible.  Dehydrated samples or those with unusual fibrous 

arrangements or cavities may not follow this assumption. 

Mechanical properties of most materials usually vary with temperature; at higher 

temperatures both the storage and loss moduli of the material will typically decrease, 

with the storage modulus decreasing at a higher rate; the material becomes more 

fluid-like. At lower temperatures materials tend to become stiffer, with elastic 

 

† The ratio at which stretch of a material in one dimension changes its other dimensions; essentially, 
how much thinner a material becomes as it is stretched in a perpendicular direction. 
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properties increasing more quickly than viscous; the material will behave more like a 

Hookean material. Whilst most materials follow this general trend, specific properties 

of a given material may alter its mechanical relationship with temperature. For 

example, at temperatures higher than ~40 °C, protein denaturation and other 

thermochemical effects alter the structure of biological tissues, tending to cause a 

permanent increase in stiffness234. 

It is generally recommended to measure biological materials at physiological 

temperatures; this range provides the most relevant data for normal functioning of the 

tissue. In a biological material, temperature change may influence hydration, 

conformation and chemical bonding/interaction, introducing or removing relaxation 

processes in unpredictable ways. Data collected from biomaterials at different 

temperatures are thus incomparable. 

Almost all biomaterials are non-isotropic; their structure and organisation means that 

their mechanical properties will vary depending on the direction of the stress 

applied235,236. Unless a sample is highly disorganised (and measurements are 

sufficiently gross in resolution that local variation of structure is irrelevant), care 

should be taken that sample orientation is consistent across measurements and that 

this is specified in published data. 
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1.10.3. Definitions of mechanical properties 

Young’s modulus 

Equivalent terms: Elastic modulus, storage modulus, stiffness, elastic component, E’ 

Inappropriate terms: Hardness, strength, geometric stiffness, toughness. 

Unit: Pascals (Pa) 

Young’s modulus describes the force per unit area required to deform a material 

linearly (i.e., through extension or compression). It uses the Pascal as a unit, which 

represents force per unit area. Young’s modulus is a very commonly published value 

for biomaterials and is often referred to as the “stiffness” of the material. 

Changes in stiffness of tissue may block or encourage cell migration (or metastasis), 

act as a mechanical signal to up- or down-regulate factors, provide increased 

durability to a tissue (for example in scar tissue), may be an indicator of changes in 

tissue hydration or of changes in tissue organisation (more highly organised tissue 

tends to be stiffer). 

Young’s modulus can be measured directly using extension or compression 

equipment, stretching or squashing a sample and measuring the resistive force. It 

must be separated from the viscous component of such resistance.  

In an isotropic material, Young’s modulus values can be derived (or in a non-isotropic 

material such as most biomaterials, can be approximated) from indentation 

experiments using mathematical formulae that account for the geometry of the 

indenter, or from shear modulus values obtained from rheology or similar techniques. 



48 
 

Young’s modulus and shear modulus can be converted between each other provided 

the Poisson ratio of the material is known: 

𝐺 =
𝐸

2(1 + 𝑣)
 

Where G = shear modulus, E = Young’s modulus and v = Poisson’s ratio. 

This means that in most biomaterials (where the Poisson’s ratio is 0.5237), the 

Young’s modulus is 3x the shear modulus. 

Energy that is expended to deform a purely elastic material is stored as potential 

energy in interatomic bonds in the material. In a viscoelastic material the elastic 

component is referred to as the “storage modulus” (E’) because it represents energy 

stored in interatomic bonds. 

Bulk modulus 

Equivalent terms: K, B, Volume modulus 

Units: Pascals (Pa) 

This value represents a material’s resistance to compression from all directions. 

Water is commonly described as an incompressible fluid. This is not strictly accurate; 

water (and other fluids) will compress if surrounded by sufficient force‡. 

 

‡ The bulk modulus of water is approximately 2.2GPa, meaning that it must be 

surrounded by approximately 22MPa of force on all sides to compress by 1% of its 

volume. 
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Nevertheless, the bulk modulus of water (and most solids) is too high to be 

meaningfully relevant in investigations of biomaterials in most cases; it is mentioned 

here to clarify this point and to disambiguate the term. 

Shear modulus 

Equivalent terms: G’, S 

Units: Pascals (Pa) 

The shear modulus measures the force required to deform a sample in the plane of 

two opposing forces across the sample (effectively “skewing” the sample). It 

represents the force required to “skew” a sample by an angle in radians from its 

original position; since this angle is a dimensionless number, shear modulus has the 

same units as Young’s modulus238. 

Similarly to Young’s modulus, shear modulus in a purely elastic material represents 

energy stored in interatomic bonds in the material, and in a viscoelastic material 

represents the “elastic component” of the measured forces as the “shear storage 

modulus” (G’). 

The shear modulus is of interest for the same reasons as the Young’s modulus; it is 

simply another method of obtaining similar information. As with Young’s modulus 

measurements, sample orientation is important when measuring shear modulus. 

Shear modulus values are commonly obtained via use of a plate-plate rheometer. 

Whilst these instruments will often report a Young’s modulus value derived from the 

shear modulus, it is important to recognise that in a biological material this is often 

inaccurate due to anisotropy. 
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Viscosity 

Equivalent terms: E” (for linear viscosity), G” (for shear viscosity), loss modulus, η, μ. 

Inappropriate terms: Thickness. 

Units: Pascal-second (Pa·s) 

The viscosity of a material represents the material’s resistance to deformation in 

response to a stress due to frictional forces in the material, at a given strain rate. 

Energy that is expended to deform a purely viscous material is released as heat. In a 

viscoelastic material the viscous component is referred to as the “loss modulus” (E”) 

or “shear loss modulus” (G”) because it represents energy lost as heat238. 

Complex modulus 

Equivalent terms: Dynamic modulus, G* 

A measure of material stiffness (overall resistance to deformation, whether elastic or 

viscous) obtained from the ratio of stress to strain under vibratory conditions. The 

complex modulus is a combination of storage and loss moduli. 

Phase angle 

Equivalent terms: δ, phase shift 

Units: Degrees (°) 

A measurement of how much the phase of the strain (response) curve in a dynamic 

(vibratory/oscillatory) experiment lags behind the stress (input) curve. This value acts 

as a descriptor for how “elastic-dominant” or “viscous-dominant” the material is. A low 

value (closer to 0°) indicates that the strain occurs quickly in response to stress; the 



51 
 

elastic structure of the material is intact and dominates the response. A high value 

(closer to 90°) indicates that there is a large lag between the stress and the strain, 

characteristic of a material with dominant viscous effects or whose elastic structure 

has failed and is undergoing plastic deformation238. 

Loss tangent 

Equivalent terms: Tanδ  

The ratio of loss modulus to storage modulus in a dynamic (vibratory/oscillatory) 

experiment. A higher value indicates more damping by the viscous component and a 

lower value indicates less damping. A value above 1 indicates that damping effects 

exceed storage effects and below 1 the opposite238. 

This is of particular interest in “frequency sweep” experiments; as the frequency of 

oscillation between 0 and maximum strain approaches the relaxation period of a 

specific component of the material, that component’s ability to damp energy 

increases, peaking when the frequency matches its relaxation rate.  

In a complex viscoelastic composite (such as many biomaterials) this allows 

identification of different components and their contribution to the viscous properties 

of the material: as the frequency sweep approaches the relaxation period of each 

component, a stepped increase in the loss modulus is seen. 
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1.10.4. Types of mechanical measurement 

Transient experiments 

Transient experiments apply a single stress or strain to a sample and measure the 

response. These experiments have the advantage of being very simple and requiring 

less specialised equipment than dynamic experiments, but at the disadvantage of 

providing less information about the properties of the sample. 

The two most common types of transient experiment are the “creep” experiment and 

the “stress-relaxation” experiment. 

In a “creep” (or “cold flow”) experiment, a sample is loaded with a constant stress and 

the change in strain over time is observed; this displays a curve demonstrating the 

delay in strain caused by the viscous component of the material. 

The simplest example of a creep experiment is to hang a weight (providing a 

constant stress) off the sample and to observe lengthening of the sample over time. 

In a “stress-relaxation” experiment, a constant strain is applied to the sample, 

applying as much stress as is required to maintain this strain. Initially, this stress will 

be very high (as both the elastic and viscous component of the sample will resist the 

strain) however over time the contribution of the viscous component will reduce. 

Different parts of the sample with different viscosities will contribute a characteristic 

“relaxation period” to this curve; in a transient experiment the resulting stress-

relaxation curve is a function of all of these individual relaxation processes combined. 
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Dynamic experiments 

In a dynamic experiment, stress or strain (most commonly strain) is applied to a 

sample in an oscillatory fashion – usually a sinusoidal curve, as this is relatively 

simple to process mathematically. 

These experiments have two major uses: 

- Separating viscous and elastic contributions: At the point of highest strain 

rate (i.e. the moment when the change in strain per unit time is highest – this 

is usually the point on the curve where strain is zero), the viscous component 

of the sample is at its maximum.  

At the point of lowest strain rate (i.e. at the peak of the curve, when the sample has 

been extended to maximum strain), the elastic component is at its greatest. Because 

of this, dynamic experiments allow both contributions to be separated from each 

other – often, rheology software will do this automatically. 

- Identifying individual relaxation processes: When the period of the 

oscillation is very short, there is insufficient time for any relaxation process to 

take place in the sample. The sample behaves more like a glassy, Hookean 

solid when the frequency of the oscillation is very short. 

As the oscillations become longer, the amount of relaxation a given process can 

undergo increases, up to a maximum of the relaxation period of that portion of the 

sample. Because of this, dynamic experiments can be set up to gradually increase or 

decrease the frequency of oscillation (“frequency sweep” experiments); when the 

frequency matches the relaxation time of a process, a “step” in the viscous 

component can be observed in the data, since that process cannot contribute any 

more to the energy loss to viscous processes. 
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From this type of experiment, it is possible to identify the range of relaxation 

processes occurring in the sample (though care must be taken, since processes with 

a substantially similar relaxation time may not be distinguishable from each other). 

This is especially valuable in biomaterials, which contain hundreds or thousands of 

components that could contribute to the sample’s viscoelastic behaviour. 

In a dynamic experiment, the phase angle or loss tangent can be used to describe 

whether the material behaves more like an elastic solid or a viscous fluid. Typically, 

biomaterials will have a value somewhere between these two points, with a 

combination of elastic and viscous elements. 

1.10.5. Methods for mechanical measurement of biological tissues 

There are a wide range of techniques and experimental setups that can be employed 

to measure the viscoelastic properties of biomaterials. These methods vary in how 

directly they measure these properties, their spatial resolution, cost and whether they 

are capable of transient experiments, dynamic experiments or both. 

Shear (Plate-plate) rheology 

This method employs two surfaces (“geometries”) between which the sample is 

placed. The distance between geometries is calibrated such that axial load 

(compressive force between geometries) is very low and the sample is trimmed so 

that it does not protrude beyond the geometries. 

The sample is deformed via rotation of the geometries relative to each other; the fact 

that the sample has been trimmed to the same size as the geometries allows precise 

strains to be applied (by rotating the geometries a precise amount). The resistance 

forces exerted on the geometries are measured via a force transducer on the 

device’s spindle238. 
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The geometries vary substantially in size, shape and surface treatment; many are 

textured to improve friction between the sample and testing rig. Larger geometries 

are needed for softer samples, since this will increase the measured shear modulus 

sufficiently to be in the detectable range. Similarly, some geometries are optimised 

for measurement of particular sample types or purposes (such as the “cone and 

plate”, which generates a uniform shear rate across the sample)239. 

Compared to some of the other methods described below, plate-plate rheology 

requires large sample volumes. Care should be taken when deciding sample 

orientation and interpretation of the results; values obtained from such equipment are 

from shear loads and cannot usually be directly translated into linear elastic values 

given the anisotropy of biomaterials. If samples are to be compared, their orientation 

should take into account structures such as fibres so that measurement conditions 

are consistent between samples240. 

Plate rheology has an advantage over indentation-based methods since the latter 

relies on mathematical models (such as Hertz, Sneddon or Maugis) that assume 

measurements are taken in the linear regime (with small deformations). Plate 

rheology is not subject to this restriction and thus measurements taken at larger 

deformations can be used more readily (whilst still taking into account anisotropy and 

the risk that large deformations may cause plastic deformation or otherwise alter the 

viscoelastic behaviour of the material)241,242. 

Indentation, nanoindentation and atomic force microscopy 

These methods calculate mechanical properties by pushing a probe of known 

dimensions into the sample and measuring the resistance forces. Probes are 

available in a wide range of shapes including sharp (pyramidal), cylindrical, conical, 

colloidal (spherical) or flat. The main difference between the three methods is the 

scale of the probe; indentation probes may be on the order of millimetres wide, 

micro- or nanoindenters fractions of a millimetre and atomic force microscope probes 
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are available ranging from micron scale spherical probes to nanometre-diameter 

sharp tips243–248. 

Since material is not displaced in a solely axial direction, sample anisotropy can have 

substantial effects on the results of these experiments; a highly organised biological 

sample may resist deformation substantially more in one dimension than another, 

and since indentation experiments displace in all directions to various degrees this 

must be taken in to account. 

Different probe geometries use different mathematical calculations to produce elastic 

modulus values; a limitation when analysing biological samples is that these 

equations usually assume isotropic samples of infinite thickness. Interferences can 

arise from inhomogeneous samples, thin samples or samples mounted on a surface 

of substantially higher stiffness (for example plastic or glass culture plates). 

Sharp indenters are often unsuitable for soft biological samples; they tend to 

penetrate the sample with very little resistance and thus provide little sensitivity. It is 

generally recommended to use colloidal indenters for particularly soft tissues such as 

brain, though this will impair spatial resolution; a compromise is needed. 

Depending on the strain applied, plastic deformation of samples is common during 

indentation; small strains and larger probes should be used to avoid this and to keep 

strains in the linear range as much as possible. 

AFM indentation methods are not capable of carrying out dynamic experiments, 

however creep and strain-relaxation experiments are common. Conventional micro- 

or nano-indenters (such as ferrule-top indenters) may have this capability however. 

The main advantages of these techniques over plate-plate rheology is that most of 

the force applied is axial (offering a more direct calculation of elastic modulus 

compared to the shear values obtained from the latter) and that spatial resolution is 
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orders of magnitude higher; an atomic force microscope can be used to obtain values 

from sub-micron regions of a sample, allowing mapping of a sample’s elastic 

modulus by taking hundreds or thousands of readings in a grid. 

Force spectroscopy maps equip the researcher with the ability to both acquire low 

spatial resolution readings that give a general picture of bulk stiffness and viscosity 

(by taking the mean storage and bulk modulus of each point in a region) and to map 

variation in these properties at high resolution. 

Impact indentation 

Impact indentation is also sometimes referred to as “dynamic” indentation. This 

terminology can be confusing, as unlike the “dynamic” experiments carried out in 

shear rheology, these experiments do not impose strains in an oscillatory manner, 

instead applying a single deformation at a high strain rate. In these methods, a probe 

is used to deliver a transient force to a sample and afterwards is allowed to move 

freely249,250. 

Figure 8:  Topographical images of U2-OS Fucci cells on a Nanosurf AFM instrument. Cells were fixed in 
methanol and dehydrated with hexamethyldisilazane. 
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Typical impact indentation setups include a probe mounted on a low-friction pivoting 

pendulum. The probe can have forces delivered to it via an electromagnet, allowing it 

to be accelerated to a specific speed (and therefore force) without a mechanically-

coupled force transducer. 

After the probe has impacted the sample, the displacement of the pendulum over 

time and changes in volume to the sample can be measured to provide information 

about the hardness of the sample at the relevant impact speed, as well as the ability 

of the material to dissipate energy. The elastic modulus of the sample can also be 

calculated. 

Magnetic resonance elastography 

Magnetic resonance elastography (MRE) is a non-invasive technique that is capable 

of high spatial and temporal resolution. It uses rapid magnetic resonance images 

synched to rapid, low-amplitude vibrations of a sample, tracking waves of 

deformation through the sample to calculate viscoelastic properties251. 

Typical frequencies of vibration are in the hundreds to low thousands of hertz, with 

amplitudes of tens to hundreds of microns. These vibrations were originally 

transduced through the skull of the subject (originally mice) via direct coupling (via an 

embedded pin or cyanoacrylate adhesive on the exposed skull) – this was 

determined to be too invasive and the majority of MRE experiments now use a 

mandibular connection (essentially a mouthguard-type device inserted into the 

subject’s mouth, transducing the signal through the jaw). This is substantially less 

invasive, less stressful for the subject and lends itself better to longitudinal studies. 

MRE has several other advantages: the high frequency makes measurement of 

elastic modulus easier since viscous processes do not dominate the reactive forces 

(though conversely this may result in limited viscous data), the technique is 

applicable to live subjects and an entire brain may be imaged at once. Additionally, 
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due to the mandibular signal transduction, samples must always be oriented in the 

same direction relative to the scanner, increasing consistency of measurements 

between laboratories. 

Disadvantages include the inability to measure from other orientations and high cost; 

the magnetic resonance instruments required to image small animals typically cost 

hundreds of thousands of dollars (or more, depending on supplier), are expensive to 

operate (due to cryogen costs, electricity and maintenance), require a dedicated 

laboratory space (due to the size of the instrument and the risk of magnetic 

interference with other devices) and the additional MRE equipment is still in its early 

stages of development and thus must either be manufactured in-house or purchased 

from a very limited number of suppliers. 

Hydration measurements 

Whilst not a direct method of measuring viscoelastic properties, hydration 

measurements are often used to imply relative stiffness of samples. It is generally 

true that tissues with a higher level of (bound, static) hydration tend to be softer; low-

hydration tissues such as cartilage and bone are much stiffer than – for example – 

muscle or fat, which have high levels of hydration252–258. Fluctuations in tissue 

hydration due to age or disease lead to alterations in the tissue’s mechanical 

behaviour, for example stiffening of muscles and tendons due to age259–261. 

Highly hydrated tissue also demonstrates more prominent viscous behaviour as 

demonstrated in creep255,262 and stress relaxation tests 259,263.   

Similarly, a given tissue will become stiffer as it is dried out; this can be readily 

demonstrated by taking a tissue sample and dehydrating it completely. The original 

sample will be pliable and soft, whilst the dehydrated sample will be brittle and hard. 
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Hydration measurements cannot be used to compare the stiffness of two different 

tissue types; the presence of different proteins and other structural components 

makes such comparisons useless. It can however be used to compare two samples 

from the same type of tissue that have undergone a treatment (for example, a drug-

treated muscle sample and a control sample of the same muscle). 

In these situations, both samples are dried slightly (sufficient to eliminate surface-

bound water and free-flowing water, both of which can introduce error), weighed at 

high precision, dried fully over the same timeframe and then weighed again. Any 

difference in hydration is relative (and thus does not reflect the absolute hydration of 

the tissue) and may indicate a difference in stiffness. 

These measurements are ideally used as an initial method of comparison between 

samples to indicate whether further investigation is warranted; the technique is 

inexpensive, quick and requires essentially no reagents and very little equipment. It 

cannot however be used alone to claim mechanical differences.  
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Chapter 2. General Methods 

 

2.1. Literature search: Mechanical properties of healthy mouse brain 

The following keywords were used for the literature search. Words in brackets 

indicate that the search was carried out with said word included and omitted. 

Quotation marks and a slash between two words indicates that these words were 

both used in the displayed context in separate searches. Papers were searched for 

with the “review only” settings on and off, if available. “AND” operators were used to 

ensure that studies were relevant to mouse models only (e.g. “[Term] AND Mouse”) 

and “OR” operators were applied in order to make the search more rapidly by 

searching for multiple terms simultaneously. To avoid potential issues with formatting, 

some terms were used in fragments (e.g. where a slash or hyphen is present in a 

term, multiple searches might be carried out with variations on the term: “BALB”, 

“BALB C”, “BALB-C” etc). 

- “Cortical / Cortex” 

- “Cerebellar / Cerebellum” 

- “Hippocampal / Hippocampus” 

- Stiffness 

- Fixation 

- (Para)formaldehyde 

- Formalin 

- PFA 

- Deformation 

- Strain (“% / percentage”) 

- Frequency 

- Tan“δ / delta” 

- Viscoelastic(ity) 

- aCSF 

- Mouse / murine 

- C57BL/6 

- BALB-C 

- ICR 

- CD-1 

- Brain 

- Mechanical (properties) 

- (“Elastic / shear / storage / 

loss”) (modulus) 

- (“nano / micro / dynamic / 

impact”) indentation 

- (“shear / plate”) rheology 

- MRE 

- (“Magnetic resonance / Shear 

wave”) elastography 
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2.2. CRL2541 astrocyte culture 

CRL2541 mouse cerebellar immortalised astrocytes were obtained from ATCC 

(catalogue no. C8-D1A). They were cultured in T75 polystyrene culture flasks using 

Dulbecco’s modified Eagle’s medium (DMEM) supplemented with 10% foetal bovine 

serum (FBS) and penicillin/streptomycin at 100 I.U/ml concentration. 

Cells were passaged at 90-100% confluence. The flask was emptied of medium and 

washed gently with phosphate-buffered saline. Trypsin enzyme was warmed to 37°C 

in a water bath and ~1ml was introduced to the flask and incubated in a 37°C 

incubator for ~3 min or until cells were loosened. Cells were detached with gentle 

tapping of the flask, and 6 ml of DMEM/FBS was added to inactivate the trypsin. 

Cells were centrifuged for 4 min at 650 g and the supernatant discarded. The pellet 

was resuspended in DMEM/FBS and distributed among fresh T75 flasks as required. 

For storage, aliquots of CRL2541 were stored at <-130°C via liquid nitrogen. Frozen 

cells were suspended in 80% FBS + 10% DMSO. 

CRL2541 cells were not cultured beyond P12. 

2.3. CRL-2541 cell-derived ECM 

2.3.1. ECM production 

CRL-2541 cells were cultured in matrix medium (High-glucose Dulbecco’s modified 

Eagle medium [DMEM] supplemented with 10% foetal bovine serum, 100 U/ml 

penicillin 100 μg/ml streptomycin and 50 μg/ml L-ascorbic acid sodium salt [Sigma]) 

on either coated (with either 0.2% gelatin or 5 μg/ml fibronectin [Sigma] for 1 h at 37 

°C) or uncoated (to facilitate later removal of ECM) 35 mm polystyrene culture dishes 

until 80% confluent. 
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After 12-18 hrs, medium was carefully aspirated from cells and replaced with fresh 

matrix medium with ascorbic acid increased to 50 μg/ml. Half of the medium was 

replaced with freshly made matrix medium containing 100 μg/ml ascorbic acid every 

two days to achieve a total of 50 μg/ml ascorbic acid, for a total of 9 days. 

2.3.2. Decellurisation 

When ECM had grown to >10 µm thick (~ 9 days), medium was carefully aspirated 

and dish was rinsed twice with DPBS- (Dulbecco’s phosphate-buffered saline lacking 

CaCl2 and MgSO4), placing the pipette against the dish wall to minimise damage to 

the ECM and discarding the DPBS- after rinsing. 

Cells were removed with pre-warmed (37°C) extraction buffer (Dulbecco’s 

phosphate-buffered saline, Ca++ and Mg++ free; containing 0.5% Triton X-100, 20 

mM NH4OH) and lysis observed using an inverted light microscope. Sample was 

incubated at 37°C until no intact cells could be seen (~3 to 5 min). Cellular debris 

was diluted with 2-3 ml DPBS− and left overnight at 4 °C. Debris was partly aspirated 

and re-diluted three times, avoiding drying of the ECM. 

ECM was treated with 1 ml benzonase solution (7ul benzonase [Sigma] in 1000ul 

10mM TRIS buffered saline) for 30 min at 37 °C. Samples were then washed twice 

with DPBS+ (Dulbecco’s phosphate-buffered saline containing 1 mM CaCl2, 1 mM 

MgSO4) and were stored in DPBS+ supplemented with 100 U/ml penicillin, 100 µg/ml 

streptomycin and 0.25 µg/ml amphotericin B (Sigma) at 4 °C until use. 

2.4. Mice 

Four strains of mouse were used: unmodified C57BL/6, unmodified CD-1 (tissue from 

these mice was taken from ex-vivo animals immediately after sacrifice under a tissue 

sharing agreement – sacrifice was carried out via cervical dislocation by the 

Newcastle University Comparative Biology Centre), HALO (a mouse genetically 

modified to express a halorhodopsin/enhanced yellow fluorescent protein fusion in 
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cre recombinase expressing cells264) and EMX-ChR (a mouse genetically modified to 

express a channelrhodopsin/enhanced yellow fluorescent protein fusion in cre 

recombinase expressing cells265). 

EMX-ChR mice express cre recombinase in approximately 88% of the neurons of the 

neocortex and hippocampus, and in the glial cells of the pallium264. 

HALO mice have been bred such that cre recombinase expression is primarily limited 

to pyramidal neurons, however since male cre-expressing mice have been used for 

subsequent maintenance of the line it is possible that cre recombination in germ cells 

may have impacted the cell-specificity of this expression (resulting in expression in 

non-target cells in addition to pyramidal neurons)266. 

For CD-1 Mice, All animals were handled in accordance with ethics approved by the 

UK Home Office Animals Scientific Procedures Act 1986. However, given that mice 

did not undergo a ‘procedure’ as defined by the Act, the project did not require Home 

Office Licensing. The reason for animal use was instead approved and governed by 

Newcastle University’s Comparative Biology Centre Ethics Committee; Study Plan 

Reference Number 699; AWERB Approval Reference Number 663. Tissue in this 

project was waste tissue from other experiments. Mice were originally purchased with 

funds from a MRC Career Development Award to Dr. Suzanne Madgwick 

[MR/T010789/1]. 

For other mice, all experiments were performed in accordance with the Animals 

(Scientific Procedures) Act 1986 and with protocols and guidelines approved by the 

Institutional Animal Care and Use Committee (UvA-DEC) at Newcastle University 

operating under standards set by EU Directive 2010/63/EU and was performed in 

accordance with appropriate guidelines. This study is reported in accordance with 

Animal Research: Reporting In Vivo Experiments (ARRIVE) guidelines. Efforts were 

made to only use the necessary number of animals. The reason for animal use was 
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approved and governed by Newcastle University’s Comparative Biology Centre 

Ethics Committee; AWERB Approval Reference Number 712. 

Effort was made to use mice intended for culling (either for population reduction or 

when animals were exceeding breeding age) where possible, following the “three Rs” 

principles. As such, animals ranged from 2-12 months in age - depending on the 

reason for culling – and both male and female mice were used. Animals were all 

healthy, housed in a 26 ± 2 °C room with food and water ad libitum. 

2.5. Mouse brain dissection 

Schedule 1 procedure was carried out via cervical dislocation, followed immediately 

by decapitation. Fine, sharp-tipped scissors were used to cut the scalp sagittally from 

the neck to the nose, exposing the skull. The skull was first cut across the bridge of 

the nose followed by a cut from the rear of the skull to the nose. Fine tweezers were 

then used to snap the top of the skull away, exposing the brain. Finally the brain was 

removed with a spatula, scooping from the hindbrain and taking care to not apply 

pressure to the cortex. 

Removed brains were placed immediately into chilled cutting solution bubbled with 

carbogen whilst slicing was prepared. 

2.6. Acute brain slice preparation 

Slices were prepared and handled as described by Papouin and Haydon267. Briefly, 

the brain was trimmed with a scalpel and adhered to the cutting platform with 

cyanoacrylate adhesive, taking care to not compress the tissue. The cutting platform 

was inserted into the tissue slicer (either a a Campden Instruments Vibroslice 

vibrating-blade tissue slicer or a Leica VT1200S vibratome) and covered in near-

frozen cutting solution bubbled with carbogen. The vibratome was set to a frequency 

of 65-70 Hz with 0.75-1 mm amplitude (in the Leica instrument; the Vibroslice cannot 

adjust amplitude) and an advance speed of approximately 0.1 mm/s. 
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Slices were taken coronally (from approximately the septo-striatal to caudal 

diencephalon268) at the desired thickness and trimmed with a scalpel to isolate the 

cortex, before being transferred to a recovery chamber containing aCSF bubbled with 

carbogen at room temperature (20-22 °C) for 45 min. 

2.7. Artificial cerebrospinal fluid (aCSF) 

300 mOsm/l aCSF consisted of 2 mM CaCl2, 1 mM MgCl2, 126 mM NaCl, 2.6 mM 

NaHCO3, 3.5 mM KCl, 1.26 mM NaH2PO4, 10 mM glucose.   

400 mOsm/l aCSF consisted of 2.66 mM CaCl2, 1.33 mM MgCl2, 168 mM NaCl, 3.46 

mM NaHCO3, 4.66 mM KCl, 1.68 mM NaH2PO4, 13.33 mM glucose.   

Solutions were checked with a freezing-point osmometer to confirm their osmolarity. 

For both 300 mOsm/l aCSF and 400 mOsm/l aCSF, their pH was 7.4.  To produce 

ChABC-supplemented aCSF, 0.1 unit/ml ChABC (Scientific Laboratory Supplies, 

C2905) was added to 300 mOsm aCSF. 

For cutting, CaCl2 was omitted and MgCl2 was increased to 3 mM. Cutting solution 

was cooled until partially-frozen and mixed into a slush immediately before cutting. 

2.8. Western blotting 

For western blotting, tissue was homogenised with an ice-cold Dounce homogeniser 

containing lysis buffer (RIPA) supplemented with freshly prepared phosphatase and 

protease inhibitors (Complete, Roche), and centrifuged at 13,000 g at 4°C for 10 min. 

Then, 5× sample buffer was added to the supernatants and was boiled at 100°C for 5 

min.  

Protein samples were run on SDS-PAGE using a standard protocol and were 

transferred to nitrocellulose membrane using Mini Trans-Blot® apparatus (Bio-Rad). 

The blot was blocked in 3% bovine serum albumin (BSA) for 1 h and incubated 

overnight with primary antibody. 
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Primary antibodies used were: tubulin (Abcam, ab6160), vinculin (Cell Signaling 

Technology, #13901), p53 (Sigma Aldrich, P5813), cleaved caspase-3 (Cell 

Signaling Technology, Asp175) and GFAP (Abcam, ab222279).  

After washing twice with TBST (TBS containing 0.05% Tween-20) for 15 min each 

and once with TBS for 10 min, the blot was incubated with the corresponding 

secondary antibodies for 1 h. This was again followed by washing the blot in TBST 

and TBS as earlier, and the proteins were then detected using an iBright® Western 

Blot imaging system (Invitrogen) after incubation with chemiluminescence substrate 

for 5 min. 

Secondary antibodies used were: Abcam goat anti-rat HRP-conjugated - ab97057, 

Abcam goat anti-rabbit – ab6721, Abcam goat anti-mouse - ab6708, Abcam paired 

detector antibody ab222279.  

2.9. AFM nanoindentation measurements 

Sample elastic modulus was measured using atomic force microscopy (Nanosurf 

FlexAFM instrument). Unless otherwise specified, a spherical probe with a diameter 

of 10 µm and spring constant of 0.01 N/m was used, with a maximum force of 700 pN 

and a loading rate of 2 µm/s.  

For a spherical indenter, the following Hertz model is commonly used 269: 

  𝐹 =
4

3

𝐸𝑎

1−𝜈2 √𝑅𝛿3/2                                                                                    (1) 

where F is the reaction force of the indenter, δ is indentation depth, and ν is 

Poisson’s ratio. Ea is the apparent cell modulus as a rigid indenter was used. R is the 

radius of the spherical indenter.  However, the Hertz model only works for very small 

strains without adhesive contact between indenter and material. When indenting very 

soft tissues like brain, it is necessary to have a relatively large indentation depth (or 
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strain) relative to the probe tip diameter to eliminate the surface roughness effect of 

tissue slices. Furthermore, adhesive contacts were evident. Therefore, data analysis 

was done by combining Sneddon’s model for the sphere270 and the Maugis’ model of 

adhesive contact269, as shown in equation (2). Curve fitting was performed using the 

open source software AtomicJ software271. 

𝐹 =
3𝑎𝐾

2
(

𝑅2+𝑎2
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 𝑙𝑛

𝑅+𝑎

𝑅−𝑎
−

𝑅

2
− √

8𝜋𝑎𝑤

3𝐾
)   (2a)  

Where F is the indentation force, w is the Dupre energy of adhesion, a is the radius 

of contact, R is the tip radius.  

K is given by:  

𝐾 =
4

3
/ (

1−𝑣2

𝐸
+

1−𝑣′2

𝐸′
)      (2b)              

Where 𝑣   and  𝑣′  are the Poisson’s ratio for the sample and indenter, respectively. 

The E and E’ are the Young’s modulus of the sample and sample and indenter, 

respectively.  As the indenter used is 6 orders of magnitude stiffer than the brain 

tissues tested, the equation (2b) can be reduced to:  

𝐾 =
4𝐸

3( 1−𝑣2)
                    (2c) 

For brain tissue, it is reasonable to assume that its Poisson’s ratio is close to 0.5237. 

In principle, soft tissues like brain also exhibit viscoelastic characteristics.  Therefore, 

we also attempted to use a Prony series model for soft tissue viscoelasticity to 

account for stress-relaxation of the tissue during the loading period272 using in-house 

developed Python code.  However, indentation curves were too noisy for high quality 

curve fitting, with substantially higher failure rate for the curve-fitting and a greatly 

lengthened processing time per curve. Furthermore, for the curves successfully fitted, 
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the results are similar to those determined using the elastic model. This suggests that 

the viscous effect is not very significant in the test conditions of this study.   

2.10. Primary mouse astrocyte isolation – original and improved protocols. 

2.10.1. Original protocol 

Tissue was placed in an appropriate volume (1-2 ml) of 0.05% trypsin and Hank’s 

buffered salt solution (HBSS). Using a Pasteur pipette, tissue was gently dissociated 

by pipetting up and down for 15 mins. Sample was then centrifuged at 400 g for 5 

mins, the supernatant discarded and fresh 0.05% trypsin HBSS solution was added. 

The sample was resuspended and allowed to dissociate for 15 mins before being 

centrifuged again at 400 g for 5mins. 

The supernatant was discarded and the pellet resuspended in HBSS containing 

0.01% benzonase, incubating at RT (~20-22 °C) for 30-40 min. Supernatant was 

collected and centrifuged at 400 g for 7 min, resuspended in DMEM/F-12 with 10% 

FBS (Thermo Fisher) and plated in a T75 culture flask. Medium was changed after 24 

hrs, and then every two days afterwards for 2 weeks total. From the third week 

onwards, FBS concentration was increased to 20%. 

2.10.2. Improved protocol 

Tissue was cut into small pieces with a sterile scalpel and incubated in 0.05% trypsin 

in HBSS for 15 min at 37 °C. Trypsin was aspirated gently and replaced with 5 mg/ml 

papain solution (Sigma), incubating at 37 °C for 15 min. Samples was gently washed 

twice with sterile HBSS with 0.01% benzonase, removing as much fluid as possible 

between washes whilst not disturbing the settled tissue. Tissue was resuspended in 

3 ml DMEM/F-12 and triturated 30 times up and down with a 25 ml pipette, repeating 

with a 10 ml and 5 ml pipette. Sample was resuspended in DMEM/F-12 and plated in 

a T75 culture flask. Medium was changed after 24 hrs, and then every two days 

afterwards for 2 weeks total. From the third week onwards, FBS concentration was 

increased to 20%. 
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2.11. Tissue hydration measurements 

After acute brain slice preparation, samples were immersed in either 300 mOsm, 400 

mOsm or cABC-supplemented 300 mOsm aCSF. Samples were incubated for 0.5, 

1.5 and 4 h, then pooled into pre-weighed weighing boats and excess aCSF wicked 

away gently with a soft-bristled paintbrush. Slices were weighed before being air-

dried at 37°C for 48 h and weighed again. Hydration was calculated from the wet and 

dry values. 

To establish whether a 48 h drying time was sufficient, test samples were dried at 

37°C and weighed twice daily until no further weight change was observed (this was 

achieved at ~32 h. A safety factor was added, resulting in the final 48 h drying time 

used). 

2.12. Tissue swelling measurements 

Acute brain slices were immersed in the appropriate aCSF formulation and bubbled 

with carbogen. A frame was mounted above the plate to allow a camera to take 

images at a fixed distance. The carbogen supply was briefly removed when taking 

images, to avoid disruption from bubbles. Images were taken every 0.5 h for 4 h. XY 

area of the slices measured using Fiji image analysis software273, and converted to 

approximate volume by raising to a power of 3/2 based on the assumption of 

isotropic swelling.   

2.13. Acute brain slice light exposure 

After the recovery period, acute mouse brain slices were transferred to a perfusion 

chamber held at 37°C, in which aCSF bubbled with carbogen was flowed 

continuously over and around them. Slices were placed on microscopy lens tissue to 

permit passage of aCSF on all sides. 

A 400 µm diameter glass optical fibre was brought to the surface of the slice via a 

stereotactic holder, aided with a widefield microscope. When the tip of the fibre 

contacted the meniscus of the aCSF, it was retracted until the moment that the 
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meniscus broke contact, providing headroom for slices to swell during the experiment 

without physically contacting the fibre. 

Slices were exposed to 470 nm light emitted by a Thorlabs M470F3 fibre-coupled 

LED. At the distance used, emitted light was approximately collimated with an 

approximate incident spot size of 400 µm. Total light intensity at the tip of the fibre 

was measured via an integrating sphere. Slices were illuminated with 0, 6, 9 or 12 

mW total emission, with a pulse length of 100 ms and a 50% duty cycle for 1 h. Some 

slices were illuminated with different intensities, wavelengths, pulse patterns or 

durations (as noted in the relevant results section). 

2.14. CRL2541 astrocyte light exposure 

CRL2541 immortalised mouse cerebellar astrocytes (ATCC) were cultured until 

~90% confluent. Medium was aspirated, washed off with phosphate buffered saline 

(PBS) and replaced with aCSF bubbled with carbogen immediately before light 

exposure. 

 

Cells were exposed to 470 nm light at 12 mW via the bottom of polystyrene petri 

dishes to minimise risk of contamination. A 400 µm diameter optical fibre delivered 

the light, contacting the bottom of the dish at 90° to the dish surface. Cells were 

exposed for a range of durations with either a 50% duty cycle (100 ms pulse length) 

or continuously. After exposure, aCSF was aspirated off, washed with PBS and 

replaced with serum-free DMEM to arrest cell division. 

Cells were allowed to rest in the incubator for various times before staining with 

Live/Dead Fixable NIR and fixation with ice-cold paraformaldehyde for 15 min. Cells 

were then washed with distilled water for 3 min, air-dried and mounted under cover 

slips with ProLong Glass Antifade Mountant with NucBlue (Thermo Fisher Scientific). 
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Dishes were imaged using a Zeiss AxioImager upright fluorescent microscope with 

Colibri 7 illumination source, 10x (NA 0.3) and 20x (NA 0.8) objectives and a Flash4 

camera. Images were acquired with Zeiss blue software. 

2.15. Tissue & cell fixation, mounting and staining 

Acute brain slices were fixed with 4% paraformaldehyde in PBS for 15 min at 4°C 

before sectioning and mounting, with the exception of samples visualised with live 

stains, which were either not fixed or were fixed after staining (see specific protocols). 

After fixation, slices were immersed in 30% sucrose in PBS until they sank in the 

solution, indicating that it had fully perfused the tissue. 

Slices were cut into 30 µm thick sections with a Leica CM1900 cryostat (-16°C; tissue 

was embedded and frozen in a 50/50 mixture of 30% sucrose in PBS and OCT 

cutting solution prior to cutting) before being mounted and air-dried on Epredia 

SuperFrost Plus adhesion slides. Samples were rehydrated in staged ethanol 

dilutions (100, 80, 50, 0%) in Tris-buffered saline (TBS) for 10 min per stage before 

staining.  

CRL2541 cell samples on Fisherbrand Unbreakable cover slips (made from pressed 

polyvinyl chloride) were fixed with 4% paraformaldehyde for 15 min at 4°C. Cells 

were stained on the cover slips and mounted to Epredia SuperFrost slides after 

staining. 

2.15.1. TUNEL staining 

Cells were stained with Abcam TUNEL Assay Kit - FITC ab66108, following the 

manufacturer’s instructions. 

Tissue sections were stained with a modified protocol; TBS was supplemented with 

0.1% TWEEN 20 detergent (TBS-T)_ for rehydration steps, and reagents were 
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introduced to samples via micropipette in 40 µl volumes and incubated in a humidity 

box to prevent desiccation. 

TUNEL-stained samples were mounted using ProLong Diamond antifade mountant. 

2.15.2. DAPI staining 

Samples to be stained with DAPI were either immersed in a 1 µg/ml solution of DAPI 

stain in a Coplin jar for 20 min, or were incubated with 40 µl of the same solution in a 

humidity box for the same duration. DAPI staining was performed after all other 

stains had been applied. 

2.15.3. Autofluorescence suppression treatments 

Samples that utilised autofluorescence suppression were treated with either Sudan 

black B (solvent black 3), eriochrome black T or potassium permanganate. 

Sudan black B was prepared at 0.3% in 70% ethanol. The solution was dissolved on 

an orbital shaker for 3 hrs and was centrifuged at 3000 RPM for 30 mins to remove 

clumps before use. Samples were incubated in the solution for 10 min and washed in 

TBS-T for 5 min. 

Eriochrome black T was prepared at 1.65% in DI water and samples incubated for 5 

min before washing with TBS-T for 5 min. 

Potassium permanganate was prepared at 0.06% in DI water and samples incubated 

for 10 min before washing with DI water for 5 min. 

2.15.4. FFPE sections: rehydration 

Formalin-fixed, paraffin embedded (FFPE) tissue samples were rehydrated before 

staining. Paraffin was removed via 2x 10 min washes in xylene, followed by 
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rehydration in staged dilutions of ethanol in TBS-T (100, 95, 85, 75, 50%, 3 min 

each) followed by a 5 min incubation in TBS-T. 

2.15.5. Antigen retrieval 

FFPE sections were subjected to antigen retrieval after rehydration and prior to 

staining. Slices were immersed in 1x citrate buffer (0.1 M, pH 6, 0.0825 M sodium 

citrate dihydrate, 0.0175 M citric acid, 0.1% TWEEN-20 in DI water) and heated in a 

microwave until boiling was initiated. Slices were then allowed to cool for 30 min. 

2.15.6. General antibody staining protocol 

Slices and cell samples were generally stained with the following protocol, adjusted 

to fit specific stains as required. Steps were either carried out in Coplin jars or applied 

in ~40 µl volume via pipette in a humidity tray: 

- 3x dH2O, 5 min, room temperature. 

- Blocking (TBS-T/5% normal goat serum OR 5-10% BSA), 1 hr, room 

temperature. 

- Primary antibody in diluent and concentration recommended by manufacturer 

or determined in-house, overnight at 4°C. 

o 4-hydroxynonenal (Abcam, ab46545): 1/500 

o p53 (Cell Signalling Technology, #9282): 1/1000 

o Phospho-Histone H2AX (Cell Signalling Technology, #9718): 1/1000 

o Cleaved caspase-3 (Cell Signalling Technology, #9661): 1/1000 

o 8-OXO-DG (R&D Systems, 4354-MC-050): 1/1000  

- 3x TBS-T, 5 min. 

- Secondary antibody in diluent and concentration recommended by 

manufacturer or determined in-house (typically 1/2000), 1 hr, room 

temperature. 

- 3x TBS-T, 5 min. 

- 1x dH2O, 5 min. 
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- Air-dry and mount (ProLong Gold, ProLong Diamond or Histomount 

depending on stains used). 

2.15.7. Fluoro-jade C staining 

Avantor fluoro-jade C ready-to-dilute staining kit was used for brain tissue sections, 

following the manufacturer’s instructions. 

Fluoro-jade C stained samples were mounted using ProLong Gold. 

2.15.8. Propidium iodide staining 

In fixed cells/tissue, propidium iodide was applied as a nuclear counterstain at a 

concentration of 100 µg/ml for 20 min, followed by a wash in TBS-T for 5 mins. 

In living cells/tissue, propidium iodide was introduced into growth 

medium/oxygenated aCSF at a concentration of 100 µg/ml and allowed to incubate 

for 20 min before live-imaging. 

2.15.9. Calcein-AM (green and orange) staining 

Calcein-AM (Thermo Fisher, C34852 green and C34851 red-orange) vials were 

diluted in 50 µl DMSO to produce a 1 mM stock solution. 2 µl of this stock solution 

was added to 1 ml oxygenated aCSF to produce a 2 µM solution that was used within 

1 day. Samples were incubated for 10-60 min and returned to aCSF without calcein-

AM for 15-60 min before imaging. 

2.15.10. Live/Dead Fixable NIR staining 

Live/Dead Fixable NIR stain (Thermo Fisher, L34975) vials were diluted in 50 µl 

DMSO to produce a 1 mM stock solution. 1 µl was added to 1 ml oxygenated aCSF 

to produce a working solution. Samples were transferred from the perfusion chamber 

into this solution and incubated for 30 mins at 4°C before paraformaldehyde fixation. 
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2.16. Fluorescence microscopy 

Widefield fluorescence images were obtained using a Zeiss AxioImager upright 

fluorescent microscope with Colibri 7 illumination source, 10x (NA 0.3) and 20x (NA 

0.8) objectives and a Flash4 camera. Images were acquired with Zeiss blue software. 

Confocal images were obtained using a Leica SP8 DLS confocal microscope with 

HyD detectors, 10x (NA 0.4), 20x (NA 0.75) and 40x (NA 0.55) objectives and Leica 

Las X software. To ensure images were comparable, samples were imaged with 

identical settings unless otherwise indicated. 

2.17. Optical coherence tomography 

300 µm-thick acute mouse brain slices were chilled to 4°C on ice immediately after 

light exposure and transported to the OCT instrument (Thorlabs Ganymede). 

Samples were placed in a black weighing boat filled with chilled, oxygenated aCSF 

and scanned as quickly as possible to avoid tissue swelling. 
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Chapter 3. Mechanics of Healthy Mouse Brain Tissue in the 

Literature: A Systematic Review 

Whilst inclusion of healthy controls is generally recommended in any experiment 

involving biological tissues, there is also a place for reference data in the literature; 

these numbers enable researchers to identify when their work substantially differs 

from established values due to experimental error, unusual samples or differences in 

analytical methodology. 

Data on healthy brains can be incorporated into in silico models: simulations of 

traumatic brain injury are increasingly valuable both in academia and in industry (for 

example in the design of more effective impact-resistant helmets for sports and 

hazardous environments). Without accurate data on the viscoelastic properties of 

brain these simulations cannot be developed. 

Measurements of healthy brain also highlight differences between measurement 

techniques, animal strains, sex, age and other potential confounding factors. 

A review was carried out of existing data for elastic modulus of healthy mouse brain 

in the scientific literature with the goal of assessing the consistency with which 

various factors are reported or controlled for. The following factors are discussed: 

animal strain; age; sex; size of mechanical strain and frequency used; sample 

temperature and orientation; and the medium in which samples are immersed during 

storage and measurement, along with their potential impact on the data and 

comparability between studies.  

This review focuses on studies concerning mouse brain since this is the species with 

which I carried out my experiments during this project. A variety of other species are 

commonly used in brain mechanics experiments including porcine, bovine and rat 

brains. It is important to note that brain does not have equivalent mechanical 

properties between species – for example human brain has been measured as 29-
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40% stiffer than porcine brain274. In addition, larger brains are often treated very 

different to those from mice prior to measurement; it is common practice to acquire 

such tissue from abattoirs, with delays of hours or days after death before 

measurements are taken – during which time the tissue is often stored whole in 

unoxygenated iced water or buffer rather than oxygenated artificial cerebrospinal fluid 

(aCSF), allowing substantial degradation of tissue condition prior to 

measurement236,237,250,274–277. Due to the large potential variability in measurements 

of brain from different species handled in this manner, it was judged that limiting 

review to a single species would be appropriate. 

For some techniques or variables there is a paucity in available data, so only limited 

conclusions can be raised. 

Much of the data were extracted from published graphs via use of 

“WebPlotDigitiser”278 when raw data are not readily available. Whilst this will have 

produced some numerical inaccuracy, variation from the original data is very small. 

Accuracy of WebPlotDigitizer depends on several factors; the resolution of the image 

in pixels (higher resolution means it is possible to more precisely indicate the centre 

of a point on the graph), the dimensions that are depicted on the axis (small 

variations in larger numbers are less significant) and whether the axis are linear or 

nonlinear (a nonlinear scale such as a log scale will exaggerate error). 

Values from Figure 13 were extracted from an image of the graph (3225 x 2411 px) 

with WebPlotDigitizer and compared to the original data. Several points in the original 

graph were sufficiently similar to each other that they differed by < 1px and were 

indistinguishable; the extracted value was duplicated for each of these points for 

purposes of comparison. X-axis values differed by an average of 0.048 ± 0.65 Hz on 

a scale of 500 to 2000 Hz (in the worst case where the variation is largest, this would 

be less than 0.087% of the smallest X-axis value on that graph), and a paired T-test 

comparing the original X values to those obtained from WebPlotDigitizer output p = 
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0.77, indicating that the values are not significantly different. Similarly, Y-axis values 

differed by an average of 2.3e-5 ± 6.63e-4 degrees (a maximum of ~0.25% variation 

from the smallest Y value) and a paired T-test comparing the original Y values with 

those obtained from WebPlotDigitizer output p = 0.89, indicating that the Y values are 

also not significantly different. 

These results indicate that WebPlotDigitizer is capable of extracting data from graphs 

at extremely high precision provided the user is careful to precisely place each point 

correctly. 

A total of 24 studies that reported values for elastic modulus and other mechanical 

properties was found231,251,276,279–299 – a full search methodology is included in 

Chapter 2. 

3.1. Elastic modulus 

Reported elastic modulus values for healthy mouse brain vary by several orders of 

magnitude across the literature, from 0.03 to 105.4 kPa291,295 (Figure 9). Magnetic 

resonance elastography produces the highest mean value across all studies251,279–

284,286,287,296 (29.5 ± 17.4 kPa), followed by dynamic indentation231,298,299, 

nanoindentation289–297 and shear rheology276,288, whose mean values are in relative 

agreement (3.6 ± 2.3 kPa, 1.7 ± 7.3 kPa and 1.5 ± 1.1 kPa respectively). The chief 

reason for the large discrepancy between MRE and the other methods is likely to be 

the substantially higher frequency at which these measurements are made – 

discussed below. 

The large range of values within each method points to a lack of standardisation in 

animal properties, sample handling, measurement method and environmental 

conditions between studies. 
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Figure 9: Elastic modulus values for healthy mouse brain vary substantially 

across the literature. 
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3.2. Mouse strain 

The strain of mouse used in viscoelastic experiments is variable; C57BL/6 black 

laboratory mice are the most common model, however BALB/c albino and ICR mice 

are also used (Table 3231,251,276,279–299). Whilst the differences between these 

subspecies have not been explored, more concerning is the number of studies which 

neglect to state the mouse type they use at all, or that use the term “wild type” – a 

phrase that means little without knowing the type of mouse being used. 

 MRE Plate 

rheology 

Nanoindentation Dynamic 

indentation 

Total 

C57BL/6 6 1 5 0 12 

BALB/c 2 0 0 0 2 

ICR 0 0 2 0 2 

Unknown 2 1 2 3 8 

Table 3: Distribution of mouse strains used for mechanical studies across the literature. 

There are few data available that would allow comparison of viscoelasticity in 

different mouse strains – certainly insufficient to state definitively that significant 

differences exist – however this also means that the risk of such differences cannot 

be discounted and that data from different or unreported strains cannot be directly 

compared in an absolute sense; only relative comparisons can be made and even 

then only whilst acknowledging that different strains may respond differently to a 

given treatment. 

Whilst there is not a large enough dataset available to make conclusive statements 

on the effect of mouse strain on storage modulus, values taken from C57BL6 and 
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BALB/c mice do seem to have different viscoelastic properties; if a simple linear 

regression is carried out on each mouse strain, a two-tailed T-test comparing the 

slopes of the resulting curves returns P < 0.0001, indicating that the slopes are 

significantly different. It is likely that the slopes would be better fit with a more 

complex regression, however given the small number of frequency values for the 

C57BL/6 mice a simple linear regression was judged more appropriate. Figure 10 

shows that C57BL/6 appears to have a much more pronounced increase in storage 

modulus as frequency increases; the BALB/c curve is substantially flatter251,279–

284,286,287,296. From this graph it can also be surmised that the two values reported as 

coming from “wild type” mice are likely to be C57BL6 – though insufficient values are 

available to test this statistically. Data are unlikely to differ due to methodological 

differences, as MRE experiments are carried out on live sedated mice (avoiding error 

from tissue damage and sample handling) and MRE devices tend to be extremely 

similar, with little variability in structure or design. 

Since mouse strain is often neglected in viscoelasticity studies, there is a need for 

further investigation into potential differences between mouse strains. 
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Figure 10: Storage modulus of healthy mouse brain samples increases with measurement frequency in MRE 
experiments. C57BL/6 brains appear to be stiffer overall than BALB/C mouse brains, and have a more pronounced 
increase in storage modulus with frequency. 
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3.3. Age 

Animal age has been demonstrated to be a major factor affecting brain viscoelasticity 

in other species; thus, it is important to keep in mind when comparing data from the 

literature that the age of mice used can vary significantly and may lead to substantial 

differences in measured stiffness. 

The National Institute on Aging (USA)’s strain information300 states that 75% of 

C5BL6 mice reach 22-24 months of age (median lifespan 21.5 months). BALB/c mice 

have widely variable lifespans, with pronounced sexual dimorphism301; a lack of 

consistency in mouse strain and sex reporting makes correlation of age with 

viscoelastic differences in brain tissue difficult to predict. 

Mean animal age across the papers investigated (with mice from different 

experimental cohorts counted separately) is 5 ± 6.17 months; the high variation being 

due to the very large range of ages used (embryonic mice were in this case recorded 

as 0.1 months). Ages ranged from embryonic to 26.1 months. No clear trend of 

stiffness can be seen with mouse age; it is likely that the other confounding variables 

described in this review make extracting such a trend near impossible (Figure 

11231,251,276,279–299). 

Out of the 24 studies examined, 9 did not report the age of one or more mouse 

cohorts. 
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Figure 11: Age of all mouse cohorts plotted against their elastic modulus. No clear relationship of age to elastic 
modulus can be discerned - likely due to confounding factors. 
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3.4. Mechanical strain 

The size of strain that is appropriate when investigating brain viscoelasticity depends 

on the topic under study and the method being employed; if the goal of a study is to 

investigate brain at the extremes of in vivo performance – some studies use values 

as high as >40%237,302 – then it may be desirable to employ large strains. If one is not 

interested in the largest strains that brain might experience, but instead common 

strains, substantially lower values may be warranted; a study investigating the effects 

of injury or collision may warrant larger strains than one looking at the effects of – for 

example – age-related cognitive decline in the absence of traumatic injury. 

If the method being employed to measure viscoelastic properties employs a model 

reliant on small strains – such as the very common Hertz or Sneddon models – then 

deformation should be kept below 1% where possible. 

MRE employs very small strains that were – in all papers discussed – less than 1%. 

Shear rheology does not mathematically rely on strains being small. Nanoindentation 

and impact indentation, however, require small strains to remain within the linear 

regime. 

Whilst shear rheology is not reliant on models assuming linearity, it is important to be 

aware that at high (approaching 50%) strains in very soft nonlinear samples, the 

measurement can change the mechanical properties of the sample303,304. 

Despite these limitations, many of the nanoindentation, AFM and impact indentation 

studies in the literature regularly employ strains of 2-14%231,292,293,296 or do not report 

the magnitude of strain imposed on the tissue at all. Care should be taken when 

designing these studies that indentation depth does not exceed 1% of total sample 

thickness. 
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It might be desirable to employ large strains to reduce the impact of finite tip radius in 

some models (e.g. Sneddon), since this is more pronounced in smaller 

indentations305 however it would be more appropriate to implement a model that is 

less sensitive to these effects – such as the Maugis model269. 

3.5. Frequency 

The frequency of dynamic measurements significantly affects measured storage and 

loss moduli. Since the behaviour of a non-linear material such as brain can vary 

unpredictably with frequency, any two datasets can only be meaningfully compared 

when the frequency range utilised overlaps. 

Indentation techniques – used primarily for transient measurements – are also 

sensitive to frequency, since the ramp speed of the indenter can be adjusted. A 

higher or lower ramp speed may be used to avoid measurement error (for example 

adjusting ramp speed to compensate for drag forces in a fluid environment247). The 

indentation curve of a transient AFM measurement can be thought of as a single 

oscillation from a dynamic experiment (this property has been exploited to extract 

viscoelastic data from AFM readings246). A higher ramp speed will tend to produce 

higher elastic modulus readings than a lower value due to a more limited opportunity 

for relaxation events to occur during the measurement247,306–308. 

AFM measurement of brain is challenging and adjustments to ramp speed may be 

necessary for reliable measurements. However, where possible ramp speed should 

be matched to existing values in the literature to permit comparison of data. 

Shear rheology papers tend to employ low frequencies (0.32 - 9.87 Hz276,288). 

Reported frequencies from AFM experiments lie in a similar range – between 1 and 

10 Hz289–297, and the one dynamic indentation study found that reported a frequency 

value was also similar (30 Hz231). Impact indentation studies also employ various 

strain rates (strain rate can be considered an analogous variable to frequency – 
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higher strain rates produce larger elastic modulus readings, as would be expected 

with higher frequency measurements) however converting these values in a way that 

allows them to be directly comparable to frequency-controlled methods is non-

trivial309.  

There is a general upward trend of elastic modulus with frequency across all 

nanoindentation, shear rheology and dynamic indentation studies – though this 

relationship is unclear due to low overlap between most datasets (Figure 12). 

 

  

Figure 12: Deformation frequency vs. mouse brain elastic modulus for all nanoindentation, 

shear rheology and dynamic indentation studies. 
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In comparison, MRE employs frequencies that are substantially higher than other 

methods (600-1800Hz251,279–284,286,287,296). Both storage and loss moduli increased 

with frequency (Figure 13251,279–284,286,287,296), though a combination of sparse data 

and confounding variables means that whilst the ratio of storage to loss modulus 

appears to increase with frequency, a clear relationship of frequency to Tanδ cannot 

be confirmed. 

Storage modulus values for healthy mouse brain across all MRE papers range from 

1.5 to 25 kPa; a larger range than other methods (excluding a single unusually high 

value from the nanoindentation literature). Since these values are in shear, they are 

equivalent to elastic moduli of 4.5 to 75kPa; substantially higher than values acquired 

with other methods. The very large range of elastic moduli could be explained by the 

wide range of frequencies employed in MRE experiments. 

  

Figure 13: Tanδ of all mouse brain samples from MRE studies plotted against the deformation 
frequency. 
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3.6. Temperature 

If a study aims to replicate in vivo conditions faithfully, temperature is an important 

variable: viscoelastic properties of materials tend to vary by temperature, with elastic 

factors generally dominating at lower temperatures and viscous relaxation becoming 

more prevalent as temperature increases234,310,311. 

The body temperature of a mouse varies between 36.5 and 38°C312. Despite this, 

10/14 studies (excluding MRE since it is carried out primarily on living animals at 

37°C) investigating the viscoelasticity of healthy mouse brain performed 

measurements at room temperature (20 - 25°C) for one or more animal cohorts. 3/14 

studies carried out all experiments at 37°C and 1/14 studies did not report the 

temperature used. 

Maintaining samples at body temperature can pose technical challenges; samples in 

air will desiccate in a heated chamber and fluid immersion requires a temperature 

management solution such as a heated bath, chamber or platform to maintain a 

consistent temperature throughout the measurement. For techniques such as 

rheology this functionality is included in most equipment. However, in AFM the scan 

head of the instrument can heat up substantially, making it difficult to operate at a 

consistent temperature. 

Temperature selection is particularly complex for measurement of ex vivo samples, 

where lower temperatures can delay tissue death and resultant osmotic (Donnan) 

swelling but will also alter material properties of the sample313,314. In these cases, it 

may be preferable to standardise mechanical measurement of living tissues at 4°C to 

prevent cell death, which can have a substantial effect on tissue elastic modulus 

(chapter 5). 
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3.7. Slice orientation 

There is no obvious convention for orientation of brain samples during mechanical 

measurement; excluding MRE (where all brains are in the same orientation due to 

the orientation of the sedated animal relative to the detector), 7/14 papers do not 

report the orientation at which brain is sliced (Table 4). 

Whilst brain is typically assumed in the literature to be a homogenous and isotropic 

material, this appears to be for convenience rather than accuracy; like many 

tissues235, brain is highly structured and mechanically anisotropic315,316. In healthy 

brain, axonal fibres and blood vessels run in polarised orientations through the 

tissue317, whilst diseased brain can possess anisotropy in myelination, fibre 

arrangement, axonal integrity, cellular composition and axoglial contacts318,319. 

Depending on the brain region in question and the measurement method used, 

orientation of the tissue sample may impact measured mechanical values. Since 

there are few studies with reported sample orientation, it is not possible to establish 

whether such an effect may exist in reports of healthy mouse brain mechanical 

properties. 

Sample orientation Horizontal Coronal Radial Unknown Total 

Number of studies 2 4 1 7 14 

Table 4: Distribution of mouse brain slice orientation relative to the whole brain across all studies. 

3.8. Sample buffer composition and oxygenation 

Immediately following sacrifice, mouse brain tissue requires a supply of oxygen, 

nutrients and ions in an appropriately buffered environment. Artificial cerebrospinal 

fluid (“aCSF”) is a commonly used solution developed for electrophysiological studies 

to keep acute ex vivo brain tissue viable and maintain normal neural electrical 

activity, designed to provide these factors. aCSF is typically oxygenated via bubbling 

with carbogen, a 95% CO2, 5% O2 mixture. 
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Only two studies stored their acute brain samples in aCSF prior to and during 

mechanical measurement (Table 5231,276,281–299). One additional study instead stored 

their tissue in “Hibernate-A media” (Thermo Fisher) – a medium intended for long-

term storage of brain tissue and cells. 

The most common solution in which to store samples was phosphate-buffered saline 

(PBS). This buffer is used in mammalian cell culture for washing, staining and other 

procedures that require a solution with osmolarity compatible with mammalian cells 

(to avoid osmotic swelling or desiccation of cells and tissue). However, PBS does not 

contain the required nutrients for maintenance of brain tissue for more than a few 

minutes, and was not oxygenated in any study. Two similar buffers (HEPES buffered 

extracellular solution and Krebs-Henseleit buffer) were used in other studies, with the 

same limitations. Dulbecco’s modified Eagle medium (DMEM) is widely used for 

mammalian cell culture and contains the necessary nutrients to sustain tissue – 

though not in proportions optimised for whole brain tissue – however no study that 

used DMEM elected to oxygenate the solution. 

Finally, one study reports that their samples were measured in “a liquid environment” 

with no further detail, and another measured whole mouse brain in air. 

The wide range of environments in which ex vivo brain tissue samples were stored 

and measured could contribute to the variability of mechanical properties across 

these studies; all but three studies used solutions that lack the proper qualities for 

sustaining live brain tissue, making it likely that most samples were partly or fully 

dead by the point of measurement, and would therefore have experienced significant 

osmotic (Donnan) swelling. 
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Medium Glucose/sucrose? Oxygenated? Number of 

studies 

Dulbecco’s modified Eagle 

medium (DMEM) 

Y N 2 

Hibernate-A media Y N 1 

HEPES buffered 

extracellular solution 

Y N 1 

Phosphate-buffered saline N N 5 

Artificial cerebrospinal fluid 

(aCSF) 

Y Y 2 

Krebs-Henseleit buffer 

modified 

Y N 1 

“A liquid environment” ? ? 1 

Air N Y 1 

Table 5: Media in which samples were stored, handled and measured in literature concerning healthy mouse 
brain mechanical properties. 
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3.9. Tissue fixation 

Fixation of tissue with paraformaldehyde is a standard method for preserving tissue 

architecture for future analysis. Paraformaldehyde cross-links proteins and DNA in 

tissue via formaldehyde monomers, preventing enzymatic and metabolic activity and 

avoiding decomposition from external contaminants. 

Fixation with paraformaldehyde has been demonstrated to affect tissue elastic 

modulus, increasing stiffness in all tissue including brain320–323. Out of the studies 

discussed (excluding MRE, which uses live animals), 2/14 carried out fixation with 

4% paraformaldehyde prior to mechanical measurements295,296. 

3.10. Shear wave elastography 

Shear wave elastography is an uncommon technique using ultrasonic waves to 

measure brain elastic modulus in a similar manner to magnetic resonance 

elastography. I could find only one study that acquired elastic modulus values for 

healthy mouse brain using this method. Five live, sedated Male MitoCFP mice were 

used for the sham (healthy) group (age unknown) and cortical measurements were 

taken from each hemisphere of the sham mice’s brains. The reported values were 

5.14 ± 1.03 kPa for one hemisphere and 5.19 ± 0.93 kPa for the other324. 
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Chapter 4. Results: Characterisation of Astrocyte Extracellular 

Matrix 
4.1. Introduction 

4.1.1. Astrocytes 

Astrocytes (also referred to as astroglia) are a type of cell found in the central 

nervous system. Their name is derived from their star-shaped morphology (“astro”); 

“activated” astrocytes possess multiple long projections that are largely symmetrical 

in direction and length, thus loosely resembling a star. 

Multiple astrocyte subtypes have been described, including fibrous (typically found in 

white matter), protoplasmic (grey matter) and radial (a progenitor type that produces 

neurons and astrocytes as well as directing their migration)325–328. 

Protoplasmic astrocytes are the most common subtype in the brain (radial astrocytes 

being primarily found in developing brain)329. However, it has historically been difficult 

to produce in vitro populations of astrocytic cells that are definitively fibrous or 

protoplasmic; a plurality of environmental, chemical, and mechanical signals govern 

the transition between the subtypes and numerous variations have been observed. 

An early attempt at classifying astroglia separated them into two subtypes (type 1 

and type 2) based on the expression of various markers. However, the study was 

carried out on astrocytes derived from progenitor cells from immature rat optic nerve, 

and may have limited relevance to human astrocytes, or cells isolated from brain 

tissue330. 

A more useful identifying factor for astrocytic cells for in vitro work is the presence of 

glial fibrillary acidic protein (GFAP). Whilst not exclusively produced by astrocytes, 

this marker serves as a useful tool for identifying astrocytic populations in neural 

cultures331.  
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Astrocytes perform a wide range of roles in the brain, including (but not limited to)332: 

- Metabolic and nutritional support to neurons (by providing, clearing or 

otherwise manipulating supply of neurotransmitters, nutrients and glycogen to 

neurons). 

- Structural (acting as a physical support for neurons and synapses). 

- Producing and maintaining extracellular matrix and the blood-brain barrier. 

- Modulating the action of other nearby cells (including myelination by 

oligodendrocytes, firing of neurons and inflammatory responses). 

- Repair of neural tissues (a complex process; astrocytes fill spaces in injured 

brain tissue, promote and suppress regrowth of neurons). 

4.1.2. Mechanical factors in glial scar 

It was assumed until recently that glial scar is stiffer than the original brain tissue; 

most scar tissue contains large amounts of collagen I and resists cellular penetration, 

resulting in a less functional tissue after healing333–338. The assumption that glial scar 

is stiffer than healthy brain implies that neurons are mechanically restricted from the 

injured site. 

Recent research suggests that the opposite may be true; glial scar tissue is 

substantially softer than healthy brain, meaning that it cannot be acting as a physical 

barrier to healing71,339. Neurons, microglia and astroglia are affected by mechanical 

cues in their environment (neural axons grow longer in softer substrates but grow 

fewer dendrites340, axons of dorsal root ganglion cells grow better on stiffer 

substrates in vitro, Xenopus retinal ganglion cell (RGC) axons grow faster in stiffer 

environments341), which could contribute to the dysregulated growth and migration 

seen in glial scar. 

Neural stem cells proliferate in injured tissue, preferentially differentiating into glial 

cells on softer substrates and into neurons on stiffer substrates342. Manipulating this 
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property by restoring normal tissue stiffness following brain injury may result in better 

health outcomes; it is possible that species capable of regenerating brain tissue 

(such as newts and axolotls) experience different mechanical changes following 

injury, leading to higher neural growth and reduced glial scar formation339. 

Cultured cortical astroglia also soften during glial scar formation — a phenomenon 

reversible by blocking ATP-mediated ion channels343. Whether there is a link 

between cell-softening and ECM-softening in glial scarring is currently unknown. 

Glial scar production can be inhibited by treating tissue with cell cycle inhibitors, 

slowing astrocyte proliferation344,345. However, inhibition of cell division would also 

prevent differentiation of neural progenitors into new neurons and a complete 

suppression of glial scar formation may result in inadequate repair of the blood-brain 

barrier. 

If astrocyte proliferation could be controlled by manipulating tissue stiffness, it may 

be possible to inhibit glial scar formation whilst continuing to allow differentiation of 

neurons from progenitors. By adjusting brain tissue stiffness appropriately, it may be 

feasible to allow sufficient astrocyte proliferation to repair the blood-brain barrier 

whilst minimising inhibition of neural regrowth. 

Olomoucine and Mdivi-1 have both been employed as treatments to prevent 

astroglial proliferation, and could be used as a positive control in experiments 

investigating the effect of drug treatments on proliferation rate of primary astrocytes 

during reactive gliosis344,346,347. 

Several ECM components are upregulated after traumatic brain injury: vimentin, 

collagen IV, glial fibrillary acidic protein (GFAP) and chondroitin sulphate 

proteoglycans (CSPGs)339. Vimentin has been observed as a marker of immature 

glial cells and neural stem cells348,349 and as such may not be directly related to 
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mechanical changes to ECM. Collagen IV is associated with the basal laminae; 

inhibition of its production may prevent blood-brain barrier repair350. CSPGs are 

highly branched neuroinhibitory molecules. Due to their branched structure, CSPGs 

tend to be highly hydrated351. 

Since tissue hydration is closely linked to mechanical stiffness, CSPGs may be a 

viable target for manipulating brain tissue stiffness; possibly via digestion by 

chondroitinase enzyme351. CSPG synthesis inhibitors have been developed, offering 

a potential small-molecule treatment that could be used to alter brain tissue stiffness 

after traumatic brain injury352. 

4.1.3. Producing an in vitro model of brain ECM 

The ECM is a complex structure with substantial variation depending on the specific 

functional needs of a given tissue. It provides structural support for cells via a dense, 

interconnected matrix of proteins whilst being permissive to nutrient diffusion. The 

ECM contributes to the mechanical properties of a tissue, acting as a structure to 

which cells can anchor via focal adhesions353–355. 

The ECM is formed of fibrous protein (chiefly collagen and elastin) and glycoprotein 

(proteoglycans and laminins) molecules which vary in ratio and interact with each 

other to produce conditions that support cellular growth and structure. A wide range 

of additional molecules are sequestered and stored in the ECM for the purposes of 

nutrition, signalling and binding (for example heparin will bind to growth factors, 

proteases and chemokines whilst maintaining function and presenting bioactive sites 

for binding by cells). 

Tissues which require a high degree of structural strength have distinctly different 

ECM to those requiring the ability to remodel rapidly (cartilage contains CSPGs to 

provide compressive strength, tendons form linear fibrous structures for tensile 

strength). Brain tissue ECM is rich in glucosaminoglycans, has low levels of type-1 
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collagen and elevated concentration of type 4 collagen — a more highly branched 

variant), leading to a soft and flexible ECM compared to many other tissues353. 

ECM composition is influenced by many biological processes; immune cell migration 

is facilitated during inflammation by triggering an influx of fluid into tissue (reducing 

tissue stiffness). Conversely, solid tumours have been shown to rearrange collagen 

fibres into linear bundles that permit more rapid cell metastasis356,357. 

To successfully simulate ECM, molecular composition, architectural structure and 

mechanical characteristics must be matched to the tissue of interest. It is not 

sufficient to simply mix major ECM components in the correct ratios; ECM contains 

functional modifications for binding and signalling, small molecules such as cytokines 

or growth factors and a wide array of other substances353. ECM may feature specific 

arrangements of component fibres — which may not necessarily be replicated by a 

simple mixture358. The mechanical properties of ECM are influenced by factors such 

as arrangement of collagen fibres — affecting tensile strength — and the amount of 

bound water, which contributes to both compressive strength and elastic 

modulus359,360. 

ECM from decellularised tissue 

One approach to producing a realistic ECM model is to decellularise an ex vivo tissue 

sample, permitting new cells to be seeded into the cell-depleted structure361. This 

approach has been successful in tissue engineering applications such as the growth 

of artificial organs, by stripping cells from an organ and using the remaining ECM 

“skeleton” as a scaffold on which to grow cells of the desired type (e.g. taking a 

porcine heart, stripping the cells from it and growing human cardiomyocytes on the 

ECM to enable transplant into a human patient)362. 

Whilst this approach is likely to retain much of the molecular variety of ECM in vivo, 

cell stripping utilises proteases and chemical treatments that may damage ECM 
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components and strip out small molecules. Additionally, whole cells or lysed 

fragments may persist in the stripped ECM structure, causing contamination. Unlike 

synthetic or cell-derived ECM models, decellularised ECM scaffolds cannot be freely 

synthesised or grown; the requirement for whole tissue may present a manufacturing 

bottleneck. 

Synthetic ECM mixtures 

Artificial ECM models can be approximated using synthetic or purified proteins. 

Several suppliers now offer purified collagen and fibronectin extracted from animal 

sources (e.g. rat tail collagen), used commonly to improve cell adhesion to culture 

substrates. These individual components can be used to form mixtures matching the 

ratio of major ECM components. Such synthetic models lack specialised architectural 

features that require more complex compositions, or that form as a result of cellular 

action363. 

With improved understanding of ECM fibrogenesis, it is possible that specialised 

ECM analogues could be tailored to different tissues by adjusting the specific 

composition of the mixture358. By using either serial or simultaneous incubation of 

ECM components together it is possible to control stacking and formation of fibres 

with heterogeneous components. At present, this type of process is labour intensive 

and does not produce large amounts of material358. 

Commercial ECM products 

Several companies offer commercial ECM analogues, either for the coating of cell 

culture substrates in thin layers for monolayers, hydrogels for the culture of cells in 3 

dimensions or products intended for tissue engineering and clinical use. These range 

from purified ECM proteins such as collagen, synthetic hydrogels with added 

biological components, decellularised tissue or synthetic structures modified with 

functional motifs. Many of these models have been engineered to allow enzymatic 

degradation, improved binding, specific signalling behaviour and other functions that 
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mimic those of natural ECM. Whilst none of these options are likely to be a perfect 

match for ECM in vivo, they offer high consistency and a reduction in workflow 

compared to generating ECM analogues in-house364–366. 

For brain-specific ECM, Cultrex basement membrane extract is a commercially 

available soft ECM gel that contains a higher type-4 collagen and lower type-1 

collagen concentration than other products366. 

ECM from decellularised monolayer culture 

By growing a monolayer culture of cells from the tissue of interest and stimulating 

them with appropriate growth factors, thin layers of cell-derived ECM can be 

produced and decellularised in a similar fashion to tissue-derived ECM scaffolds367. 

This method has the advantage of requiring a less intensive decellularization process 

that does not require solubilisation of the ECM, thereby retaining architectural 

features that would otherwise be lost368. With a less intensive cell removal process, 

small molecules and globular proteins are more readily retained. 

Cell-derived ECM models have been produced from a wide range of immortalised 

and primary cell types including haematopoietic and mesenchymal stem cells, epi- 

and endothelial cells, fibroblasts, osteoblasts, hepatic and lung cells367. Whilst 

monolayer culture of a single cell type may produce different ECM to that of a more 

complex tissue, co-culture of multiple cell types has been employed to produce more 

complex ECM models361,369–372.  

4.1.4. Removal of cells from ECM samples 

To measure the mechanical properties of an ECM sample, cells covering the surface 

must first be removed. 

Protease enzymes are commonly employed for decellularization; cell-ECM 

connections are digested by enzymes such as trypsin and the loosened cells are 
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rinsed off with a buffer solution such as phosphate-buffered saline. Protease 

treatment is relatively broad in its action however; ECM components would be 

damaged by this approach, potentially altering the results of any mechanical 

measurement368. 

Alternatively, detergent treatments such as Triton x-100, sodium dodecyl sulphate 

and sodium deoxycholate can be used to remove cells via disruption of cell 

membranes and dissociate cellular components. Whilst this approach does not 

directly cleave proteins like a protease-based decellularization method, it is still 

capable of denaturing proteins and is liable to leave residue from both detergent and 

lysed cells in the resulting ECM gel373–375. 

Commonly, ethylenediaminetetraacetic acid (EDTA) is used in conjunction with 

trypsin, acting as a chelating agent to sequester calcium and magnesium ions. 

Cadherins and integrins (which are calcium- and magnesium dependent respectively) 

treated with EDTA will bind less strongly, loosening cultured cells from the ECM. 

Many ECM components are EDTA-soluble376, however an EDTA-based protocol may 

be less destructive than a detergent or protease-based approach377. 

Individual cells could be removed via mechanical interaction using a 

micromanipulator; microinjection or AFM instruments can be used to mechanically 

displace cells with their needle or cantilever tip, and optical tweezers are capable of 

exerting forces on cellular or subcellular targets non-invasively. This approach is 

laborious and risks mechanical disruption to the ECM structure, however unlike 

chemical cell-removal approaches there is no risk of ECM components being washed 

away. The risk of probe fouling and contamination of the ECM with cellular debris is 

quite high, and the strong adhesion forces exerted by biological samples risk damage 

to a relatively delicate AFM cantilever or micromanipulator378. 
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There is currently no optimal solution for decellularization of cell-derived ECM; each 

approach risks contamination, damage to ECM components and disruption of 

architectural features. Each method will have varying levels of success depending on 

the tissue or culture that is to be decellularised; an approach that works well for 

tendon is unlikely to be directly applicable to liver. Each method should therefore be 

considered individually or in combination to produce a tailored protocol for each 

application. 
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4.1.5. Weaknesses of current ECM models 

Current ECM models each have specific weaknesses: 

- Decellularised tissue tends to contain contaminants from cells or loses ECM 

components due to over-harsh cell removal methods. ECM architecture tends 

to be lost due to cleaving and solubilising of ECM fibres by proteolytic action. 

- Crude mixtures of ECM components lack the complete complement of 

components that ECM possesses in vivo and does not exhibit the same 

fibrous architecture. 

- Synthetic ECM fibres possess a more accurate architectural structure and can 

be tweaked to match particular ECM types but lack molecular variety, and are 

labour-intensive to produce. 

- Synthetic hydrogels enable easy adjustment of mechanical properties and can 

even be modified to contain similar functional domains to real ECM, but are 

fundamentally made from different components and do not simulate ECM as 

accurately as other methods. 

- Cell-derived ECM produces the most molecularly and architecturally accurate 

ECM but only produces a thin layer and so do not simulate bulk ECM 

properties. 

Of the above, cell-derived ECM appeared to have the fewest drawbacks and was be 

used as the starting point for the ECM model in this project. Cell-derived ECM 

produced from astrocyte culture has not been described in the literature; a protocol 

for producing cell-derived ECM was adapted from literature concerning other cell 

types. 
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4.2. Aims and objectives. 

This project aimed to investigate the relationship between brain injury, astrocyte 

activation, tissue softening and factors that affect neural regeneration in an in vitro 

context, and to assess potential methods to suppress tissue softening in injured brain 

and thus reduce scar formation. 

Objectives of this project were to: 

- Develop an ECM analogue that closely matches the chemical and 

architectural content of brain ECM in vivo.  

- Produce a methodology that allows the analysis of mechanical properties of 

this ECM model before and after astrocyte activation, without interference or 

contamination from the astrocyte itself. 

- Apply this methodology to better understand the effect of surgical, 

photochemical and thermal trauma from optogenetic brain implants and 

identify potential targets that can be used to mitigate these effects. 

4.3. Results and discussion 

4.3.1. Selection of an astrocyte model 

Most experiments in literature related to reactive gliosis, glial scarring and ECM 

changes during traumatic brain injury are either carried out in vivo, ex vivo with 

cultured tissue or in vitro with primary astroglia. 

Primary cells are difficult to obtain (requiring extraction from brain tissue and 

separation from other cell types), expensive to purchase commercially and difficult to 

maintain; commercial primary astroglial lines advertise between 4 and 10 division 

cycles before the cells begin to degrade. This makes them unsuited to early-stage 

experimentation whilst methods are developed and risk of waste is higher. 
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It is therefore desirable to make use of an immortalised astroglial cell line; several 

such lines exist commercially and others have been produced independently by 

research groups379,380. 

Since these cell lines have been modified and may have undergone many 

generational cycles, it is possible that their behaviour has diverged from that of 

primary astroglia. It is therefore important to establish desirable traits for such a cell 

line and to select the option that best exhibits as many of these traits as possible. 

The presence of these traits does not guarantee that cultured immortalised 

astrocytes will behave like primary astrocytes or those in vivo; indeed, primary in vitro 

cultured astrocytes have been observed to be substantially different from astrocytes 

in vivo despite being perceived as the “gold standard” for in vitro astrocyte 

experiments381. However, the presence of these traits should indicate a greater 

similarity to astrocytes in vivo. 

The most important marker for an astroglial cell line is the presence of glial fibrillary 

acidic protein (GFAP)382. This protein is the key indicator that a cell has progressed 

down the astrocytic lineage from neural precursors rather than becoming a neuron or 

a microglial cell. Any cell line that lacks robust GFAP expression was rejected. 

An astroglial cell line suitable for these experiments should be able to be cultured in 

an quiescent state, and should enter a reactive phenotype under simulated injury 

conditions; scratch assays, stretch injury, cytokine challenge and other methods have 

been used to trigger this state in astroglia383–386. 

During glial scar production, the compounds most associated with tissue softening 

are vimentin, collagen IV, laminin and CSPGs; these compounds should be 

detectable in immortalised astroglia which have undergone reactive gliosis339. 
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Other major markers for astrocytes (as determined by RNA sequencing and 

comparison to other neural cells) include aquaporin 4 (AQP4), aldehyde 

dehydrogenase 1 family member L1 (ALDH1L1) and thrombospondin (THBS4)387; 

presence of these markers is not critical, however may indicate a closer match to in 

vivo properties. 

8 commercially available cell lines were considered (Table 6): 

- ABM Immortalized Human Astrocytes, foetal – hTERT (cat no. T0281) 

- ABM Immortalized Mouse Astrocytes - SV40T (IMA2.1) (cat no. T0289) 

- ABM Immortalized Human Astrocytes, foetal - SV40 (cat no. T0280) 

- ATCC CTX TNA2 (cat no. CRL-2006) 

- ATCC DI TNC1 (cat no. CRL-2005) 

- ATCC C8-D1A (cat no. CRL-2541) 

- ATCC BALB SFME (cat no. CRL-9392) (this line is of particular interest as 

these are naturally immortal neural stem cells; presence of serum causes cell 

growth arrest and differentiation into astroglia) 

- Creative Bioarray Immortalized Human Astrocytes - foetal-hTERT (cat no. 

CSC-I9064L) 

Cell lines are referred to by their catalogue number going forwards. 

All cell lines except CRL-9392 (which is a neural progenitor line) are type-I astroglia, 

which exhibit multiple short processes (as opposed to two longer processes in type II 

or none in type III) and are the most common type in mature brain329. 
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Table 6: Assessment of commercially available immortalised astrocyte cell lines. Data were collected from 

manufacturer websites and scientific literature388–401.  

CRL-2006 has been demonstrated to secrete ECM components via proteomic analysis 402.  

No reference could be found for CSC-I9064L, and information on the manufacturer website is limited. 
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Whilst many of the above properties could not be confirmed via literature search, this 

does not mean that they are not exhibited by the cell line; little information is provided 

by vendors and as such information about marker expression is typically only 

available from published experimental data. 

CRL-9392 was potentially of interest due to the ability to culture the neural progenitor 

and differentiate (arresting proliferation) as needed. These cells have not been 

immortalised, and may behave more like in vivo astrocytes than other lines. 

Unfortunately, this cell line is not exceptionally well documented, and appears to 

require specialised culture conditions that may be challenging to replicate. 

From the “conventional” immortalised lines above, CRL-2006, CRL-2541 or CRL-

2005 appear to be the best documented, with confirmed presence of most of the 

desired properties. The lack of aquaporin-4 is not critical, and other groups have 

successfully induced its expression via genetic modification389,392. 

Available documentation does not confirm vimentin or collagen IV expression in CRL-

2541, however these are both highly associated with astrocytes throughout the 

literature, and it is likely that they do express these markers403,404. Based on 

communication with Dr. Andras Lakatos (Cambridge University) whose laboratory 

has experience working with primary astrocytes on similar topics, it was decided to 

use CRL-2541 for initial experiments, with the intention of moving to primary culture if 

these are successful. 
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4.3.2. CRL-2541 cell-derived ECM production 

CRL-2541 cells grow readily in high-glucose DMEM supplemented with FBS. They 

reach confluence in approximately 4-5 days after seeding at ~50% density, halting at 

100% confluence due to contact inhibition (Figure 14B). 

CRL-2541 was confirmed to produce GFAP via both ELISA and 

immunocytochemistry (data not shown). Cultured CRL-2541 cells exhibited 

morphological differences to astrocytes in vivo; whilst cells grown at low density 

exhibit multiple long cellular processes that resemble the “stellate” morphology of 

astrocytes in vivo, they are not as numerous or branched as would be expected 

(Figure 14A), and these features are not visible at high confluence (Figure 14B). 

Astrocytes grown in 3D culture tend to form round, bipolar, stellate and perivascular 

morphologies, however in 2D culture the round morphology dominates405. Whilst it is 

desirable to replicate these morphological characteristics, use of a 3D culture would 

substantially complicate decellularization and acquisition of intact cell-derived ECM. 

Supplementation with FGF-2 (which has been demonstrated to restore stellate 

morphology in primary astrocytes in monolayer culture406) did not trigger stellate 

morphology in CRL-2541 cultures (data not shown). 
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When stimulated with ascorbic acid, CRL-2541 readily produced a soft, gel-like ECM 

layer that was slightly thicker than the cell monolayer. This cell-derived ECM was 

decellularised using a weak detergent solution (0.5% Triton X-100) and treated with 

benzonase to remove remaining DNA and RNA fragments (full method in chapter 2). 

To my knowledge, this is the first time that cell-derived ECM has been successfully 

produced from the CRL-2541 immortalised astrocyte cell line (though cell-derived 

ECM has been produced from primary astrocyte cultures407–409). 

If cells are cultured in a plate coated with gelatin or fibronectin, the ECM layer 

adhered to the plate and could be decellularised without detachment from the vessel 

(Figure 15) but must be removed by scraping, risking damaging its structure. If 

cultured on an uncoated vessel, the ECM layer detached upon decellularisation and 

– over the course of several hours – gathered in a bunched, folded mass. 

Figure 14: Low (A) and high (B) density cultures of CRL-2541 cells, viewed under an upright phase contrast light 

microscope. 
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Figure 15: A decellularised ECM gel viewed under an upright phase contrast light microscope 
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4.3.3. Modulating reactive gliosis in CRL541 cells 

To determine whether ECM secreted by quiescent astrocytes differs from that from 

activated cells, it is necessary to develop methods to suppress or stimulate a reactive 

phenotype in astrocyte cultures. Several candidates were tested for suppressive or 

stimulatory effects on CRL-2541 cell cultures: TGF-β, RepSox and FGF-2. 

TGF-β – Western Blot 

Transforming growth factor beta (TGF-β) is a cytokine implicated in the 

differentiation, chemotaxis, proliferation, and activation of many immune cell types. 

Supplementation of primary astrocyte cultures with TGF-β has been shown to 

stimulate a reactive phenotype410. This experiment sought to establish the effective 

dosage required to trigger reactivity in CRL-2541 cells. 

CRL-2541 cells were seeded on 6-well plates and cultured until confluent. Plates 

were treated with TGF-β1 at either 2, 5 or 10 ng/ml every three days for 3, 6 or 9 

days. At the end of the treatment, cultures were lysed and frozen until analysis. 

Lysates were analysed using Western Blot with Abcam ab10062 anti-GFAP antibody 

to determine whether the astrocyte cultures entered a reactive phenotype when 

treated with TGF-β (Figure 16). If the treatment triggered a reactive phenotype, an 

increase in GFAP expression would be expected. 
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Figure 16: Western blot detecting GFAP in CRL-2541 lysates. Cells were treated with TGF-β  at 2, 5 or 10 ng/ml 

for 3, 6 or 9 days. 

 

Blots showed a possible increase in GFAP expression when treated with TGF- β that 

appears most prominent after 3 days of treatment and recedes with longer periods of 

treatment, however the results are inconsistent and unclear. It is possible that sample 

inhomogeneity due to high protein concentration introduced errors in loading, or that 

some portion of the CRL-2541 cultures had entered a reactive phenotype prior to 

treatment due to handling or other factors. The fact that CRL-2541 cells appear to 

express GFAP at all concentrations of TGF- β including untreated samples suggests 

that the cell line may be constitutively activated, and that it may be more productive 

to explore options for suppressing reactive gliosis rather than stimulating it. It is 

possible that serum in the growth media contains factors that cause astrocyte 

reactivity, causing the cells to activate even in the absence of TGF- β treatment. 
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TGF-β, RepSox and FGF-2 – ELISA 

To test the hypothesis that the CRL-2541 cell line is constitutively activated, CRL-

2541 cells were cultured to confluence in 6-well plates and treated with either TGF-

β1, RepSox (an inhibitor of the TGF-β1 receptor) or fibroblast growth factor 2 (FGF-2; 

a factor that has been implicated in triggering reactive gliosis in astrocytes406,411–414). 

It was decided that ELISA (enzyme-linked immunosorbent assay) would be a more 

quantitative method for measuring GFAP expression than Western Blot, allowing 

differences in expression between samples to be more readily identified. To reduce 

the potential effect of serum components on cell reactivity and prevent cells from 

reaching 100% confluence, cells were cultured in serum-free medium. Plates were 

maintained for either 9 days, replacing medium and treatment every 3 days. Each 

treatment was repeated 3 times, for a total of 12 wells across all treatments. 

GFAP expression was measured using a sandwich ELISA with a paired anti-GFAP 

antibody kit from GeneTex (GTX500023). GFAP levels were low in the control and 

RepSox samples (mean absorbance of control = 0.31 ± 0.07, RepSox = 0.22 ± 0.02) 

and high in the FGF-2 and TGF-β treated samples (FGF-2 = 2.52 ± 0.13, TGF-β = 

2.70 ± 0.05). A one-way ANOVA of the results suggests that control and RepSox-

treated samples are not significantly different (p = 0.51) and FGF-2 and TGF-β 

treated samples are not significantly different (p = 0.09) but that control and RepSox 

treated samples have significantly lower GFAP expression than TGF-β or FGF-2 

treated samples (p < 0.0001) – Figure 17. 
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Figure 17: ELISA of CRL-2541 cell lysates. Cells were treated with RepSox, FGF-2 or TGF-beta for 9 days. Bars 

represent mean absorbance value. Error bars are standard deviation. N = 3 per condition.  
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Unfortunately, the standard curve generated for these samples was too 

concentrated, meaning that these results could not be accurately quantified since the 

standards exceeded the linear detection range of the assay – as such, results may 

be interpreted qualitatively relative to each other, but absolute values for GFAP 

concentration cannot be calculated. Nevertheless, the results imply that CRL-2541 

cells are not constitutively activated when cultured in serum-free conditions, but can 

be stimulated to enter an activated state when treated with FGF-2 or TGF-β. Despite 

this, untreated and treated cells did not appear morphologically distinct; activated 

astrocytes in vivo would be expected to develop more branched and thicker 

projections but this was not observed, suggesting that whilst CRL-2541 cells might 

be inducible into a reactive gliosis-like state, this behaviour is not identical to that 

seen in astrocytes in vivo. 
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4.3.4. Primary culture of mouse cortical astrocytes 

Following proof-of-concept ECM production experiments with the CRL-2541 cell line, 

primary astrocytes would be required to repeat measurements with ECM from a 

model more similar to brain ECM in vivo. A protocol was developed for isolation and 

culture of primary astrocytes from mouse cortex. 

Primary astrocytes are conventionally isolated from P0 to P2 mouse pups415; 

immature astrocytes are more robust than mature cells, enabling higher yields that 

can be brought to maturity after extraction. Conversely, immature astrocytes differ 

substantially in behaviour to those from older animals (supporting brain 

vascularisation, establishment of the blood-brain-barrier and axon pathfinding rather 

than supporting established neurons and reacting to injury –astrocytes undergo 

extensive transcriptional alterations during maturation416), and the maturation 

process is time-consuming. The decision was made to isolate cells directly from 

mature mice using an adjusted protocol to minimise losses. 

Isolation was first attempted using a “conventional” protocol from the literature417, 

using trypsin combined with mechanical action via Pasteur pipette to dissociate brain 

tissue, and medium supplemented with Ham’s F12 nutrient mix (a nutrient mixture 

designed to allow culture of mammalian cells without the inclusion of serum). This 

method resulted in a low yield of viable astrocytes. Discussion with Dr. Laura Alberio 

from Prof. Andrew Trevelyan’s laboratory (Neuroscience, Newcastle University) 

resulted in a modified protocol using papain (a proteolytic enzyme mixture isolated 

from papaya) and a gentler mechanical dissociation method initially using a 25 ml 

pipette, moving to a 10 ml and finally 5 ml to more gradually break tissue apart. The 

new protocol also eliminated centrifugation steps to further reduce mechanical 

damage. Full protocols are detailed in the chapter 2. 
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Application of this modified protocol substantially increased yields of viable primary 

astrocytes (data not shown). However, further optimisation and testing of this 

protocol were halted by the outbreak of the COVID-19 pandemic, and when 

laboratory access was restored the decision was made to move to experiments with 

acute mouse brain slices rather than primary astrocyte culture. 

4.3.5. AFM measurement of CRL-2541 cell-derived ECM 

Astrocyte-derived ECM possesses a combination of properties that make it a 

challenging sample to measure with AFM force spectroscopy: 

- It is extremely soft. This necessitates a cantilever tip with large surface area; a 

sharp tip provides insufficient sensitivity. The cantilever must also have a low 

Young’s modulus else contact with the sample will not cause detectable 

deflection, instead piercing the tip through the sample without deflecting the 

cantilever. 

- It exerts very high adhesive forces. Attempts at analysis of these samples 

resulted in cantilever adhesion that interfered heavily with measurement, in 

some cases destroying the cantilever. Additionally, due to the high elasticity of 

the samples, adhesion persists throughout the range of movement of the 

cantilever; moving it away from the sample surface pulls the sample with it. 

- It must be analysed in a fluid environment to avoid drying out in the warm AFM 

sample chamber. Drag forces from the fluid environment can cause false-

positive measurements or approach attempts if the cantilever is moved too 

quickly; approach speed must be set very low to minimise drag forces. 

A variety of cantilevers were tested on CRL-2541 cell-derived ECM samples; the 

most successful were 30 µm diameter silica beads adhered to 450 µm long 

cantilevers with a low force constant (0.2 N/m; TL-CONT from Nanosensors, 

NanoWorld AG), though due to the increased surface area these cantilevers adhered 

very strongly to the sample, resulting in failure due to probe fouling or damage after 
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only a small number of measurements. Probes with smaller diameter tips and higher 

force constants (such as the CP-FM-Au-C-5 from NanoAndMore GMBH, a 225 µm-

long probe with a 9 µm diameter spherical tip and 2.8 N/m force constant) are less 

susceptible to adhesion – possessing sufficient stiffness to pull away from the sample 

if moved sufficient distance – but are too stiff and have too small a tip diameter to 

measure the elastic modulus of the very soft gels. 

Use of phosphate-buffered saline (PBS) as the fluid medium neutralises some of the 

surface charge of the gels, reducing adhesion but not eliminating it. It is possible that 

coating of the cantilever in a hydrophobic substance may further reduce adhesion, 

however this was not possible at the time these experiments were performed. 

From the few successful measurements performed, the elastic modulus of astrocyte-

derived ECM samples was determined to be approximately 80 Pa (measurements 

were taken at 37 °C, using the Sneddon model of a spherical indenter270) – though 

error from probe fouling, adhesion forces and viscous drag mean that the true value 

may be substantially different. Elastic modulus values for healthy mouse brain in the 

literature are highly variable; indentation measurements of healthy mouse brain in the 

literature show elastic modulus values ranging from 0.03 to 12.07 kPa231,289–293,298,299, 

meaning that whilst 80 Pa is within the range of values reported in existing studies, it 

is firmly on the low end of existing values. This low value may be explained by the 

absence of cells in the ECM samples; cell-cell connections and the higher stiffness of 

individual cells compared to their gel substrate are likely to contribute substantially to 

the net Young’s modulus of the composite cell-ECM material. 

Due to the very low elastic modulus, high elasticity, and high adhesion of CRL-2541 

cell-derived ECM samples, it was decided to attempt bulk measurement via rheology 

rather than continuing to pursue reliable measurements with AFM. 
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4.3.6. Rheological measurement of CRL-2541 cell-derived ECM 

To measure the mechanical properties of CRL-2541 cell-derived ECM, five ECM 

samples were produced in uncoated dishes (to allow subsequent removal) and 

analysed with a Malvern Kinexus Pro + rheometer. Samples were decellularised and 

detached from the dishes by gently washing with PBS before being gathered into a 

ball via gentle manipulation with a plastic spatula. 

The non-abrasive side of a silicon carbide grinding paper (from Struers online store, 

2000 grit) was attached to double sided sticky tape (3M 9084, Double Sided Paper 

Tape) and 20 mm discs were produced using a punch. These adhesive-backed 

abrasive discs were placed at the end of the rotating head and the bottom plate of 

the rheometer to reduce instances of slip between the plate and the ECM sample. 

Zero gap calibration was carried out with the grit papers attached to both plates and 

the ECM sample was loaded onto the bottom stage. Excess PBS was removed using 

tissue paper and gentle pressure. A constant normal force of 0.1 N was applied and 

the sample was allowed to reach a steady state for at least 60 s, which ensured 

uniform contact between the top plate and the sample. If required, any excess 

sample was trimmed to reduce instances of overfill. The sample stage was heated to 

37 °C and a solvent trap system was used to keep the samples hydrated for the 

duration of the measurements. The rheometer was operated in a strain-controlled 

mode and a 20 mm parallel plate geometry was used for our tests. A constant gap 

height was maintained for each run, which can vary between 0.7 and 2.2 mm due to 

the differences in ECM volume harvested (the volume harvested per plate varies 

substantially between plates). Samples were subjected to a 1% strain at 1 Hz for 22 

cycles (Figure 18). 
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Figure 18: Complex shear modulus of CRL-2541 cell-derived ECM samples, measured with a 1% constant-strain 
deformation at 1 Hz (N = 5). Central line shows median value. Box shows upper and lower quartiles, and 

“whiskers” show maximum and minimum values. 

As with the AFM measurements, ECM samples were extremely soft (mean complex 

shear modulus was 0.66 ± 0.08 Pa. Shear modulus values may be converted to 

elastic modulus by multiplying by 3 in samples where the Poisson ratio is 0.5; the 

elastic modulus of these samples was 1.98 ± 0.24 Pa compared to ~80 Pa in AFM 

measurements). Whilst the samples remained difficult to handle due to their high 

adhesion, stretchiness and softness, the process of rheological measurement was 

substantially simpler than AFM measurement. Sample trimming was difficult due to 

the high elasticity; samples would often deform and stretch rather than cutting. 

The large difference between elastic modulus values acquired via AFM and shear 

rheology may be due to a range of factors including size of the AFM cantilever tip, 

AFM indentation loading rate and whether the AFM cantilever interacted with 

relatively rigid microstructures in the samples (though this is ameliorated by taking 

the average measurement from a grid of points on the sample). 
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Amplitude sweep tests (0.01% to 100%) on an additional 6 ECM samples were 

performed at 1Hz to investigate how the mechanical properties of the matrix may 

change with strain (Figure 19). Samples had consistent complex and elastic shear 

moduli across all strain levels (mean complex modulus across all samples and 

strains was 0.36 ± 0.18 Pa - Figure 19A). Mean elastic modulus across all samples 

and strains was 0.35 ± 0.18 Pa (Figure 19B), equivalent to 1.05 ± 0.54 Pa elastic 

modulus. A one-way ANOVA comparing the complex modulus at each strain point 

returned p > 0.9999, indicating that the complex modulus at each strain level is not 

significantly different – results were the same for elastic modulus). Loss modulus of 

the samples was higher at the lowest strains (Mean loss modulus at 0.01% was 0.14 

± 0.12 Pa, at 0.1% was 0.18 ± 0.09 Pa. Loss modulus at 0.2% strain dropped 

substantially to 0.054 ± 0.055 Pa and remained similar for all further strains. A one-

way ANOVA comparing the loss modulus at each strain returns a significant 

difference between the loss modulus at 0.1% strain to all higher values, with the 

highest p value returning as p = 0.007 – Figure 19C). This change in loss modulus 

may have resulted from excess PBS being squeezed from the samples during the 

initial measurements. Similarly, the phase angle of the samples started substantially 

higher (mean phase angle at 0.01% strain = 27 ± 29.9°, 0.1 = 44.8 ± 33.2°. Phase 

angle for 0.2% strain drops to 10 ± 5.7° and further drops in larger strains, stabilising 

from 1% strain where phase angle was 5.4 ± 3.5° and remains similar up to 100% 

strain. A one-way ANOVA comparing the phase angle at each strain shows a 

significant difference between the phase angle at 0.1% strain to all higher values, 

with the highest p value returning as p = 0.0002 – Figure 19D).  
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Figure 19: Complex (A), elastic (B) and loss moduli (C), plus phase angle (D) of CRL-2541 cell-derived ECM 

samples analysed with a strain-sweep rheological measurement. N = 6, error bars are standard deviation.  
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The change in phase angle from relatively high (indicating a more liquid behaviour, 

with the loss modulus contributing a large proportion of the complex modulus) to very 

low (indicating a more solid behaviour, with a low contribution from loss modulus) 

supports the theory that excess PBS was squeezed from the samples during these 

initial measurements. This was also confirmed visually; samples became more 

compact and homogeneous as measurements proceeded, and felt substantially less 

“loose” when removed from the sample plate than prior to measurement. 

Mean complex and storage shear modulus values from the strain sweep samples are 

lower than the fixed-strain samples, however when converted to elastic modulus are 

still approximately a factor of ten lower than values obtained from whole mouse brain 

in the literature (ECM values from these experiments were fractions of a Pascal, 

whereas even the lowest values for whole brain in the literature are in the tens of 

Pascals). 

A single ECM sample was subjected to a frequency sweep measurement. Due to the 

long duration of these measurements and relatively low importance to the study 

(most injuries resulting from optrode implant insertion have a very low frequency, 

unlike – for example – shockwave-induced brain injury from explosives, or collision-

induced brain injury in contact sports), only one sample was measured in this way 

(Figure 20). 

The frequency sweep experiment showed an exponential increase in elastic shear 

modulus from approximately 5 Hz and higher frequency (elastic modulus at 4 Hz was 

3.4 Pa, increasing to 9.0 Pa at 5 Hz and peaking at 51 Pa at 10 Hz). This suggests 

that the relaxation period of most molecules in the ECM sample was ≥0.25 seconds – 

at higher frequencies, the sample could not relax fully before the next measurement 

and so appeared to be stiffer. 



126 
 

The frequency-dependent nature of the ECM’s mechanical properties may be 

explained by the deformation frequency outpacing the relaxation period of structures 

in the sample; when measurements are taken more rapidly than the structure can 

relax, the storage modulus will appear higher. Alternatively, repeated deformation of 

the sample may have caused structural rearrangement, producing tangled or 

interlinked fibrous structures that more strongly resist deformation. 
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Figure 20: Elastic modulus of a CRL-2541 cell-derived ECM sample analysed with a frequency sweep rheological 
measurement. 
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4.4. Conclusion 

The results of these rheological measurements suggest that the major contributing 

elements of mouse brain tissue to stiffness are likely to be cells and cell-cell or cell-

ECM connections rather than the ECM itself – though it is possible that this is unique 

to the CRL-2541 cell line, or that ECM produced by a mixture of cell types in vivo 

may differ significantly from that obtained from monolayer culture from a single cell 

type. It is also possible that ECM produced in thicker layers (via 3D culture) may 

better reflect that produced in vivo. 

This was the first time — to my knowledge — that cell-derived ECM has been 

produced from CRL-2541 astrocytes, though ECM has been produced from astrocyte 

primary culture in the past407–409. Whilst these experiments were successful in 

creating and measuring the mechanical properties of CRL-2541 astrocyte-derived 

ECM samples, they are unlikely to be useful in analysis of stiffness changes resulting 

from surgical trauma during and after implantation of optogenetic devices. Instead, 

further experiments should utilise samples more representative of whole brain, such 

as acute brain slices or organotypic cultures.  
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Chapter 5. Results: Acute Brain Slice Elastic Modulus Decreases 

over Time  

5.1. Introduction 

Elastic modulus measurements of brain tissue have been used to investigate axonal 

demyelination289, developmental biology291, brain tumours418,419, hydrocephalus420, 

glial scar formation after trauma217 and a wide range of other biological questions. 

Additionally, data on the mechanical properties of brain tissue are useful in the 

development of medical products such as electrode implants and personal protective 

equipment (e.g. helmets).  

Measuring elastic moduli of acute brain slices has several advantages over in vivo 

measurements. Firstly, ethical considerations for tissue that is used ex vivo are less 

strict, reducing both welfare concerns and regulatory burden. Additionally, multiple 

slices may be obtained and measured from the same brain, and access is granted to 

deeper regions of the tissue; in a living animal it can be difficult to probe mechanical 

properties below the surface of the tissue with conventional indentation-based 

techniques. Experimental setup is generally more convenient with acute brain slices, 

since sedation, brain windows and restraints are unnecessary.  Unfortunately, acute 

brain slice experiments also have limitations: tissue is subjected to mechanical 

trauma during slicing, raising questions about whether measurements are of healthy 

or injured regions. Acute brain slices are not subject to the normal intracranial 

pressure (~4-7 mmHg421–424 in mice) due to their removal from the skull and lack of 

cerebrospinal fluid pressure. Additionally, phenomena such as Donnan swelling due 

to exposure of intracellular charged molecules during slicing have the potential to 

substantially alter mechanical properties of tissues313.  

Atomic force microscopy (AFM) is a popular method for mechanical analysis of brain 

tissue although sample softness, fouling of the cantilever, the need for an aqueous 

environment (that damps cantilever motion and introduces capillary forces) and 

cantilever fouling all complicate its use in biological samples244. AFM cantilevers 
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typically only penetrate short distances during force spectroscopy measurements, 

limited by the length of the cantilever tip (typically 2 – 20 µm for AFM cantilevers with 

spherical tips suitable for measuring soft tissue425), meaning that such 

measurements are almost entirely restricted to the outer layer of a slice where the 

majority of trauma from slicing, cell debris and Donnan swelling will be located. 

Measuring at greater depths would necessitate further slicing or scraping of debris 

from the surface, which is likely to simply produce further trauma and debris.  Due to 

the sensitive nature of AFM, perfusion methods intended to provide acute brain slices 

with a constant flow of carbogen or fresh artificial cerebrospinal fluid (aCSF) are 

liable to introduce noise to the AFM results; both interface-type and immersion-type 

slice chambers introduce aCSF flow and carbogen bubbles426. Observations of brain 

slices immediately post-slicing show substantial debris from the slicing process, 

whilst slices kept in culture tend to “flatten” onto their substrate – indicating 

substantial mechanical remodelling427.  

In literature discussing mechanical analysis of brain tissue, it is often asserted that 

acute brain slices should be measured within 6-8 hours of the experimental animal 

being sacrificed 231,276,288,292,293,296,298,299,428 with the rationale that, since protein 

degradation is typically only observed after 8 hours, the tissue’s elastic modulus will 

remain stable during this period 314,429. This neglects the various factors discussed 

above that might modify mechanical properties of the tissue. Furthermore, acute slice 

preparation protocols typically include 45 – 60 min in a “recovery” chamber. This step 

is designed to improve neural survival and to promote healthy action potentials for 

electrophysiological analysis, but is a lengthy and often inconsistent period in which 

Donnan swelling and tissue trauma could substantially affect later measurements267. 

Cerebrospinal fluid (CSF) in healthy mice was reported to be 313 ± 2 mOsm/l430. The 

CSF osmolality of rats has been measured as ~307 mOsm/l431–433, suggesting that 

the two species are similar in this regard. By contrast, human CSF values average 

closer to 260 mOsm/l434,435; around 15% lower. Artificial cerebrospinal fluid recipes, 
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which are largely developed for electrophysiological work and optimised to produce 

“healthy” action potentials in neurons (not to produce an environment in which brain 

tissue has stable mechanical properties), call for an osmolality of 280-338 mOsm/l 

depending on protocol and species267,427,436. Whilst this lack of consistency may be of 

no importance to electrophysiological behaviour, osmotic effects on tissue swelling 

and hydration could substantially affect mechanical properties. 

It has been argued that brain oedema following traumatic brain injury is primarily 

driven by intracellular fixed charge density (FCD) becoming accessible as injured 

cells lyse. This would trigger the movement of further fluid into the tissue following 

the resulting osmotic gradient, causing swelling and ischemia due to increased 

pressure. Chondroitin sulphate proteoglycans (CSPGs) have been implicated as the 

source of much of this FCD in brain tissue275,313,437, and several studies support this 

by identifying intracellular CSPG content in astrocytes and neurons438,439. However, 

recent understanding of the role of CSPGs in brain tissue suggests that most CSPG 

content exists extracellularly as part of the ECM, and it is generally considered to be 

an extracellular molecule and is suggested to form an physical obstacle that serves 

to repair the blood-brain barrier after traumatic brain injury440. Despite this, treatment 

with chondroitinase ABC (ChABC) has been demonstrated to reduce brain slice 

swelling in ex vivo acute brain slice experiments275 and in vivo mouse models of 

oedema437, suggesting involvement of CSPGs in brain tissue osmotic swelling. 

It is possible that the FCD contribution from CSPGs is limited solely to CSPGs that 

are being synthesised or transported out of astrocytes and neurons and so remain 

intracellular at the time that the tissue is injured. Alternatively, it has been suggested 

that brain oedema is contributed to by the presence of charged products of brain 

tissue metabolism that are too large to diffuse readily through brain tissue, and so act 

to produce an osmotic gradient in a similar way to exposed FCD441. Mathematical 

models of brain tissue oedema support the hypothesis of a combined mechanism, 

with both exposed intracellular FCD and “trapped” solutes contributing to the osmotic 
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gradient442. Perhaps the presence of CSPGs in brain ECM acts as a mechanical 

barrier to the transport of these solutes out of the tissue; this would explain why 

treatment of brain oedema with ChABC is effective despite the relatively low 

intracellular CSPG content, breaking down the barriers in brain ECM that prevent 

osmotically active solutes from escaping into the surrounding medium. 

Indentation measurements of healthy mouse brain in the literature show elastic 

modulus values ranging from 0.03 to 12.07 kPa231,289–293,298,299, with little consistency 

with regard to animal strain, sex, age, temperature, AFM cantilever properties, 

indentation (depth, frequency, strain) or slice preparation method. It is thus difficult to 

compare across the literature to determine the potential effect of time after slicing on 

measured elastic modulus. In this study, a consistent protocol is used to determine 

the effect of post-slice time on the mechanical properties of mouse brain slices. 

Measurements of tissue swelling and hydration — both properties linked to 

mechanical properties due to osmotic effects — are also performed.  Additionally, the 

effects of modifying aCSF osmolality or of degrading chondroitin sulphate 

proteoglycans (whether intracellular or extracellular) with chondroitinase ABC 

enzyme (cABC) are explored. 
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5.2. Results and Discussion 

All animals used were female CD1 mice from Charles River Laboratories between 5 and 8 

weeks of age – see chapter 2 for more information. 

5.2.1. Protein degradation analysis 

It has been asserted that since significant protein degradation does not occur in brain 

tissue until ~8 h post mortem, and structural proteins will not have had time to 

degrade, significant alterations to mechanical properties will not occur during that 

period231,276,288,292,293,298,299,428.   To monitor protein degradation over time, pooled 

mouse brain slices (4 animals, approx. 4 slices of 400 µm thickness per time point) 

were incubated in 300 mOsm/l aCSF at 4°C for 0.5 h and 4 h, or at room temperature 

for 48 h. Western blots were then performed to observe changes to protein integrity 

at these time-points, as seen in Figure 21.  

Figure 21: Western blot of vinculin, GFAP and α-tubulin does not show substantial protein degradation after 4 h at 
4°C.  Acute mouse brain slices incubated at 4°C for 0.5 or 2 h do not show fragments of vinculin, GFAP or tubulin, 
indicating there is not substantial degradation of these proteins. Slices incubated at RT show fragmentation of 
tubulin, but not of vinculin or GFAP. The left panel shows a single full-length membrane probed simultaneously 
with Vinculin and GFAP antibodies. The right panel shows a duplicate single full-length membrane probed with a-
tubulin antibody. 
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Glial fibrillary acidic protein (GFAP) and α-tubulin were selected as they were some 

of the first proteins to show significant degradation in previous studies of post mortem 

brain314,429, and vinculin was included as another cytoskeletal protein that is abundant 

in brain tissue. 

Consistent with previous studies, after 48 h at room temperature, two distinct 

fragment bands of tubulin were observed as seen, and possibly minor degradation of 

GFAP — suggesting that degradation was occurring. All subsequent experiments 

were carried out over a period of 4 h, when it is reasonable to assume that protein 

degradation is not a significant factor in any mechanical changes observed. 

5.2.2. AFM analysis of acute brain slice elastic modulus 

Donnan swelling of brain tissue is caused by the fixed charge density of the tissue; 

when cells are damaged by trauma and their plasma membrane is compromised, 

charged molecules inside are exposed to the external environment. Since the cells 

can no longer maintain effective osmotic homeostasis via active pumping, water 

enters the tissue and causes swelling. Since the elastic components of the cells, cell 

debris and ECM are now distributed throughout a larger volume, the elastic modulus 

of the tissue decreases. This process is not instantaneous, and can occur over a 

period of hours or days, depending on the degree of tissue trauma275,313.   Since 

Donnan swelling is a progressive phenomenon that increases over time, it follows 

that any alteration to tissue mechanical properties would increase as a function of the 

degree to which swelling has occurred.   

To establish whether brain tissue elastic modulus changed significantly post-slicing, 

AFM indentation tests were performed on acute coronal brain slices in normal (300 

mOsm/l) aCSF (see a representative force-distance curve in Figure 22).  To test 

whether increasing aCSF osmolarity prevented changes to tissue elastic modulus, 

these measurements were repeated with aCSF adjusted to 400 mOsm/l. To 

investigate the potential effect of degrading fixed-charge density (in the form of 
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chondroitin sulphate proteoglycans) on changes to elastic modulus post-slicing, 

measurements were repeated with aCSF supplemented with 0.1 U/ml chondroitinase 

ABC enzyme. 

Six mice were used per condition. Mice were sacrificed & brains were sliced coronally 

into 400 µm thick slices. One slice per animal was used for the whole time-course, 

measuring a square grid of ~60 points separated by 10 µm for each timepoint. At 

each timepoint, a new grid was measured near to the last, to avoid error that might 

arise from taking multiple measurements in the same location. All measurements 

were taken in the cortex (approximately central between the pial surface and the 

white matter, layer 3-5, bordering the hippocampus – Appendix B, green), since it is a 

large region that has been reported to be relatively consistent in elastic modulus 

across its volume292. All operations were carried out in fresh aCSF bubbled with 

carbogen. The aCSF was chilled (~4°C) to reduce metabolic rate and therefore 

oxygen and glucose consumption. To avoid potential vibration or noise from a 

perfusion system, aCSF was replaced via pipette every 10 min to maintain 

temperature between measurements. 
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Figure 22: A representative AFM force-displacement curve for acute mouse brain slices. The negative force 

during unloading is due to strong adhesion between the AFM probe and tissue. 

As seen in Figure 23, the elastic moduli of slices decreased with time in all conditions 

(300 mOsm/l: 330 ± 130 Pa at 0.5 h to 122 ± 49 Pa 4 h, 400 mOsm/l: 159 ± 52 Pa at 

0.5 h to 101 ± 62 Pa at 4 h, ChABC: 246 ± 135 at 0.5 h to 152 ± 68 Pa at 3.5 h) and 

reached a plateau at ~2 h. However, the least variation across timepoints was seen 

at 400 mOsm/l. The overall reduction was modest, and it was the only condition in 

which elastic modulus increased above its starting value (between 2 and 3 h). At 2 h, 

the 400mOsm condition’s elastic modulus was significantly higher than the 300 

mOsm (p = 0.03) and ChABC-treated (p = 0.036) conditions, suggesting that the 

higher osmolarity may produce a more mechanically-stable sample across this 

timescale. However, the elastic modulus at 0.5 h was substantially lower than that in 

the 300 mOsm and ChABC conditions and was approximately the same as the 300 

mOsm/l condition at ≥ 2 h, suggesting that whilst this condition may equilibrate at a 

higher elastic modulus, the initial changes may occur more rapidly than in other 

conditions. A post-hoc Tukey analysis of the three treatment conditions at 0.5 h 
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supports this, indicating that the 400 mOsm condition was significantly softer than 

either 300 mOsm or ChABC-treated samples (p = 0.0310).  The ChABC treated 

samples showed similar values to the 300 mOsm samples until 3.5 h, when its 

stiffness increased. 

Two-way mixed-effects model analysis of the elastic modulus results returned a 

significant (p < 0.0001) relationship of time to elastic modulus, indicating that acute 

mouse brain slices are not mechanically stable across this timeframe. Mouse-to-

mouse variation was however high, accounting for 30.88% of the total variation. 

5.2.3. Acute brain slice hydration analysis 

If the observed changes to acute brain slice elastic modulus were due to Donnan 

swelling or other osmotic factors, it would be expected that tissue hydration would 

have an inverse relationship to elastic modulus. To investigate this, the hydration 

level of samples immersed in 300 mOsm/l, 400 mOsm/l, ChABC-treated 300 mOsm/l 

(all at 4°C) and ChABC-treated 300 mOsm/l (at RT) was compared over a 4 h period 

post-slicing (Figure 24). Six mice were used per condition.  Brain tissue hydration 

 

Figure 23: Acute brain slice elastic modulus as measured with AFM decreases rapidly 
after slicing. Elastic modulus decreases with time in 300 mOsm/l and ChABC conditions, 
plateauing at ~2 h. 400 mOsm/l condition begins at a lower elastic modulus than other 
conditions, but remains relatively stable. Bars show +/- standard error of the mean. N = 6 
animals per condition. 
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increased over time post-slicing (300 mOsm/l: 88% ± 1.6 to 89% ± 1.4, 400 mOsm/l: 

86% ±1.0 to 89% ± 0.5, ChABC 4°C: 85% ±0.4 to 89% ± 0.3, ChABC RT: 87% ± 1.4 

to 92% ±0.8), tending to stabilise at approximately 2 - 2.5 h as in the elastic modulus 

data. 

Two-way mixed-effects model analysis of the hydration data showed a significant 

relationship of time (p < 0.0001) and treatment (p = 0.0007) to tissue hydration, with 

no significant mouse-to-mouse variation (p = 0.5037). Increases in tissue hydration 

were significantly delayed in the 400 mOsm/l aCSF and the 4°C ChABC-treated 

samples, but reached approximately the same peak hydration at 4 h, whilst the water 

content of the room temperature ChABC-treated samples climbed throughout, ending 

with higher hydration than the other two conditions.  

Multiple comparisons results from the mixed-effects analysis showed that the room 

temperature ChABC-treated tissue was significantly more hydrated than the 300 

mOsm/l (p = 0.0223 at 4 h) and 400 mOsm/l (p = 0.0017 at 1.5 h and p = 0.0016 at 4 

h) conditions. This more rapid and extensive hydration of the room temperature 

ChABC-treated samples is likely to be due to the increased temperature causing 

more rapid consumption of oxygen and glucose as well as accelerating apoptosis, 

outweighing the effect of the enzyme.  

Figure 24: Acute brain slice hydration increases over time.  (A) A representative image of an acute mouse brain slice air 
dried at 37°C for 48 h. (B) Brain slice hydration tends to increase over time. Bars show mean +/- standard deviation. N = 
6 animals per condition. 
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In summary, increasing aCSF osmolarity had a significant delaying effect on 

increases to tissue hydration but did not prevent the changes from occurring. 

Temperature was a major factor; room temperature ChABC-treated samples 

experienced a substantially larger increase in hydration than the other three 

conditions at 4°C. ChABC treatment at 4°C had the largest delaying effect, but 

eventually reached the same hydration level as 300 mOsm/l and 400 mOsm/l aCSF 

conditions.  This suggests that temperature and time are the two most important 

variables for minimising increases in brain slice hydration, followed by ChABC 

treatment and osmolarity. 

5.2.4. Acute brain slice volume analysis 

If changes to the elastic modulus of the tissue were primarily caused by osmotic 

swelling rather than degradation of structural proteins, it would be expected that 

tissue whose elastic modulus decreases over time will see a concomitant increase in 

volume. To investigate whether acute brain slices swell over time, 400 µm thick acute 

coronal brain slices were obtained from 16 mice (4 animals per condition) and 

incubated in 300 mOsm/l, 400 mOsm/l and ChABC-treated 300 mOsm/l oxygenated 

aCSF at 4°C, and ChABC-treated 300 mOsm/l aCSF at room temperature. The 

slices were photographed from a fixed camera at 0.5 h increments. The change in 

planar area (XY plane) was measured as XY swelling. As brain tissue swelling can 

be assumed to be approximately isotropic443, XY swelling data were transformed into 

approximate volumetric swelling values by raising to a power of 3/2. The volume 

swelling ratio was obtained by dividing the original volume of each slice by its final 

volume. 

As seen in Figure 25, brain tissue volume increased over time post-slicing (volume 

swelling ratio at 4 h of 300 mOsm/l: 1.3 ± 0.1, 400 mOsm/l: 1.3 ± 0.1, ChABC 4°C: 

1.0 ± 0.2, ChABC RT: 1.4 ± 0.2 respectively).  Swelling was lower for the 400 mOsm/l 

condition than the 300 mOsm/l condition until 4 h, where the two conditions 

converge. Room-temperature ChABC-treated tissue swelled rapidly and more 



140 
 

extensively than in other conditions, stabilising at approximately 2 h, whereas chilled 

ChABC-treated samples showed similar swelling rates to the 300- and 400 mOsm/l 

conditions but stabilised quickly and recovered to approximately their original size by 

4 h. Two-way mixed-effects analysis of the data shows that tissue volume is 

significantly associated with time (p < 0.0001) and treatment (p < 0.0001). Although 

there was mouse-to-mouse variation, this did not reach a high level of significance (p 

= 0.139).  

A one-way ANOVA indicates that there is significant influence from the different 

conditions on area-under-curve (AUC), where a higher AUC represents greater 

swelling across the course of the experiment (p = 0.001). Multiple comparison tests 

suggest that the chilled ChABC condition had a significantly lower AUC than the 300 

mOsm/l samples (p = 0.0224) and that the room-temperature ChABC-treated 

samples had significantly higher AUC than the 400 mOsm/l and chilled ChABC 

samples (p = 0.0256 and p = 0.0006, respectively).  

Figure 25: Acute brain slices swell over time. (A) A representative acute brain slice at 0.5 and 4 
h post-slicing. (B) A comparison of area-under-curve (AUC) values for brain slices at different 
conditions. (C) Temporal change of volume swelling ratio at different conditions. Results 

presented were averaged values +/- standard deviation, n = 4 animals per condition. 
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In summary, increasing aCSF osmolarity delayed — but did not prevent — brain slice 

swelling. Room-temperature ChABC-treated brain slices swelled substantially more 

than other conditions, and 4°C ChABC-treated slices both experienced delayed and 

reduced swelling than the other three conditions.  This suggests that — as with slice 

hydration — temperature and time are the most important factors for brain slice 

swelling, followed by ChABC treatment and osmolarity. 

5.3. Conclusion 

Swelling of sliced brain tissue has been described previously in studies of brain 

oedema313, however the effect of this on elastic modulus has not been widely 

considered in the brain mechanics literature. Here we show that considerable 

changes in the mechanical properties of mouse brain slices occur within time frames 

during which such properties are typically assumed to be stable. 

Garo et al. (2007) suggest that the elastic modulus of porcine brain tissue remains 

stable for ~6 h post mortem, after which the tissue begins to stiffen444. Whilst this 

may be true, the samples used by Garo et al. were subject to delays of up to 3 h prior 

to slicing and measurement, and measurements were conducted from 2.5 to 10 h 

post mortem. This puts their findings mostly outside the 0.5 - 4 h time window 

investigated in this study, and certainly beyond the period up to 2 h during which we 

observed the most substantial changes. Additionally, samples were stored as whole 

brain in unoxygenated saline without glucose, raising the concern that they were no 

longer alive at the point of measurement, and will likely behave differently from brain 

slices kept in oxygenated aCSF. Our study extends understanding of ex vivo brain 

tissue mechanics into an earlier period post mortem.  

Since brain slice oedema has been largely attributed to the Donnan effect313 (where 

a compromised cell containing fixed negative charge is flooded with water when it 

can no longer actively maintain osmotic homeostasis), it might be assumed that brain 

slices sufficiently provided with oxygen and glucose will not swell or soften over time. 
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However, damage caused by slicing — and resultant Donnan swelling — is likely to 

occur at depths beyond that reached by an atomic force microscope. Indeed, we 

demonstrate progressive changes in the swelling, hydration, and elastic modulus of 

brain tissue — even when provided with oxygen and glucose — immediately after 

slicing, progressing rapidly within the first few hours. 

The swelling data implicate CSPGs as contributors to fixed charge density in swelling 

of acute brain slices, since digesting them enzymatically has a limited but significant 

mitigating effect – predominantly in the first hour after slicing. However, it is 

questionable whether this method would be usefully applicable to experimental study 

of brain tissue mechanics since the enzyme alters extracellular matrix and 

intracellular architecture, complicating the interpretation of data from ChABC-treated 

samples. ChABC activity increases at higher temperatures. However, since 

temperature also appears to be a major factor in brain slice swelling (a relationship 

supported by existing literature on brain oedema445), any benefit from temperature 

increase on ChABC activity would need to exceed the resultant increase in swelling 

rate due to this temperature increase.   

Adjusting aCSF osmolarity to 400 mOsm/l did not prevent changes to hydration or 

swelling but did serve to delay these changes. It would be expected from these 

results that there would be a similar delay in reductions of tissue elastic modulus. 

However, the fact that the elastic modulus of the 400 mOsm/l-treated tissue was 

already lower at the first measured time point (0.5 h) than in other conditions 

suggests that an additional unknown mechanism rapidly alters the mechanical 

properties of the slices in these conditions.  

Aside from treatment with ChABC, the factors that most greatly affected tissue 

hydration, swelling and elastic modulus were time and temperature. Slices swelled, 

softened and became more hydrated rapidly from the moment of slicing, and slices 

incubated at room temperature showed substantially more rapid changes. There 
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appears to be some correlation between elastic modulus, hydration and volume in 

300 mOsm, 400 mOsm and ChABC, as shown in Figure 26.  

These results suggest that when carrying out indentation analysis of acute brain 

slices, measurements must be carried out as rapidly as possible, at a consistent time, 

and in chilled conditions. Whilst use of non-physiological temperatures is non-ideal, 

the strong relationship of temperature to brain tissue oedema means that at higher 

temperatures, variation in post-sacrifice delay of as little as minutes can dramatically 

affect elastic modulus. Considering this, use of lower temperatures with consistent 

outcomes is preferable to use of physiological temperatures with unreliable 

outcomes. Alternatively, measurements can be made when ongoing changes in 

tissue properties are less pronounced (e.g. 2 to 4 h post slicing), with the 

understanding that these measurements will be less reflective of those found in the 

intact tissue. The common assumption that elastic modulus is stable for up to 8 h 

post-slicing is inaccurate.  

To fully eliminate osmotic swelling and other ex vivo changes from an experiment, 

measurements must be carried out in vivo using non-invasive methods such as 

magnetic resonance elastography, which allows measurement at physiological 

temperatures and in fully intact brain. As such, this method is strongly recommended 

as the ideal approach for measuring mouse brain elastic modulus. 
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Figure 26: Changes in acute mouse brain slice elastic modulus, hydration and volume appear to correlate with 

time across each treatment (300 mOsm, 400 mOsm and ChABC-treated). 
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Chapter 6. Results: Optical Toxicity in Brain 
6.1. Introduction 

It is clear that further research into the effects of light exposure (in both acute and 

chronic timescales) on brain tissue is required in order to effectively assess the safety 

of emerging optogenetic medical devices. 

A major goal of such work should be to establish a scale for wavelength, intensity 

and duration of light exposure and its relation to brain tissue toxicity. Such data 

(similar to that presently used by regulatory agencies for assessment of light hazard 

to skin and retina) would allow more confident evaluation of novel optogenetic 

medical devices and their suitability for human trials.  

Ideally, experiments to quantify optical toxicity in brain would be carried out in vivo, in 

a system as similar as possible to that of human patient brain. The ideal model 

system would therefore be a chronic, in vivo optrode insertion into nonhuman primate 

(NHP) brain tissue, using illumination intensity, wavelength and pulse pattern similar 

to that which might be employed for therapeutic applications. 

Such work has obvious ethical considerations that must be addressed; NHPs are 

intelligent and capable of suffering, and justification of experiments involving chronic 

transcranial implantation of an optrode must be backed with robust proof-of-concept 

experiments in a simpler and less ethically expensive model. Additionally, NHPs and 

their upkeep are costly; development of an experimental protocol on a simpler model 

with less stringent ethical demands is indicated before moving on to this type of 

model. 

Whilst optogenetics employs a wide range of wavelengths for stimulation, toxicity 

arising from blue-wavelength visible light exposure has been documented in multiple 

studies with multiple types of cells and tissue. 470 nm blue light occupies the higher-
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energy portion of the visible spectrum and is likely to be more damaging than longer 

wavelengths. 

As such, preliminary experiments were carried out using a 470 nm LED with 

intensities ranging from 0 to 16 mW, emitted from a 400 µm diameter glass optical 

fibre. This emitter was used to illuminate acute cortical mouse brain slices which 

were then fixed and stained for markers of cell death. Early results with one marker 

(TUNEL) were promising, however a reliable protocol could not be developed – 

additional markers were trialled in an attempt to identify a reliable method for 

quantifying light-induced cell death. 

After several failed attempts to develop a reliable method, it was decided to move to 

a simpler model and to identify what factor(s) may be preventing successful detection 

of light-induced cell death. Monolayer cultures of CRL2541 immortalised cerebellar 

mouse astrocytes were exposed to light and stained with Live-Dead NIR (Thermo 

Fisher) and it was determined that successful detection of light-induced cell death 

relies on allowing sufficient time for apoptosis to occur after light exposure. A 

modified protocol was developed to account for this requirement and was used to 

quantify the relationship of 470 nm light intensity with cell death in acute mouse brain 

slices. 
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6.2. Results and discussion 

6.2.1. Optical fibre spot analysis 

Before light exposure experiments could commence, it was necessary to determine 

the illumination pattern that the fibre-coupled LED produced. A camera chip was 

arranged with the optical fibre (and thus the emitted light cone) oriented at 90° to it, 

with approximately 100 µm of separation. Ximea software was used to record the 

illumination spot and intensity (Figure 27). The illumination intensity was 

approximately consistent across the 400 µm diameter of the emitted light spot, and 

rapidly decreased with lateral distance from the fibre edge. This suggests that 

provided the optical fibre tip is within 100 µm of the sample surface, illumination at 

the surface will approximate this pattern – any scattering will be due to the properties 

of the sample as opposed to the optical fibre. 
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Figure 27: Apparatus for measurement of light spot intensity. A camera chip (blue arrow) was arranged with the optical fibre (green arrow) 
oriented at 90°, with approximately 100 µm of separation. Ximea software was used to record the spot. 
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6.2.2. TUNEL staining of light-exposed acute mouse brain slices 

A 14-week old male SOM-CRE mouse446 was sacrificed via cervical dislocation, its 

brain dissected and cut into 200 µm thick slices with a vibratome (methods). Twelve 

acute brain slices were obtained. This mouse was selected as it was scheduled for 

culling, and it was determined that since the knock-in cre recombinase activity is 

inducible – and by default inactive – the model would be suitably similar to wild-type 

for initial feasibility experiments. The slices were exposed to 15.94 mW light at 470 

nm, with a 50% duty cycle and a pulse duration of 100 ms. Six slices were exposed 

for 30 min and the remaining six for 60 min, then were fixed in paraformaldehyde, 

sectioned with a sled microtome with freezing stage and stained with TUNEL (an 

enzymatic staining method that attaches fluorescently-tagged nucleotides to the ends 

of fragmented DNA, used as a marker for apoptosis) and a propidium iodide nuclear 

counterstain (methods). 

TUNEL staining showed clear circular regions of punctate staining in the exposed 

locations (Figure 28 A & B). This is not the usual expected staining pattern of 

TUNEL, which will typically localise to affected cell nuclei and would thus be 

expected to colocalise with the propidium iodide. It is possible that the TUNEL 

stained only DNA fragments from cells that had been lysed, or that the fluorescent 

label bound non-specifically to necrotic cell fragments447. 

TUNEL intensity was low at the edges of the exposed region, increasing as it 

approached the centre. Whilst the optical fibre output was relatively consistent across 

the 400 µm surface illumination spot, slices from deeper into the sample will have 

experienced light scattering, making the absolute centre of the illuminated region 

brighter than the edges. The intensity of staining was higher across the whole 

exposed region in 60 min samples than in those exposed for 30 min (Figure 28 C). 
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Additional slices from another SOM-CRE mouse (male, 15 weeks) were exposed to 

lower intensity light (4.7 mW) for a longer period of 180 min, resulting in a 

substantially brighter spot whose intensity was consistent across the full 400 µm site, 

fading rapidly with lateral distance beyond this region (Figure 28 D). This matches 

the illumination spot of the optical fibre much more closely, suggesting that almost all 

cells in the exposed region had died and that scattered light was insufficient to cause 

toxicity in cells outside the illuminated region. 

  

Figure 28: Early TUNEL staining results. Initial TUNEL staining presented as punctate green fluorescence 
without nuclear resolution (A, B and D). Mean TUNEL intensity (N = 6 slices per condition) was higher in regions 
exposed to 470 nm light for a longer period (C). 
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Subsequent experiments with TUNEL staining on unmodified C57BL/6 and EMX-1 

ChR channelrhodopsin-expressing mice were unable to replicate these results, 

producing either no detectable signal or broad staining across the whole sample. 

Several potential issues were identified with the staining protocol, permitting iterative 

improvement to be made over several attempts. These test samples were prepared 

using benzonase – a DNase enzyme with broad specificity and high activity – as a 

positive control to simulate DNA damage, and untreated samples as negative 

controls. 

It was identified that the use of proteinase K as a permeabilisation step was too 

harsh for fresh brain samples, causing extensive damage and making the resultant 

slices extremely fragile. This was substituted for Triton X-100, resulting in improved 

cell permeabilisation and reagent penetration without the associated damage. 

Additionally, the inclusion of ethylenediamine tetra-acetic acid (EDTA) to halt 

benzonase activity (TUNEL can only stain DNA fragments longer than 200 base 

pairs447, so benzonase activity must be halted before DNA is excessively 

fragmented) was identified as a potential issue since the activity of the terminal 

deoxynucleotidyl transferase (TdT) in the TUNEL stain relies on the presence of 

Mg2+, Mn2+, Zn2+ or Co2+as a cofactor448. Since EDTA is an effective chelating agent, 

it acted to inhibit the TdT enzyme until the protocol was modified to include 10 mM 

MgCl in wash buffers.  

Other changes were implemented including adjustments to incubation periods for 

various steps, reagent concentrations, use of thinner tissue slices (reducing from 40 

µm to 20 µm) and addition of dimethyl sulphoxide (DMSO) to aid reagent penetration. 

Several TUNEL kits were also tested alongside one another to eliminate the 

possibility of batch-to-batch variation. 
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Figure 29: Results of modified TUNEL protocol. The stain now shows nuclear resolution, however there is 
extensive background staining, requiring additional digital processing steps to mitigate. 

Acute brain slices from a C57BL/6 mouse, exposed at 470 nm, 7 mW for 60 min (A) or unexposed and treated 
with benzonase (a DNA-degrading enzyme) for a positive control (B). Slices are stained with TUNEL (green) and 
Propidium Iodide (red). 



153 
 

These modifications resulted in more consistently successful staining and better 

nuclear resolution of the TUNEL stain (Figure 29). However the protocol remained 

unpredictable, succeeding in some cases and failing in others without an obvious 

cause. Further investigation suggested that TUNEL signal may not develop 

immediately, requiring 6-24 hr after apoptosis to emerge449. Because of this, it was 

determined that alternative markers of cell death should be tested. 

Additionally, fluorescent images of the samples exhibited significant background 

signal stemming from brain tissue’s strong autofluorescence in the green channel. 

Brain tissue contains a range of fluorescent molecules that can contribute to 

autofluorescent signal in microscopy, however the most common is lipofuscin; a 

range of oxidised liposomal remnants that accumulates in brain tissue (and other 

tissues) over time. Whilst lipofuscin accumulates with age, it is still present in young 

organisms and can interfere significantly with fluorescence microscopy89. 
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Multiple methods exist in the literature to quench lipofuscin-derived autofluorescent 

signal, typically involving a chromophore that binds to the fluorescent molecules and 

absorbs emitted photons, re-emitting them at a longer wavelength. Two of the most 

popular and cost-efficient reagents used for this purpose are Sudan black (a diazo 

dye also known as solvent black 3) and eriochrome black T (an azo dye)450. These 

two dyes were applied to unstained fresh frozen brain sections, which were imaged 

in the red and green channels to assess their efficacy in reducing mouse brain tissue 

autofluorescence (Figure 30). Both dyes were effective at diminishing red-channel 

autofluorescence intensity, with eriochrome black producing blurred but greatly 

dimmed signal and Sudan black producing sharp images of similarly reduced 

intensity. Eriochrome black was marginally less effective than Sudan black in the 

green channel, however both dyes almost completely quenched green channel 

autofluorescence. 

Figure 30: Autofluorescence suppression with Sudan black and Eriochrome black dyes. Green-channel 
autofluorescence was entirely quenched and red-channel was substantially suppressed by both treatments. 
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Subsequently, both dyes were tested on TUNEL and propidium iodide-stained mouse 

brain tissue treated with benzonase. The benzonase-free control exhibited the 

greatest amount of green-channel autofluorescence, which unexpectedly reduced 

substantially after benzonase treatment. The Sudan black-treated sample showed 

the lowest green-channel autofluorescence, showing signal only in TUNEL-positive 

nuclei. The eriochrome black performed poorly and inconsistently, eliminating 

autofluorescence, propidium iodide and TUNEL signal across much of the sample 

but leaving only autofluorescent signal in other regions (Figure 31). Consequently, 

Sudan black treatment was adopted as an autofluorescence quenching step for 

future experiments. 

  

Figure 31: Autofluorescence suppression results in TUNEL (green) and propidium iodide (red) stained, 
benzonase-treated positive control brain slices. Sudan black greatly suppressed green- and red-channel 
autofluorescence, whilst eriochrome black suppressed TUNEL signal entirely. 
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6.2.3. Testing of alternative cell death and oxidative stress markers 

A range of alternative markers for cell death – either apoptosis or necrosis – were 

tested for suitability in phototoxicity experiments. Each was tested on 20 µm thick 

sections of acute brain slices from C57BL/6 mice (male or female depending on 

availability of animals, typically ~8-10 weeks of age except for animals scheduled for 

culling, which may be as old as 12 months) exposed to 470 nm light of various 

intensities and for various durations (noted in discussion of each marker). 

Cleaved caspase-3 and p53 

Caspase-3 is a protein responsible for terminal signalling of many (but not all) 

apoptotic pathways. It begins as an inactive proto-enzyme that is cleaved by other 

caspases (8, 9 and 10) into two subunits, which dimerise into the active enzyme. The 

active enzyme goes on to activate downstream caspases (6 and 7) and its activation 

is considered a “point of no return” in the apoptotic process. Consequently, increases 

in detected levels of the large or small subunit of caspase-3 are considered to be 

indicative of increases in the rate of apoptosis. 

p53 is a cancer-regulating protein that binds to DNA, detecting damage and arresting 

the cell cycle to allow DNA-repairing enzymes to work. If damage is sufficient, p53 

can trigger apoptosis. DNA damage is a potential consequence of photochemical 

trauma, either from oxidative damage or direct photochemical alteration of the DNA 

molecule itself. Ordinarily, P53 is inactivated by mdm2, whose dissociation is 

triggered by a range of pathways. Increases in detected p53 levels (via an antibody 

specific to dissociated p53) would indicate increased levels of DNA damage and 

apoptosis arising from such, though it is possible for p53 activity to be triggered by 

other factors451. 
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The anti-cleaved caspase antibody used in this experiment (methods) binds 

specifically to the large subunit of caspase-3, and is not reactive to the un-cleaved 

proto-enzyme or other caspase proteins or fragments. Acute mouse brain slices 

(C57BL/6, 9 weeks old, female) were exposed to 470 nm light (4, 5, 6, 7, 8, 9 and 10 

mW intensity) for 1 h, fixed, sectioned and stained for caspase-3 and DAPI. 

 

  

Figure 32: Top - an unstained (A) and caspase-3 stained (B) C57BL/6 acute brain slice. Caspase-3 staining (red, 
white arrows) can be seen. However there is extensive non-specific blood vessel staining, visible as lines (blue 
arrows). Bottom - a low (C) and high (D) region of caspase-3 expression. 
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Caspase-3 staining of these samples showed no difference in cleaved caspase-3 

levels between exposure intensities; all samples showed inconsistent levels with 

regions of high and low staining thought to be from normal cell death that occurs in 

acute brain slices due to inadequate delivery of glucose and oxygen (Figure 32). 

Light-exposed regions did not exhibit increased caspase-3 signal compared to 

unexposed regions. Slices also exhibited strong blood vessel autofluorescence, 

making it difficult to count dying cells; treatment with Sudan black did reduce this 

signal but also suppressed caspase-3 signal. 

A Western blot for p53 and caspase-3 (with vinculin – a cytoskeletal protein used as 

a loading control) showed increased p53 levels in both light-exposed samples and in 

positive controls (deprived of oxygen and glucose for 1 hr) compared to negative 

controls (Figure 33). No caspase-3 signal was detected in any condition. Vinculin 

levels were strong and relatively consistent across the conditions, indicating that the 

blot was successful.  

Communication with Cell Signalling Technology suggested that cell death in brain 

does not commonly follow conventional apoptotic pathways, and that brain tissue has 

low caspase-3 expression. Instead, it was suggested that much of the cell death 

occurring may be via necroptosis; a recently characterised pathway which Cell 

Signalling Technology’s own scientists have successfully (but with difficulty) detected 

in monolayer cell culture, but had not yet been successful at detecting in tissue 

samples. Whilst they did sell a range of necroptosis-specific antibodies, they 

recommended against considering them as a candidate for these experiments due to 

the extreme difficulty they experienced with detecting the process. 
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Figure 33: A Western blot with Vinculin (# - 117 kDa), P53 (* - 53 kDa) and cleaved caspase-3 (no visible band – 
17 and 19 kDa). Samples are positive control (oxygen & glucose-deprived for 1hr, left lane marked +), 470nm 
light-exposed at ~16mW, 3hrs (middle lane marked LE) and untreated control (right lane marked -). Vinculin 
signal was strong in all samples, indicating that the blot was successful. P53 signal appears marginally higher in 
the positive control and treated samples, however signal can be seen in the untreated control. No caspase-3 
signal can be seen in any sample. 
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γ-H2AX 

Ser-139 is a histone protein that becomes phosphorylated after DNA double-strand 

breaks (e.g. after photochemical DNA damage or during DNA fragmentation in 

apoptosis), generating foci of γ-H2AX at the damaged site. If light exposure were to 

cause DNA damage or apoptosis, it would be expected that detectable γ-H2AX levels 

would increase. 

Acute mouse brain slices (C57BL/6, 10 weeks old, male) were exposed to 470 nm 

light (4, 5, 6, 7, 8, 9 and 10 mW intensity) for 1 h, fixed, sectioned and stained for γ-

H2AX and DAPI. Staining did not exhibit any γ-H2AX signal (though DAPI signal was 

strong and readily detected). 

γ-H2AX foci do not appear immediately; whilst signal can be detected in radiation-

damaged tissue by as little as a few minutes post-exposure, peak signal 

development occurs approximately 30 min after DNA breakage452. If DNA 

fragmentation occurs due to apoptosis rather than direct photochemical damage to 

DNA, development of γ-H2AX signal may be delayed by several hours as, whilst 

morphological signs of apoptosis appear inside a couple of hours post-insult, the 

whole process can take 12-24 h to complete453. Since acute brain slices are fixed 

immediately after light exposure (to avoid cell death from oxygen and glucose 

starvation), γ-H2AX signal may not have had sufficient time to develop. 
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8-OXO-DG 

The primary route via which light exposure causes toxicity at intensities used for 

optogenetics is photochemical damage via production of ROS. If this ROS production 

caused oxidative damage to nuclear DNA, it should result in a measurable increase 

in DNA oxidation. If the primary site of oxidative stress is another structure (for 

instance the mitochondria), nuclear DNA in exposed tissue regions should 

experience a similar level of oxidative stress to unexposed regions. 

8-Oxo-2'-deoxyguanosine (8-OXO-DG) is a product of deoxyguanosine oxidation, 

and is a major component of oxidised DNA. Acute mouse brain slices (C57BL/6, 10 

weeks old, male) were exposed to 470 nm light (4, 5, 6, 7, 8, 9 and 10 mW intensity) 

for 1 h, fixed, sectioned and stained for 8-OXO-DG and NucBlue. 

Clear 8-OXO-DG staining was observed across all samples (Figure 34), with no 

increase in exposed regions of tissue. Whilst some regions stained more brightly 

than others (primarily due to increased cell density in those locations), staining did 

not differ across different illumination intensities. An unstained control showed no red 

fluorescent signal aside from autofluorescence (which was largely suppressed with 

Sudan black treatment), indicating that the red fluorescence seen in the stained 

samples was 8-OXO-DG. 

Since oxidation products form almost immediately upon light exposure (ROS do not 

last very long after production, reacting with nearby molecules extremely rapidly), this 

would suggest that the majority of ROS arising from phototoxicity in mouse brain are 

not produced in the nucleus (where close proximity would enable nuclear DNA 

damage) but instead must be formed elsewhere. This aligns with existing literature 

for retina and skin, where ROS formation from visible-light phototoxicity is primarily 

confined to the mitochondria. 
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Figure 34: C57BL/6 brain stained with 8-OXO-DG (red) and NucBlue nuclear stain (blue). Exposed samples (A = 
10 mW, B = 9 mW) showed no difference in 8-oxo-dg staining between exposed and unexposed regions, 
suggesting that optical insult does not increase DNA oxidation levels. An unstained control (C) indicates that the 

8-oxo-dg staining was successful. 
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Fluoro-jade C 

Fluoro-jade C is one of three variants of fluorescein (a green-fluorescent organic dye 

widely used in biological staining) that stains degenerating neurons via an as-yet 

unknown mechanism. Despite the lack of understanding of how the stain binds to 

degenerating neurons, validation studies have demonstrated that it is as or more 

reliable than traditional stains such as silver nitrate, H&E and nissl stain for 

identifying degenerating neurons454,455. 

Fluoro-jade C was developed as a modified version of the original stain, intended to 

increase signal-to-noise ratio. Despite this, it still exhibits a large amount of 

background staining, which is usually mitigated with potassium permanganate 

background suppression treatments. 

Acute mouse brain slices (C57BL/6, 12 months old, female) were exposed to 470 nm 

light (4, 7, 9, 14 mW intensity) for 1 h, fixed, sectioned and stained for fluoro-jade C. 

All sections showed degenerating neurons throughout the tissue, with no increase in 

exposed regions relative to the rest of the sample (Figure 35). Signal-to-noise ratio 

was poor and cells were blurred; treatment with Sudan black or eriochrome black did 

not alleviate this background signal; nor did adjusting potassium permanganate 

incubation time. 
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Figure 35: A C57BL/6 brain slice stained with fluoro-jade C. Whilst degenerating neurons were successfully 
stained, signal-noise ratio was poor and neurons were stained throughout the tissue (rather than being 
concentrated at the illumination site), suggesting widespread toxicity either due to overlong incubation or some 
other source of toxicity.  
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Propidium iodide 

Propidium iodide is a red-fluorescent intercalating dye used to stain DNA. Whilst it is 

fluorescent under most conditions its quantum yield increases 20-30 fold when bound 

to DNA, causing DNA in samples (usually cell nuclei) to fluoresce brightly relative to 

background. 

Propidium iodide is often used as a nuclear counterstain in fixed cell and tissue 

samples. However, if applied to living samples the dye cannot penetrate the cell 

membrane, resulting in only dead cells (which are unable to actively transport dye out 

of their cytoplasm and may have ruptured cell membranes) being stained. 

Acute mouse brain slices (C57BL/6, 12 months old, female) were exposed to 470 nm 

light (14 mW intensity) for 3 h. The slices were stained with propidium iodide and 

imaged live in a Nikon upright widefield fluorescent microscope with immersion 

lenses. Samples exhibited high background signal (attributed to dead tissue on the 

top and bottom surfaces of the samples, which stained positively for propidium iodide 

due to damage from slicing). However, illuminated regions did show increased 

staining intensity indicative of higher rates of cell death in those regions (Figure 36). 

Illuminated regions also appeared out of focus compared to the rest of the sample, 

suggesting that sample swelling had occurred at these locations. This swelling could 

be attributed to Donnan swelling due to cell death. Difficulty focusing on the exposed 

site combined with high background made propidium iodide staining an impractical 

method for measuring optical toxicity. 
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Figure 36: (A) C57BL/6 acute brain slice exposed to 470 nm light (~16 mW) for 3 h with 100 ms pulse, 50% duty 
cycle, live-stained with propidium iodide. A crescent of PI staining can be seen where the optical fibre overlapped 
a region of white matter. There is extensive background signal. (B) and (C) PI staining of an exposed region of a 
C57BL/6 acute coronal brain slice. The exposed region is out of focus with the rest of the slice, indicating 
substantial swelling has occurred, but making imaging difficult. 
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Calcein-AM 

Calcein is a green fluorescent protein with an excitation/emission profile similar to 

that of fluorescein. Its acetomethoxy derivative – calcein-AM – is able to permeate 

cell membranes, allowing it to pass into live cells without the need for 

permeabilisation or fixation. In living cells, the molecule is altered, removing the 

acetomethoxy group and thus removing this membrane-permeant property whilst 

also allowing the molecule to chelate Ca2+, Mg2+ or Zn2+ ions required for its 

fluorescence. The result is that living cells fluoresce green under fluorescent imaging, 

whilst dead cells (which lack the esterase activity to remove the acetomethoxy group) 

do not. Calcein-AM is also available in a red-shifted form with altered excitation and 

emission behaviour, though with the disadvantage of retaining a small level of 

fluorescent activity before removal of the AM-group, worsening the signal-to-noise 

ratio. 

Acute mouse brain slices (C57BL/6, 12 months old, female) were exposed to 470 nm 

light (14 mW intensity) for 2 h. After exposure they were stained with either calcein-

AM green or red and imaged with a Nikon upright microscope with immersion lens. 

Both red and green calcein-AM successfully stained living cells in the acute brain 

slices (Figure 37 A). No live cells were observed in the illuminated regions, indicating 

that these cells did not have esterase activity sufficient to modify the calcein-AM 

molecule and were dying or dead (Figure 37 D). Green calcein-AM exhibited 

substantially lower levels of background signal than red, which provided sufficiently 

poor contrast to be unusable. Both stains were highly sensitive to elapsed time post-

exposure; live-cell signal dropped significantly over approximately 20 minutes after 

imaging was commenced (Figure 37 A vs C). 
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Both green and red calcein-AM stained samples showed significant bleaching of 

autofluorescent background in the light-exposed regions, resulting in dark circles 

where neither cell staining nor autofluorescence could be observed. This complicated 

image processing, since the variance in autofluorescent background intensity 

between the exposed and unexposed regions made automated counting of 

positively-stained (live) cells difficult. The green stain was judged as viable for use in 

assessment of photochemical toxicity in acute mouse brain samples, however 

several complicating factors (short imaging window, high sensitivity to variation in 

experimental timing, low signal-to-noise ratio, varied autofluorescent background 

between exposed and unexposed regions) combined with the inability to fix calcein-

AM signal indicated that other options should be assessed before settling on this 

method. 

  



169 
 

 

 

  

Figure 37: Calcein-AM staining of acute mouse brain slices exposed to 470 nm light (14 mW, 100 ms pulse, 50% 
duty cycle, 2 h). (A) Unexposed negative control, stained with calcein-AM. Bright spots denote live cells. (B) 
Unstained negative control – no bright spots are visible. (C) Unexposed region of light-exposed slice. Bright dots 
of calcein-AM stained cells are much less bright compared to background however they are visible. Differences 
compared to the negative control are likely due to sensitivity in timings for calcein-AM imaging. (D) Light-exposed 
region of a calcein-AM stained slice. Bright dots of live cells stained with calcein-AM are visible outside the 
exposed region. Inside the exposed region, autofluorescent background signal has been bleached and no 

calcein-AM stained cells are visible. 
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Optical coherence tomography 

Optical coherence tomography (OCT) is an optical technique used to produce 

images of (typically) biological samples at micron resolution. It is a type of 

interferometry, typically using long-wavelength light for better sample penetration; 

this light is split into two paths, one of which passes through the sample and the 

other which passes into a reference pathway. When the reference path is set to the 

correct length (approximately the same distance that the sample path travels), the 

two beams will produce interference patterns when recombined; the greater the 

difference in the path length of the reflected photons (due to scattering by the 

sample), the greater the resulting interference. This difference is recorded as pixel 

intensity, allowing an image to be produced that depicts the reflectivity of the sample. 

In biological tissue, changes in this property may indicate changes in density or 

structure; tumour tissue may be detectable with OCT due to differences in the density 

of the tumour compared to the healthy tissue surrounding it. 

Attempts were made to image light-exposed acute brain slices (C57BL/6, female, 

~10 wks. 470 nm, 12 mW, 50% duty cycle, 100 ms pulse length, 1 hr exposure) with 

OCT to determine if there were changes to tissue density in exposed regions. 

Samples were transported from the laboratory where slicing was performed to the 

location of the OCT, immersed in chilled, oxygenated aCSF – this took approximately 

5 minutes.  

Initial imaging attempts were unsuccessful due to insufficient contrast with the 

sample container; this was resolved by changing from a standard white weighing 

boat to black. 
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Several difficulties arose whilst attempting to image brain slices with OCT; setting the 

correct distance for the reference path was time-consuming and difficult to perform 

repeatably. Adjusting the distance is achieved by tightening or loosening the 

threaded connector of the reference path tube; as such there is no scale or other 

method for obtaining repeatable and precise settings. Since the brain slices were 

immersed in aCSF, they did not lie flat on the bottom of the sample container, instead 

floating or sitting at different heights due to bending of the slice. Slices would also 

swell during the experiment, causing their thickness to vary substantially across the 

measurement period. It was therefore difficult to achieve a suitable calibration before 

the sample had experienced extensive cell death. 

Despite these challenges, some images were successfully obtained. Identification of 

the exposed site was difficult, suggesting that either the amount of cell death and 

consequent swelling was small, or that sufficient swelling had occurred across the 

sample to obscure the illuminated spot. One image (Figure 38) clearly shows the 

exposed site as a “pit” in the sample surface with a bright layer of tissue beneath. 

However it is likely that the bright white region is tissue that has been compressed by 

accidental contact with the optical fibre rather than the result of phototoxicity. 

Due to the difficulty in obtaining OCT images rapidly and reliably, use of the 

technique was not pursued further. 
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Figure 38: OCT image of an acute mouse brain slice (longitudinal section). A crater is visible in the tissue 
surface, above a bright white area of tissue, indicating increased light scattering. This was likely caused by 
accidental mechanical damage from the optical fibre. 
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6.2.4. Autofluorescence bleaching in light-exposed acute mouse brain slices 

Tissue autofluorescence arises from stimulation of endogenous fluorophores when 

carrying out fluorescence microscopy. Changes to autofluorescent signal can 

indicate photochemical modification of these fluorophores; either molecules which 

were originally not fluorescent under the wavelength in question gain fluorescence 

due to photochemical modification, or ordinarily fluorescent molecules lose this 

property (they are “bleached”). 

Changes to retinal autofluorescence are used as a diagnostic factor for light-induced 

retinal damage173,190,194,195. The principal source of retinal autofluorescence is 

lipofuscin, a mixture of liposomal products that cannot be cleared by the cell, 

accumulating with age89. Lipofuscin is also present in brain tissue, and is similarly 

responsible for most of the tissue’s autofluorescent signal in the green channel. The 

oxidation products of lipofuscin produced by photochemical modification can be toxic, 

or can act as further photosensitising agents that accelerate phototoxicity85,174,193. 

Lipofuscin formation and accumulation is linked to mitochondrial stress, meaning that 

tissue may become progressively more susceptible to phototoxicity with chronic light 

exposure91. It follows that changes to autofluorescence may be similarly indicative of 

phototoxicity in brain as in retina. 

250 µm thick acute brain slices from each of C57BL/6, HALO (a mouse genetically 

modified to express a halorhodopsin/enhanced yellow fluorescent protein fusion in 

cre- expressing cells264) and EMX-ChR (a mouse genetically modified to express a 

channelrhodopsin/enhanced yellow fluorescent protein fusion in cre-expressing 

cells265) mice were exposed to 6, 9 and 12 mW of 470 nm light for 1 h at a 50% duty 

cycle and 100 ms pulse length (10 slices per condition). Slices were fixed in PFA, re-

sectioned to 20 µm via cryostat and mounted for widefield fluorescent imaging in a 

Zeiss AxioExplorer upright microscope. 
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Images were processed with the Fiji software package (ImageJ version 1.35T). A 

linear histogram of pixel intensity was acquired across the centre of the exposed 

region on each tissue section, and the mean of these curves plotted for each 

condition. 

C57BL/6 slices showed an increase in tissue autofluorescence in light-exposed 

regions. This increase was most prominent in slices exposed to 6 mW light, and 

decreased with intensity (arbitrary intensity units:  ~400 in non-illuminated regions, 

increasing to ~750 when illuminated with 6 mW and decreasing with increased 

intensity to ~650 when illuminated with 12 mW). This suggests that whilst 

endogenous fluorophores are initially modified by light exposure into products with 

higher green-channel fluorescence, continued photochemical modification further 

alters these products into non-fluorescent forms (Figure 39). 
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Both the HALO and EMX mice express enhanced yellow fluorescent protein (EYFP) 

as a confirmational marker of successful genome editing; if the channelrhodopsin 

molecule is successfully inserted into the animal’s genome, EYFP will also be 

expressed. The channelrhodopsin proteins encoded in both lines are targeted to cre- 

expressing neurons. However, whilst this promoter produces animals with high 

expression of both channelrhodopsin and EYFP in pyramidal neurons, lower levels of 

expression are promoted throughout the brain456. This can be seen in the histograms 

Figure 39: Pixel intensity of green-channel autofluorescence of acute mouse brain slices exposed to 470 nm light. 
Intensity is higher in exposed regions than in background, and decreases with increased exposure intensity. Solid 
lines are mean values, dotted lines are standard deviation. 
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for both HALO and EMX where, even after similar exposures, some regions of the 

brain showed relatively low background fluorescence (~200-600 intensity, Figure 40 

B) and increased intensity in light-exposed regions (due to low YFP expression, 

fluorescence from endogenous proteins is dominant) whilst others showed relatively 

intense background fluorescence (~1000-2000, Figure 40 A) and the exposed region 

was bleached relative to background (YFP expression causes higher background 

fluorescence, and is bleached by light exposure). 

In both EMX and HALO slices, the difference between high-YFP and low-YFP 

regions can be seen clearly in plots where either background fluorescence is higher 

(“light” – Figure 40, A & B) or lower (“dark” – Figure 40, C & D) are excluded.  

If sites with lower background fluorescence are excluded, both EMX and HALO 

curves show a distinct drop in fluorescence signal after light exposure (EMX 

autofluorescence intensity was ~2000 in non-exposed regions, decreasing to ~900 in 

exposed regions — Figure 41 C). HALO autofluorescence intensity was ~800 in non-

exposed regions, decreasing to ~500 in exposed regions — Figure 42 C), suggesting 

that EYFP is causing higher background fluorescence in the region and has been 

bleached in the exposed site. 

 

If sites with low background fluorescence are excluded from the EMX data, the 

remaining curve shows an increase in fluorescence in the exposed region (from ~400 

in non-exposed regions to ~500 with 9 mw exposure, and ~600 at 12 mW exposure 

— Figure 41 B), suggesting that endogenous fluorophores have been 

photochemically altered into more fluorescent products. This increase is most 

pronounced with 12 mW exposures, suggesting that the presence of YFP may have 

a protective effect (compared to the C57BL/6 samples, in which autofluorescence 

was most intense at 6 mW and was then bleached as intensity increased).  
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Similarly, if regions with low background fluorescence are excluded in the HALO 

plots, intensity in the exposed region increases between 6 and 9 mW, and shows a 

“shoulder” of increased signal at 12 mW exposure (~500 unexposed, ~700 at 9 mW 

and a “shoulder” of ~1000 at 12 mW, with a bleached centre of ~600 — Figure 42 B), 

but the centre of the exposed region is bleached – suggesting that the 12 mW 

exposure is sufficiently intense to bleach the endogenous fluorophores in the same 

way as in the C57BL/6 samples. 

 

  

  

  

Figure 40: Representative examples of autofluorescence imaging results. Some sites exposed to 
470 nm light in acute brain slices exhibit decreases in autofluorescence (A, B) whilst others exhibit 

increases in autofluorescence intensity (C, D). 
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Figure 41: EMX samples show a decrease in autofluorescence intensity in 470 nm light-exposed regions (A). If 
regions with high background fluorescence are excluded, the remaining regions show a similar increase in 
intensity to C57BL/6 samples (B). If areas with low background fluorescence are excluded, the bleaching effect is 
more pronounced (C). 
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Figure 42: HALO samples show an overall increase in autofluorescence intensity in 470 nm light-exposed 
regions, except at 12 mW where the “shoulder” of the exposed region continues to increase in intensity whilst the 
centre is bleached (A). If regions with high background fluorescence are excluded, this pattern remains (B). If 
areas with low background fluorescence are excluded, a similar bleaching pattern to EMX samples emerges (C). 
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All samples experienced changes to autofluorescence intensity at all exposure 

intensities; this suggests that 470 nm light exposure at intensities of 6 mW or higher 

for 1 h or more are sufficient to produce photochemical changes to brain tissue in a 

similar manner to light-damaged retina. 

6.2.5. CRL2541 immortalised astrocyte light exposure 

Previous attempts to visualise phototoxicity in acute mouse brain slices had largely 

failed, or possessed complications or limitations that precluded use of a given 

method. To better identify potential methodological issues, it was decided to move to 

a simpler model which could be iterated more rapidly and ethically. 

The ideal model would be a neural culture, however existing neural cell models are 

either primary cultures extracted from acute tissue (a process with a significant 

learning curve to achieve high yields, and which still requires primary tissue to 

accomplish, negating any potential ethical advantage) or – since mature neurons do 

not divide – are pluripotent cell lines that can be triggered to transform into a neural 

phenotype457. Such models are costly, require specialised culture media and cannot 

be guaranteed to behave similarly to neurons in vivo. 

CRL2541 cells (ATCC) are immortalised mouse cerebellar astrocytes. Whilst we 

established that these cells may not behave like wild-type astrocytes (chapter 4), 

they have several advantages over primary or pluripotent cell-derived neural cultures: 

they require no specialised culture conditions, grow rapidly, their growth can be 

arrested via serum deprivation (allowing consistent confluence between dishes and 

preventing regions of interest from being overgrown after light exposure), and are 

inexpensive (and already in stock from previous experiments). Astrocytes are a major 

component of brain tissue, and the activated phenotype is the most likely to interact 

with light stimulation proximally to an optrode implant in vivo since surgical trauma 

would trigger gliosis.  
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Additionally, blue-light phototoxicity and oxidative damage in astrocytes has been 

studied in the past, indicating that it should be possible to develop a method for 

quantifying phototoxicity in this model160,161. 

Dishes were illuminated via an optical fibre held in a retort stand such that the fibre 

contacted the underside of the dish at 90° (Figure 43) and the circumference of the 

dish marked on the incubator shelf to facilitate repeatable illumination of the precise 

centre of each sample. 

Culture medium was aspirated and replaced with oxygenated aCSF prior to 

illumination as many culture media contain photosensitising agents158,175. Medium 

was replaced with serum-free high-glucose DMEM after exposure, and dishes were 

incubated overnight before simultaneous staining and fixation, preventing potential 

errors from normal cell death accumulating should samples have been stained and 

fixed at different times. 

Figure 43: Dishes (red arrow) were illuminated from beneath via a 400 µm diameter optical fibre (green arrow) 
held in a retort stand (purple arrow). The fibre position was adjusted to 90° from the dish after this image was 
acquired. 
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Samples were stained with live-dead NIR stain (Thermo Fisher Scientific), fixed in 

paraformaldehyde and mounted under cover slips with ProLong glass antifade 

mountant with NucBlue (Thermo Fisher Scientific). 

Dishes were imaged with a Zeiss AxioObserver upright fluorescent microscope. The 

total cell count (using the NucBlue channel) and the dead cell count (using the 

Live/Dead NIR channel) was obtained using a macro in Fiji image analysis software 

(full macro is provided in the appendix). 

The macro used carried out the following steps:  

• The “enhance contrast” function was used with the default saturation value of 

0.35 to aid differentiation between background signal and stained cells 

(brightness and contrast settings were not standardised across all images as 

relative intensity of stained cells was unimportant). 

• An automatic thresholding step was applied to segment the stained cells by 

creating a mask comprising only pixels above a particular intensity value; several 

of Fiji’s built-in thresholding settings were tested on the NucBlue and NIR 

channels to establish which would be most accurate on each channel. 

o  “Moments” was selected for the NucBlue channel and “Intermodes” for the 

NIR. 

• The “watershed” function was applied to separate cells which overlapped, 

ensuring that they were counted as two cells rather than a single feature.  

• Finally, the “analyze particles” function was used to count the number of cells, 

using a size range of 20-800 square microns (since the thresholding steps do not 

always segment the entire cell, some cells will appear smaller than their “true” 

size, whilst others will appear larger due to segmentation picking up a larger 

region; 20 square microns was sufficiently large to exclude small thresholding 

artefacts and 800 square microns excluded any large artefacts such as dust or 

bubbles.  
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Whilst there is a risk that this will also exclude large clusters of very closely 

packed cells, this was judged to be unlikely since Live/Dead staining was less 

bright at the cell periphery, allowing effective segmentation even when cells were 

very closely positioned to one another). 

• The macro performed these steps separately for the two channels in each image, 

outputting them to a results table. 

Exposure duration 

To establish reasonable values for light exposure to be used in acute brain slice 

experiments, 10 replicate 35mm diameter polystyrene cell culture dishes were 

cultured to ~80% confluence with CRL2541 astrocytes and exposed for each of 20, 

40 and 60 min with 470 nm light at 12 mW, 50% duty cycle with a 100 ms pulse from 

a 400 µm diameter optical fibre. Each exposure duration also included a control dish 

that was unexposed, for a total of 33 dishes. 

Percentage cell death increased with exposure duration (0 min: 7.6 ± 4.5%, 20 min: 

8.2 ± 3.5%, 40 min: 30.5 ± 10.1%, 60 min: 36 ± 12.1% - Figure 45); a one-way 

ANOVA indicates significant association of cell death with exposure time (p = 

0.000007). A circular region of dead cells is clearly visible in higher duration 

exposures (Figure 44). Existing literature on retinal phototoxicity describes 

photochemical damage as time-dependent and cumulative, which is consistent with 

these results. From this experiment it can be established that >40 min is a 

reasonable exposure time within which to detect phototoxicity from illumination of this 

intensity and pulse pattern. 
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Figure 45: Percentage cell death is associated with exposure duration in CRL2541 
cells exposed to pulsed 470 nm light. N = 10 per exposure time. Error bars are 

standard deviation. 

Figure 44: A clear circular region of dead CRL2541 cells becomes visible as 470 nm light exposure duration 
increases. The ratio of dead cells (red) to total cells (blue) increases with exposure time (A = 20 min, B = 40 min, 
C = 60 min). 
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Duty cycle 

To compare the effect of continuous-wave light exposure to pulsed, 6 replicate 35mm 

diameter polystyrene cell culture dishes were cultured to ~80% confluence with 

CRL2541 astrocytes and exposed for each of 10, 20 and 30 min with 470 nm light at 

12 mW, continuous wave from a 400 µm diameter optical fibre, such that total 

exposure time is equal to that of the 20, 40 and 60 min exposures at a 50% duty 

cycle. 6 replicate control dishes were also measured, for a total of 24 dishes. 

Illuminated samples exhibited a similar pattern to those exposed to pulsed exposure: 

% cell death was approximately similar to control dishes at 10 minutes exposure (0 

min = 9.1 ± 3%, 10 min = 8.0 ± 2.2%) and increased at 20 and 30 minutes (20 min = 

15.1 ± 11.3%, 30 min = 28 ± 16.9% — Figure 47) A similar region of cell death to the 

pulsed samples is visible at longer exposure durations (Figure 46). A one-way 

ANOVA indicated a significant relationship of exposure time to cell death (p = 

0.0003). 

A two-way mixed-effects analysis comparing continuous wave to pulsed exposure 

found no significant difference at any time point (0 min p = 0.2252, 10 min p = 

>0.9999, 20 min p = 0.1428, 30 min p = 0.8268), indicating that pulse pattern had no 

significant effect on cell death. 

Thermal effects from visible light exposure are strongly related to the duty cycle of 

exposure100, with a long period of illumination relative to darkness resulting in higher 

risk of photothermal effects. Increases in temperature of >3 °C are normal in brain 

tissue for short periods, but can become hazardous if elevated for extended 

periods98,99 (Chapter 1.7.3 and 1.8.4). The lack of difference between pulsed (50% 

duty cycle) and continuous (100% duty cycle) exposure suggests that no major 

thermal effects are experienced by samples illuminated at this intensity and 

wavelength; if thermal effects were significant, it would be expected that the 
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continuously exposed samples would exhibit higher rates of cell death than those 

subjected to pulsed exposure. 

 

   

 Figure 47: Continuous-wave 470 nm light exposure in CRL2541 cells has a similar 
relationship with cell death as in pulsed samples. N = 6 per exposure time. Error 

bars show standard deviation. 

 

Figure 46: A clear circular region of dead CRL2541 cells forms at longer exposures to continuous-wave 470 nm light. The ratio of 
dead cells (red) to total cells (blue) increases with exposure time (A = 10 min, B = 20 min, C = 30 min). 
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Wavelength 

Whilst there is substantial precedent for blue-light phototoxicity in retina and other 

tissue types, there are far fewer studies on longer wavelengths and potential 

photochemical hazard. To explore the effect of longer wavelength visible light 

exposure, a 595 nm LED was used. Due to its lower photon energy, the maximum 

power of this LED was ~4 mW through a 400 µm diameter optical fibre. Since 

photochemical toxicity appears to be cumulative with time, it is necessary to adjust 

the exposure time to account for the lower power density available. Unfortunately, the 

long exposure duration limited the number of samples that could be produced. 

Two replicate 35 mm diameter polystyrene cell culture dishes were cultured to ~80% 

confluence with CRL2541 astrocytes and exposed for each of 6, 18 and 24 h with 

595 nm light at 4 mW, pulsed with a 50% duty cycle and 100 ms duration from a 400 

µm diameter optical fibre. 

Percentage cell death did not increase between 6 and 18 h exposure, but 

approximately doubled by 24 h (6 h: 8 ± 1%, 16 h: 7.5 ± 0%, 24 h: 16 ± 3.7% - Figure 

49); a one-way ANOVA indicates significant association of cell death with exposure 

time (P = 0.0461). Unlike in cells exposed to brighter 470 nm light for shorter periods, 

there is not a clear circular region of cell death – possibly due to the longer time that 

is available for cells to migrate in and out of the exposed site (Figure 48). Since all 

samples were cultured, fixed and stained simultaneously, there should be no error 

due to cell death from other sources. 
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This preliminary experiment suggests that despite the substantially lower energy per-

photon, further investigation of 595 nm light exposure is warranted; optogenetic 

implants are chronically implanted devices intended to function for multiple years, 

raising the possibility of long-term phototoxicity from even longer wavelengths. 

Further experiments with a brighter illumination source capable of matching the 

output of the 470 nm LED on a larger sample population may reveal as-yet unknown 

hazard from these longer wavelengths. 

 

Figure 49: CRL2541 cell death increases after 24 h of exposure to 595 nm light. 

N = 2 for each exposure time. Error bars are standard deviation. 

Figure 48: Exposure of CRL2541 cells to 595 nm light does not produce as clear a region of cell death as with 470 nm exposure. 
The ratio of dead cells (red) to total cells (blue) does not with exposure time between 6 h (A) and 18 h (B) but does increase at 24 
h exposure (C). 
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Recovery time post-exposure: time course experiment 

The main factor that differs between the successful CRL2541 cell experiments and 

the failed attempts to stain for light-induced cell death in acute brain slices is that the 

cell cultures were stained and fixed after an overnight incubation post-exposure, 

whereas the acute brain slices were fixed and stained immediately after light 

exposure. This difference was necessary; the perfusion chambers used to sustain 

acute brain slices can keep slices viable for only 2-3 hrs, with cell death due to 

oxygen and glucose deprivation accumulating rapidly after this point. 

Since apoptosis can take many hours to complete (revealing different biomarkers at 

different stages of the process), it seemed likely that the chief cause of failure in 

previous trials of cell death stains in these samples was that insufficient time was 

afforded for the affected cells to die. 

To pinpoint the amount of time required for dying CRL2541 astrocytes to be 

detectable via the Live/Dead NIR staining method, six 35 mm diameter polystyrene 

cell culture dishes were cultured to ~80% confluence with CRL2541 astrocytes and 

exposed for 1 h with 470 nm light at 12 mW, pulsed with a 50% duty cycle and 100 

ms duration from a 400 µm diameter optical fibre. Dishes were illuminated in a 

staggered manner such that one dish was left for each of 30, 60, 90, 120, 240 or 360 

min between illumination and simultaneous staining and fixation of all dishes. Six 

control dishes were also treated identically, omitting the light exposure step. 

Percentage cell death was similar to control samples for 30, 60 and 90 min, but 

increased substantially from 120 min onwards (from 9.4% at 90 min to 23.3 % at 120 

min – Figure 50) until its maximum at 360 min (29.7%) and exhibited a clear circular 

region of cell death (Figure 51), suggesting that cell death induced by exposure to 

470 nm light requires approximately 120 min before it is detectable with the 

Live/Dead NIR assay. 
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Figure 50: Detectable CRL2541 death increases sharply 120 min after light exposure. 
Due to long exposure time requirements, N=1 for each time point. 

Figure 51: A distinct circular region of CRL2541 cell death is detectable only if cells are allowed to incubate for 120 min or 
longer after 470 nm light exposure. The ratio of dead cells (red) to total cells (blue) does not increase between dishes left 30 
min after exposure and those incubated for 90 min, but does increase if dishes are incubated for 120 min or longer post-
exposure. 
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6.2.6. Acute mouse brain slices with 3 h at RT after light exposure 

Following the time-course experiment with CRL2541 astrocyte cells, it was necessary 

to test whether a similar delay post-exposure would be sufficient to visualise blue 

light-triggered cell death in acute mouse brain slices. To achieve this, a method must 

be employed to slow or prevent cell death from glucose and oxygen deprivation, 

which would normally occur soon after light exposure in slices kept in a perfusion 

chamber. A possible approach would be to return the slices to a lower temperature 

environment after exposure; cells with damaged mitochondria may continue to 

apoptose in such an environment whilst healthy cells may remain healthy for a longer 

period due to metabolic suppression in the cooler conditions, allowing light-induced 

damage to be more readily visualised. 

Three 250 µm thick acute brain slices were prepared from a C57BL/6 female mouse 

of approximately 1 year of age (scheduled for culling). The slices were exposed to 

470 nm light at 12 mW intensity, with a 50% duty cycle and 100 ms pulse length for 1 

h in the perfusion chamber (set to 37 °C) before being returned to the recovery 

chamber (maintained at room temperature, ~20-22 °C) for 3 h. Slices were then 

stained with Live/Dead NIR, fixed, sectioned and mounted with ProLong Glass with 

NucBlue as normal. 

Fluorescent images of the samples showed clearly resolved circular (or ovoid, in 

cases where the optical fibre was not perfectly placed at 90° to the tissue surface) 

regions of cell death, with little Live/Dead signal in the surrounding tissue that had not 

been exposed (Figure 52). This suggests that reducing the temperature of acute 

mouse brain slices to room temperature after exposure is sufficient to prevent 

excessive cell death that would ordinarily occur at 37°C in a perfusion chamber, 

whilst allowing cell death arising from phototoxicity to continue. 

Since the tissue is being maintained at non-physiological temperatures, it is possible 

that the mechanisms of cell death may be altered from that which might occur in vivo. 
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Despite this drawback, this method has facilitated detection of light-induced cell 

death where other approaches have failed.  

An alternative approach could be to produce brain slice organotypic cultures; when 

acute brain slices are maintained in the correct conditions it is possible to keep them 

alive for up to 6 months458. However, these organotypic cultures undergo substantial 

structural and behavioural changes from tissue in vivo, including “spreading” onto 

their growth substrate, changes in opacity and altered cell behaviour. Additionally, 

they must be obtained from young mouse pups (P8-9), and further differences have 

not been fully characterised compared to acute samples. Many of these issues can 

be mitigated in laboratories with sufficient experience and resources459, however 

learning to reliably culture brain slices with confidence that they would be comparable 

to brain tissue in vivo was considered out-of-scope for this project. It was judged that 

the potential effect of temperature reduction is likely less substantial than the 

changes incurred during organotypic slice culture. 
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Figure 52: Clearly resolved circular regions of live/dead NIR stained cells are visible in 470 nm light-exposed acute C57BL/6 

mouse brain slices when incubated at room temperature for 3 hrs post-exposure before fixation and staining. 
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6.2.7. Live/Dead Fixable NIR staining of light-exposed acute mouse brain slices 

Following the trial experiment, acute mouse brain slices were obtained from HALO, 

EMX-ChR and C57BL/6 mice: 10 slices from each of three female HALO mice, ~8 

wks old; 30 slices total. 10 slices from each of three EMX-ChR mice, ~10 wks old; 30 

slices total. 10 slices from each of six C57BL/6 mice, age ranging from 8 wks to 1 

year; 60 slices total. Excess slices were used as controls. 

Slices were exposed to 470 nm light at 6, 9 and 12 mW with a 50% duty cycle and 

100 ms pulse length for 1 h (10 slices per intensity value; 20 for C57BL/6) before 

being transferred to the recovery chamber for 2 h (this reduced time at room 

temperature was selected as a compromise, to reduce potential changes arising from 

the reduced temperature whilst providing sufficient time for cell death to become 

detectable). Slices were then stained with Live/Dead NIR, fixed, resectioned into 20 

µm slices via cryostat and mounted with ProLong glass with NucBlue. 

  

Figure 53: C57BL/6, HALO and EMX acute brain slices all show a positive relationship of 470 nm light 
exposure intensity to percentage cell death. N = 10 for EMX and HALO, 20 for C57BL/6. Error bars are 
standard deviation. 
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All three models exhibited increases in percentage cell death with increased light 

exposure intensity (Figure 53). The C57BL/6 slices did not experience significant 

increases between control and 6 mW exposure (Control: 10.5 ± 4.5%, 6 mW = 7.9 ± 

1.9%. One-way ANOVA comparing control to 6 mW returns p = 0.82) however 

increased significantly between 6, 9 and 12 mW exposure (9 mW = 13.2 ± 2.9, 12 

mW = 27.2 ± 9.7. One-way ANOVA comparing 6 to 9 mW returns p = 0.03 and 9 to 

12 mW p < 0.0001). Overall, C57BL/6 samples show a strong association between 

exposure intensity and cell death (p < 0.0001). 

The HALO slices did not experience significant increases between control and 6 mW 

exposure (Control: 7.7 ± 3.7%, 6 mW = 10.1 ± 6%. One-way ANOVA comparing 

control to 6 mW returns p = 0.74) however increased significantly between 6, 9 and 

12 mW exposure (9 mW = 26 ± 4.9, 12 mW = 44.9 ± 6.3. One-way ANOVA 

comparing 6 to 9 mW returns p < 0.0001 and 9 to 12 mW p < 0.0001). Overall, HALO 

samples show a strong association between exposure intensity and cell death (p < 

0.0001). 

  

Figure 54: HALO mice experience significantly higher rates of 470 nm light-induced cell death than do C57BL/6 
mice. EMX and C57BL/6 mice appear to experience similar levels of phototoxicity from this exposure. N = 10 per 
intensity value. Error bars are standard deviation. 
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The EMX-ChR slices did not experience significant increases between control and 6 

mW exposure (Control: 0.5 ± 0.01%, 6 mW = 2.3 ± 1.7%. One-way ANOVA 

comparing control to 6 mW returns p = 0.99) or 6 to 9 mW (9 mW = 9.8 ± 3.1. One-

way ANOVA comparing 6 to 9 mW returns p = 0.74) however increased significantly 

between 9 and 12 mW exposure (12 mW = 42.7 ± 28.5. One-way ANOVA comparing 

9 to 12 mW returns p = 0.0006). Overall, EMX-ChR samples show a strong 

association between exposure intensity and cell death (p < 0.0001). 

Mixed-effects analysis comparing the three mouse types returns a significant effect 

on cell death from mouse strain (p < 0.0001). Tukey’s multiple comparisons analysis 

suggests that this difference is primarily between C57BL/6 and HALO mice 

(comparison of EMX and HALO animals returns p = 0.26 and comparison of C57BL/6 

with EMX returns p = 0.87 whereas comparison of C57BL/6 with HALO returns p = 

0.0004, indicating that HALO mice experience significantly higher rates of cell death 

after light exposure than do C57BL/6 animals – Figure 54 & Figure 55). 

This difference could be due to the presence of YFP in the HALO animals; absorption 

and re-emission of incident light may increase the number of photons that interact 

with cells in the exposed regions. However, the EMX animals also express YFP and 

do not appear to experience significantly higher rates of cell death than C57BL/6 

animals; as the relative expression level of YFP between the two models is unknown 

it is not possible to determine whether HALO expression of YFP is higher than EMX. 

Another possible explanation could be that the HALO neurons experience 

overstimulation and become stressed when exposed to 470 nm light, making them 

more susceptible to phototoxicity. This is unlikely since halorhodopsin has a red-

shifted action spectrum compared to ChR2, with a peak absorption of ~570 nm 

compared to ChR2’s peak of ~460 nm (ref 460), meaning that unless the HALO 

animals expressed significantly higher levels of halorhodopsin than the EMX animals 

do ChR2, the EMX neurons are likely to experience greater stimulation of action 

potentials than will the HALO. 
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Figure 55: All three mouse lines tested show a positive relationship of cell death to 470 nm illumination intensity. 
A = 6 mW, B = 9 mW, C = 12 mW. Red = dead cells stained with Live/Dead NIR, blue = all cells stained with 
NucBlue. 
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6.3. Discussion and future prospects 

Successful deployment of an optogenetic brain implant to clinical settings requires 

extensive validation by regulatory organisations; this process can be extremely 

difficult – if not impossible – if regulatory bodies lack sufficient information to make 

informed decisions about safety and efficacy of a given device. 

Whilst data regarding optical toxicity in skin and retina are available, the action of 

visible light exposure on brain is poorly understood; whilst studies exist that 

demonstrate the “blue light hazard” in brain tissue or brain-derived cells, a 

comprehensive action spectrum for visible light exposure in brain has yet to be 

developed. Retina, skin and brain contain different chromophores at different levels 

of expression, and possess differing defences against this type of insult; it has not 

been demonstrated whether levels of antioxidants and protective/reparative enzymes 

differ between these tissues. However it would seem likely that tissue that is not 

routinely exposed to light — such as brain — may not possess the same level of 

protection as those adapted to light exposure. 

Consequently, it is necessary to develop an action spectrum for photochemical 

damage in brain tissue in the visible spectrum if optogenetic devices are to be 

brought into clinical practice. This project sought to develop methods for establishing 

hazard thresholds for visible light exposure in brain, and if possible to begin collecting 

the data required. 

Method development for detection of light-induced phototoxicity in acute mouse brain 

slices was hampered by difficulty detecting cell death after exposure; 470 nm light 

was chosen for this developmental process since the “blue light hazard” has been 

firmly established in the literature for a range of tissues (though not thoroughly 

described for brain). 
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It was hypothesised that these difficulties in detection of cell death were due to the 

process having not progressed to a detectable stage before tissue fixation and 

staining. Experimentation has established that a post-exposure incubation period of 2 

h facilitates detection by providing sufficient time for cell death to occur; this 

incubation period can be carried out at room temperature to prevent cell death from 

other sources without interfering with detecting of light-induced damage. With this 

knowledge, it was possible to develop a method that reliably detects light-induced 

cell death in acute mouse brain slices. The Thermo Fisher Live/Dead NIR assay is 

relatively inexpensive, has a simple protocol and clearly labels dead cells, allowing it 

to be used in conjunction with a nuclear counterstain to determine a rate of cell death 

in a light-exposed region of tissue or cell culture. Whilst this stain has many 

advantages, it may be possible to re-test other cell death markers that were 

discarded in earlier stages of this project to identify a more optimal stain for future 

work, or to expand the information gained. 

Both CRL2541 astrocytes and acute mouse brain models experience increased rates 

of cell death when exposed to 470 nm light at intensities, durations and pulse 

patterns similar to those used in optogenetics literature. Whilst the illumination 

intensity was higher than that used in some (but not all) mouse studies, this reflects 

the need for more intense illumination in non-human primate models and – ultimately 

– humans. 

Acute brain slice autofluorescence is altered by 470 nm light exposure, indicating that 

photochemical processes are occurring in exposed regions. In retina, these changes 

correlate with phototoxicity; this link cannot yet be confirmed in brain but alterations 

to brain tissue autofluorescence are a potential diagnostic marker for photochemical 

trauma arising from optogenetic implant use. 
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We found that CRL2541 astrocytes may experience phototoxicity from 595 nm light. 

However, lack of a suitably intense light source and insufficient time limited the 

degree to which this could be explored. Literature investigating the effect of visible 

light at longer than 470 nm on brain tissue is sparse, and further investigation is 

required for wavelengths in the green, yellow-orange and red regions of the visible 

spectrum. 

There was no difference in death rate of CRL-2541 cells exposed to continuous-wave 

or pulsed 470 nm light, suggesting that photothermal effects are not strong at this 

wavelength. However, these experiments must be repeated and expanded for 

different pulse patterns, intensities and wavelengths in acute brain slice models to 

establish at what point photothermal effects may become significant. It is still 

advisable to use pulsed light to allow cooling of samples and avoid errors from 

thermal effects when measuring photochemical toxicity. 

A method for inducing and detecting phototoxicity in acute mouse brain slices has 

been successfully developed. This method can be used to investigate a wider range 

of wavelengths, intensities, exposure durations, pulse patterns and models to 

develop a phototoxic action spectrum for visible light in brain. These data would be 

useful to regulatory organisations responsible for assessing novel optogenetic 

technologies for clinical deployment. 

Newcastle University BioImaging Facility has recently constructed a wide-field 

microscope equipped with a Polygon digital mirror device, allowing precise 

illumination of defined sample regions with a range of light sources. The system is 

equipped with a heated perfusion system, allowing acute brain slices to be exposed 

in this manner.  
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Whilst there was insufficient time to explore the possibilities of this system during this 

project, it could facilitate exposing a single sample to multiple wavelengths or 

intensities of light in clearly delineated regions during the same experiment, allowing 

a wide range of wavelengths to be investigated in a much shorter period than was 

possible with illumination via optical fibre. 

In addition to light-induced cell death, other possible consequences of visible light 

exposure in brain must be considered and investigated: alterations to gene 

expression, inflammatory status, electrical activity, oxidative stress and other aspects 

of tissue health may be negatively affected by chronic light exposure; further 

experiments will be needed to produce a comprehensive picture of the effects of light 

on brain tissue before optogenetic devices can be confidently approved for clinical 

use.  
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Chapter 7. Conclusions and Future Direction 

The original objective of this project was to develop a better understanding of the 

effects of optogenetic implants on brain tissue, both in an acute sense (immediately 

during and after implantation) and after chronic use in a patient. The effects of 

mechanical, thermal and optical trauma were to be measured and a hazard spectrum 

for light exposure in brain produced. 

Whilst some progress was made on these goals — including successful 

quantification of the effect of blue light exposure on acute mouse brain slices — the  

project has primarily highlighted the difficulty of measuring the properties and 

responses of brain tissue in a repeatable and robust manner. Brain is an 

inhomogeneous, anisotropic biological tissue that varies with species and strain, 

presenting great challenges for measurement of mechanical properties. Chapter 3 

shows that current reports of mouse brain mechanical properties are highly variable, 

with substantial differences in mouse age and strain, frequency and strain size of 

mechanical measurement, temperature and slice orientation of samples and the 

method in which samples were handled and stored. 

This highlights a need for a comprehensive study that determines the mechanical 

behaviour of healthy mouse brain (and that of other common research organisms 

such as porcine and bovine brain) and accounts for common causes of unreliability in 

the literature so far. Use of magnetic resonance elastography (or similarly non-

invasive methods such as shear wave elastography) — or failing that, AFM 

measurements on chilled, freshly-sliced brain tissue — would allow for errors arising 

from Donnan swelling of brain tissue to be avoided, and comparisons of multiple 

popular mouse strains (such as BALB-C, C57BL/6 and CD1) would establish whether 

there are significant differences between the models currently used in brain 

mechanics research. 
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In Chapter 4, cell-derived extracellular matrix (ECM) samples were successfully 

produced from the CRL-2541 immortalised astrocyte cell line. These ECM samples 

were intended to serve as a model platform for exploring the effect of mechanical, 

thermal and optical insult on the composition and mechanical properties of ECM in 

brain. Whilst production of these models was successful, they proved to be extremely 

difficult to measure, and their low stiffness when measured with both atomic force 

microscopy and shear rheology suggest that the contribution of ECM to brain tissue 

mechanical behaviour is only a small part of the question; it seems likely that the 

contribution of cellular components of the tissue and their bonds with each other and 

the surrounding ECM contribute substantially to the overall picture. This is supported 

by later AFM measurement of acute mouse brain slices in Chapter 5, whose stiffness 

was several orders of magnitude higher than that of the ECM gels. However, it is 

possible that these results are specific to the CRL-2541 cell line, or that that 3-

dimensional models or co-cultures of multiple cell types might produce substantially 

stiffer ECM. 

Whilst it seems likely that ECM in brain contributes minimally to overall tissue 

mechanics, this does not mean that there is no value in exploring the effects of 

mechanical, thermal and photochemical insult in these samples. The effect of these 

types of insult on ECM composition are not well understood, and use of models such 

as the one produced in this project would provide a consistent platform that does not 

suffer the damage that decellularised whole tissue experiences. Exploring alterations 

to astrocyte-derived ECM composition and structure could reveal novel insights into 

the brain’s response to trauma. 

Further highlighting the need for a re-assessment of methods used for the 

measurement and reporting of brain mechanical properties, Chapter 5 demonstrates 

that a commonly reported assumption in brain mechanics literature — that acute 

brain slices remain mechanically stable provided they are measured within 8 hrs of 

death — is false, and that studies in which this assumption is made are likely to 
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possess significant inaccuracies in their reported data. Whilst this chapter does 

suggest ways in which these samples can be measured more reliably (namely 

measuring as rapidly as possible after tissue is sliced, maintaining samples at a low 

temperature and using less invasive methods such as magnetic resonance 

elastography rather than ex vivo methods in which brain tissue is susceptible to 

osmotic swelling), these samples remain extremely challenging to measure 

mechanically in a manner that is consistent and reliable. 

Similarly challenging was the detection and quantification of optical toxicity in acute 

mouse brain slices. Chapter 6 concluded with an effective protocol for the exposure 

of acute mouse brain slices to visible light and measurement of the resulting toxicity, 

but it also highlighted the importance of time in these experiments. Living brain is 

dynamic and its response to insult is not necessarily immediate; if it is fixed 

immediately after light exposure, cell death cannot be adequately quantified.  

In brief, the new protocol involves exposure of an acute mouse brain slice to visible 

light via an optical fibre in a perfusion chamber. Exposure times can vary from 0 to ~2 

h; after this point the perfusion chamber cannot adequately support the brain slices, 

though this limit is heavily influenced by operator skill and the precise perfusion setup 

used. Exposed slices are returned to a recovery chamber at room temperature for ~2 

h to allow cell death to occur and are then stained and/or fixed as normal. The 

protocol uses a Live/Dead NIR stain to highlight dead cells, though in theory many 

other stains for cell death or toxicity should work, and those which were initially 

trialled in this project should be reassessed in light of the new post-exposure room 

temperature incubation step. The protocol can be readily adjusted for different 

wavelengths, intensities, pulse patterns and staining targets, and can be scaled up 

for use in non-human primate tissue prior to in-vivo experiments if desired. 
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The ”blue light hazard” is a well-known phenomenon in retina and skin, and for this 

reason 470 nm light was selected as a proof of principle. However, whilst the effect of 

blue light exposure had been quantified in cell models this is the first time (to my 

knowledge) that the phototoxic effect of blue light has been directly measured in ex 

vivo acute brain tissue; previous studies of blue light phototoxicity have been limited 

to in vitro cultures of immortalised or primary cells. Amongst those studies, most 

concern retinal cells with only four studies using glial or neural cultures from brain. 

The results support the hypothesis that 470 nm light is toxic to brain tissue at 

intensities relevant to optogenetic implants, and that this toxicity is both time- and 

intensity-dependent. 

Optical toxicity experiments in this project investigated the effects of only one 

wavelength; establishing a reliable protocol for measuring cell death in cells and 

tissue exposed to 470 nm light was more challenging than expected, leaving little 

time for analysis of other wavelengths. Similarly, a wider range of pulse patterns, 

intensities and cell death detection methods require attention. Once a hazard 

spectrum of visible light has been produced for acute mouse brain slices, these 

experiments can be repeated in vivo, at first in both acute and chronic exposures of 

mouse brain and ultimately in non-human primate models. A visible hazard spectrum 

for non-human primate brain would be a powerful tool for both research groups 

developing optogenetic devices for clinical applications and the regulatory authorities 

responsible for assessing their safety and efficacy. 

Due to ethical and financial constraints, the number of mice used in this project was 

limited; repeats of these experiments with greater numbers of samples would be 

prudent to increase the reliability of the conclusions drawn. 
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This project highlights several ways in which our understanding of optogenetic device 

safety can be improved. If experimental approaches to mechanical and phototoxic 

experimentation on brain tissue consider the insights from this work, it will serve to 

improve the reliability and utility of novel data going forward. This work paves the way 

to establishing regulatory guidelines for introduction of optogenetic implant 

technologies into the clinical market, potentially improving the lives of patients 

suffering from a wide range of conditions. 
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Appendix 

 

Appendix A: ImageJ Macro  
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Appendix B: Mouse brain AFM measurement region 
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