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Organic Light Emitting Diodes (OLEDs) have been the subject of an intense
research effort aimed at improvement their performance resulting in the emer-
gence as a key component in the lighting and display market. Indeed, in dis-
play field, OLEDs have registered 23.2% of the market share. Increasing de-
mand for global OLEDs display market impels continued development and
improvement to OLEDs performance and sustainability. This means higher
efficiency, cheaper production and brighter materials with longer lifetimes
are required. This makes the research about OLEDs important in both exper-
imental and theoretical.

In the context of OLEDs, Thermally Activated delayed fluorescent (TADF)
has emerged as a highly appealing mechanism for delivering highly-efficient
third generation OLEDs. First generation OLEDs were based on the fluo-
rescent molecules, which could not harvest non-radiative triplet states and
therefore only achieve low internal quantum efficiency (IQE < 25%). The sec-
ond generation OLEDs has overcome this using phosphorescence through
intersystem crossing making it possible to achieve 100% IQE using heavy
metals. But these are often rare and expensive.

In this thesis, a theoretical study of molecules exhibiting TADF via excited-
state intramolecular proton transfer (ESIPT) is performed using quantum
chemistry, quantum dynamics and molecular dynamics to understand the
fundamental mechanism of triplet harvesting. Chapter 1 introduces the basic
definitions and principal knowledge about OLEDs, TADF and ESIPT. Chap-
ter 2 talked about he background theory and theoretical methods have been
used in study, especially density functional theory and molecular dynam-
ics. Chapter 3 discussed the ESIPT dynamics in OLEDs, resulted how the
triplet harvesting plays the important role in OLEDs. Chapter 4 illustrates
the examination of quantum tunneling and the impact of polarity on energy
barriers. In Chapter 5, the role of excitation generation is also discussed.
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Chapter 1

Introduction

The ability to generate and utilise light sits at the heart modern society. Ev-
eryday approximately 200Wm−2 of radiant energy in the form of natural
light arrives from the sun, while artificial lighting and displays consume
>20% of the electricity used worldwide. Converting light to energy, as per-
formed by photovoltaics, is a major focus in our attempts to reduce reliance
on unsustainable fuel sources, while the ability to generate light and display
information is a hallmark of a developed society.[1]

In terms of the generation of light, history has witnessed significant de-
velopment in artificial light sources (figure 1.1), including the development
of the incandescent bulb, fluorescent lamps, halogen lights and light emit-
ting diodes (LEDs) [2]. The incandescent light bulb has been used for more
than hundred years as the main source of artificial lighting due to its low cost
and continuous spectrum, arising because the source of the light is a metal
filament (wire). Despite its advantages, its efficiency is only about 15%, as a
significant amount of the energy used is lost as heat leading to a huge waste
in energy[3]. The development of halogen light bulbs led to a significant
reduction in energy consumption. Halogen bulbs work in a similar way to
old-fashioned incandescent light bulbs, using a filament enclosed in halogen
gas to produce light and like incandescent bulbs, they give off a warm, bright
light and illuminate to full brightness as soon as the switch is turned on.

More recently, LEDs have replaced these aforementioned light source as
they exhibit enhanced efficiency, durability and reliability[6]. In contrast
to other bulbs, an LED bulb produces light by passing the electric current
through a semiconducting material, the diode, which then emits photons
(light) through the principle of electroluminescence [7]. LEDs consume 75%
less power and last 25% longer than traditional bulbs[8, 9]. However, de-
spite these advantages, there remain a number of limitations, including high
costs associated with the sophisticated fabrication required due to the use of
crystalline materials.
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FIGURE 1.1: Brief history of lighting: Candle light by burning animal fat on reed
had been used as the main light resource since 30BC in ancient Egypt, until 1810s,
gas lighting was attributed to British inventor, William Murdoch; In 1840s, British
scientist Warren De La Rue created the first electric light bulb, then it has been
developed by Thomas Edison for commercial use in 1879; Fluorescent lamp was
invented by George E. Inman and Richard N. Thayer in 1934. Edward E. Hammer
has improved the fluorescent lighting to compact fluorescent lamp(CFL) in 1976,
and it has taken up a huge share in daily lighting market until the white LED has
been well-developed. Nick Holonyak, J. W. Allen and R. J. Cherry has established a

complete fundamental for further LED development since 1962.[4, 5]

To overcome this, a significant amount of research effort has been placed
on research organic light emitting diodes (OLEDs). OLEDs operate using the
same concepts as LEDs (figure 1.2), but instead of being made from inorganic
crystals, they are composed of flexible thin films of organic molecules. This
removes the extreme conditions, such as low pressure and high temperature,
required during the fabrication of LEDs, which have high energy demands.
In contrast OLED fabrication uses techniques such as evaporation or solution
processing, which can be done with ambient conditions.

The discovery of OLEDs can be traced back to 1963, when Martin Pope
found electroluminescence in the organic material, anthracene[11]. But the
first practical OLED device was achieved by Ching Wan Tang and Steven Van
Slyke at Eastman Kodak in 1987 [12]. They used a two-layer structure with
separated hole and electron transport layers to allow recombination in the
organic emission layer with a low voltages and ideal efficiency. A key chal-
lenge in OLEDs is that the communication between the singlet and triplet
manifolds is weak, usually making the conversion between the singlet and
triplet states in organic materials slow. This is crucial in an operating OLED
device because in contrast to the selection rules associated with photoexci-
tation, the process of exciton generation on the emitter in OLEDS (electrical
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FIGURE 1.2: LED(left) and OLED(right) could be briefly rep-
resented as this figure. LED devices light is from the P-N junc-
tion after the hole pass through the P-doped semiconductor
and electrons through the N-doped semiconductor. Different
with LED, OLEDs emit because the hole-electron recombined
in the emissive layer, and different organic molecules could
be used to make the device perform better. Figure taken from

reference [10]

excitation) leads to a 25:75 singlet to triplet population ratio due to spin statis-
tics of charge recombination. Consequently when adopting a typical organic
molecule, as in the case of first generation fluorescent OLEDs, only 25% of
the generated excited states will be harvested.

After 1987, Kodak initially focused on fluorescence materials for OLED
devices, but this has limited the efficiency, as the triplet excitons are lost non-
radiatively to heat. Ten years later, the first phosphorescence OLED device
were introduced by Thompson, Forrest and et al.[13], which made it possible
to harvest all of the excitons generated leading to higher efficiencies(≥90%).
In 2012, pure organic OLEDs based upon thermally activated delayed fluo-
rescence were designed by the Adachi group at Kyushu university.[14] In the
following sections the harvesting mechanism of OLEDs will be discussed in
more detail.

OLEDs operate by electroluminescence, which is the phenomenon of light
emission through the application of an electric current. It occurs when elec-
trons and holes (i.e., positive charge carriers) are injected into a material, and
the energy from the electric current excites the electrons to a higher energy
level. When the electrons relax back to their original energy levels, they emit
light as a result. [15] The internal quantum efficiency (IQE) of and OLED, i.e.
ignoring losses associated with extracting light from the device, is defined:

IQE = γ× ηST × φPL (1.1)

Here γ is the charge balance factor, or the fraction of injected carriers that
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form excitons, ηST is the fraction of spin-allowed excitons, φPL is the photo-
luminescence quantum yield (PLQY).

In a well-optimised device with perfectly matched electron and hole cur-
rents, γ can reach near unity. It is also possible to desgin molecules close to
unity PLQY. However, ηST can vary depending on the type of emitter used in
the device, as shown in figure1.3. In the first generation, OLEDs were based
upon fluorescent emitters. In this case, only the singlet states are harvested,
while the triplet excitons are lost nonradiatively as heat. This limits the IQE
to 25%, and although triplet-triplet annihilation (TTA) is used in OLEDs to
improve their efficiency by harvesting some of the otherwise unused triplet
excitons and converting them into singlet excitons that can emit light. This
process allows for more efficient use of energy in these devices, leading to
brighter and more energy-efficient displays and lighting. But TTA can be ex-
ploited to increase this to ∼60%, this still remains some distance from 100%.

The 2nd generation of OLEDs were based upon phosphorescent emitters.
While these exploit heavy elements to activate spin-orbit coupling enabling
the triplet states to become radiative, it is only the very heavy and expensive
metals, such as Ir and Pt that have been shown to exhibit large enough spin-
orbit coupling. Finally, thermally activated delayed fluorescence (TADF), as
the 3rd generation OLED, has emerged as a highly promising mechanism by
harvesting triplet states and therefore has gained significant research interest
for applications in OLEDs. The advantage of TADF is that by engineering the
singlet and triplet states to be sufficiently close in energy, i.e. close to thermal
energy, it is possible to harvest both singlet states and triplet states through
prompt and delayed fluorescence, respectively. The latter is thermally acti-
vated as the triplet state is almost always lower than the singlet state. In this
case the IQE will be able to close to 100%.[16, 17, 18]

The requirement to engineer a small energy gap (∆EST) between the low-
est singlet (S1) and triplet (T1) states is the most essential condition for highly
efficient TADF molecules. This is because the rate of TADF can be approxi-
mated as:

kTADF =
1
3

kF exp
−∆EST

kBT
(1.2)

where kF is the rate of fluorescence. To obtain a small ∆EST, most works
have focused upon a Donor-Acceptor (D-A) or Donor-Acceptor-Donor (D-A-
D) systems such as those in Figure 1.4 [20], as the CT character of the excited
state minimise the exchange splitting between the singlet and triplet states.
However, more recently the excited state intra-molecular Proton Transfer



Chapter 1. Introduction 5

FIGURE 1.3: The operating principle of 1, 2 and 3 generation of
OLEDs [19]

(ESIPT) mechanism has been used to separate the frontier orbitals and min-
imise ∆EST to achieve TADF. This is one of the key focuses of the present
thesis.

FIGURE 1.4: Molecular Structures of typical TADF based red,
green, blue and yellow OLEDs[20]

To understand and design materials operating in excited states, we need
to obtain a detail understanding of all of the competing processes. Processes
occurring in electronically excited states are often very different to those in
ground states because excited states tend to be highly non-equilibrium. This
thesis will focus on trying to understand the excited state processes during
TADF especially for ESIPT emitters.
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1.1 Excited State Processes

When a molecule in its electronic ground state absorbs a photon, it can be-
come promoted into an electronically excited state. Crucially, this often gen-
erates a highly non-equilibrium state and understanding the proceeding re-
laxation pathways is complicated by the often fast dynamics and many com-
peting processes, which includes radiative decay such as fluorescence and
phosphorescence, and non-radiative processes such internal conversion and
intersystem crossings. Deeply understanding all of these processes will help
us understand excited state mechanisms and develop new high performing
materials.

E

GS

S1 T2 T1
NR

F

ISC

rISC

IC

rIC

NR

ΔE

PEXC

FIGURE 1.5: Jablonski Diagram for the photoexciation(EXC),
ground state(GS), the first singlet state(S1), the first triplet
state(T1), the second triplet state(T2) with their vibrational
states and the excitaion and relaxation process (Fluores-
cence(F), Phosphorescence(P)) and non-radiative processes:
Intersystem Crossing(ISC), Internal Conversion(IC), Reverse

ISC(rISC) and Reverse IC(rIC).

Figure1.5 shows the simplest representation of the excited state processes,
a Jablonski diagram, with the aforementioned processes labelled. Radiative
processes (Fluorescence and phosphorescence) and non-radiative processes
(ISC,rISC, IC, rIC) are presented by the wavy arrows and dash arrows, re-
spectively.

While the Jablonski diagram represents a convenient schematic for ex-
cited state processes, its major limitations is that it completely ignores the ef-
fect of structure on the the energy of the states. After excitation, the molecule
will exhibit a new electronic structure. This will often drive geometry changes
in the molecule and result in different ordering of the energy states shown in
Figure1.5. This can be captured using potential energy curves along the most
important degrees of freedom, i.e. those which are expected to show the
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largest change in the electronically excited states of interest. These can give a
more detailed perspective of how excited state processes are likely to evolve,
but in cases where there are many competing excited state processes in mul-
tiple degrees of freedom, potential energy curves will give an incomplete or
maybe even biased perspective.

Rates of competing excited state processes can be used to provide a more
complete insight into the nature of the excited state processes. These can be
computed using a Fermi’s golden rule (FGR) approach[21] or by incorpo-
rating dynamics by providing a solution to the time-dependent schrödinger
equation (TDSE)[22] or related approximations of it[23]. Both of these ap-
proaches, which are described in detail in the theory chapter will be used in
this thesis.

1.2 Thermally activated delayed fluorescence

TADF has been one of the most useful methods to harvest triplet states in
non-metal organic materials for design in OLED in recent decades. Molec-
ular fluorescence is a two-step process which starting from absorption and
generation of electronically excited state. By ignoring all other possible path-
ways, decays radiatively into the electronic ground state. This has been
defined as prompt fluorescence. Conversely, fluorescence may be involved
through a complex path involving competing excited state processes and the
triplet manifold.. In this situation, intersystem crossing (ISC) makes the sin-
glet excited state decay into triplet states. If the phosphorescence and non-
radiative decay of the triplet state is slow and the energy gap (∆E) is small
enough (normally ∆ E < 0.2 Ev ), then rISC will allow it relax back to singlet
then emission, [24] which is known as delayed fluorescence (DF). [25] Non-
radiative decay is a process by which an excited state of a system relaxes to a
lower energy state without emitting a photon. In LED, it determines the ef-
ficiency of devices that rely on radiative processes and it could be decreased
by using the high-quality materials with low defect densities. [26]

The first reported the DF was by Perrin et al.[27] in solid uranyl salts in
1929 and in 1941 Lewis et al.[28] has found more details in rigid media . In
later 1961, Parker et al. [29] had researched the DF by using Eosin. It had been
named as E-type DF until 2012, Adachi and his co-workers [14] exploited the
rISC of DF and name it as thermally activated delayed fluorescence (TADF),
to harvest the triplet state energy from electric excited OLED molecule and
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firstly indicate the organic molecules could produce high efficiency electro-
luminescence. This work has helped lots of researchers to understand and
develop the photophysics of TADF.[30, 31, 32]

The thermal equilibrium between singlet and triplet state is used to de-
scribe the TADF accordingly. Parkr et al. [29]have proposed this firstly, and
Kirchhoff et al. [33] reinforced this in Cu(I) systems in 1983. The rate of
TADF can be described as equation 1.2.

TADF processed by rISC from triplet to singlet state and followed by flu-
orescence from signlet excited state to ground state. As the ISC and rISC
processes are in the thermal equilibrium, so this ratio could be replaced by
the ∆E with temperature (T), where the kB is the Boltzmann’s constant and
the (1/3) pre-exponential is the density ratio of states between singlet and
triplet. Parker’s work has assumed that the kF � krISC and based on this,
there are two ways to allow higher efficiency TADF by 1) smaller ∆E and 2)
making the molecule rigid to decrease nonradiactive decay [24].

Within this thermal equilibrium model, the focus is upon minimising the
energy gap between the lowest singlet and triplet states. For this there are
three components considered during calculating the lowest energy of sin-
glet (ES1)and triplet excited states (ET1): (I) the orbital energy (EO), (II) the
electron repulsion energy (K), (III) the exchange energy (J). According the
different spin arrangement of singlet and triplet excited states, the singlet ex-
cited states energy (ES1), the triplet excited states energy (ET1) and the energy
gap between them are shown as:[34, 35]

ES1 = EO + K + J (1.3)

ET1 = EO + K− J (1.4)

∆EST = ES1 − ET1 = 2J (1.5)

Based on equation 1.5, it is clear that to minimize the energy gap demands
to minimize the exchange energy J, which is calculated by:

J =
¨

φ(r1)ψ(r2)(
e2

r1 − r2
)φ(r2)ψ(r1)dr1dr2 (1.6)

Here, φ and ψ represent the electron densities at the positions r1 and r2,
and r1 − r2 is the distance between the two points. It should also be stressed
that the above analysis is only valid for states of the same character. e is
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the electron charge. According to equation 1.6, the J value could be min-
imized by decreasing the overlap between highest occupied molecular or-
bital (HOMO) and lowest unoccupied molecular orbital(LUMO), [34] which
is achieved using charge-transfer type molecules.

It should be stress that the thermal equilibrium picture for TADF assume
the rate of intersystem crossing is much greater than the fluorescence rate.
However this often needs to be broken to develop high performance emit-
ters. There is a huge literature on new TADF emitters which have largely
focused upon large-scale synthetic programs aimed at developing and then
exploiting structure–property relationships.

The other thing could help us understand the excitation process is the
El-Sayed rule. In the rule, organic molecules that have an even number of
electrons in their ground state (a closed-shell configuration) are more likely
to undergo an excitation to a singlet state (S1) upon absorbing light. Singlet
states have paired electrons with opposite spins, or organic molecules that
have an odd number of electrons in their ground state (an open-shell or di-
radical configuration) are more likely to undergo an excitation to a triplet
state (T1) upon absorbing light. Triplet states have unpaired electrons with
the same spin. The El-Sayed rule is a useful tool in understanding the elec-
tronic transitions and helpful to predict the excited states is singlet or triplet
state based on the molecular characteristics.

Early studies into TADF assumed that it was between 1CT and 3CT states
where the TADF occurred, however, this is not a complete picture. First of
all, because of any spin changes must be accompanied by a corresponding
change in angular momentum to allow a conserved total angular momen-
tum, so the SOC between two states of the same characteristic is prohib-
ited.[36] If the state has the same characteristics, it cannot meet the require-
ments of angular momentum changing. [37] Secondly, they cannot have the
same character as the environment can singly tune the states in TADF, which
has been indicated by Monkman and co-workers[38, 39]. Later Ward et al.
[40] found that different D-A-D molecules with similar ∆E exhibit large vari-
ations in krISC and the emission can be changed from TADF to phosphores-
cence by locking the D and A group’s motion. Their work has indicated
TADF relies on molecular vibrations and is dynamic in nature.
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1.3 Excited States Intra-molecular Proton Transfer

The excited-state intramolecular proton transfer (ESIPT) phenomenon is nowa-
days widely acknowledged to play a crucial role in many photobiological
and photochemical processes. The first observation of ESIPT was found by
Weller in 1950s on salicylic acid study.[41] In 1974, Frolov has been the first
one to report that there were two intense fluorescence bands (400nm and
500nm) for the 3-hydroxyflavone in ethanol at 77K arising from the enol and
keto forms.[42]

ESIPT occurs during the photoexcitation of a two-part molecular system,
one side is connected by intramolecular hydrogen bonds, and the other side
is connected to a network of electronic conjugated covalent bonds, as shown
in Figure 1.6. The reaction occurs in an excited state, usually characterized
by the distance between the proton donor (D) atom (most commonly oxygen
or nitrogen[43, 44, 45]) and the transferred proton. The proton acceptor (A)
part is composed of another negatively charged center, usually composed
of a carbonyl group or imine group[46, 47], and the hydrogen atom in the
one of amine group hydrogen bonded to the neighboring oxygen in the ke-
tone group. Photoexcitation drives the hydrogen atom to the oxygen atom
becoming as hydroxy group, then hydrogen bonded to the nitrogen atom
in the imine group. For the ESIPT process to be effective, the excited state
should exhibit greater basicity than the proton donor. After the proton trans-
fer, the system will undergo further electronic relaxation, essentially radia-
tive or non-radiative. In the former case, the strong red-shifted fluorescence
characteristic is now considered as a sign of ESIPT. The latter case requires
the existence of independent non-radiative inactivated channels, for example
caused by cis/trans isomerization reactions.[48] Although the ultrafast ES-
IPT process is often reported to have ballistic properties, it may also involve
non-adiabatic transitions/inter-system crossing energy barriers or involving
different electronic states. Similarly, after relaxing to the basically electronic
state, the system may reach a local PT minimum, or it may spontaneously
undergo a reverse transfer to the initial D-H bond isomer. This closure of the
final reaction cycle is sometimes referred to as ground state intramolecular
proton transfer (GSIPT).[49]

Molecules with ESIPT have been used in many applications, including
the optical storage, switches[50], laser dyes[51] and florescence probes.[52,
53]. However, recently Mamada et al. [54] have recently investigated the
possibility for triplet harvesting by ESIPT. Here the transfer of the proton
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FIGURE 1.6: ESIPT mechanism: A) initial ESIPT system atom
arrangement, B) classic potential energy landscape with ESIPT.
(D: Proton Donor; A: Proton Acceptor; GS: Ground state; ES:
Excited State; Blue arrow: Initial photoabsorption; Red Arrow:

Stokes-Shifted Fluorescence)[49]
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(carrying by a hydrogen atom) covalently bonded to one heteroatom to a
second on the same molecule leads to another tautomerization from keto to
enol, and in enol form, the molecule has less overlap between the HOMO and
LUMO, which reduces the energy gap between the low lying excited states.

This effect of ESIPT is well documented,[55] and the solvatochromism,
indicative of a state of CT characteristics, in the emission of such materi-
als has widely been reported.[56, 57] Indeed, TADF from ESIPT materials
in solution has previously been reported by Park et al.[58] However, impor-
tantly in this case the large amplitude motions of the molecules were required
to enable ESIPT and therefore TADF. While this does not affect the solu-
tion phase measurements of Park et al.,[58] it represents a severe limitation
for triplet harvesting in OLEDs, which exist in the solid state,[59] therefore
constraining larger amplitude motions required. Importantly, the molecule,
triquinolonobenzene (TQB,3.1) developed by Mamada et al. demonstrated
ESIPT for a rigid structure, and demonstrated it was able to harvest a large
contribution of the triplets states by achieve up to 14% external quantum ef-
ficiency (EQE) when integrated into an OLED.

1.4 Generation of the Excited State and the Impor-

tance of Initial Conditions

In recent years, a lot of important research has focused on the understanding
of the complex photophysics of TADF materials[32], which has required a
large number of different spectroscopic techniques to characterize the triplet
harvesting mechanism and determine the photophysical parameters. How-
ever, due to the different excitation mechanism, under the electrical excita-
tion of the OLED, the properties of the strong delayed fluorescence observed
in the photophysical characterization are not necessarily the same.

In addition, after absorbing light, the molecule will be transferred to an
electronically excited state, which depends on the intensity and length of
the excitation.[60, 61] It is generally assumed that this transition is vertical
to the ground state nuclear configuration. The molecule and the transition
probability are controlled by the strength of the transition dipole moment.

Although the probability of forming an excited state under photoexci-
tation can be understood from the relative intensity of the state transition
dipole moment within the excitation pulse energy window, it is different for
the electrical excitation of OLEDs, as shown in the figure1.3. Except for the
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ratio of spin states formed by charge recombination spin statistics[62], there
isn’t too much known about the properties of the excited states formed, such
as geometry and contributions of higher lying singlet, triplet states. Most
importantly the Franck-Condon principle is no longer valid in the case of
charge recombination.[10]

To understand the mechanism, we assumed two different scenarios, and
designed related simulations to verify the process. The results and simula-
tions will reveal in this thesis.

1.5 Thesis outline

The primary goal of this thesis is to comprehend the excited state processes
involved in TADF and their impact on the performance of OLEDs. This work
is comprised of five chapters, including this introduction. The following
chapter 2 explores the background and methodology used in the research.
Chapter 3 presents results on the study of triplet harvesting dynamics and
the mechanisms behind it. The results of the quantum tunnelling examina-
tion are presented in Chapter 4. Chapter 5 delves into the analysis of exci-
ton generation in OLEDs, examining both the first and second charge trans-
fers during TADF OLED molecule formation through molecular dynamics
results. Through these chapters, the mechanism of TADF and ESIPT, as well
as the exciton formation process, can be understood.
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Chapter 2

Background Theory and
Methodology

2.1 Time-dependent Schrödinger Equation

The time-dependent Schrödinger equation (TDSE) is a differential equation
that describes the time-evolution of a non-relativistic quantum system, tak-
ing into account the wave-particle duality behaviour of matter. The central
equation is an eigenvalue problem using a Hamiltonian, which described
the total energy of a quantum system, including kinetic (T) and potential
(V) energy terms. Schrödinger Equation (1926) was developed by Austrian
physicist Erwin Schrödinger (1887 - 1961) [63] and can be written:

ih̄
∂Ψ(r, t)

∂t
= ĤΨ(r, t) (2.1)

Here the wavefunction, Ψ is propagated under the influence of Hamiltonian
operator given by:

Ĥ = − h̄2

2m
∇2 + V(r) (2.2)

m is the particle’s mass, and V is the potential of the environment in which
it resides and h̄ (the decreased Planck constant) (h̄ = h

2π ). The solution of
the TDSE is a superposition of eigenstates, called a wavepacket which will
evolve with time over the potential energy (V). The potential, V, which
is generally time-independent is calculated and modelled using quantum
chemistry calculations and solutions to the time-independent Schrödinger
equation, which focuses upon the electronic problem. But the TDS is only ap-
plicable under the following conditions: 1). Non-relativistic particle motion;
2). The system’s Hamiltonian is time-dependent; 3). The potential energy
V is well defined and continuous in space; 4). The wavefunction is single
valued and normalizable.
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One method of addressing the TDSE is to simplify it using the separation
of the variables approach. This is done by expressing the total wavefunction
as a product of spatial (r) and temporal (t) components:

Ψ(r, t) = ψ(r)T(t) (2.3)

Inserting this into the TDSE and dividing through by the overall wavefunc-
tion leads to two equations:

ih̄
∂T(t)

∂t
= ĤT(t) (2.4)

Ĥψ(r) = Eψ(r) (2.5)

The latter is the time-independent Schrödinger equation (TISE), which can
be used to calculate the potential energy of the system. The former equation
can be used to develop the solution of the time-evolution in the form:

T(t) = T0 exp−iEt/h̄ (2.6)

T0 is the initial wavefunction.

2.2 Born-Oppenheimer Approximation

For a molecular system, the Hamiltonian containing kinetic and potential
terms for the electrons and nuclei and is expressed as:

H = Te + TN + Ve + VN + VeN (2.7)

Expanding each term, this equation becomes:

H = ∑
i

−h̄2

2m
∇2

i + ∑
i

−h̄2

2M
∇2

i + ∑
j>i

e2

|ri − rj|
+ ∑

j>i

ZiZje2

|Ri − Rj|
−∑

ij

Zje2

|ri − Rj|
(2.8)

Te and TN are the kinetic energies of the electrons and nuclei, Ve and VN are
the potential energies of the electrons and nuclei and VeN is the electronic-
nuclear interaction. The above shows that even for relatively small systems,
the number of terms required becomes quickly very large and therefore ap-
proximations need to be made.

The Born-Oppenheimer approximation (BOA), which is the cornerstone
of quantum chemistry, is used to separate the electronic and nuclear degrees
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of freedom into two problems meaning each one can be treated separately.
This is achieved by recognising that the nucleus has a substantially more
mass than an electron (more than 1000 times). As a result of this disparity,
the nuclei travel at a significantly slower rate than the electrons, which means
we can consider that the positions of the electrons to adapt immediately to
any changes in nuclear geometry.

The generation of the BOA can be shown by writing the full wavefunction
as the product of the electronic and nuclear wavefunctions:

Ψ(r) =
∞

∑
i

ψ(r; R)χi(R, t) (2.9)

where the ψ(r; R) stands for the adiabatic electronic wavefunctions and χi(R, t)
stands for the nuclear states, where, the r and R stand for the electron and
nuclei position. This is often referred to as the Born-Huang representation.
Importantly, the Born-Huang ansatz supports the creation of a picture of a
time-dependent nuclear wavepacket evolving over an excited-state potential
energy surface generated by the electrons. By substituting this expression in
into the TDSE and multiplying through by ψ∗, one can obtain an expression
for the time-dependent nuclear wavefunction in an arbitrary electronic state,
j:

ih̄
∂χj(R, t)

∂t
=

[
−∑

γ

h̄22Mγ + Eel
j

]
χj(R, t) +

∞

∑
i
Fij(R)χi(R, t) (2.10)

Fij is the only term which prevents separation of nuclear and electronic de-
grees of freedom and therefore neglecting it corresponds to the Born-Oppenheimer
approximation. Physically, Fij allows excited-state population to transfer be-
tween different excited states, and is written:

Fij(R) =
´

drψ∗j (r; R)
[
−∑γ

h̄2

2Mγ

]
ψi(r; R)

+∑γ 1Mγ

{´
drψ∗j (r; R)[−ih̄∇]ψi(r; R)

}
[−ih̄∇] (2.11)

Where i and j are electronically excited states and γ are the different nuclei.
While the Born-Oppenheimer approximation is fundamental in many areas
of chemistry, in cases where rapid nuclear motion is expect - such as highly
non-equilibrium situations, this breaks down, making it impossible to ne-
glect the coupling between the electronic and nuclear degrees of freedom.
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2.3 Adiabatic and Diabatic Representations

Quantum chemistry within the Born-Oppenheimer approximation are the
default for most simulations. Here, the nuclei are assumed to be at rest and
fixed in a certain configuration, eliminating the need for nuclear kinetic en-
ergy. Solving the electronic Schrödinger equation for excited states at this
configuration yields a series of energy and repeating this over and over again
yields electronic energies as a function of the nuclear coordinates. This kind
of potential energy surface for different molecular geometries is known as
an adiabatic potential energy. In these cases the character of the state de-
pends on the nuclear coordinates and all coupling between different states is
neglected.

However, if the kinetic energy of the nuclei is large, the non-adiabatic cou-
pling , the coupling between different electronic states of a molecule, cannot
be neglected. The non-adiabatic couplings describe the transition between
electronic states that are not adiabatic, meaning that the electronic wave-
function is not an eigenstate of the Hamiltonian. The magnitude of the non-
adiabatic couplings determines the likelihood of transitions between elec-
tronic states, and is a key quantity in the description of electronic processes
in molecules. These terms can be added to correct the potential energy sur-
faces, but this gives rise to another challenge, which is clear if the first-order
nonadiabatic coupling operators are written as expressed:

Fij = 〈ψi|∇ψj〉

=
〈ψi|∇Ĥ0|ψj〉

Ej−Ei
(2.12)

where ψi are the electronic basis functions that are solutions of the time-
independent electronic Schrödinger equation and Ei the corresponding en-
ergies. Here it is clear that within the adiabatic basis used by quantum chem-
istry methods, the nonadiabatic coupling diverges near intersections of the
two coupled states, as the nonadiabatic coupling clearly exhibits an inverse
dependence on the energy gap between surfaces. As this gap narrows, the
coupling increases, but, if two surfaces become degenerate, the coupling be-
comes infinite. This creates a significant challenge for computational meth-
ods seeking to study the nonadiabatic dynamics.

To avoid this problem it is desirable to transform the adiabatic states
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into the so-called (quasi)-diabatic representation. By construction, the adi-
abatic representation (See Figure 2.1) shows a set of energy-ordered poten-
tials and non-local couplings elements via nuclear momentum-like opera-
tors. In contrast, in the diabatic representation potentials are connected to
electronic configuration and the couplings are provided by local multiplica-
tive Q-dependent potential-like operators. Importantly, the surfaces in the
diabatic picture are smooth, as the nuclear kinetic energy coupling terms are
minimized via translation from the adiabatic to diabatic representation.

Diabatic states and adiabatic states are two ways of representing the elec-
tronic states of a molecule in quantum mechanics. Diabatic states are a rep-
resentation of electronic states where the wavefunction is not an eigenstate
of the Hamiltonian, meaning that the wavefunction changes as the nuclei in
the molecule move. Adiabatic states are a representation of electronic states
where the wavefunction is an eigenstate of the Hamiltonian, meaning that
the wavefunction does not change as the nuclei in the molecule move. In-
stead, the electronic energy changes as the nuclei move. Due to the fact that,

FIGURE 2.1: Schematic of adiabatic and diabatic potential
surfaces.

in general, there is no general diabatic transformation, the kinetic couplings
terms cannot be reduced to completely to zero, hence the use of the (quasi)-
diabatic expression. This is why it is often difficult to get the correct diabatic
potentials and approximations have to be made. For a given set of adiabatic
potential energy surfaces, diabatisation can be broadly classified into three
groups: property-based, by ansatz and wave-function based. [64, 65, 66].
Property based methods[67, 68, 69, 70, 71] approximate the diabatic states
using observables such as transition dipole moment and change in molecular
dipole moment. By ansatz methods, which we adopt and will be described in
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the next section, define the diabatic states at a certain geometry, Q0, the non-
adiabatic coupling matrix and then perform a Taylor expansion around this
point. The expansion is parameterised through fitting which is inexpensive,
however the disadvantage is that in the absence of high molecular symmetry
there might be some ambiguity in the diabatisation because only adiabatic
electronic energies are used and no information about the electronic wave-
functions is utilised. Finally, wavefunction methods explicitly calculate the
coupling elements and then transform them into states which minimise the
coupling and preserve the character of the diabats.

2.4 Vibronic Coupling Hamiltonian

For a molecular system including the vibronic coupling, it’s important to de-
scribe the system with the appropriate Hamiltonian, and as discussed above
we will adopt a diabatic Hamiltonian. To effectively describe an accurate
model, we will adopt the so called vibronic coupling Hamiltonian pioneers
by Domcke and co-workers [72]

The starting point with this Hamiltonian is with a sum of the zeroth order
Hamiltonian (H(0)) which is then expanded as a Taylor series around Q0,
usually the Franck-Condon geometry :

H = H(0) + W(0) + W(1) + ... (2.13)

The zeroth order term could be explained as the harmonic oscillator approx-
imation of ground state:

H(0) = ∑
α

ωα

2
(

∂2

∂Q2
α
+ Q2

α) (2.14)

where, the ωα is the vibrational frequencies. The adiabatic state energies at
Q0 has been contained in the zeroth order coupling matrix. The adiabatic
potential surfaces and the diabatic surfaces at this point are equal, so W(0) is
diagonal and could be expressed as:

W0
ij = ∑

α

〈Φi(Q0)|Ĥel|Φj(Q0)〉 (2.15)

where, the Ĥel is the standard clamped nucleus electronic Hamiltonian and
Φ is the diabatic electronic functions. Then, the first order linear of coupling
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matrix elements:

W1
ij = ∑

α

〈Φi(Q0)|
∂Ĥel
∂Qα
|Φj(Q0)〉Qα (2.16)

where, the on-diagonal and off-diagonal terms could be written as:

W1
ii = ∑

α

κ
(i)
α Qα (2.17)

W1
ij = ∑

α

λ
(i,j)
α Qα (2.18)

where, the κ and λ stand for the expansion coefficients corresponding to the
on- and off- diagonal matrix elements. Comparing with the ground state. the
on-diagonal elements are electronic surface forces and responsible to the ex-
cited state potentials’ structural changes. Differently, off-diagonal elements
are responsible for the non-adiabatic couplings for transferring wave packet
population between different excited states.[73, 74, 75] Molecular symme-
try helps obtaining the vibronic coupling Hamiltonian and many parameters
could be considered as zero due to the symmetry, however a linear vibronic
coupling matrix element will only be non-zero if the molecule vibrational
mode symmetry and that of the states is written as:

Γi ⊗ Γj ⊗ Γα ⊃ A (2.19)

where, the Γi and Γj are symmetries of the two states and Γα is the symmetry
of the mode. Therefore, if the states are given a particular symmetry mode,
the off-diagonal elements are only non-zero. For fully symmetry mode, the
diagonal elements can only be non-zero. While an accurate Hamiltonian
could still be established in low-symmetry molecules, but these rules sued
to simplify the process and many coupling terms in the Hamiltonian can be
excluded since they were known to be zero. [76]

To obtain the model Hamiltonian and parameters, we adopted the ap-
proach shown in Figure 2.2, which provides an illustration, up to second
order, of the step wise fitting procedure often used. The first two steps in-
volve defining H(0) and W(0), using the frequency of the normal modes and
excited state energies at Q0, respectively and obtained from quantum chem-
istry calculations. Subsequently, the linear model is refined (κ, λ), while the
remaining parameters are set to zero. Lower order terms, i.e. H(0) and W(0)

are fixed to the value determined during the previous step. Higher order,
such as second and fourth order terms can also be obtained and follow a
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FIGURE 2.2: Schematic show the step wise fitting procedure
used to obtain the Vibronic Coupling Hamiltonian. Initially,
H(0) and W(0) are defined using a frequency and excited state
calculation at Q0. Subsequently, the linear model and the
quadratic terms are fit. This is done in a step wise manner
always keeping parameters at lower orders fixed. It is noted
that all states, (red, green and blue lines) are present in all of

the fits but may not be observed as they overlap.
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similar pattern.
Finally, it is important to note that these models are generally reduced

coordinated, i.e. they don’t include all of the normal modes due to the com-
putational expense. It is therefore crucial that the most important modes to
the dynamics are identified. Indeed, it is often possible to identify a subset
of important vibrational degrees of freedom in any excited state dynamics
process. However such models will not capture accurately effects such as
vibrational relaxation and intramolecular vibrational redistribution. There-
fore simulations longer that a few picoseconds must carefully consider the
influence of this effect on the interpretation of the dynamics.

2.5 Density Functional Theory

As described above, obtaining an expression for the potential energy surface
is crucial to performing quantum dynamics and here the choice of electronic
structure method is vital. Throughout this thesis, due to the favourable bal-
ance between computational expense and accuracy, Density Functional The-
ory (DFT) has been adopted. In the following we describe the underlying
theory of both DFT and its time-dependent variant, TDDFT.

2.5.1 First Hohenberg-Kohn Theory

The foundations of DFT were derived by Hohenberg and Kohn, whose the-
orems relate to any system consisting of electrons moving under the influ-
ence of an external potential, developed by Walter Kohn and Pierre Hohen-
berg in 1964 while working at the University of California at Los Angeles.[77,
78] Prior to their work, the electronic structure of an atom or molecule was
predicted using atomic orbitals. These methods could be inaccurate as they
did not take into account electron-electron correlation. In addition, the di-
mensionality issue related to the atomic orbitals made them computationally
challenging.[79] However, Kohn and Hohenberg correctly theorized that all
electrons should be described in terms of electron density in order to predict
ground state energy of an atom or molecule.

Hohenberg–Kohn’s first theorem asserts that n(r) is a unique function of
electron density in every system with interacting many particles and an in-
terparticle interaction that is known (Hohenberg and Kohn, 1964).[77] As a
result, the ground state wave function may be written as a distinct functional
of the ground state electron density, Ψ0 = Ψ[n0], by inverting the equation
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below. For example, the ground state energy E may be expressed in terms of
ground-state density, as indicated in the equation below:

E[Ψ[n0]] = 〈Ψ[n0]|(T̂ + V̂ + Û)|Ψ[n0]〉 (2.20)

The first Hohenberg–Kohn theorem establishes that a functional of the
electron density E[n0] exists, although the theorem says nothing about the
functional’s actual shape. Functionals may be described by the second Ho-
henberg–Kohn theorems, one of which claims that “the electron density that
minimizes total energy is real electron density corresponding to all possible
complete solutions of the Schrödinger equation”. [80] In order to discover
the ground-state electron density, one may attempt to reduce the energy by
altering the electron density. All attributes may be determined if the ground-
state electron density is known.

2.5.2 Second Hohenberg-Kohn Theory

The density may be used to construct a universal function for the energy
E[n]. This functional’s global minimum value is the precise ground state
energy. Since the density defines the external potential, and the potential
determines the ground state wave function (unless in degenerate conditions),
all other observable of the system are unique. It is possible to express energy
as a density-dependent function. This often calls for a detailed explanation
of how to transform the overall energy representation from wave function
representation to density representation.[77, 78]

E[n] = T[n] + Eint[n] +
ˆ

Vext(~r)n(~r) + E ≡ F[n]
ˆ

Vext(~r)n(~r) + E (2.21)

Where, using the universal functional F, kinetic and internal potential energy
are treated identically in all systems. In the ground state, the distinct destiny
n(1 ∼ r) defines the energy,

E(1) = E[n(1)] = 〈Ψ(1)|Ĥ(1)|Ψ(1)〉 < 〈Ψ(2)|Ĥ(1)|Ψ(2)〉 = E(2) (2.22)

If one minimizes with regard to n(r), one may determine the total energy of
the system represented as a functional of n(r). The ground state density is
thus the optimal density for minimizing energy consumption. The surpris-
ing allegation that there is a one-to-one match between densities and external
potentials was raised by the Hohenberg and Kohn theorems, despite their
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seeming simplicity. [81] According to Hohenberg and Kohn, these two the-
orems may be used in particular situations. The good news is that we don’t
have to worry about these issues since the density of atomic systems does
follow these rules in reality.

2.5.3 Kohn-Sham theorem

The Hohenberg-Kohn theorems establish the framework for density func-
tional theory, but they do not permit it to implemented as a usable technique.
This is achieved using the Kohn-Sham appraoch. [78, 77]

This casts the system into a fictitious set of noninteracting electrons with
the same ground-state density as the real Hamiltonian. This is solved self-
consistently as: [

−∇
2

2
+ vs[n](r)

]
φi(r) = εiφi(r) (2.23)

where φi(r) is KS orbital i with eigenvalue εi and:

vs[n](r) = vext(r) +
ˆ

dr3n(r′)|r− r′|+ vxc[n](r) (2.24)

and the exchange-correlation potential,

vxc[n](r) =
δExc[n]
δn(r)

(2.25)

In all practical calculations, some form of density functional approximation
is used. This means that the density obtained during minimisation will be
approximate, ñ(r).

The performance of Kohn-Sham Density Functional Theory is determined
by the unknown kinetic and electron-electron interaction energies, which are
described using the exchange and correlation energy functional (Exc).[82] De-
spite the exact form of Exc being unknown, remarkably simple approxima-
tions to it have provided an unrivalled accuracy to cost ratio. Both physi-
cally and empirically motivated approaches for developing Exc are used, but
nearly all have focused upon improving calculated energies.

2.5.4 Exchange-correlation functionals

DFT is a formally exact theory but requires the exact form of the unknown ex-
act exchange and correlation energy, Exc. As mentioned, remarkably simple
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approximations to Exc can be used, and yield surprisingly good computa-
tional results. Each functional reaches different levels of accuracy depending
on the level of approximation made, this can be described in the context of
Jacobs ladder.[83]. The common functionals are outlined in the following
subsections.

The Local Density Approximation

The first approximation is the local density approximation (LDA) which is
exact only for the homogeneous electron gas. For molecular systems is a
crude approximation and therefore is very rarely used. LDA assumes that
the electronic properties of a system can be described by the local electron
density. This means that the electron density is approximated as a homoge-
neous and locally constant value within a small region around each atom.
This works for systems which can be considered to have a constant exter-
nal potential, i.e. a metal, because it will locally appear to have a constant
density. The exchange correlation energy for the LDA can be written as:

Exc[n] =
ˆ

n(r)εxc(n(r)) d(r) (2.26)

where εxc(n(r)) is the energy per electron at the point r in space that only de-
pends on the density at that point. Splitting the exchange correlation energy
into its constituent energy densities gives:

εxc(n(r)) = εx(n(r))︸ ︷︷ ︸
exchange energy density

+ εc(n(r))︸ ︷︷ ︸
correlation energy density

(2.27)

and applying HF theory to calculate the exchange energy density gives,

εx(n(r)) =
3
4
(

3
π
)1/3

ˆ
n(r)4/3 dr. (2.28)

The exchange potential for the LDA is simply,

Vx(r) = (
3
π
)1/3 n1/3(r). (2.29)

Therefore, the LDA provides a reasonable solution to the exchange corre-
lation term that scales linearly with system size. However, it does under-
estimate the Kohn-Sham energy eigenvalues due to self-interaction errors,
making it unsuitable for many chemical systems.
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Generalised-Gradient Approximation

To improve the LDA, which operates under the assumption that the density
changes very slowly, the gradients of the electron density are added to the ex-
change correlation. This is known as the generalised-gradient approximation
(GGA),

EGGA
xc =

ˆ
f (n(r)∇n(r) d(r). (2.30)

The GGA provides a computationally inexpensive route to more accurate
DFT calculations, specifically accurate descriptions of structures. Some pop-
ular GGA functionals include PBE[84] and BLYP[85, 86].

Hybrid Functionals

GGA functionals, however, often fail to accurately describe non-local prop-
erties, such as CT states and van der Waals bonding. Such failings can be
attributed to the GGA functionals poor description of long range electron-
electron interactions, as well as the poor description of the rapid decay of the
exchange and correlation potentials.[87] These inaccuracies are in part due to
the self-interaction error in DFT. Unlike in DFT, Hartree-Fock theory exactly
cancels the interaction of an electron with itself by the exchange term. How-
ever, in DFT, this exchange term is approximated and so does not exactly
cancel the self-interaction, resulting in surplus self-interaction. Therefore,
hybrid functionals were developed, built using a portion of exact exchange
from HF mixed with a portion of exchange from DFT. This produces func-
tionals of the form:

Ehybrid
xc = aEHF

x + (1− a)EDFT
x + (1− a)EDFT

c . (2.31)

The implication of a hybrid functional can improve the accuracy of many
properties, such as, bond lengths, vibration frequencies and the description
of excited states,where the a is the mixing parameter(usually set between
0.2 to 0.5), xc means exchange-correlation, x means exchange and c means
electronic. Although there are several limitations of typical hybrid function-
als, for example, the computational expensive, underestimation of band gap,
and spin contamination. Examples of commonly used hybrid functionals are
B3LYP[86, 88, 89] and PBE0[90].
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2.6 Time Dependent Density Functional Theory

2.6.1 The Runge-Gross Theorem

Among quantum chemistry computations and the study of condensed mat-
ter systems, DFT is a popular technique. For many physical scientists, this
approach serves as a means of theoretically proving the validity of an experi-
mental finding. However, although this does not always entail providing the
most accurate outcomes, it frequently offers an optimal trade-off between
efficiency (computing time for a given CPU power) and the quality of out-
comes.

However, DFT is only applicable for electronic ground states. To address
properties beyond their ground or equilibrium state, we can use TDDFT.
The framework of TDDFT is based upon describing the dynamical response
of a system, which can use time-dependent Schrödinger equation. Non-
relativistic interactions between N electrons, each with an explicit time de-
pendency V, may be considered. The Runge-Gross (RG) theorem does not
apply to all potentials,[79] and we’ll discuss this in more depth later. For the
time being, let’s assume that it has the potential to be a real-world function.
This is the complete Hamiltonian for the N-electron system:[91]

Ĥ(t) = T̂ + V̂(t) + Ŵ (2.32)

where, the terms in the Hamiltonian are given by,

T̂ =
N

∑
j=1
−
∇2

j

2
; V̂(t) =

N

∑
j=1

v(rj, t); Ŵ =
N

∑
j≤k

1
|rj − rk|

(2.33)

where, the T̂ is the kinetic energy, V̂(t) is the potential energy, and Ŵ is the
electron repulsion. The time-evolution of the N-electron quantum system is
given by the time-dependent Schrödinger equation:

i
∂

∂t
Ψ(r1, r2, ..., rN) = ĤΨ(r1, r2, ..., rN) (2.34)

To put it another way, the equation 2.27 may be seen as a way to propagate
an initial state A=B from an initial time t0 to the future time t1. Assuming
that the system is in its staring condition, the time-dependent potential may
be expressed as:

ν(r, t) = ν0(r) + ν1(r, t)θ(t− t0) (2.35)
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where, the θ is the Heaviside step function.

2.6.2 Time-dependent Kohn-Sham equation

All many-particles observations may be obtained from a single particle den-
sity, which is the target of DFT. A fictitious set of N orbitals {φj, j = 1, ..., N}
may be used to compute the density, we suppose:

n(~r, t) =
N

∑
j=1
|φj|2. (2.36)

First assumption proposes that the orbitals satisfy a Schrödinger equation of
the type:

i∂tφj(~r, t) = (
−∇2

2
+ νKS(~r, t))φj(~r, t), j = 1, ..., N (2.37)

which assumes that the single-particle potential νKS exists. Runge-Gross
theory ensures that if this potential exists, there is only one single-particle
potential up to an additive time-dependent function,[79] which in combina-
tion with the time-dependent Kohn-Sham equations yields the correct one-
particle density n. The Kohn-Sham equations in essence offer a precise map-
ping of the N-electron issue into a series of single-particle problem. It’s crit-
ical to keep in mind, however, that the Kohn-Sham potential is not known
directly. However, there are several general features of the Kohn-Sham po-
tential that may be established: Hartree-Fock theory’s exchange term in non-
local in space, although the Kohn-Sham potential is unique functional of the
precise density for every given starting state Ψ0 and Kohn-Sham determi-
nant Φ0 = det(φ1, ..φN)/

√
(N!), as shown by Runge-Gross theorem. [92]

If we assume that the time-dependent electronic system develops from a
non-degenerate ground state of the originally undisturbed system, which,
through stationary DFT, is entirely specified by its corresponding density
n0(~r), the latter requirement may be greatly simplified. For example, Kohn-
Sham potential is a unique function of density in this situation:

νKS[n, Ψ0, Φ0] = νKS[n](~r, t). (2.38)

The Hartree potential, which contains the screening of the external potential
νH owing to electrons, and an actual quantum portion νxc of the exchange-
correlation potential are the two classical parts of the Kohn-Sham potential
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that are often divided based on experience with single-particle images:

νKS[n](~r, t) = ν(~r, t) + νH[n](~r, t) + νxc[n](~r, t) (2.39)

νH[n](~r, t) =
ˆ

d3r
′ n(~r, t)
|~r−~r′ |

(2.40)

Time-dependent Kohn-Sham has made the motion of electrons visually,
also could convert the response to usual frequency dependent spectra by
Fourier transform. Kohn-Sham equation has advantages in some points, but
it can be time-expensive in computational calculations.

2.6.3 Linear-Response Time-Dependent Density Functional

Theory

Kohn-Sham equation has shown a clear way to calculate the time-dependent
system, computationally, but it can be time-expensive for some molecules.
To reduce the amount of computation associated with resolving the effects of
external fields on the quantum system, the interaction can be approximated
as a linear response. By considering the perturbation to the system by the
time-dependent field is small, with this approximation, the response to the
interaction can be written as a Taylor expansion:

ρ(r, t)− ρ0(r, t) = ρ1(r, t) + ρ2r, t + ρ3(r, t) (2.41)

where, ρ0(r, t) is the initial density and zeroth order of the external perturba-
tion. In the meantime, the first order response ρ1(r, t) writes as:

ρ1(r, t) =
¨

χ(r, t, r′, t)υ1(r′, t)d3rdt (2.42)

where, χ is the density response of the interacting system. For a non-interacting
system, the density response as shown for the kohn-Ssham system is used
and it’s related to the new density response , χ. Obviously, virtual system
can be used to relate with the real relevant interacting system. So the deriv-
ing the effective potential from Kohn-Sham system to real system is feasible.
When Linear-Response TDDFT(LR-TDDFT) is implemented into codes, a set
of electron orbital transitions are used to describe the density response. To
describe the external perturbations during excitation and de-excitation pro-
cesses, the Casida formalism used Kohn-Sham orbitals,[93] equation shows
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as: (
A B
B A

)(
X
Y

)
= ω

(
1 0
0 −1

)(
X
Y

)
(2.43)

where, X describes excitions and Y for de-excitations, ω is the excited states
energy, A and B defined as:

Aia,jb(ω) = δijδab(εa − εi) + (ia| fH + fxc|jb) (2.44)

Bia,ib(ω) = (ia| fH + fxc|jb) (2.45)

where, i,j stands for Kohn-Sham orbitals in ground states, and a,b for excited
states, ε is the Kohn-Sham orbitals’ energies. Tamm-Dancoff Approximation
(TDA) [94] has been used to solve the equation 2.43, which the de-excitation
components are neglected, so equation 2.43 can be rewrote to:

AX = ωX (2.46)

TDA is commonly used to solve LR-TDDFT.

2.7 Marcus Theory

In chemistry reactions, electron transfer processes play a vital role. All of res-
piration and photosynthesis depend on electron transfer processes between
co-factors in proteins, which is the most important aspect of how energy is
acquired from food and oxygen. Nano-scale electrical devices, in a molecular
sense, are essentially performing the work of moving electrons and protons
around to change the form of energy. It’s also a good idea to study electron
transfer since it’s a very basic chemical process that can help us comprehend
different types of chemistry and biology.

Using the rate constant k as a starting point, Rudy Marcus came up with
the idea to create two parabolas for an electron transfer process. The reac-
tant’s energy was represented by the one parabola, whereas the product’s
energy was represented by another parabola. In other words, if the nuclei
were linked by springs, the graph would look like a parabola. Stretching or
compressing the springs from their equilibrium points does not affect the en-
ergy since it is proportional to the square of the distance traveled. Because
the charge on the atoms or molecules involved in electron transfer varies and
thus the attraction or rejection of the items being held by the springs changes.
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The reactant and the product have different equilibrium nuclear locations (x-
axis values).[95]

FIGURE 2.3: Marcus theory used two parabolas to explain
electron transfer reactions. And red parabola stands for the re-
actant, blue for product. The activation energy, the free energy
change of the reaction and the reorganization energy are ∆G†,
∆G0

1 and λ. x1 and x2 are the equilibrium states for reactant
and product nuclei coordinates.

Reactant(red) and product energies(blue) are shown in figure 2.3, which
includes a free energy change (G0

1), reorganization energy (λ) and activation
energy (∆G†). λ is the the energy forcing the reactant to have same nuclear
configuration as product without any electrons transferred. G0

1 is the free
energy change between the reactant and product, and the expression: [96]

G† =
λ

4
(1 +

∆G0
1

λ
)2 (2.47)

Besides, Marcus also brought forward the electron transfer rate equation
based on the free energy and reorganization energy:

k =
2π

h̄
|H2| 1√

4πλKBT
e−

(λ+∆G)2
4λKBT (2.48)

where, the KB is Boltzmann constant, T is the room temperature, 298K and
the coupling Hamiltonian H.
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2.8 Quantum Dynamics

The proper modeling of many-body quantum processes for sophisticated
systems is a major problem in theoretical physical chemistry. Chemical reac-
tion dynamics are a particularly difficult problem since the system is always
out of balance, and many quantum states are involved in the overall process.
Using a brute-force technique, the overall wave function may be enlarged
in static basis processes that fully cover the Hilbert space of the issue (com-
plete in the sense of numerical convergence). For minor gas-phase reactions.
In the previous several decades, there has been a significant increase in the
number of degrees of freedom that can be calculated, from 2–4 degrees of
freedom in the 1980s to 10–12 degrees of freedom now. Some approaches es-
tablished in this context aren’t immediately transferable to bigger systems.
Conventional, full-configurational techniques have a significant challenge
because of the fast expansion of the number of basis functions compared to
the system’s size. Not only does this “curse of dimensionality” occur in high-
dimensional spaces when data are studied and arranged, but it also happens
in other domains, such as numeric analysis and data mining. To get beyond
a few degrees of freedom, a practical strategy must take a different path. The
essence of the issue has been overlooked in standard quantum wave packet
approaches. There is no difference in the technique used to set out the ba-
sic functions, whether they are highly linked or weakly coupled, classical or
quantum. There is a lot of potential here, but it seems like a waste if one con-
siders how frequently specific versions of the Hamiltonian appear in physics
and chemistry and how effectively they can be approximated. There are two
broad groups of reaction dynamics studies now under development: approx-
imation and numerically accurate.

2.8.1 Multi-Configuration Time-Dependent Hartree

The easiest way to solve the TDSE is to expand the nuclear wavefunction into
a time-independent product basis set with time-dependent coefficients:

Ψ(x1, x2, ..., x f , t) =
n1

∑
j1=1

...
n f

∑
j f =1

Cj1...j f (t)
f

∏
k=1

χ
(k)
jk
(xk) (2.49)
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where, the orthonormal basis and nuclear coordinate are χj and xk. Although
it described the nuclear wavepacket like another method in electronic struc-
ture theory, full configuration interaction (Full- CI), it faces the serious scal-
ing problem. In fact, it’s related with the number of degrees of freedom,
so an approximate methods are required. One of the solutions is the Multi-
Configuration Time-Dependent Hartree (MCTDH) method. In this method,
the nuclear wavefunction ansatz described as:

Ψ(Q1, Q2, ..., Q f , t) =
n1

∑
j1=1

...
n f

∑
j f =1

Aj1...j f (t)
f

∏
k=1

φ
(k)
jk

(Qk, t) (2.50)

where, the Q1,...,Q f are the nuclear coordinates, MCTDH expansion coeffi-

cients are written as Aj1...j f and φ
(k)
jk stands for the nk expansion functions

for each degree of freedom k known as single particle functions (SPFs). In
form, the ansatz for MCTDH wavefunction is similar to standard wavepacket
approach. But importantly, the basis functions are time-dependent, which
means fewer basis functions are needed to be converge during the calcula-
tion.

The SPFs used in MCTDH have two advantages: (1) fewer are required as
they are variationally determined (2) the functions can be multi-dimensional
particles containing more than one degree of freedom thus reducing the ef-
fective number of degrees of freedom. The wavepacket simulation describes
the evolution of a certain, well defined, initial state. However for a system
at finite temperature, important in the context of the simulations addressing
the rISC rate, there obviously exists a mixture of different thermally excited
states.

Importantly the SPF reduces the effective number of degrees of freedom
for the purpose of the simulations. The memory required by the standard
method is proportional to N f , where N is the number of grid points for each
f degree of freedom. In contrast, the memory needed by the MCTDH method
scales as:

memory = f nN + n f (2.51)

where the first term is due to the (single-mode) single-particle function (SPF)
representation, and the second term the wavefunction coefficient vector A.
As n < N, often by a factor of five or more, the MCTDH method needs
much less memory than the standard method, so allowing larger systems
to be treated. Indeed the standard implementation of MCTDH can treat,
depending on the exact details of the calculations, ∼50 nuclear degrees of
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freedom.

2.9 Molecular Dynamics

Molecular dynamics (MD) simulation has been widely used in the computa-
tional research field to describe complex system and show macroscopic in-
formation from atom/molecules level. Molecular dynamics are delivered in
a variety of different methods, namely: i) ab initio, ii) QM/MM and iii) clas-
sical. In all cases the motion of the nuclei is described classically, i.e. evolves
according to Newtons equations of motion. The difference between them is
description of the potential.

The molecular dynamics equations of motion are written as:

mir̈i = fi (2.52)

fi = −
δ

δri
U. (2.53)

Where mi is the mass of the particle and ri is the position. The forces fi act-
ing on the atoms can be derived from the potential energy U(rN). Where
rN = (r1, r2, · · · rN) represents the complete set of 3N atomic coordinates.
These 3N equations are solved for each particle at each time step. Different
algorithms to solve these equations of motion can be applied in MD simu-
lations. However, each algorithm is expected to maintain three properties:
Firstly, that the equations of motion are reversible in time. Once the trajec-
tory of a system is solved, it should be possible to trace back its dynamics
by reversing the sign of the position and momentum. Secondly, the spacial
derivative of the potential determines the motion of the particles, that is to
say, if the same system is acted on by two different potentials it will produce
two different trajectories.

Finally, the algorithm must be symplectic, i.e., preserve the energy of the
system throughout the simulation. A common approach to ensure this is
the Verlet algorithm[97]. Here the user choices a sufficiently small time step
δt (normally δt ≤ 0.4 fs) and specific boundary conditions, and algorithm
returns the position and the velocities at each successive time (t + δt).

The potential energy that is used to describe the system is crucial to the ac-
curacy of the calculations. Throughout this work we have use the QM/MM
framework which is described in the following subsection. Finally, within the
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framework of MD thermostats or barostats can be used to control tempera-
ture or pressure, respectively. Thermostats control the temperature through
the kinetic energy of the nuclei, whilst barostats control pressure by adjusting
the volume of the calculated system.

2.9.1 QM/MM

The quantum mechanics/molecular mechanics (QM/MM) method is a com-
putational approach for studying the interactions between quantum mechan-
ical and classical mechanical degrees of freedom in chemical and biological
systems. The method combines the quantum mechanical treatment of small
regions of a system, typically those that exhibit quantum mechanical behav-
ior, with the classical mechanical treatment of the remaining regions, which
are typically treated as a passive environment.[98]

The QM/MM method was first introduced in the 1970s and has since
become a widely used tool in the study of chemical and biological systems,
including enzymes, chemical reactions, and large protein-ligand complexes.
The method has been particularly useful in the study of enzymatic reactions,
where it has been used to provide insight into the mechanism of enzyme
catalysis, the energetics of substrate binding, and the role of protein-ligand
interactions[99].

In a typical QM/MM simulation, the quantum mechanical region of the
system is treated using quantum chemical methods, such as Hartree-Fock or
density functional theory, while the classical mechanical region is treated us-
ing molecular mechanics methods, such as the Amber or CHARMM force
fields. The interactions between the quantum mechanical and classical me-
chanical regions are treated through a boundary condition known as the
QM/MM boundary, which defines the interface between the two regions.

The QM/MM method offers a powerful tool for understanding the com-
plex interactions between quantum mechanical and classical mechanical de-
grees of freedom in chemical and biological systems, and has been widely
used in the study of chemical reactions, enzymes, and protein-ligand inter-
actions.The hybrid QM/MM methodology, which combines the qualities of
ab initio QM calculations (accuracy) and MM procedures (speed) is a highly
appealing procedure for simulations. Here efficiency and accuracy for larger
systems is achieved by using a quantum mechanical (QM) approach to a
small portion of system understudy - the most important active site.[100,
101] At the same time, molecular mechanics is used in handling the rest of
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the system. This approach is unique in that it includes the entire system,
in contrast to the alternative QM-cluster approach, which excludes most of
the system. This reduces the risk of bias and allows for a detailed study of
how the surrounding environment affects the properties in question. The full
energy associated to the QM/MM Hamiltonian is then expressed as:

E = EQM + EMM + EQM/MM = 〈ψ|ĤQM + ĤMM + ĤQM/MM|ψ〉 (2.54)

where the first term accounts for the energy from the QM part, the second
term represents the energy from the classical MM region, while the third one
is the energy due to the interaction between the QM and MM particles. In a
QM/MM scheme, the energy of QM region is extracted from any quantum
mechanical theory, like HF, semi-empirical or DFT method, while the energy
of MM region is described by the force field. The new element in this theory
is then the last term of the Eq. 2.54 and its evaluation gives rise to the so-
called different embedding schemes, which are currently the main challenge
relative to the QM/MM field.
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Chapter 3

Excited State Intramolecular Proton
Transfer Dynamics for Triplet
harvesting in Organic Molecules

3.1 Introduction

Thermally activated harvesting of low-lying non-emissive triplet excited states
is an active area of research with potential applications across organic elec-
tronics, including light emitting diodes[102, 14], lasers[103, 104], and photo-
voltaics.[105, 106] This interest is driven by the fact that for organic systems,
the weak coupling between triplet and singlet states means that triplets of-
ten act as low energy trapping sites, ultimately leading unwanted processes
which are detrimental to device performance.

To date, the most successful design strategy for organic triplet harvesters
have been based upon intra-/intermolecular donor-acceptor (D-A) systems
exhibiting charge-transfer (CT) transitions.[107] This minimises the exchange
energy between singlet and triplet states of the same character providing a
small energy gap to permit thermal activation of harvesting.[108] In the con-
text of organic light emitting diodes (OLEDs), while these D-A molecules are
able to achieve 100% internal quantum efficiency[38], the use of CT states
means that the radiative rate is usually low[109] which leads to long excited
state lifetimes and consequently instability and reduced device performance
associated with excited state quenching mechanisms.[110] In addition, the
electroluminescence (EL) from these molecules is inherently broad emission,
with a typical full-width at half-maximum (FWHM) 70-120 nm. This width
reduces colour purity, making them difficult to use in displays, which re-
quire a FWHM <30 nm. Consequently, commercial OLED displays employ
lossy colour filters and/or expensive, difficult to fabricate optical microcavity
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structures to achieve sufficiently narrow line widths to satisfy the colour re-
quirements. This filtering of the original electroluminescence (EL) emission
significantly reduces the external quantum efficiency (EQE) of the display,
increases power consumption and shortens operational lifetime because the
pixels need to run at higher brightness to compensate for this loss.

To overcome this, Hatakeyama et al.[111] have developed an approach
that reduces the energy gap between the singlet and triplet states by exploit-
ing the opposite resonance effect of nitrogen and boron atoms in a para-
substitution arrangement. This can separate the highest occupied molecu-
lar orbital (HOMO) and lowest unoccupied molecular orbital (LUMO) with-
out the need to introduce donor or acceptor groups. This makes it possible
to design rigid molecules that exhibit a very narrow FWHM. There are re-
searches indicated that rigidity or flexibility of the molecule in OLEDs can
have a significant impact on the process of triple harvesting. Triplet excitons
are typically more challenging to convert into electricity than singlet excitons.
[112] Triplet excitons are often produced through a process called intersystem
crossing, where a singlet exciton undergoes a spin-flip to become a triplet
exciton. The rate of intersystem crossing is influenced by the energy gap be-
tween singlet and triplet states. In rigid molecules, the energy gap between
singlet and triplet states is often larger, making intersystem crossing less ef-
ficient. This means that less energy is available in the form of triplet excitons
for harvesting.[113] However, the rigidity of the molecule restricts the triplet
harvesting [114]severely limiting device performance, especially at normal
brightness levels where a large roll-off in the efficiency is observed.[111] This
is consistent with the spin-vibronic mechanism[115] for efficient triplet har-
vesting, which shows that the small mixing between singlet and triplet states
due to spin-orbit coupling can be enhanced by coupling to multiple excited
states driven by specific molecular vibrations.[116][37][117] However, in the
case of rigid molecules, the role of vibrations is obviously reduced quenching
the triplet harvesting rate.

To diversify molecular design approaches for thermally activated delayed
fluorescence(TADF) materials which are required to overcome some of the
aforementioned limitations, Mamada et al.[54] have recently investigated
the possibility for triplet harvesting based upon excited state intramolecu-
lar proton transfer (ESIPT). In this case, photoexcitation drives the transfer of
a hydrogen atom covalently bonded to one atom to a second on the same
molecule. This changes the electronic structure causing separation of the
HOMO and LUMO orbitals reducing the energy gap between the low lying
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FIGURE 3.1: The structure of TQB-TA (a) and TQB-TB (b) optimised using
DFT/TDDFT(PBE0) and a Def2-SVP basis set. The density differences (δρ =
ρS1 − ρS0) for the S1 state at the TQB-TA (c) and TQB-TB (d) geometries, the T1
state at the TQBTA (e) and TQB-TB (f) geometries and the T2 state at the TQB-TA

(e) and TQB-TB (f) geometries.

excited states. This effect of ESIPT is well documented,[55] and the solva-
tochromism, indicative of a state of CT characteristics, in the emission of such
materials has widely been reported.[56][57] Indeed, TADF from ESIPT mate-
rials in solution has previously been reported by Park et al.[58] However, im-
portantly in this case the large amplitude motions of the molecules were re-
quired to enable ESIPT and therefore TADF. While this does not affect the so-
lution phase measurements of Park et al.,[56] it represents a severe limitation
for triplet harvesting in OLEDs, which exist in the solid state,[59] therefore
constraining larger amplitude motions required. Importantly, the molecule,
triquinolonobenzene (TQB,3.1) developed by Mamada et al. demonstrated
ESIPT for a rigid structure, and demonstrated it was able to harvest a large
contribution of the triplets states by achieve up to 14% external quantum ef-
ficiency (EQE) when integrated into an OLED.

This high EQE of TQB is encouraging for a new emitter design. How-
ever the close to unity triplet harvesting efficiency required to achieve this
is somewhat unexplained, especially given the comparatively large singlet-
triplet energy gap and the weak delayed fluorescence exhibited upon pho-
toexcitation in both solution and the solid state. In this paper we combine
quantum chemistry, molecular and quantum dynamics to study the excited
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state processes and triplet harvesting mechanism in TQB. We show that de-
spite the proton transfer forming TQB-TB in the singlet excited state occur-
ring on a timescale much faster than intersystem crossing (ISC), it plays a
crucial role in the triplet harvesting mechanism. This arises due to multiple
low-lying triplet states that are strongly coupled along the proton transfer
coordinate and tend to favour the structure without proton transfer (TQB-
TA). A model Hamiltonian is developed and used to simulate absorption
spectrum and corresponding excited state dynamics. We find an intersystem
crossing rate which is in good agreement with that reported experimentally
and show a splitting of the wavepacket between the TQB-TA and proton
transferred TQB-TB forms. Using this and the relative energy gaps of the
two structures to the emissive singlet excited state, we propose that the high
device performance arises from a combination of TADF and triplet-triplet an-
nihilation (TTA) occurring from the TQB-TA and TQB-TB, respectively. This
can explain both the high EQE’s and the importance of the host material used
to achieve them.

3.2 Methods

3.2.1 Quantum Chemistry

The geometry of TQB in its ground and relevant excited states were calcu-
lated using density functional theory (DFT) and linear response time-dependent
density functional theory (LR-TDDFT) within the Tamm-Damcoff approxi-
mation[118] and the PBE0 exchange and correlation functional[119][120] as
implemented within the Q-Chem quantum chemistry package.[121] A Def2-
SVP[122] basis set was used throughout and the solvent was described using
conductor-like polarizable continuum model[123] using the dielectric con-
stant of toluene. Emission energies, calculated using the S1 optimised geome-
tries, included a state-specific polarizable continuum model (SS-PCM).[124]
For the SS-PCM, the energy of both the S1 and ground state were calculated
within an S1 optimised solvation structure, yielding the vertical emission en-
ergy.

3.2.2 Ab initio Molecular Dynamics

Ab initio molecular dynamics (MD) of TQB in its electronic ground and ex-
cited singlet (S1) state were performed using the Terachem package.[125, 126]
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The potential energy and forces was calculated using DFT(PBE0) and a 3-21g*
basis set. The effect of the environment was included using a conductor-like
polarizable continuum model[123] using the dielectric constant of toluene.
The MD was performed using a microcanonical (NVE) ensemble using ini-
tial velocities sampled at random from Boltzmann distribution of velocities
at 300K. 20 configurations selected at random from 10 ps of ground MD were
used to compute the excited state dynamics in the S1 state, with a partic-
ular focus upon the first 100 fs and the proton transfer. 20 configurations
from the ground state MD were used to simulate the absorption spectrum,
while excited state geometries were used to simulate the emission spectrum.
The total emission spectrum was generated by summing the contributions
of each spectrum for which the oscillator strength had been broadened by a
Gaussian function of full width half maximum of 0.05 eV.

3.2.3 Quantum Dynamics

The nonadiabatic excited state quantum dynamics of TQB were investigated
using a model Hamiltonian operator based upon the Spin-Vibronic Coupling
Hamiltonian[115] (HSO−vib). This Hamiltonian is the sum of a non-relativistic
vibronic coupling Hamiltonian matrix (Hvib), and spin-orbit, (HSO) Hamilto-
nian matrices:

Hso−vib = Hvib + HSO (3.1)

HSO is comprised of off-diagonal spin-orbit coupling terms, which can ei-
ther be Q-dependent[127] or Q-independent[128]. Where Q represents the
dimensionless (mass-frequency scaled) normal mode coordinates. In this
present work, the spin-orbit coupling terms are Q-dependent[127] along the
proton transfer mode as described in the supporting information. The vi-
bronic coupling Hamiltonian matrix is expressed:

Hvib = (TN + V0)1 + W (3.2)

TN is the kinetic energy operator. In the absence of large-amplitude mo-
tions as in the case here for a rigid molecule, a model potential in terms of a
subset of the ground state normal modes can be determined. In the present
case, the normal modes are evaluated at the midpoint of the proton transfer
geometry. This choice of coordinates simplifies the construction of the Hamil-
tonian as the kinetic energy operator has a simple separable form.[129]
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V0 is the ground state potential and defined as a harmonic oscillator with
vibrational frequencies ωi corresponding to dimensionless normal coordi-
nate Qi. W is the diabatic coupling matrix which is expanded as a Taylor
series up to order in the present work.[130, 131] This matrix contains both
on and off-diagonal elements. The on-diagonal elements are the forces act-
ing within an electronic surface and are responsible for structural changes of
excited-state potentials compared to the ground state. The off-diagonal ele-
ments are the nonadiabatic couplings responsible for transferring wavepacket
population between different excited states. The parameters for these matrix
are obtained from a fit to quantum chemistry chemistry points calculated
along and diagonally between the normal modes displacements. The pa-
rameters obtained from this fit and a description of the model Hamiltonian
can be found in the supporting information.

Modes Ni,Nj,Nk ni,nj,nk,nl
Singlet ν1 61 4,4,4,4,4,4,4,4,4,4,4,4,10

ν124 61 4,4,4,4,4,4,4,4,4,4,4,4,10
ν63, ν88 21,21 4,4,4,4,4,4,4,4,4,4,4,4,10

Triplet ν1 61 8,8,8,8,8,8,8,8,8,8,8,8,4
ν124 61 8,8,8,8,8,8,8,8,8,8,8,8,4

ν63, ν88 21,21 8,8,8,8,8,8,8,8,8,8,8,8,4

TABLE 3.1: Computational details for the MCTDH simulations of the TQB model.
Ni,Nj,Nk refers to the number of primitive harmonic oscillator discrete variable
representation (DVR) basis functions used to describe each mode. ni, nj, nk and
nl are the number of single-particle functions used to describe the wavepacket on

each state.

All dynamics were performed using the multi-configuration time-dependent
Hartree (MCTDH) method as implemented in the Quantics quantum dynam-
ics package. [132, 133] The calculation details are provided in table3.1 for the
case where the singlet state was initially excited (singlet) or where the triplet
state was initially excited (triplet). The latter, as discussed below was used to
simulate electrical excitation. In the case of dynamics in the S1 state, simulat-
ing photoexcitation, the initial wave function in the ground state, built using
one-dimensional harmonic oscillator functions with zero initial momentum,
was project onto the S1 state at the Franck-Condon geometry. For the dynam-
ics simulating the effect of electrical excitation, the wavepacket was projected
vertically from the minimum of the cationic and anionic potential energy sur-
face as described in the text below.
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The absorption spectrum of TQB using the model Hamiltonian was sim-
ulated using the Fourier transform of the autocorrelation function written:

I(ω) ∼
ˆ ∞

−∞
C(t)exp−iωtt, (3.3)

where C(t) is the autocorrelation function. Before the autocorrelation func-
tion is transformed it is modified slightly. Artefacts are unable to stop during
the analysis, because they are sourced from the unwanted features or dis-
tortions in the resulting frequency domain representation of signal. These
artefacts can emerge for many reasons and can affect the accuracy and inter-
pretation of the transformed data. For example, when a signal contains sharp
discontinuities or step functions,the Gibbs phenomenon occurred. Window
function also could lead some artefacts, and aliasing occurs when the sam-
pling rate is insufficient to capture high-frequency components in the sig-
nal. To reduce artefacts associated with the finite propagation time (tempo-
ral truncation) which causes ringing artefacts in the spectrum, due to taking
the Fourier transform only over a finite time interval (Gibbs phenomenon),
the autocorrelation function is multiplied by cos2(nπt = 2T), where n = 1,
2,. . . and T denotes the final time plus one time step of the autocorrelation
function. The autocorrelation function is calculated as:

C(t) = 〈ψi(0)|ψ f (t)〉, (3.4)

where ψi(0) is the initial wavefunction in the ground state and ψ f (t) is
the time-dependent wavefunction in the excited state.

The total spectrum is a sum of spectra generated in this way with weight-
ing of exp(−t/τ), where τ is the damping function applied to the autocorre-
lation function, in this case 20 fs.

3.3 Results

In the following sections we present a characterisation of the ground and ex-
cited state structures of TQB (Figure3.1), followed by its excited state prop-
erties. Subsequently, using molecular and quantum dynamics we study its
photophysics. Finally, we present a perspective of how this behaviour alters
in the case of electrical excitation compared to optical excitation and how this
influences the triplet harvesting properties of TQB present in OLEDs.
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3.3.1 Ground and excited state structures

TQB can exist in two major tautomers, TQB-TA (Figure 3.1 a) and TQB-TB
(Figure 3.1 b). Although Mamada et al.[54] also reported structures involv-
ing multiple sequential proton transfers, these are much higher in energy
and therefore considered unlikely. In addition, they do not change the gap
between the low lying singlet and triplet states and are therefore would not
significantly alter the triplet harvesting rate. Table 3.1 shows the optimised
structures of each form. As expected, the structure is planar in all cases. In the
electronic ground state (S0) the main structural parameters around the pro-
ton transfer site in good agreement with X-ray diffraction reported in ref[54].
The one exception is the hydrogen bond parameters, however, the assign-
ment of the position of this proton is complicated by crystal disorder, and
the challenge of identifying hydrogen atoms using X-rays. The geometry of
TQB in the present work is in good agreement with calculations presented in
ref[54].

Upon excitation into the S1 state, a stable form of TQB-TA can be op-
timised and exhibits similar properties as the ground state. However, the
lowest energy geometry of the S1 state is the TQB-TB tautomer, with the pro-
ton transferred from the nitrogen to the the oxygen. This structure indicates a
compression of the O−H distance by∼ 0.68 Å, elongation of the C−O bond
and a slight change in the bond angles involved. Given the small structural
changes, which are highly localised around the motion of the proton, and
the large energy difference between the two conformers, the proton transfer
is excited to be very fast as discussed in the following section. The lowest
triplet excited state (T1), like the singlet state, exhibits stable minima in the
TQB-TA and TQB-TB tautomers, but again the lowest energy conformer is
TQB-TB. However, in this case there is a change in state character along the
proton transfer creating a barrier, which is absent in the singlet states.

Importantly, Table 3.2 shows that despite the large Stokes shift in the emis-
sion[54], initiated by the ESIPT process, the structural changes of the TQB in
the excited state are small and almost completely localised to the hydrogen
bond lengths and angles. This is important in the context of developing a
reduced coordinated model Hamiltonian as shown below.

3.3.2 Excited State Properties

Table 3.3 shows the excited state energies of the important low lying states of
TQB-TA and TQB-TB at the ground (S0) and excited singlet (S1) and triplet
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S0 T1 S1
TQB-TA TQB-TA TQB-TA TQB-TB TQB-TA TQB-TB

N-H (Å) 0.88 1.04 1.04 1.66 1.04 1.66
O-H (Å) 1.91 1.68 1.68 1.00 1.69 1.00
C-O (Å) 1.25 1.24 1.25 1.33 1.25 1.33
C-C (Å) 1.44 1.44 1.43 1.42 1.42 1.44

C-N-H (◦) 116.0 113.5 112.8 102.2 112.9 103.0
C-O-H (◦) 102.3 103.0 103.4 106.2 103.6 105.9

TABLE 3.2: Main structural parameters of optimised geometries of stable TQB-TA
and TQB-TB tautomers in the ground (S0) and excited singlet (S1) and triplet (T1)
states. The molecular structure TQB-TB is not stable in the ground state and thus
we could not find the stationary point of its S0 form. The structure of TQB-TA from
ref([54]) corresponds to the one obtained using X-ray Diffraction of the crystal

structure.

(T1) states identified in Table 3.2. At the TQB-TA ground state geometry, the
lowest singlet states is at 3.57 eV, and as shown in Figure 3.1 corresponds an
excitation that is delocalised over the whole molecule. However, despite the
apparent overlap between the HOMO and LUMO orbitals seen in the density
difference plot, the oscillator strength ( fS1) for this transition is zero.

S0 T1 S1
TQB-TA TQB-TA TQB-TB TQB-TA TQB-TB

ET1 (eV) 3.03 2.93 2.14 2.94 2.25
ET2 (eV) 3.16 3.07 2.66 3.08 2.67
ET3 (eV) 3.16 3.07 2.77 3.09 2.81
ET4 (eV) 3.28 3.20 2.95 3.18 2.95
ES1 (eV) 3.57 3.48 2.57 3.47 2.59
ES2 (eV) 3.75 3.67 3.23 3.65 3.28

fS1 0.00 0.00 0.25 0.00 0.20
∆ES1−T1 0.54 0.55 0.43 0.53 0.34
∆ES1−T2 0.41 0.41 -0.08 0.39 -0.08

TABLE 3.3: Calculated vertical excitation energies at the stable TQB-TA and TQB-
TB tautomers in the ground (S0) and excited singlet (S1) and triplet (T1) states.

The zero oscillator strength of the S1 at the Franck-Condon geometry
means that the the lowest band in the absorption spectrum must gains in-
tensity through vibronic mixing, indeed such vibronic structure is clearly ob-
served in figure 3.2 show the absorption and emission spectrum calculated
by sampling configurations using molecular dynamics. The calculated ab-
sorption spectrum shows very good agreement with the experimental spec-
trum. The vibronic transitions, like the experimental spectrum are sepa-
rated by 0.14 eV, which corresponds to a timescale of ∼ 30 fs and originates
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from motion associated with the proton transfer. Indeed, while the oscillator
strength of the S1 is zero at the TQB-TA geometry, as shown in Table 3.3, pro-
ton transfer, forming TQB-TB significantly increases this oscillator strength
and therefore is this motion is responsible for making this transition allowed.
It is interesting to note that this is unique among most TADF materials, as in
many cases, the excited state motion making the S1 state reducing the energy
gap between the singlet and triplet states, which makes the radiative rate
smaller.
The emission spectrum also in very good agreement with the experimen-
tal spectrum recorded in toluene.[54] Interestingly, despite the rigidity of
the molecule, the emission spectrum is rather broad, and this is because of
the large effect the proton transfer has on modulating the gap between the
ground and excited states. The calculated FWHM is 0.35 eV, which is close to
the experimental value of 0.40 eV.

FIGURE 3.2: The experimental absorption and emission spectra (dashed)[54] com-
pared to those calculated (solid) by sampling configurations using molecular
dynamics simulations as described in the method section. The absorption spectrum
has been shifted down by 0.1 eV overlap the main absorption peak and facilitate

the comparison between the experimental and calculated spectra.

This calculated emission spectrum includes a state-specific PCM (SS-PCM)
model. Here, both the S1 and ground state were calculated within an S1 op-
timised solvation structure, yielding the vertical emission energy including
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the effect of slow solvation dynamics adjusting to the new dipole (∼ 5D) of
the S1 state. When the dielectric constant is changed to THF, and DMF as
shown in ref [54] a stabilisation of the S1 excited state by 0.06 and 0.12 eV,
respectively, is observed. This is also in agreement with those observed ex-
perimentally.[54] Importantly, in the solid state, no shift in the emission is
observed even for high polar hosts such as DPEPO. This is consistent with
the amorphous guest-host film expected and the concepts of solid state sol-
vation.[134]

Finally Table 3.4 shows the spin-orbit coupling matrix elements (SOCME)
between the lowest singlet and triplet states. This crucial for the coupling be-
tween the singlet and triplet manifolds and therefore the triplet harvesting.
At the TQB-TA structure, the SOCME are all very small and can be consid-
ered negligible, with the exception of S1 − T1 = 1.2 cm−1.

T2 T3 T4 S1
TQB-TA(S0) T1 0.002 0.004 1.017 1.198

T2 - 1.021 0.005 0.003
T3 - - 0.004 0.006
T4 - - - 0.362

TQB-TB(S1) T1 0.884 0.907 0.385 0.231
T2 - 0.343 0.513 0.796
T3 - - 0.111 0.131
T4 - - - 0.023

TABLE 3.4: Calculated spin-orbit coupling matrix elements (SOCME) in cm−1

between the lowest singlet and triplet states. These were calculated using
TDDFT(PBE0) at the optimised ground state of TQB-TA and optimised S1 state

of TQB-TB.

However, upon proton transfer there is a notable increase for the coupling
between all states except S1 − T1 which decreases to 0.231 cm−1. This is be-
cause as shown in Figure 3.1, the S1 and T1 state at the TQB-TB geometry are
very similar characters and therefore the change in spin cannot be compen-
sated by a change in orbital angular momentum, meaning SOCME are close
to zero. Importantly, these small couplings are the main source for the slow
ISC rate and correspondingly slow triplet harvesting.

3.3.3 Excited State Dynamics

In ESIPT molecules, a hydrogen atom is covalently bonded to one atom and
hydrogen bonded to a second in the same molecule. Photo-excitation changes
the electronic structure and drives the switch so that the hydrogen becomes
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bonded to the second atom and hydrogen bonded to the first. An important
question is therefore what role, if any, does the proton transfer play in the
triplet harvesting mechanism. Figure 3.3 shows the average and standard
deviation of the O-H bond distance obtained from excited state molecular
dynamics in the S1 state from 20 different starting configurations. All show
ultrafast proton transfer consistent with the very smooth potential surface
previously reported. Indeed, proton transfer occurs within ∼ 20 fs, approxi-
mately one vibrational period. Small oscillations, with a similar period, cor-
responding in energy to the vibronic structure observed in the absorption
spectrum and subsequently observed. However, despite these smaller scale
vibrations, after the first 20 fs, the hydrogen remains localised in the TQB-
TB form. This ultrafast dynamics would appear to suggest that the proton
transfer has little role in the triplet harvesting mechanism which occurs on
the ns-µs timescale.

FIGURE 3.3: The average and standard deviation (error bars) of the O-H bond
distance for the transferred proton obtained from 100 fs of excited state molecular
dynamics in the S1 state for 20 different starting configurations. Inset, snapshots of

the structure before and after proton transfer.

However this dynamics only considers the singlet state and not the po-
tential role of the triplets, important in the context of triplet harvesting. As
shown in the previous works[116, 37, 117] multiple triplet states and the cou-
pling between them can be important. To establish this, we develop a model
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Hamiltonian to describe the dynamics in TQB. Figure 3.4 shows the 2 normal
modes used for the model Hamiltonian, consistent with the changes in ge-
ometry shown in Table 3.1. The first, ν1 corresponds to the motion of the pro-
ton between the oxygen and nitrogen atoms. The second normal mode, ν124

shows the angle change between the proton and the bonding atoms. Their
respective ground and excited state potential energy surfaces are shown in
Figure 3.5. The points are the quantum chemistry calculations and the lines
are the fit of a 4th-order vibronic coupling Hamiltonian to these points. It
is from these fits that the parameters for the vibronic coupling Hamiltonian
used in the quantum dynamics is used.

FIGURE 3.4: Schematic representations of the 2 dominant normal modes, ν1 (left)
and ν124 (right) used for the model Hamiltonian. The arrow represents the mo-
tion and corresponds to hydrogen motion responsible for the dominant structural

changes associated with the proton transfer.

Along ν1 the S1 state shows a smooth transition from the TQB-TA to the
TQB-TB conformer. In contrast the triplet states show a rather more compli-
cated profile with multiple curve crossings between the lowest four triplet
states. Indeed, this clearly shows a crossing between the diabatic T1 and T2

states which is responsible for not only the change in character of the adi-
abatic T1 state along this mode, but also the barrier between the two TQB
minima. This barrier is∼ 0.07 eV and is responsible for trapping some triplet
population in the TQB-TA which becomes very relevant the context of triplet
harvesting.

Along ν124, the potential appears much simpler, with the excited state po-
tentials slightly shifted with respect to the ground state. Consequently, upon
excitation, this mode will drive a structural change leading to a decrease in
the C-N-H consistent with the structural parameters reported in Table 3.1.
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FIGURE 3.5: Cuts through the spin-free potential energy surface along (a) ν1 and (c)
ν124. The dots are derived from the quantum chemistry calculations. The lines cor-
respond to their fit from which the expansion coefficients of the diabatic vibronic
coupling Hamiltonian are determined. (b) and (d) show a zoom into the excited

state surfaces.

The parallel nature of the potential energy curves along this mode indicate
that there is little or no non-adiabatic coupling. This mode can therefore be
considered a tuning mode, in the sense that it purely changes the energy gap
between the ground and excited states. ν1 on the other hands exhibit large
coupling, and is responsible for the mixing between the low lying triplet ex-
cited states.

To assess the validity of the model, in Figure 3.6 we simulate the absorp-
tion spectrum of TQB using the model Hamiltonian developed. In this case,
as shown inset and described in the methods section, the spectrum is ob-
tained by a Fourier transform of the autocorrelation function of the initial
wavefunction in the ground state and the wavefunction at time, t. The re-
sulting spectrum compares very well the spectrum recorded experimentally
with the vibronic transitions, associated with the proton transfer clearly vis-
ible. Interestingly the width of the experimental spectrum is reproduced us-
ing a damping factor on the autocorrelation function of 20 fs. This is to say
that after 20 fs, the excited state wavefunction does not overlap spatially with
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the ground state wavefunction. This is consistent with the proton transfer
dynamics observed in Figure 3.3 in which after the initial proton transfer the
wavepacket in the S1 state becomes localised in the S1 minimum.

Having established the accuracy of the model, and figure 3.7 shows the
excited state dynamics perform. Figure 3.7a shows the expectation value of
the wavepacket along ν1. The wavepacket initially starts in the TQB-TA form,
and quickly decays into the TQB-TB form, which has a minimum at Q =

−0.8 as shown in Figure 3.5. This initial proton transfer occurs in 11 fs, which
is slightly faster than the 20 fs seen from the MD, which can be expected
from the reduced coordinate space model represented. Oscillations with a
period of 25 fs continue after this initial dynamics as the system begins to
relax into the TQB-TB minimum. Complete relaxation does not occur in the
present simulations as there are not many modes, again due to the reduced
coordinate space model, which means energy cannot be transferred to the
remaining degrees of freedom of the model.

FIGURE 3.6: Experimental (dashed)[54] and theoretical (solid) absorption spec-
trum. The latter has been calculated using the Fourier Transform of the autocorre-
lation function of the initial wavefunction as described in the method section and

illustrated inset.

Figure 3.7b shows the population of the triplet states during the first 3.5
ps after initial excitation. While the population remains small within this
timescale, a clear consistent rise is observed and corresponds to a ISC rate
of 4× 107s−1. This is in good agreement with the rate reported experimen-
tally[54] and consitent with the small SOCME calculated. As shown inset
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FIGURE 3.7: (a)The total fractional population of the triplet states during the first
3.0 ps after initial excitation into the minimum on the S1 state (TQB-TB).(b)The
fractional population distribution among the triplet states from the dynamics in
panel a illustrating that although initially the T2 is populated, the wave function is

distributed throughout all of the triplet states within 500 fs.

from the fractional population of the triplet states, the T2 is initially popu-
lated. This can be expected since at the TQB-TB geometry it has both the
largest SOC to the S1 state as is close to degenerate. After the strong coupling
between the triplet states, within 500 fs, this has been distributed throughout
all of the triplet states. This equilibrium will persist until vibrational cooling
at longer times, as pervasively state is not captured in our model.

3.3.4 Mechanism of Triplet Harvesting

In the previous section, we have shown that the rate of intersystem cross-
ing (ISC) is relatively slow, consistent with the experimental conclusions in
ref[54] In addition the large energy gap between the singlet and triplet states
means that the rate of rISC is very slow, ∼103s−1, which similar to typical
non-radiative decay rates from triplet states. Despite this the external quan-
tum efficiencies (EQE) reported show a high degree of triplet harvesting.
EQE is defined as:

EQE = χ · ηr · ηout · φ (3.5)

where χ is exciton harvesting efficiency, ηr is the recombination efficiency,
assume to be 1, ηout is the light outcoupling assumed to be 0.3 and φ is the
quantum yield. Given φ = 0.55 for TQB in CzSi, the exciton harvesting effi-
ciency must be ∼0.85 to achieve the reported EQE. Consequently, given that
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FIGURE 3.8: Ground state potential energy surface and corresponding fits along ν1
for the neutral (blue), cationic (black) and anionic (red) states of TQB.

0.25 corresponds to singlet excitons, at least 80% of the triplet excitons must
be harvested to achieve these external quantum efficiencies.

Under electrical excitation, Mamada et al.[54] assumed that the triplet
excitons would be most likely to form directly on TQB-TA by charge car-
rier recombination. However, Figure 3.8 shows the potential energy surface
along ν1 for the neutral, cationic and anionic form of TQB. While the neutral
form favours TQB-TA, the lowest energy conformer for both charged forms is
TQB-TB. There is a barrier between the two forms, especially for the anionic
case, however the minimum geometry of neutral TQB is close to the tran-
sition state between the two forms in the charged cases and consequently,
charge trapping would provide sufficient energy to overcome this. Conse-
quently, a significant fraction of the exciton generate can be considered to
occurring in the TQB-TB form.

This would appear to favour exciton generation in the TQB-TB, which
would appear unfavourable for triplet harvesting due to the large between
the T1 and S1 states at this geometry. However, crucially the minimum of
both the anion and cationic forms of TQB-TB is distorted from the the TQB-
TB excited state minimum. Consequently, upon charge recombination the
exciton will be generated upon a higher energy region of the excited potential
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energy surface, ∼3.6 eV. This will provide sufficient energy for the excited
wavepacket to traverse the proton transfer coordinate.

To assess the effect of these initial conditions on the dynamics in the triplet
states, we use the previously developed model Hamiltonian. However, first
of all it is important to assess how the wavefunction should be excited. A
TD-DFT wavefunction for state n is written:

Ψn =
occ

∑
i

unocc

∑
r

Cr
i Φr

i (3.6)

where Φr
i represents the electronic configuration of a single-electron ex-

citation from occupied orbital i to vacant orbital r, and Cr
i represents the its

weight in forming excited state Ψn. Consequently, under the assumption that
charge recombination creates a HOMO and LUMO excitation, the weight of
this transition to each Ψn state can be used to approximate the distribution
of excited states formed upon the charge recombination. At both the anionic
and cation TQB minimum energy geometries, the HOMO → LUMO transi-
tion corresponds to the character of the T1 state and consequently the initial
state is assume to be purely in the T1 state.

Figure 3.8 shows the fraction of the wavepacket in the triplet states in the
TQB-TA form obtained from quantum dynamics simulations during which
the initial wavepacket was placed in the lowest triplet(T1) state. The black
trace shows the dynamics when initialised from the TQB − TB+/− geome-
try, i.e Q1 = −1.6 and the red trace shows the dynamics in the TQBTA+/−

geometry when Q1 = 2.1. This shows that ∼ 20% of the excited state wave-
function in the triplet state exists in the TQB-TA form, while the smaller frac-
tion, as one would expect for the higher energy state, this is a sizeable fraction
and is consistent with previous work in ESIPT.[135, 136] Figure 3.9 shows the
energy of the triplet states of the hosts compared to the triplet states of the
TQB-TA and TQB-TB structures. The hosts which give higher device per-
formance[137], namely CzSi or PPT host are capable of combing the triplet
states in both forms, while the lower performing devices are only capable
of confining the triplets in the lower energy TQB-TB form. The exception to
this is DPEPO, which has a very high T1 energy, however in ref [138] its poor
performance was attributed to the poor charge carrier transport capabilities
and deep HOMO and shallow LUMO energy levels of DPEPO.

With these results, we propose the following. Given that EQE = χ · ηr ·
ηout · φ, and taking constants φ = 0.55 in CzSi and φ = 0.41 in CBP and
ηout = 0.3. For devices in CBP, only triplet states in the TQB-TB form can
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FIGURE 3.9: (a) The T1 energies of the 5 host materials, PPT, DPEPO, CzSi, mCBP,
CBP with the T1 energy of TQB in the TQB-TA and TQB-TB forms. (b) Schematic of

the trapping mechanism.

be harvested. Given the large energy gap, ∼0.27 eV, this is unlikely to be
possible using TADF. Instead Mordzinski et al [139]. reported that in ES-
IPT molecules under high triplet-state concentrations the excited state decay
is mainly governed by triplet-triplet annihilation (TTA). Although Mamada
et al.[54] used laser power dependence to rule out TTA, this was for pho-
toexcited sample and the concentration of triplet states is owing to the slow
rate of ISC. Assuming 80% of the wavepacket in the TQB-TB form are only
harvested through TTA, the triplet harvesting efficiency is ∼ 0.4, yielding
an EQE = 6.7% in agreement with the device in CBP. In contrast, if the
additional 0.2 of the excited triplet wavepacket is harvested by TADF, the
EQE = 12.4% close to that of CzSi. While this is a qualitative analysis, it re-
mains consistent with experiment results and provides an interpretation that
can explain both the high EQE’s and the importance of the host material used
to achieve them.

3.4 Conclusion

Diversifying the molecular designs for achieving TADF materials is crucial
not only to obtain high performance stable TADF emitters, but also for shed-
ding more light onto the mechanism of TADF, especially the differences be-
tween photo and electrical excitation important when moving to devices. In
the present work we have used quantum chemistry, molecular and quan-
tum dynamics simulations to understanding the triplet harvesting mecha-
nism in based upon excited state intramolecular proton transfer (ESIPT) us-
ing TQB.[54]
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Our simulations have shown that proton transfer is ultrafast occurring
along a barrierless potential energy surface. Interestingly, in contrast to most
TADF emitters based upon D-A structures, the structural reorganisation as-
sociated with the excited state changes leads to an increase in the S1 radiative
rate, despite the generation of a state exhibiting CT character. This ultrafast
nature of the proton transfer suggests it plays little role in triplet harvest-
ing which occurs on the nano- micro-second timescale. However, the lowest
triplet state changes character along the proton transfer coordinate, creating
a barrier, ∼0.07 eV, which is able to trap the wavepacket in both the TQB-
TA and TQB-TB forms. For the former, the energy gap to the singlet state
of TQB-TB is ∼0.15 eV in agreement with the activation energy reported for
TADF. However the triplet state in the TQB-TB has a large energy barrier,
∼0.27 eV making triplet harvesting via TADF inefficient. In this case, due
to the high triplet-state concentrations in the OLED, we propose that these
states are harvested through TTA, yielding an expected EQE which agrees
with ref.[54] TTA is not observed in the case of photo-excitation due to the
low quantum yield of triplet states which arises from the small ISC rate.

This highlights that TADF operating alongside TTA, previously also seen
in other systems[140, 32, 141], can provide an efficient route for higher effi-
ciency devices. It should be noted that for the TTA, the luminance is known
to increase more than linearly with an increase in current density[142]. This
is absent in ref.[54] and therefore could test the proposed mechanism.



59

Chapter 4

Quantum Tunnelling

4.1 Introduction

The acridone-based compound, triquinolonobenzene (TQB) discussed in the
previous chapter, was designed to exploit intramolecular proton transfer to
separate the highest occupied and lowest unoccupied molecular orbitals,
endowing thermally activated delayed fluorescence (TADF) properties onto
the emission characteristics of this rigid and planar molecule. This system
has the advantage of overcoming the limits imposed by the twisted donor-
acceptor structures traditionally used to achieve an effective HOMO-LUMO
separation and opens up molecule design to the large variety of π-conjugated
aromatics. However, the potential versatility of this molecular design still
needs to be investigated more deeply to understand the all the factors affect-
ing TADF in ESIPT molecules.

The previous chapter, published in ref [143], outlined the importance of
the the proton transfer coordinate on the TADF properties. It also identified
the potential for an equilibrium between low lying triplet states for achieving
efficient TADF. These conclusions were recently supported by experimental
work performed by Long et al.[144]. Here the authors concluded that after
photoexcitation and rapid ESIPT, emission from S1 is found to compete with
thermally activated ISC to an upper triplet state, T2, very close in energy to
S1 and limiting photoluminescence quantum yield. T2 slowly decays to the
lowest triplet state, T1, via internal conversion. The measurements demon-
strated that rISC in TQB occurs from T2 to S1 driven by thermally activated
reverse internal conversion from T1 to T2.

Understanding whether tunneling influences the equilibrium in the con-
text of TADF is important because it can have a significant impact on the
optimization of TADF materials and devices. Firstly, in TADF-based organic
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materials used in OLEDs achieving a high rate of reverse intersystem cross-
ing (RISC) is crucial for efficient triplet-to-singlet exciton upconversion. Tun-
neling processes can affect the rate of RISC[145], which, in turn, influences
the overall efficiency and performance of TADF devices. Secondly, Tunnel-
ing can influence the energy transfer between molecular states. Understand-
ing its impact on the energy landscape is essential for designing materials
with the desired energy levels, which is critical for TADF applications.In
summary, comprehending the influence of tunneling on the equilibrium be-
tween singlet and triplet states is essential for maximizing the efficiency and
performance of TADF materials and devices.[146]

However this raises a key question, does quantum mechanical tunnelling
in the triplet manifold play a crucial role in controlling the rISC probability and
rate in TQB? Indeed, the importance of the proton transfer coordinate means
that tunnelling could significantly alter the rate and probability of rISC and
understanding this is the focus of this present chapter.

FIGURE 4.1: A schematic comparison of a classical over-
the-barrier motion (left) with through the barrier motion of

quantum tunnelling (right).

Figure 4.1 show a schematic comparison of a classical over-the-barrier
motion (left) with through the barrier motion of quantum tunnelling (right)
[147]. The classical motion of a classical particle over a potential barrier
is as we would expect, i.e. the particle can only over the barrier if it has
sufficient energy to overcome it. Tunneling is a quantum mechanical phe-
nomenon when a particle is able to penetrate through a potential energy bar-
rier that is higher in energy than the particle’s energy. This amazing property
of microscopic particles play important roles in explaining several physical
phenomena including the development of Scanning Tunneling Microscope
(STM) which had a profound impact on chemical, biological and material
science research. In the context of the present work, we wish to understand
if tunnelling influences the equilibrium that exists between the T1 and T2

states in TQB and therefore affects its ability to undergo rISC.
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4.2 Methods

4.2.1 Quantum Dynamics Simulations

The quantum dynamics addressing the tunnelling in TQB were performed
using the Heidelberg Multi Configuration Time Dependent Hartree (MCTDH)
package [148, 149]. In this approach the wavefunction ansatz is written as a
linear combination of Hartree products 2.50.

To address this we perform simulations within a density operator formal-
ism of MCTDH [150]. Here the single particle functions are replaced with
single-particle density operators. Here we adopt a closed quantum system,
this is to say that no dissipative operators are included and only the core
Hamiltonian described above is used. In this representation the Liouville-
von Neumann equation for the system is expressed:

ρ̇(t) = −ih̄[H, ρ(t)] (4.1)

For these simulations, the advantage of MCTDH comes into its own. Al-
though the model Hamiltonian used herein is relatively small, for the den-
sity operator simulations the dimensionality of the system formally doubles
[151] significantly increasing the numerical treatment of the simulations.

Throughout this chapter, the model Hamiltonian contained 2 vibrational
degrees of freedom, ν1 and ν124 corresponding to those used in the previous
chapter. Throughout only one electronic state, the T1 state was included in
the Hamiltonian and the wavefunction along this mode was described in
5 SPFs. The potential along ν1 is represented using a Fast Fourier Transfer
(FFT) grid with 128 grid points, while ν124 also represented using a FFT grid
with 41 grid points. In all cases this ensured convergence.

4.2.2 Quantum Chemistry and Molecular Dynamics

Ab initio molecular dynamics (MD) of TQB in its excited singlet (S1) state
and TQB-TA and TQB-TB structures of the lowest excited triplet state (T1)
were performed using the Terachem package.[125, 126] The potential en-
ergy and forces was calculated using DFT(PBE0) and a 3-21g[152, 153, 154,
155, 156, 157] basis set. The effect of the environment was included using
a conductor-like polarizable continuum model[123] using the dielectric con-
stant of toluene.
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50 configurations from each MD were used to simulate the emission spec-
tra. The total emission spectrum was generated by summing the contribu-
tions of each spectrum for which the oscillator strength had been broad-
ened by a Gaussian function of full width half maximum of 0.05 eV. These
were sampled using linear response time-dependent density functional the-
ory (LR-TDDFT) within the Tamm-Damcoff approximation[118] and the PBE0
exchange and correlation functional[119][120] as implemented with the ADF
quantum chemistry package. Spin-orbit coupling, within the ZORA approx-
imation was also included to obtained the oscillator strengths and therefore
phosphorescence rates of the triplet states.

4.3 Results

4.3.1 The Reaction Coordinate and Emission

Figure 4.2 shows the potential energy of the lowest singlet and triplet state
along the proton transfer coordinate. The lowest triplet state, black line,
shows the two minima associated with TQB-TA and TQB-TB which corre-
spond to prior and after proton transfer, respectively. This plot also shows the
fluorescence and phosphorescence rates calculated at the optimised quan-
tum chemistry geometries. These are in good agreement with the rates de-
termined experimentally [144] as are the (reverse) inter-system crossing rate
which are those calculated in the previous chapter.

Here it is important to note a key element in this discussion, namely the
difference between the adiabatic and diabatic representations. Figure 4.2
show the adiabatic T1 potential along the proton transfer coordinate, but im-
portantly the character of the state along this coordinate changes. Recently,
Long et al. [144] identified an equilibrium between two triplet states, but this
could be two different diabatic states (i.e. two minima of different charac-
ter), not necessarily higher lying excited states than those shown in Figure
4.2. This difference in the two representations plays an important role in the
remainder of this chapter.

To benchmark the theory, Figure 4.3 shows the experimental fluorescence
(red dashed), phosphorescence (black dashed) compared to the correspond-
ing calculated spectra. For the triplet state, the emission from both the TQB-
TA (green) TQB-TB (black) forms are calculated. It is noted that although the
former, TQB-TA, is higher in energy, its rate as shown in Figure 4.2, is also
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kisc= 3x107 s-1

krisc= 7x103 s-1

kF= 2x108 s-1 kP= 9x101 s-1

kP=0.3x100 s-1

FIGURE 4.2: Lowest singlet (red) and triplet (black) potential
energy and rates in different configurations followed by the
coordinates has been represent in this figure. kP stands for
the rate of phosphorescence, kF is for the rate of fluorescence,
k ISC and krISC are for rate of inter-system crossing and reverse

inter-system crossing.

2 orders of magnitude smaller. The fluorescence and phosphorescence spec-
tra are in excellent agreement with the experimental spectra. Experimentally,
the latter (phosphorescence spectrum) could only be recorded in zeonex at 80
K as the radiative rate is very small due to the weak spin orbit coupling and
large energy gap between the singlet and triplet states at this configuration.
Here, there is a slight high energy tail, between 2.5-3.0 eV, which could con-
tain contributions from the higher TQB-TA form, but the low temperature
means that the majority of the system is relaxed into the low TQB-TB form.
At higher temperatures no phosphorescence observed because TADF is the
preferred emission route due to the small rates of phosphorescence.

While the steady state phosphorescence spectra does not show any defini-
tive evidence of an equilibrium between the TQB-TA and TQB-TB forms in
the lowest triplet state, time-resolved experiments may be able to shed this
insight. Figure 4.4 shows time-resoled emission of TQB in DPEPO recorded
at 300K (top) and 80K (bottom). The short time (<10−7 s) corresponds to flu-
orescence at longer times (>10−7 s) the emission is dominated by phospho-
rescence. Here it is clear that while a significant component occurs at short
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FIGURE 4.3: Experimental emission spectra shows as, fluo-
rescence (red dashed), phosphorescence (black dashed) and
calculated fluorescence spectrum for TQB-TB (red) and the

phosphorescence spectra of TQB-TA (green) TQB-TB (black).

wavelengths than the fluorescence there is definitely components which ap-
pear at shorter wavelengths (high energies) consistent with emission from
the TQB-TA form. This appears at around 10−3s in both cases (note the dif-
ferent time axis for each plot in Figure 4.4). From this we estimate weak
emission bands ∼530 nm and 480 nm which are agreed with the peaks phos-
phorescence spectra of TQB-TA, 2.7 eV and TB 2.3 eV in Figure 4.3.

Finally, ref. [144] also uses transient absorption spectroscopy to under-
stand the interplay between the excited states observed. From this the au-
thors identified two distinct bands, labelled PA2 and PA3 occurring at 1.65
eV and 1.85 eV, respectively. The two are clearly linked as intensity is trans-
ferred between the two bands throughout the excited state dynamics. In-
deed, PA2 and PA3 initially grow rapidly after photoexcitation, and at later
times, PA2 continues to grow while the contribution from PA3 becomes rela-
tively smaller. These were identified as triplet-triplet adsorptions by noting
that they are rapidly quenched in the presence of oxygen. Ultimately, these
bands were used to describe an equilibrium between a T1 and T2 state for the
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FIGURE 4.4: Normalised time-resolved emission spectra of
TQB in DPEPO at 300K (top) and 80K (bottom). The emis-
sion bandshape and onset do not vary over the timescales

investigated (ns-ms). Figure reproduced from ref. [144]

TADF mechanism.
To understand these, Figure 4.5 shows excited state transitions between

triplet states possible in the TQB-TA and TQB-TB states. Only the dominant
transition with non-zero oscillator strengths are shown and this clearly high-
lights transitions which closely match the PA2 and PA3 features found in the
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FIGURE 4.5: High lying states energies in different configura-
tion for TQB-TB. Temperature will help overcome the barrier

and those states will be the intermediate states.

transient absorption. This shows that PA3 is likely to arise from transient
excitation of molecules in the TQB-TA form, while PA2 will arise from tran-
sient excitation of molecules in the TQB-TB form. This fits the kinetics that
as TADF occurs, PA3 (i.e. TQB-TB) will eventually decay with population
transferring to TQB-TA in the triplet manifold before going to the S1 state.
These experimental results combined with the simulations clearly confirm
an equilibrium between the two lowest energy forms of TQB i.e. TQB-TA and
TQB-TB. The remaining question is the role of tunnelling in controlling the
position of the equilibrium.
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4.3.2 Quantum Dynamics of Tunnelling

Figure 4.6 left shows the population of the triplet state along proton transfer
coordinate. Here a step function has been applied at the peak of the potential
to determine the fraction of the wavefunction aligning with the TQB-TA and
TB formed. The population plotted corresponds to the long time limit when
equilibrium has been formed between the two forms.
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FIGURE 4.6: Left has shown that the population of lowest
triplet state of TQB-TA changed following by the temperature,
which indicates that the low temperature changes the equilib-
rium; Right shows the ratio of amount of the wavepacket for
TQB-TA form when it’s hydrogen and the amount when it’s
deuterium. Larger value indicates more hydrogen, so more
possibility of tunneling there is. And it’s decreasing with tem-
perature as there is energy energy in system to overcome the

barrier, so the tunneling is less important.

Figure 4.6 left shows that when the simulations are initiated in the TQB-
TB form, even at very low temperature, there is a significant population
transfer (∼10%) into the TQB-TA form. Given the energy is not enough to
overcome the barrier, this can only arise from tunnelling. As temperature in-
creases, the population in the TQB-TA form increases as one would expect,
and given the height of the barrier (∼0.2 eV) a significant fraction of this
must still arise from tunnelling. This is further confirmed in Figure 4.6 right
shows the influence on the TQB-TA population of swapping hydrogen for
deuterium, i.e. the kinetic isotope effect. As temperature increases, the ratio
gets close to 1, indicating a reduced role of tunneling, but at low tempera-
tures, up to about 300 K, the ratio between hydrogen and deuterium clearly
shows the influence of tunnelling.
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This insight of the equilibrium between the TQB-TA and TQB-TB forms
can now be used to estimate the rISC rates. In previous work, kISC was calcu-
lated as 3×107 s−1, using a ∆EST=0.18 eV reported in ref. [143] and confirmed
in ref. [144] and the equation below:

krISC =
1
3

kISC exp(−∆EST/kBT) (4.2)

yields krISC=7×103 s−1. This was consistent with previous experiments in
ref. [54], but does not take into account the equilibrium between the TQB-
TA and TQB-TB forms and the influence this may have on krISC. Indeed, the
majority of the system will relax into the TQB-TB form of the triplet state, for
which ∆EST=0.30 eV at this geometry.

Consequently, beginning from the relaxed T1 TQB-TB state a more com-
plete description of krISC is written:

krISC =
1
3

KkISC exp(−∆EST/kBT) (4.3)

where

K =
TTQB−TA

1

TTQB−TB
1

= exp(−∆E/kBT) (4.4)

This includes equilibrium between the TQB-TA and TQB-TB forms and as-
suming a Boltzmann distribution and using the energy gap between the sin-
glet and triplet states of 0.12 eV we find:

K = exp(−0.12/0.025) = 0.009 (4.5)

which when combined with Equation 2 yields a krISC=6.3×101 s−1, consider-
ably different from the experimentally reported value. However, while tak-
ing into account the equilibrium between the TQB-TA and TQB-TB forms, it
completely ignores tunnelling. Consequently, in contrast, if the equilibrium
constant is derived from Figure 4.6 upper at 300 K, K = 0.18/0.82 = 0.22 and
therefore the krISC=1.5×103 s−1, close to the experimentally reported value
of 3.5×103 s−1. This above analysis, combined with the quantum dynamics
and previous experiments [144] confirm the important role that tunnelling
plays in generating an equilibrium between the TQB-TA and TQB-TB forms.
This equilibrium supports the rISC from the triplet state of the TQB-TA form
and is therefore vital for TADF.
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4.4 Conclusion

This chapter builds upon previous work in Chapter 3 and experimental work
outlined in ref. [144], with the key objective attempting to understand the
role that tunnelling plays in controlling the TADF mechanism of TQB.

Our quantum chemistry calculations, alongside the recent experimental
observations provide strong evidence for the presence of two triplet states in
equilibrium. These correspond to the TQB-TA and TQB-TB forms. Given the
role of the proton transfer coordinate in switching between these two forms,
we have investigated the role of tunnelling in controlling this equilibrium.

Our quantum dynamics and subsequent analysis demonstrates that tun-
nelling plays a key role in controlling the equilibrium between the TQB-TA
and TQB-TB forms, which ultimately determined the rate of rISC. This high-
lights that TADF operating alongside quantum tunnelling can provide an
efficient route for higher efficiency devices. With this deep understanding of
the mechanism of TQB obtained it is now possible to use this to design new
highly efficient molecules.
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Chapter 5

Towards Understanding Exciton
Generation in OLEDs

5.1 Introduction

Thermally activated delayed fluorescence (TADF) can be used to enhance
the efficiency of OLEDs by harvesting the non-emissive excited triplet states
which are generated upon electrical excitation.The potential in these materi-
als has led to a significant amount of research which has focused upon un-
derstanding the complex photophysics of TADF materials[32]. While this
gives important insights into the nature and mechanism of TADF, it should
be noted that the way excited states are formed in molecules by interaction
with light or electrically, as in the case of an operating OLED, may give rise
to distinctly different behaviour. Consequently, understanding how excitons
are generated under electrical excitation is a crucial area of research.

To understand the mechanism, there are two ways to think. Firstly, ex-
citons formed on the host [158, 159], then transferred to the guest through
Förster[160] and Dexter[161] mechanisms. But this is not favourable, because
the triplet states it generates are free to diffuse leading to a big influence from
quenching effects. [162]. In the second case, the electrons and holes trapped
on the emitter and generated the excited state. Upon this, electron and hole
are transporting either together or separately is unclear. Crucially, which
charge arrives first may make a big influence.

In Chapter 3, after understanding the excited state dynamics of the ESIPT
TADF molecule, TQB, I introduced an interesting result that the triplet state
in TQB-TB form has a large energy barrier, so the triplet harvesting is ineffi-
cient in high device performance and we think it could be harvested by TTA.
Indeed, in their original work, under electrical excitation, Mamada et al. [54]
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assumed that the triplet excitons would be most likely to form by charge car-
rier recombination directly in the TQB-TA form. However, the charge trap-
ping on TQB will lead to the formation of the TQB-TB form. Consequently,
once the first charge is trapped, structural changes can significantly affect the
initial conditions of the excited state generated and therefore the mechanism
and probability for TADF. Understanding this in more detail is the focus of
the present chapter.

5.2 Methods

In this section we outline the computational approaches used to understand-
ing the exciton generation in OLED materials.

5.2.1 Quantum Chemistry

Optimized geometries of TQB in their ground and excited states and host
molecules (mCBP and DPEPO) were calculated using DFT/TDDFT with TDA[94]
as implemented within the ORCA quantum chemistry program [120], us-
ing the PBE0 exchange and correlation functional[163]. A Def2-SVP basis set
[164] and the polarisable continuum model(PCM)[165, 166, 167] with the sol-
vent toluene were used throughout. Potential energy surfaces (PES) obtained
using ORCA for both the cationic and anionic geometries of TQB along the
ESIPT reaction coordinate.

The Maximum overlap Method (MOM) [163] used to study the geomet-
ric changes upon charge trapping in higher excited states. The basic idea
is to find the orbital (wavefunction) that has the maximum overlap with a
target orbital, and then to use that orbital to generate a new set of orbitals
through a linear combination of existing orbitals. This process is repeated
until the desired accuracy is reached. The MOM method allows the estima-
tion of excited states by enforcing a specific excited state orbital occupation.
The MOM method prevents variational collapse of the core-hole state dur-
ing iterative optimisation cycles by setting the occupancy of the orbitals such
that the overlap between the occupied orbitals of the current (nth) and pre-
vious ((n− 1)th) iteration is maximized, rather than setting the occupancies
according to the aufbau principle, as is traditional. An orbital overlap matrix,
O, is obtained at each iteration via Eq. 5.1:

O = C†
n−1SCn (5.1)
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from which the projection, pj, of the ith orbital for the current iteration
onto the jth orbital from the previous iteration is found via Eq. 5.2:

pj = ∑
i

Oij (5.2)

The occupied orbitals are then set to those with the largest projections.
While highly effective in general, the performance of the MOM is notably
better for low-lying, as opposed to higher-lying, core-excited states.

In this case, we changed the electron and hole’s occupation from the LUMO
to LUMO+7 and HOMO to HOMO-7 inside of single occupied molecular or-
bit (SOMO) of the charge trapped system to mimic excited charge trapped
states. This is implemented within the package Qchem [168].

5.2.2 Molecular dynamics

Molecular dynamics of TQB and its hosts was done by Amber14[169] and
ORCA[120]. The charges of TQB and hosts were determined by Q-CHEM[168]
with Charges from Electrostatic Potentials using a Grid-based method (ChElPG)
[170]. And then the force field set up as default in Amber. Once the force
field has been set up, firstly, the system need to be minimized, following the
default Amber setting, the energy of system we built up before will be min-
imized. Then the system will be heated up from 10K to a high temperature
1000K and sampling the system followed by temperatures. Finally, the sim-
ulation will be run. The system will be cooled down from 1000K to room
temperature, 300K.

Quantum mechanism Molecule mechanism molecular dynamics (QMMM-
MD)[171] of TQB and its hosts’ single point energies in ground/excited states
and charged states were performed by Amber14[169], especially, the quan-
tum mechanism part was programmed by ORCA[120] package with PBE0
functional and Def2-SVP [122] basis set with polarizable cotinuum model
(PCM) in Toluene. For each host molecules, both electron and hole transfer
were simulated for 200 different configurations to calculate free energy and
orbital energy.
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5.2.3 Marcus Theory

To obtain the rate of charge transfer, Marcus theory shows in Figure 5.2, and
the equation:

k =
2π

h̄
|HDA|2

1√
4πλKBT

e−
(λ+∆G)2

4λKBT [172] (5.3)

Charge transfer rate (k) was calculated under the electronic coupling of the
charge donor/acceptor (HDA), total Gibbs free energy change of the charge
transition (∆G), reorganization energy (λ), KB is Boltzmann constant and T
is the temperature 298K.

FIGURE 5.2: Marcus-Hush theory shows by Four-points model

This theory has been successfully applied to describe and predict the ac-
tivation barriers and the electron-transfer rates (k) in physics, chemistry and
biology field systems. [173] Following this theory, as long as the Gibbs free
energy of the reactant and product, reorganization energy and the direct cou-
pling energy could be calculated, the rate of charge transfer can be obtained.
The reactant and product, in charge transferring occasion, can be understood
as the host molecule before and after the charge transfer.

To fully figure out the charge transfer, it is key to calculate the charge
transfer rate (k) by Marcus theory[172]. In this situation, charge transfer
could be seen as a reaction and the charge transferred between host and guest
molecules by following reaction:

Host+/− + Guest0 = Guest+/− + Host0 (5.4)
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It’s simple to calculate the Gibbs free energy by Marcus theory, as long
as we could obtain the lowest energies of the Reactants and Products during
the charge transfer.

5.3 Results

In this section, new insights into the dynamics involved in charge recombina-
tion are obtained. This section initially focuses upon the trapping of a single
first charge, be it an electron or a hole, before considering the second charge
trapping which forms the exciton.

5.3.1 First charge trapping

Hole trapping

We first consider the dynamics associated with hole trapping on TQB, i.e the
scenario where the hole arrives first on the guest molecule and we assume
that there is sufficient time (∼10 ps) between the first and second charge ar-
rives for the cationic species to completely relax [174]. Figure 5.4 shows a
relaxed surface scan along the proton transfer coordinate of the cationic form
of TQB. This clearly shows that, in contrast to the electronic ground state of
the neutral species, the TQB-TB form is preferred by∼0.1 eV, with the barrier
from the initial TQB-TA to TQB-TB being only 0.025 eV, comparable to kT at
300 K. This suggests that upon hole trapping, rapid relaxation of the TQB-TA
form to TQB-TB is highly probable.

Figure 5.3 right assumes that the electron is removed from the HOMO,
however this is not necessarily the case. Indeed, instantaneous electron addi-
tion or removal can form an electronic wavepacket, a coherent distribution of
population over a range of excited states. While the coherence is likely to be
short lived and play limited role, the distribution of states could play a larger
role. Figure 5.4 right show the potential energy scans for electron removing
from the HOMO-1 and HOMO-2 as well as the HOMO. These show a very
similar potential profile and a energy energy separation, ∼0.2 eV meaning
that the contribution of higher lying states is much less probable.

Besides the structural changes upon electron removal, the hole transfer
rate between guest and host is also an important consideration for the exciton
generation. Here, we estimate this rate using a semi-classical Fermi’s golden
rule approach. This requires the coupling, ∆G and λ, as described in the
methods section. Table 5.1 shows these parameters calculated as described
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TQB+ and results are agreed with previous.

∆G (QM/MM) (eV) λ (eV) HDA (cm−1) kHT(s−1)
DPEPO -0.90±0.21 0.30 0.003 1.99×1010

mCBP -0.14±0.18 0.15 0.032 2.07×1014

TABLE 5.1: After ∆G, λ and HDA were calculated, kHT will be
easily resulted by Marcus theory.

in the methods section. ∆G has been calculated using QM/MM as simple en-
ergy differences simulated using optimised quantum chemistry simulations
are unlikely to be representative of the native solid state environment native
to OLEDs. Figure 5.4 shows the probability distribution of energies for ∆G
in DPEPO and mCBP, where average values of -0.90±0.21 and -0.14±0.18 eV,
respectively are found. Using the approach, the hole transfer rate is found
to be significantly faster for mCBP, which is discussed and compared to the
electron transfer below.

Electron trapping

Having considered the hole trapping, we now move onto consider the elec-
tron trapping. Figure 5.5 shows a relaxed surface scan along the proton trans-
fer coordinate of the anionic form of TQB. As for the cationic form, the TQB-
TB form is clearly favoured, although in this case a larger barrier of 0.06 eV
going from the initial TQB-TA to TQB-TB is observed. Beyond this, if we as-
sume the electron can also enter the LUMO+1 or LUMO+2 (Figure5.5 upper)
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a slightly different perspective appears. In this case, electron trapping in the
LUMO+1 and LUMO+2 makes the TQB-TB structure unfavourable and the
TQB-TA form is preferred.

We estimate the electron trapping rate using a semi-classical Fermi’s golden
rule approach, similar with the hole transfer. ∆, λ and HDA are required.
In table 5.2, all these parameters have BEEN calculated as described in the
methods section. ∆G has been calculated using QM/MM as simple energy
differences simulated using optimised quantum chemistry simulations are
unlikely to be representative of the native solid state environment native to
OLEDs. Figure 5.5 indicates the probability distribution of energies for ∆G
in DPEPO and mCBP, where average values of -0.71±0.18 and -0.39±0.13 eV,
respectively are found.

∆G (QM/MM) (eV) λ (eV) HDA (cm−1) kET(s−1)
DPEPO -0.71±0.18 0.46 0.0003 3.85×109

mCBP -0.39±0.13 0.77 0.0504 5.52×1013

TABLE 5.2: Electron transfer rate (kET) could be calculated by
Marcus theory with the simulation results of ∆G,λ and HDA

Summary of single charge trapping mechanism

In the previous section we have examined the electron and hole transfer dy-
namics, which would represent the first step towards exciton formation in
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OLEDs. From this it is clear that upon charge trapping the TQB-TB structure
is energetically preferred in both the anionic and cationic forms. Therefore
we expect that upon charge trapping a geometric relaxation occurs forming
the fully relaxed TQB-TB structure. This species will then become focus of
the following section focused upon the second charge trapping and exciton
formation.

In both cases, the electron and hole transfer rates in each host are similar.
This means that there is likely to be no particular preference for electron or
hole trapping occurring on the guest first. In both case the transfer from
DPEPO to TQB is significantly slow that mCBP and this sluggish kinetics is
in close agreement with the poor device performance of OLEDs with DPEPO
hosts observed by Adachi et al. [54], which is attributed to the poor charge
carrier transport capabilities. [175].

5.3.2 Exciton Formation: The trapping of the second charge

In the previous sections we considered the trapping of a charge on the guest.
We now switch our focus to the trapping of the second charge forming the ex-
citon. Despite its importance, surprisingly little is known about how charge
recombination works in host-guest systems. Throughout this section, we
use QM/MM molecular dynamics and sample snapshots, as described in
the methods section. The most importance aspect is the energetic associated
with exciton formation and this is calculated using the thermodynamic cy-
cle shown below, which is based upon the RehmWeller approach adopted by
Zhu et al. [176]

This thermodynamic cycle focuses upon the dissociation exciton to form
separate charges on the guest and host. Here, the binding energy between the
guest and host charges will affect the stabilisation between the products and
change the energy barrier considerably. Consequently, we will investigate
the reaction from the G∗ · · ·H complex to the G+/− · · ·H−/+ complex. This
is achieved using 5 thermodynamic steps:

• G∗ · · ·H→ G∗+H: The complex is dissociated into independent H and
G∗ by removal of the binding energy.

• G∗+H→ G∗+H+/−: A charge is added to the host.

• G∗+H+/− → G+H+/−: The exciton is quenched.

• G+H+/− → G+/−+H+/−: A second charge is added to the guest
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FIGURE 5.7: Left: Thermodynamic cycle for computation of
the process in which a host exciton is dissociated to form a
host anion and a guest cation. Right: Thermodynamic cycle
for computation of the process in which a host exciton is dis-
sociated to form a host cation and a guest anion. (BE: Binding
Energy, EA: Electron Affinity, IP: Ionization Potential and

G/H: Guest/Host)

• G+/−+H+/− → G+/− · · ·H+/−: The independent charges are bound
together.

This cycle makes it possible to calculate the energy change upon formation
of the exciton and shed insight into both the driving force for the formation,
and its stability. Since the first charge trapping gave a preference for the
TQB-TB geometry, the calculations in this section have focused upon exciton
formation at the TQB-TB geometry.

Figure 5.8 shows the calculated probability distribution of reaction en-
ergy obtained from the thermodynamic cycle for both the singlet (S1) and
triplet (T1) states of TQB in DPEPO. Figure 5.8a shows the scenario where
the hole has already been trapped, while Figure 5.8b shows the case where
the electron has been trapped. For Figure 5.8a, the probability distributions
shows that the reaction energies for exciton formation is appreciably down-
hill by 0.8 eV or more. This suggests formation of the exciton on the guest
is favourable with a significant energy benefit. The triplet exciton formation
process has higher gain because of its lower energy compared to the singlet
state. The low nature of the triplet excited state means that higher energy
states could still be formed with a favourable energy benefit. As shown in
chapter 3 there are another 3 triplet states within 0.5 eV of the T1 in TQB-TB.
In addition, these states all favour the TQB-TA form and therefore formation
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FIGURE 5.8: Left: Thermodynamic cycle for computation of
the process in which a DPEPO exciton is dissociated to form a
host anion and a guest cation. This shows the case where the
hole is trapped first. Right: Thermodynamic cycle for compu-
tation of the process in which a DPEPO exciton is dissociated
to form a DPEPO cation and a TQB anion. This shows the case

where the electron is trapped first.

of these higher lying states could result in significant structural dynamics. It
is also worth noting that these states lie higher in energy that the singlet, and
could offer a more direct route for triplet harvesting. By inspection of Figure
5.8b, it is noticed that the energy is lower in the association for the G∗ · · ·H
→ G− · · ·H+ approach, compared to the case where the hole is trapped on
the guest first. However, even for these the energy benefit is substantial for
both the singlet and triplet states.

Figure 5.9 shows the calculated probability distribution of reaction energy
obtained from the thermodynamic cycle for both the singlet (S1) and triplet
(T1) states of TQB in mCBP. Figure 5.9a shows the hole trapped possibility,
and Figure 5.9b for electron. It’s similar when the host is DPEPO that possi-
bility of electron and hole trapping indicates the excitation reaction energies
are decreasing. Also, the lower energy in triplet helps the triplet exciton for-
mation have higher gain. In the meantime, TQB-TA is more favorable at these
states, which means the higher lying states will lead structural dynamics.

5.4 Conclusion

Understanding the mechanism of exciton generation during electrical excita-
tion in OLEDs is critical designing new high performing devices. It is clear
that the mechanism is very different to the one of excited state formation
using interaction with photons. However, despite this there has been sur-
prisingly little work focusing on this process, a fact that this chapter seeks
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FIGURE 5.9: Left: Thermodynamic cycle for computation of
the process in which a mCBP exciton is dissociated to form a
mCBP anion and a TQB cation. This shows the case where the
hole is trapped first. Right: Thermodynamic cycle for compu-
tation of the process in which a mCBP exciton is dissociated
to form a mCBP cation and a TQB anion. This shows the case

where the electron is trapped first.

to address. In previous chapters we have outlined that it plays an important
role in the TADF emitters with ESIPT mechanism. Firstly, the exciton gener-
ation could help understand both ESIPT and TADF in a different level. Also,
understanding the exciton formation could help us know how it enhance the
utilization and external quantum efficiency.

In this chapter we initially study the the electron and hole transfer dy-
namics, which would represent the first step towards exciton formation in
OLEDs. From this it is clear that upon charge trapping the TQB-TB structure
is energetically preferred in both the anionic and cationic forms. Therefore
we expect that upon charge trapping a geometric relaxation occurs forming
the fully relaxed TQB-TB structure. In both cases, the electron and hole trans-
fer rates in each host are similar. This means that there is likely to be no par-
ticular preference for electron or hole trapping occurring on the guest first. In
both case the transfer from DPEPO to TQB is significantly slows that mCBP
and this sluggish kinetics is in close agreement with the poor device perfor-
mance of OLEDs with DPEPO hosts observed by Adachi et al. [54], which is
attributed to the poor charge carrier transport capabilities. [175].

In for the second second charge trapping, the insight focuses on the ∆G
as the driving force for exciton formation. For DPEPO, the ∆G for the case
where the hole is trapped first clear gives rise to a larger free energy change
which would likely accelerate the rate compared to electron trapping first. In
the case of mCBP, the ∆G is similar in both cases which suggests that there
is not one clearly preferred method. However, it is noted that this approach
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ignores the effect of the coupling between the guest and host on the rate.
Despite the progress and insight made in this chapter, we have been un-

able to simulate the rates of exciton formation, i.e. the second charge trap-
ping, which would be required to provide the full insight into exciton forma-
tion and dynamics. This is very challenging and would require large scale
quantum calculations. An alternative route, which should be the focus of fu-
ture work is the development of kinetic monte carlo models which allow to
have more variables and the randomness to provide a more realistic repre-
sentation of system. Work in this direction is underway.



85

Chapter 6

Conclusion

Thermally Activated Delayed Fluorescence (TADF) and Excited-State Intramolec-
ular Proton Transfer (ESIPT) are two distinct mechanisms that have revolu-
tionized the field of organic light-emitting materials and hold great promise
for applications in optoelectronic devices. TADF exploits the efficient up-
conversion of triplet excitons into singlet excitons, enabling enhanced elec-
troluminescence efficiency. It has garnered significant attention due to its
potential for realizing high-efficiency organic light-emitting diodes (OLEDs)
and is being extensively researched. On the other hand, ESIPT is a photo-
physical process that involves the transfer of a proton in the excited state,
leading to a change in the molecular structure and spectral properties. ESIPT
materials have been studied for their unique photoluminescence and poten-
tial applications in sensing and fluorescence-based technologies. Both TADF
and ESIPT are intriguing mechanisms with their own sets of advantages and
challenges. TADF offers a route to improve OLED efficiency and is well-
understood, whereas ESIPT is more specialized and has niche applications.
The choice between these mechanisms depends on the specific requirements
of the optoelectronic device and the desired photophysical properties. Fur-
ther research is needed to optimize and harness the full potential of these
mechanisms in practical applications, and their development will continue
to shape the landscape of organic electronics and photonics.
In this thesis, we’ve discussed key properties of the TQB molecule, ESIPT,
and TADF. It’s essential to vary molecular designs for better TADF materi-
als, not only for efficient emitters but also to understand TADF mechanisms,
especially the differences between photo and electrical excitation, which are
crucial for device applications. Our work used quantum chemistry and sim-
ulations to explore how triplet harvesting works in ESIPT, focusing on TQB
as an example.
The simulations and calculations in chapter 3 and 4 indeed helped us un-
derstand the mechanism step by step. Although, we have yielded valuable
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progress and insights, we have encountered limitations in simulating the
rates of exciton formation and the second charge trapping, which are cru-
cial for a comprehensive understanding of exciton formation and dynamics.
Simulating these processes presents significant challenges, demanding exten-
sive quantum calculations on a large scale. As an alternative and promising
avenue for future research, the development of kinetic Monte Carlo models
should take center stage.
In summary, this thesis has contributed to our understanding of these mech-
anisms and their potential for future applications, emphasizing the impor-
tance of diverse molecular designs and the ongoing need for research and
innovation in the field of organic electronics. The journey towards more ef-
ficient, sustainable, and versatile OLEDs is an ongoing one, and the insights
gained in this work will undoubtedly pave the way for future breakthroughs
in this exciting field.
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