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Abstract 
 

Activation of the NF-κB transcription factor family forms one of the first lines of defence 

against environmental threats to the organism and helps programme an appropriate cellular 

response. Although best known as critical regulators of the inflammatory response, the NF-

κB family of transcription factors are also activated by cellular stresses such as hypoxia, DNA 

damage and play an important role in ageing. Aberrant activation of NF-κB is associated with 

many inflammatory diseases and cancer.  

In work leading up to this thesis, the p52 NF-κB subunit was found to interact with the 

ribosomal protein RPL11. RPL11 is a component of the 5S RNP, an essential ribosomal 

subcomplex, comprised of the 5S ribosomal (r)RNA and the ribosomal proteins RPL5 and 

RPL11. Under conditions of ribosomal stress, free 5S RNP accumulates, carrying out a pivotal 

role in the stress response by binding to MDM2 and activating p53 tumour suppressor 

activity.  

In this thesis I have further investigated the p52/RPL11 interaction and the role of p52 

during ribosomal stress. I found that depletion of p52 from cancer cell lines led to increased 

cell death in response to ribosomal stress. A combination of in silico analysis and co-

immunoprecipitation experiments indicated that the MDM2/RPL11 and p52/RPL11 

interactions are mutually exclusive. I propose that competition between MDM2 and p52 

contributes to the differences in p53-dependent cellular fate during ribosomal stress. Finally, 

residue glutamate 86 (E86) of p52 was predicted in silico to be critical within the p52/RPL11 

interface. Through mutation of E86 to alanine, this was later confirmed.  Interestingly, the 

disruption of the RPL11 interaction caused by of the p52-E86A mutation was dependent 

upon DNA binding.  In summary, I propose that p52 plays a cell survival and tumour 

promoting role following ribotoxic stress through direct binding to RPL11 that facilitates the 

modulation of p53 target gene expression.  
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Chapter 1 Introduction 

1.1. Transcription factors 

Transcription factors (TF) carry out a critical role in the decoding of the information 

contained in the genome. These proteins regulate the transcription of DNA to RNA that 

ultimately leads to the production of proteins. The most recent estimate counted 1639 

human TFs (Göös et al., 2022). Their primary function is to bind to, and regulate the 

expression of, target genes through specific DNA recognition sequences (Vaquerizas et al., 

2009). Previously, any protein involved in transcription was called a TF, however now only 

proteins that can carry out both roles is attached to the name. Target genes of TFs usually 

fall into categories that allow the regulation of specific pathways, cellular responses or even 

cell types (Lambert et al., 2018). Interestingly, in different cell types the same TF can 

regulate different target genes allowing co-ordination of cell-specific responses (Gertz et al., 

2012). The amino acid sequences of TFs are often highly conserved between species 

(Bejerano et al., 2004). Mutations in TFs are frequently linked to the onset of disease (Lee 

and Young, 2013). For example, mutations in the tumour suppressor protein p53 is found to 

be present in various cancers. Further, mutant TFs are linked to neurological diseases, such 

as Huntington’s disease, as well as developmental disorders, such as autism.  

A vital counterpart to the TF is the DNA sequence to which it binds. TFs can have at least a 

1000-fold greater affinity for their sequence in comparison to other DNA motifs (Geertz et 

al., 2012). Identifying motifs that serve as TF binding sites is key to facilitating the 

understanding of TF mechanisms, their target genes and therefore their role in cellular 

biology. Once a TF makes contact with its preferred motif, gene regulation can be induced in 

a variety of ways. For example, some work by recruiting the transcription machinery, such 

as RNA polymerase, while others work by creating a steric block that prevents the assembly 

of transcription machinery (Lambert et al., 2018). The majority of eukaryotic TFs are known 

to recruit cofactors that act as transcriptional coactivators, or corepressors. Thus, it is 

thought that TFs act to assemble multi-subunit protein complexes to carry out the 

regulation of target genes (Reiter et al., 2017). Some famous transcription factors include, 

the master regulator of inflammation, NF-ĸB (Gilmore, 2006), and the guardian of the 

genome, tumour suppressor p53 (Vousden and Prives, 2009). 
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1.2. The NF-κB family of transcription factors 

The Nuclear Factor kappa B (NF-ĸB) family of transcription factors was originally discovered 

in 1986 (Sen and Baltimore, 1986). In almost 40 years of research, there have been over 

100,000 publications across the breadth of the field and it is clear to say that the NF-ĸB 

family play an important cellular role. The family consists of five members, the Rel proteins: 

RelA (p65), RelB and c-Rel, and the NFKB proteins; NFKB1 (p50/p105) and NFKB2 (p100/p52) 

(Perkins and Gilmore, 2006). These protein subunits respond to specific cellular stimuli to 

form homo- and heterodimers in order to regulate the transcription of a large set of target 

genes. The regulation of target genes can be specific to the original, pathway activating, 

stimulus and the dimer subsequently formed (Chen et al., 1998, Ghosh et al., 1995, Cramer 

et al., 1997). Most famously, the NF-ĸB signalling pathway is described as a cellular defence 

mechanism in response to infection and stress. In addition, it has been demonstrated that 

the NF-ĸB pathway responds to various stimuli, such as DNA damage and hypoxia (van Uden 

et al., 2008, Campbell et al., 2001). Furthermore, it has been found that the NF-ĸB family is 

involved in a vast and complex cellular signalling web and plays a role in processes such as 

cellular senescence (Rovillain et al., 2011), ageing (García-García et al., 2021) and even in 

coral bleaching (Mansfield et al., 2017). 

NF-ĸB activation usually occurs through either the canonical or non-canonical signalling 

pathways; with rare occasions leading to the activation of atypical signalling pathways (Liu 

et al., 2022a). The canonical pathway is closely associated with genes regulating the 

inflammatory response, more specifically the upregulation of pro-inflammatory genes. 

Whereas, the non-canonical pathway is mostly connected with the immune response and 

genes involved in B- and T- cell development (Perkins and Gilmore, 2006).  

The correct execution of the NF-ĸB pathway relies upon the action of two further protein 

families, the IĸB family and the IKK family (Liu et al., 2022a). The former are a family of 

repressor proteins that ensure the NF-ĸB pathway is not able to be constitutively active. The 

latter is involved in the activation of the NF-ĸB dimers by phosphorylating and inactivating 

IκB proteins, allowing active dimers to travel to the nucleus.(Karin, 1999). Constitutively 

active NF-ĸB has been implicated in various diseases demonstrating the importance of 

tightly controlling the process of NF-kB activation (Yu et al., 2020, Gilmore, 2021) . 
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1.2.1. Evolution of the NF-κB family 

The NF-ĸB family has been found to be highly conserved across a range of species, from 

single-cell protoists to sea sponges, coral and jellyfish; and finally flies and vertebrates 

(Ghosh et al., 1998, Mansfield et al., 2017). This further highlights the important role of this 

signalling cascade to serve as a cellular defence mechanism. Additionally, many of the NF-ĸB 

inducing receptors are conserved across species. The most conserved domain in the NF-ĸB 

subunits is the Rel Homology Domain (discussed in section 1.2.2) with the region 

determining DNA binding being the most conserved amino acid sequence. Studies in sea 

sponges have shown that the NF-ĸB pathway is involved in early development and later in 

sponge immunity. NF-ĸB has also been found to play a role in the early development of 

coral, jellyfish and sea anemone (Williams and Gilmore, 2020). It is clear the family of 

transcription factors have evolved to play a pivotal role in cellular signalling.  

The development and increasing complexity of innate immunity created a demand for a 

more complex regulatory system that drove the evolution of NF-κB from a single subunit to 

a family of proteins with roles still being discovered.  The manner in which NF-κB evolved 

over the years was initially unclear; due to the lack of NF-κB subunits in yeast and 

Caenorhabditis elegans it was assumed the origin was no earlier than arthropods (Irazoqui 

et al., 2010). Through the discovery of NF-κB in Cnidarians (coral, sea anemones and hydra) 

as well as Capsaspora owczarzaki, a single cell metazoan isolated from freshwater snails, the 

beginnings of the NF-κB family can be placed at about 1000 million years ago in 

Opisthokonta, a eukaryotic group including metazoa and fungi (Gauthier and Degnan, 2008). 

The true origin of the Rel Homology Domain is still unknown (Figure 1.1). It has now been 

demonstrated, however, that NF-κB within evolutionarily basal organisms resembles that of 

more complex organisms in terms of structure, biological relevance and regulatory function 

(Gauthier and Degnan, 2008). These early forms of NF-κB particularly resemble the NFKB 

proteins p105 and p100, or the Drosophila Relish protein, due to the inclusion of an ankyrin 

repeat domain alongside the RHD (Williams et al., 2018). The single cell protist, Capsaspora 

was found to contain a protein resembling that of the modern mammalian NFKB1 or NFKB2 

protein, containing a fusion of a RHD and ANK domain (Suga et al., 2013). It is believed that 

during eukaryotic evolution a primitive protein containing solely the Rel Homology Domain 

evolved to be able to interact with an ankyrin repeat protein, as seen in Capsaspora 
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(Jernigan and Bordenstein, 2014). These genes eventually fused to create a protein 

containing both domains, resembling that of the mammalian NFKB1 and NFKB2 genes 

(Williams and Gilmore, 2020).  

It is likely that regulatory mechanisms with the capability to remove whole repressor 

proteins had not yet evolved in the cell to activate NF-κB properties (Sullivan et al., 2007). 

Therefore, the basal eukaryotes favoured the expression of a protein containing both the 

active and repressor domain. Alternatively, the IκB protein and Rel Homology Domain could 

have had entirely different roles within the cell, but as higher organisms emerged the need 

for transcriptional regulation and a more complex immune system became apparent, the 

development of the Rel and IκB proteins was required (Williams and Gilmore, 2020). It is 

proposed that the NF-κB family evolved to be the multi-member family through gene 

splitting, duplication and divergence, depicted in Figure 1.1. The evolution of the NF-κB 

subunits and the mechanism of gene splitting, duplication and divergence is not well 

documented in the literature. 

The gene splitting hypothesis describes the event in which a copied gene splits into two or 

more sections (Oakley and Rivera, 2008). Each section of the gene would be able to 

duplicate and diverge independently. Through studying unicellular eukaryotes, it emerged 

that some species had a C terminal ankyrin repeat domain in NF-κB whilst others did not; 

this was the basis of the gene splitting hypothesis (Gilmore and Wolenski, 2012).  

The earliest evidence of diversification of RHD proteins is in Choanoflagellates, a unicellular 

eukaryote. Analysis of this biological group identified a large range of NF-κB-like proteins, 

which varied between species. This speaks to the differences that can arise from each 

singular evolutionary pathway, even within species in the same group.  (Williams and 

Gilmore, 2020). Furthermore, no proteins resembling the Rel family members were found 

until the search in sea urchins and vertebrates suggesting the gene duplication and 

divergence of the Rel subfamily occurred 600-550 million years ago (Pancer et al., 1999).   

Overall, the apparent reliance of species, from unicellular eukaryotes to complex 

vertebrates, upon NF-κB proteins displays the huge importance of this family in the 

development and innate immunity of a vast range of living organisms.  
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Figure 1.1 The evolution of the NF-ĸB family. Starting with the origin of the family, 
represented by a single RHD (Rel Homology Domain) protein. Separately, bacteria 
contained ankyrin repeat proteins (ANK). As time progressed these domains diversified, 
fused and duplicated to form the NF-ĸB family as it is known in Vertebrates and 
Drosophila. The evolution of the independent IĸB gene occured through gene splitting 
events. Similarly, it is believed that the gene duplicated to form the members of the 
repressor family that are known today. Figure adapted from Williams and Gilmore, 2020.  
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1.2.2. Mammalian NF-κB family 

As discussed above, the members of the NF-ĸB family can be placed into two groups. The 

Rel proteins (RelA, RelB and c-Rel) and the NFKB proteins (p105/p50 and p100/p52). The 

proteins are grouped in this manner based on their structural homology. Whilst all of the 

members contain a set of structural domains which define their association with the NF-ĸB 

family, the Rel proteins have a different subset of domains to the NFKB proteins (Figure 1.2).  

The structural domain that defines an NF-ĸB subunit, is the Rel Homology Domain (RHD). 

This domain possesses the ability to bind to DNA, to dimerise with other subunits, interact 

with negative regulators and the nuclear localisation sequence (NLS). The NLS allows the 

proteins to be imported into the nucleus. (Chen et al., 1998). It can be seen in Figure 1.2 

that all of the NF-ĸB subunits possess this domain. The differences in the structures 

between the Rel and NF-ĸB proteins lie within the C terminus. The Rel proteins have a 

transactivation domain (TAD). The TAD functions to allow transcriptional activation upon 

binding to DNA. The NF-ĸB proteins, however, are lacking this domain (Gilmore, 2006). 

Therefore, dimers including solely p50 or p52 proteins require interactions with co-activator 

and co-repressor proteins to enable the regulation of target genes. The C termini of the NF-

ĸB proteins contain ankyrin repeat domains, also found in the IkB proteins (Cartwright et al., 

2018). These serve an inhibitory function, sequestering dimers in an inactive form. 

Downstream of the ankyrin repeat region, p100 and p105 contain a PEST domain. This is a 

domain rich in proline, glutamate, serine and threonine amino acids and is a region that can 

be highly modified. It is within that domain that phosphorylation events occur that lead to 

the subsequent proteasomal processing of the longer forms of the proteins (Ghosh et al., 

1998). Upstream of the ankyrin repeat domains is the glycine rich region (GRR). During 

proteasomal processing of the longer, inactive, forms of the proteins, p105 and p100, the 

GRR signals processing machinery to stop allowing the generation of the shorter, active, 

forms of the proteins, p50 and p52, respectively  (Gilmore, 2006). 

Through crystallographic studies it can be seen that the secondary structures of the RHD 

regions of the five subunits are generally very similar. However, the NF-ĸB proteins also 

possess a short, flexible, linker region within the RHD that separates the dimerisation 

domain and the DNA binding domain (Cramer et al., 1997, Ghosh et al., 1995).  This gives 
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insight into the degree of variation given by each dimer toward their preferential DNA 

binding sequence, referred to as a ĸB site. 

  

Figure 1.2 The mammalian NF-ĸB family. Schematics to represent the structural domains of 
the mammalian NF-ĸB family. Including the five members, RelA, c-Rel, RelB, p105/p50 and 
p100/p52. Residue numbers are indicated underneath some structural domains and at the 
end of the proteins. The structures are depicted from the N terminus (left) to the C terminus 
(right).  
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1.2.3. Dimerisation and DNA binding 

The five members of the NF-ĸB family form dimers in order to function. In theory, most 

dimer combinations can occur with the exception being RelB homodimers. In the cellular 

environment not all dimer combinations have been able to be observed experimentally and 

preferential dimer combinations exist (Karin et al., 2002). The most well-known heterodimer 

is the RelA/p50 dimer. It was suggested that RelB has a preference for p52 and p50 for 

stabilisation, however RelB/p52 heterodimers are more commonly described. The c-Rel 

subunit is mostly found in a heterodimer with p50 or RelA as well as forming homodimers. 

These different dimer combinations can form as a result of different cellular stimuli leading 

to the activation of different NF-ĸB pathways (Figure 1.3). It is important to note that dimer 

formation can be influenced by cellular environments, such as tissue specificity to facilitate 

the co-ordination of a specific response (Wang et al., 2012). Furthermore, different 

techniques used in different cellular conditions can misrepresent the abundance NF-κB 

dimers have in the cell. It is clear, however, different NF-κB dimers hold preferences toward 

different DNA sequences. 

Active NF-ĸB dimers translocate to the nucleus of cells in order to bind to and regulate the 

expression of target genes. This is mediated by a highly conserved ~300 residue long section 

of the RHD, mostly residing in the N-terminus of the domain (Wang et al., 2012). The solved 

crystal structure of RelA/p50 bound to DNA allowed further insight into understanding the 

mechanism behind the NF-ĸB signalling cascade. The published structure revealed the now 

well documented butterfly structure formed by NF-ĸB dimers when in the DNA bound form 

(Chen et al., 1998).  Since the RelA/p50 structure was solved (Chen et al., 1998), the crystal 

structure of the p52 homodimer bound to DNA (Cramer et al., 1997), the p50 homodimer 

bound to DNA (Ghosh et al., 1995) and c-Rel bound to DNA have been solved (Huang et al., 

2001). The release of the aforementioned solved crystal structures bound to different 

sequences of DNA revealed that, across the different dimers, each monomer contacted DNA 

in a base-specific manner (Wang et al., 2012). 
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Figure 1.3 Examples of NF-ĸB dimers. A) The most researched canonical NF-ĸB dimer is the p65/p50 
heterodimer. The activation of this dimer usually leads to the regulation of pro-inflammatory genes, as 
well as anti-apoptotic genes and genes involved in cellular proliferation. The p105/p50 dimer is 
activated through the proteolytic processing of p105 to p50. The then active p50 homodimer is usually 
repressive. B) Other dimers known to signal through the canonical signalling pathway. C) The 
RelB/p100 heterodimer is subject to proteasomal processing to activate the non-canonical pathway. 
The active RelB/p52 heterodimer regulates genes involved in immune cell development and osteoclast 
differentiation. D) Alternative non-canonical pathway-associated dimers.  
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The short sequences of DNA that the dimers interact with are called ĸB sites, or ĸB 

elements. It has been shown through genomic analysis that these sites are present in the 

promoter regions of hundreds of genes. All of the solved structures of NF-κB dimers in a 

DNA bound state display  the unique ‘butterfly structure’ conformation. The dimers are 

described to ‘straddle’ DNA. (Chen et al., 1998, Ghosh et al., 1995, Cramer et al., 1997). 

Moreover, NF-κB dimers use flexible loops to contact DNA where most other TFs use α 

helices (Chen and Ghosh, 1999). Whilst there is a consensus sequence for the κB elements 

(5’-GGGRNYYYCC-3’; where R = purine, Y = pyrimidine and N = any nucleotide), there is a 

level of redundancy due to each dimer preferentially binding to a variant of the consensus 

(Perkins and Gilmore, 2006). Originally, p65 was not believed to have a role in direct DNA 

binding due to the inability to capture p65-DNA interactions in the laboratory. However, it 

was determined that p65 bound to specific sequences of κB sites that had not yet been 

determined (Chen and Ghosh, 1999). Early studies of different dimer-κB preferences 

determined the classical κB sites and the variations of which the different dimers could bind 

to  (Kunsch et al., 1992, Perkins et al., 1992).Homo- and heterodimers including the subunits 

p65, p50 and c-Rel were analysed for DNA binding affinities within a random pool of 

oligonucleotides. The sequences were then aligned to determine a consensus. The study 

was also able to determine the sequence specificity of the different subunits and dimer 

combinations.  

The exceptions are p52 homodimers, which do not bind ‘classical’ NF-κB sites, such as the 

kappa Ig enhancer and HIV LTR, and prefer palindromic sequences (Perkins et al., 1992). In 

addition, the c-Rel subunit was shown to have the optimum binding sequence of 5’-

NGGRN(A/T)TTCC-3’, which is distinctly different to other subunits (Gilmore and Gerondakis, 

2011). Furthermore, it has been proposed that the sequence of the ĸB sites, specifically, the 

central base pair, can dictate whether a gene is repressed or expressed by an NF-ĸB dimer 

(Wang et al., 2012) . Dimers involving RelA preferentially bind to sequences with A/T at the 

centre and function to activate transcription when bound to these sites. Interestingly, an in 

vitro experiment revealed that RelA dimers are unable to form a strong bond with G/C 

centric ĸB sites. When studying the sequence of the ĸB sites that RelA dimers bind and 

induce transcriptional repression, there is a significant difference compared to the 

consensus sequence. On the other hand, p52 homodimers are able to form tight bonds with 
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G/C at the centre of the sequence (Wang et al., 2012). These homodimers are unique as 

they first, have a consensus sequence of 5’-GGRRNNYYCC-3’, and secondly require cofactors 

to regulate gene expression (Cramer et al., 1997). It has been documented that p52 

homodimers complexed with Bcl-3 upregulate gene expression when bound to G/C centric 

ĸB elements, however, when the sequence is A/T centric, the homodimer complex is 

repressive (Wang et al., 2012). The variation in κB site preference can also be regulated by 

post-translational modifications. This has been particularly studied in the p50 subunit (Wang 

et al., 2017). Phosphorylation of the protein at serine 337 is required for DNA binding, whilst 

serine 242 inhibits DNA binding capabilities. Further studies found that phosphorylation 

patterns led to the regulation of different subsets of target genes. For example, TNFα leads 

to phosphorylation of serine 80 of p50 by IKKβ led to p50/p65 heterodimers to bind kB sites 

with adenine at position -1 with a lower affinity (Smith et al., 2019). Many genes encoding 

inflammatory cytokines have such κB sites. Therefore, post translational modifications are a 

way that cellular mechanisms regulate the action of transcription factors to facilitate an 

appropriate response to specific stress.  

 

1.2.4. The IκB family of repressors 

The IĸB repressor protein family consists of three canonical members: IĸBα, IĸBβ, IĸBε and 

two atypical members; Bcl-3 and IĸBξ (Figure 1.4). The canonical  IĸBs repress NF-ĸB 

signalling by interacting with members of the family through the Rel Homology domain and 

sequestering the dimers in an inactive form (Hoffmann et al., 2002). This action is mediated 

by ankyrin repeat domains. Upon activation of the signalling cascade, these proteins are 

targeted for phosphorylation, which is followed by K48-linked ubiquitination leading to 

degradation via the 26S proteasome. The canonical IĸBs contain conserved phosphosites 

that serve as markers for subsequent ubiquitination and degradation. For example, serine 

32 and serine 36 of IĸBα (Brown et al., 1995). Initially, it was believed that IĸB proteins kept 

NF-ĸB dimers localised in the cytosol. However, it has since been suggested that dimers 

bound by IĸBα can shuttle between the nucleus and the cytosol due to the presence of a 

nuclear export sequence in IκBα. Upon degradation of the repressor protein, the shuttling is 

lost and the active dimer then translocates to the nucleus (Huang et al., 2000, Tam et al., 
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2000). Whilst canonical IĸB proteins preferentially bind dimers containing RelA or c-Rel, Bcl-

3 has a high affinity for p52 or p50 homodimers (Wang et al., 2017).  

The members of this protein family are characterised by the ankyrin repeat elements that 

fold to create the ankyrin repeat domain. The primary function of this domain is to mediate 

protein-protein interactions. This was visualised in the crystal structure of IĸBα bound to a 

RelA-p50 heterodimer (Huxford et al., 1998). It can be seen that the first two ankyrin 

repeats of IκBα bury the nuclear localisation sequence of the NF-κB heterodimer, keeping it 

inactive. Additionally IĸBα and IĸBβ both possess a PEST domain in the C terminal end, 

which becomes phosphorylated prior to proteasomal degradation (Hayden and Ghosh, 

2008). Interestingly, Bcl-3 possesses a nuclear localisation sequence in the N terminal region 

of the protein structure and a transactivation domain, resulting in the protein carrying out 

different functions compared to the canonical members (Zhang et al., 1994). 

Bcl-3 is an important regulator of NF-ĸB signalling and functions as a nuclear transcription 

cofactor (Collins et al., 2014). The protein was discovered through cloning the breakpoint of 

a chromosomal translocation in B-cell chronic lymphocytic leukemia. The translocation 

resulted in the overexpression of Bcl-3, resulting in dysregulation of target genes. Bcl-3 is 

said to have target genes involved in cellular proliferation and apoptosis, therefore 

overexpression has been implicated in various cancers. Sensitive to varying types of 

stimulation and cellular environments, the protein can act to aid the expression of NF-ĸB 

target genes or facilitate their repression (Collins et al., 2015). The transactivation domain 

within the C terminal region of the protein results in p50 or p52 homodimers being reliant 

upon Bcl-3 for transcriptional regulation, as the NF-ĸB subunits do not have a 

transactivation domain of their own (Collins et al., 2014). Interestingly, it has been found 

that in the presence of RelB, it is unlikely that a p52 homodimer will form. However, the 

presence of Bcl-3 markedly increases the number of p52 homodimers formed in a given 

population (Pan et al., 2022).  

Bcl-3 has the capability to function as a classical NF-κB inhibitor through removal of p50 and 

p52 homodimers from DNA. In the context of p50 homodimers, Bcl-3 can remove the 

repressive dimers from κB sites facilitating transcriptional activation (Franzoso et al., 1993). 

On the other hand, Bcl-3 can mediate repression of target genes through the inhibition of 

p50 homodimer degradation (Viatour et al., 2004b). The latter relies upon phosphorylation. 
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Post-translational modifications have been linked to the functionality of Bcl-3 as a 

transcriptional cofactor (Viatour et al., 2004a). Serine 394 and serine 398 are 

phosphorylated to mark Bcl-3 for proteasomal degradation (Wang et al., 2017). Little to no 

phosphorylation of the protein is linked to classical NF-κB inhibitor functions. Bcl-3 can be 

phosphorylated by Akt, Erk2 and IKK. Serine 33 is phosphorylated by Akt which stabilises the 

protein by facilitating the switch from a degradative ubiquitination, to a non-degradative 

ubiquitination. This allows nuclear import. Further phosphorylation on serine 144 and serine 

446 by Erk2 and IKK allows recruitment of the protein to target DNA sequences. Bcl-3 is 

known for mediating the activation of genes involved in cell migration, and repressing genes 

involved in cellular death pathways (Massoumi et al., 2006, Wakefield et al., 2013). When 

the phosphosites S114 and S446 were mutated, significant defects in cell migration and 

cellular proliferation were seen (Wang et al., 2017).  

  

Figure 1.4 The mammalian IĸB family. Schematic diagrams to visualise the structural 
domains of the family of repressors. Most importantly, the presence of ankyrin repeats, 
which are the defining feature of the proteins.  
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1.2.5. The IKK complex 

The IκB kinase (IKK) complex is a critical regulator of the NF-κB pathway (Hinz and 

Scheidereit, 2014). The IKK complex is composed of two catalytic subunits, IKK and IKK, 

along with the regulatory subunit, IKK (NEMO) (Figure 1.5). The two kinases share a high 

sequence homology, however are functionally different. This is reflected in the differences 

between ikka-/- and ikkb-/- knockout mouse phenotypes (Gerondakis et al., 2006). The ikka-/- 

mouse displayed developmental defects which led to early neonatal death, resembling the 

phenotype of mice lacking the IκBα protein (Hu et al., 2001). The ikkb-/-  murine phenotype is 

embryonic lethal due to liver apoptosis and hyper-sensitivity to TNFα (Li et al., 1999). This 

phenotype is shared with the nemo-/- mouse (Rudolph et al., 2000). Canonical NF-κB 

signalling is activated through the action of NEMO and IKKβ, with TNF receptor stimulation 

encouraging the rapid, and transient, degradation of IKKα (Solt and May, 2008). The IKKα 

kinase mediates the activation of the non-canonical pathway. Whilst some scientists 

propose that IKKα dimers exist to activate the non-canonical pathway, the most common 

form of the complex is IKKα, IKKβ and a NEMO dimer. IKKβ directly phosphorylates, and 

triggers the degradation of the IĸBs . Whereas, IKKα directly phosphorylates p100 to 

activate the process of proteasomal processing (Xiao et al., 2004).  The kinase activity is 

carried out through the helix-loop-helix domains possessed by the enzymes, and 

dimerisation is mediated by the leucine zipper domains.  Both catalytic IKK subunits also 

contain a NEMO binding domain (Karin, 1999). Only IKKβ contains a conserved ubiquitin-like 

domain that ensures its catalytic activation (Hinz and Scheidereit, 2014).  

NEMO, the regulatory subunit, is a scaffold protein (Hinz and Scheidereit, 2014). The 

regulatory subunit has domains that mediate dimerisation, oligomerisation and interactions 

with the IKKs as well as upstream proteins. The subunit serves as a bridge and enables the 

activation of the catalytic subunits via proximity induced activation. NEMO can specifically 

bind to linear ubiquitination, which is important for the activation of the signalling pathway. 

Through this binding, NEMO brings the IKK complex in close proximity to kinases that 

function to phosphorylate and thus activate, the catalytic IKK subunits (Ea et al., 2006, 

Zhang et al., 2014). Interestingly, NEMO has been found to mediate the downregulation of 
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IKK by serving as a platform for the binding of negative regulators, such as deubiquitinases 

A20 and CYLD (Kovalenko et al., 2003, Zhang et al., 2000).  

Non-degradative ubiquitination has been shown to be important in the activation of the IKK 

complex (Sun and Ley, 2008) Within the IKK complex, it has been established that NEMO is 

directly ubiquitinated during the activation of IKK. Various lysines are modified in response 

to different stimulation. T-cell receptor has been linked to K399, and NOD2 to K285, K68-

linked polyubiquitination. DNA damage incudes mono ubiquitination on K277 and K309 

(Chen, 2005). These events lead to IKK activation as described above. However, 

ubiquitination of NEMO is not the mechanism for all types of IKK activation, for example 

stimulation with LPS has been suggested to be independent to NEMO ubiquitination. On the 

other hand, activation of NF-κB via TLR signalling is reliant upon NEMO ubiquitination to 

activate proinflammatory gene expression. The first E3 ligase to be identified as a key player 

was TRAF6, which facilitates K63-linked ubiquitin chains (Chen, 2012). The activity of the 

ligase has been implicated in the response to various NF-κB inducers, such as DNA damage 

(Hinz et al., 2010), toll-like receptor action (Lupi et al., 2020)and IL-1 stimulation (Schimmack 

et al., 2017). TRAF2 is another E3 ligase which responds to TNF receptor signalling (Wang et 

al., 2017). Both ligases have been found to mediate self-ubiquitination, the poly-

ubiquitination of pathway members, as well as free ubiquitin chains that serve as scaffolds 

during IKK activation. 

The activation of the IKK complex is predicted to occur is various ways, such as 

phosphorylation with IKK kinases or trans-autophosphorylation (Solt and May, 2008). In 

order to become active, the kinases need to be phosphorylated on the activation loop. On 

IKKβ serine 117 and serine 181 are required, and serine 176 and 180 and required for IKKα 

activation (Hacker and Karin, 2006). It is hypothesised that two possible mechanisms are 

able to co-ordinate the phosphorylation of the IKKs. Firstly, the IKKs could phosphorylate 

one another via transautophosphorylation (Solt and May, 2008). It is proposed this occurs 

through conformational changes in the proteins or proximity induced activation via 

oligomerisation of the complex. Secondly, IKK kinases (IKKK) could directly phosphorylate 

the activation loops. It is possible that conformational changes in the IKKs could expose the 

activation loop for phosphorylation events. Equally, it is possible that IKKKs are recruited to 

the IKK complex via receptor or adaptor proteins. An established ubiquitin-dependent IKKK 
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is TAK1 (Adhikari et al., 2007). TAK1 is found in a complex with TAB1 and TAB2, the latter 

possesses a ubiquitin binding domain. NEMO contains the same domain, which allows both 

proteins to bind ubiquitin chains and any adaptor proteins associated with the chains (Sun 

and Ley, 2008). For example, TNFα stimulation leads to the linear and K63-linked 

ubiquitination of RIP1, an adaptor protein. NEMO is recruited to the linear ubiquitination, 

bringing the IKK complex in close proximity to TAK1, which is recruited to K63-linked 

ubiquitin chains via TAB2 (Chen, 2005). This allows the activation of IKK through 

phosphorylation events. However, in response to TLR or IL-1R stimulation, TRAF6 self 

ubiquitinates to serve as the adaptor protein (Sun and Ley, 2008). This recruits TAK1 and IKK 

to allow IKK phosphorylation.  

  

Figure 1.5 The mammalian IKK family. Depiction of the structural domains of the NF-ĸB activator 
complex. The two catalytic subunits contain a catalytic domain and have the most similar 
structures. This domain facilitates kinase activity. They also contain leucine zipper and helix loop 
helix domains that are involved in dimerisation. The regulatory subunit, NEMO, contains an IKK 
binding domain and a ubiquitin binding domain to carry out its function during the activation of the 
signalling pathway.  
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1.2.6. Canonical signalling pathway 

The canonical signalling pathway results in activation of the RelA/p50 heterodimer (Figure 

1.6). This pathway is mostly linked to the upregulation of pro-inflammatory genes in 

response to inflammatory stresses and the release of inflammatory cytokines (Gilmore, 

2006). In unstimulated cells the RelA/p50 heterodimer is kept inactive via IĸBα. When a 

canonical pathway-activating ligand binds to its receptor, IKK becomes activated through 

proximity induced activation, involving the phosphorylation and ubiquitination of the 

regulatory subunit NEMO (Ea et al., 2006). This targets IKK for phosphorylation on the 

activation loop of the protein. This is achieved via various kinases, such as receptor 

interacting kinase 1, transforming growth factor beta-activating kinase 1, or TANK binding 

kinase (Pflug and Sitcheran, 2020). The now active catalytic subunit of the IKK complex is 

able to phosphorylate IĸBα on serine 32 and serine 36. The RelA/p50 dimer is freed through 

the degradation of IkBα. The now active heterodimer can translocate to the nucleolus of 

cells to bind to, and regulate the transcription of, specific κB sites on target genes (Perkins 

and Gilmore, 2006). (Yu et al., 2020). The canonical pathway can be activated by a variety of 

specific receptor-ligand binding events, such as Toll-like receptors, T-cell receptors, B-cell 

receptors and proinflammatory cytokine receptors (Gilmore, 2006). One of the major 

inducers of the canonical pathway is the tumour necrosis factor (TNF), it has been well 

documented that activation of the pathway through the TNF receptor is both rapid, within 

15 minutes, and transient (Van Antwerp et al., 1996). This is because one of the target genes 

of the canonical NF-ĸB pathway is the IĸB gene, thus creating a negative feedback loop to 

avoid constitutive activation (Yu et al., 2020).  

Further target genes of the canonical pathway include regulators of apoptosis (e.g. the anti-

apoptotic gene Bcl-xL) and cytokines (e.g. BAFF) (Liu et al., 2022b). Interestingly, the BAFF 

ligand is an inducer of the non-canonical pathway. It has been shown that the canonical 

signalling cascade can trigger the non-canonical signalling pathway. 

  



18 
 

  

Figure 1.6 The canonical NF-ĸB signalling pathway. (1) The pathway is regulated and 
kept inactive through the binding of the IĸB repressor protein to the p65/p50 
heterodimer. (2)Upon activation of the IKK complex, through post-translational 
modifications, (3) it can carry out its role by phosphorylating IĸB. (4) This serves as a 
marker for the degradation of the protein. (5) Once the heterodimer is free from the 
repressor, the active dimer can translocate to the nucleus to regulate target gene 
expression.  
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1.2.7. Non-canonical signalling pathway 

The non-canonical NF-ĸB pathway is mostly linked to immune cell development, namely the 

development of B and T cells during an immune response. The pathway is mostly connected 

to a RelB/p52 heterodimer and responds to a different subset of stimuli as well as regulating 

different subsets of target genes (Sun, 2017). Activators of this pathway include the CD40 

receptor (Coope et al., 2002) and the B cell activating factor receptor (BAFF-R) (Claudio et 

al., 2002). The signalling cascade, however, is also activated by specific members of the 

tumour necrosis factor superfamily of receptors e.g. Tweak receptor as well as lymphotoxin 

 receptor (Dejardin et al., 2002) and receptor activator of NF-ĸB (Novack et al., 2003). 

It must be noted that the non-canonical signalling pathway is understudied when compared 

to the canonical. This leaves gaps in the knowledge, from the kinases that induce critical 

phosphorylations to activate the pathway, to the wider role the pathway plays in disease. 

Furthermore, it has led to a greater availability of reagents for the laboratory based study of 

the canonical signalling pathway. For instance, chromatin immunoprecipitation (ChIP) is a 

useful technique in the study of transcription factors as it is utilised to capture specific 

protein-DNA interactions. This technique, however, requires antibodies of a very high 

quality, and sometimes at a high concentration. The limits facing scientists during the study 

of p52-DNA binding capacities compared to, for example, RelA-DNA interactions, is much 

greater. This, of course, adds to the lesser knowledge and lesser publications describing the 

non-canonical NF-κB signalling pathway.   

 

1.2.8. The role of p100 

Similarly to the IĸB family, the p100 subunit contains seven ankyrin repeats in the C terminal 

end of the protein (Figure 1.7). Therefore, this subunit is able to dimerise with other NF-ĸB 

subunits through the Rel Homology Domain whilst simultaneously carrying out a repressor 

function (Liao and Sun, 2003). These act to sequester the non-canonical NF-ĸB pathway in 

the inactive state, providing an important method of regulation. The p100 subunit is 

encoded by the NFKB2 gene (Schmid et al., 1991). The NFKB2 gene was largely studied in B 

and T cell lymphomas. In this context, the gene can be subject to a chromosomal 
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translocation resulting a truncated form of the protein lacking the C-terminal ankyrin repeat 

region being produced, leading to the constitutive activation of the non-canonical pathway 

(Chang et al., 1995). This highlights the importance for negative feedback of the pathway 

through the presence of the repressive C terminus of the p100 protein. 

  

Figure 1.7 A detailed view of the p100/p52 protein. Overall, there are six critical serine residues 
that serve as phosphosites during the activation of the non-canonical pathway and the induction of 
p100 processing. These sites are represented by ovals, four in the Rel Homology domain and three 
in the PEST domain. The cleavage point is depicted by the red arrow.  
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1.2.9. Activation of the non-canonical pathway 

Canonical NF-ĸB activation occurs in just 15 minutes. However, non-canonical activation is 

much slower due to the dependency on protein synthesis of NF-κB inducing kinase (NIK) 

(Sun and Ley, 2008). NIK mRNA is continuously synthesised, however, the protein is 

constitutively degraded and thus undetectable in unstimulated cells  (D’Ignazio et al., 2018). 

Activation of the pathway requires the stabilisation of newly synthesised NIK protein (Xiao 

et al., 2001).  NIK degradation is achieved through the recruitment of NIK via TNF-receptor 

associated factor 3 (TRAF3) to a complex with TRAF2 and cellular inhibitors of apoptosis 1 

(cIAP1) and cIAP2 (Figure 1.8).  TRAF3 associates with newly synthesised NIK to facilitate 

degradation. The active E3 ligases are the cIAP proteins, cIAP1 and cIAP2, which possess 

RING domains that are responsible for the ubiquitination of NIK (Yang and Sun, 2015). The 

binding of NIK and subsequent degradation was found to be dependent on TRAF2, a 

member of this degradation complex. Furthermore, overexpression of cIAP1 leads to 

increased degradation of NIK. It has been suggested that the cIAP proteins specifically 

function to target NIK for degradation. It is clear that the proteins recruited in this 

regulatory complex depend highly on one another to keep NIK protein low. This is key to 

regulating the downstream activation of the non-canonical NF-ĸB pathway (Sun and Ley, 

2008). In response to pathway stimulation, NIK is stabilised via the degradation of TRAF2 

and TRAF3 by cIAP1 and cIAP2 or direct stabilisation by the receptor. NIK then undergoes a 

conformational change involving the extension of the N terminus to create the active form 

of the protein (Liu et al., 2012).  

The role of NIK is to bind to trigger a series of phosphorylation events that leads to the 

generation of p52 via proteasomal processing (Qing et al., 2005).  NIK phosphorylates serine 

176 and serine 180 in the activation loop of IKK (Figure 1.7). The catalytic subunit IKK 

directly phosphorylates and triggers the generation of p52 (Ling et al., 1998). Unlike the 

canonical pathway, which relies on the IKK complex in entirety, NEMO and IKK are 

dispensable for non-canonical pathway activation (Perkins, 2003). The critical role of NIK is 

reflected in the murine phenotype of Map3k14-/- mice. The deletion of the Map3k14 gene 

led to disruption or even absence of secondary lymphoid organ architecture.  These mirror 

the defects seen in Nfkb2-/- mice, discussed in Section 12.7.5. The knockout of Nik in mice 
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leads to significantly decreased activation of the non-canonical pathway, hence the 

crossover in the phenotypes (Yin et al., 2001, Li et al., 2016). 

The pathway is also stimulated by a different subset of receptors involved in B cell 

maturation and lymphoid organogenesis (Sun and Ley, 2008). The lymphotoxin  receptor 

(LTR) is a member of the TNF superfamily, controlling processes involving development 

and organisation of lymphoid tissue. Xiao et al documented in 2001 that overexpression of 

LTR in HEK 293 cells enhanced NIK-mediated p100 processing (Xiao et al., 2001). 

Interestingly, the receptor is able to activate the regulation of a different subset of target 

genes through the activation of the canonical signalling pathway. This highlights the delicate 

balance in the cellular environment that drives the subsequent activation of the pathways 

(Dejardin et al., 2002). One of the target genes of LTR-mediated NF-ĸB activation is the 

BAFF receptor.   

Figure 1.8 Activation of the non-canonical pathway. The regulation of the pathway is shown 
with black arrows. The active pathway is shown with red arrows. (1) The degradation of NIK is 
mediated by a complex involving TRAF2/TRAF3/cIAP1/cIAP2. NIK is targeted for 
ubiquitination leading to its proteasomal degradation. This is the key pathway in the 
regulation of the non-canonical signalling pathway. (2) When an appropriate ligand binds to 
its receptor, such as BAFF or CD40, the non-canonical pathway is triggered. (3) The TRAF2 
and TRAF3 are targeted for degradation. (4) Therefore, NIK is no longer degraded and can 
carry out its function in the activation of p100 processing.  
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1.2.10. Phosphorylation of p100, proteasomal processing and generation of p52 

The activation of NIK brings p100 into close proximity with IKK and leads to the generation 

of p52 from the precursor, p100 (Figure 1.9). The partial degradation of p100 by the 

proteasome provides the mechanism to remove repressive C-terminal ankyrin repeat 

domains. This is referred to as regulated ubiquitin/proteasome-dependent processing (Rape 

and Jentsch, 2004, Xiao et al., 2001). There are two key regions of p100 that processing is 

reliant upon: the glycine rich region (residues 346-377) and highly conserved C terminal 

serine residues in the PEST region (S866 and S870) that are phosphorylated by NIK (Figure 

1.7)(Coope et al., 2002, Xiao et al., 2004).  The event results in further  phosphorylation  by 

IKK  at S99, S108, S115, S123 and S872, highlighted in Figure 1.7, which signal for 

ubiquitination (Xiao et al., 2004). The E3 ligase β-TrCP facilitates the creation of a K48-linked 

ubiquitin chain at K856. This serves as the marker for proteasomal processing via the 26S 

proteasome (Figure 1.9) (Ling et al., 1998, Tegowski and Baldwin, 2018). The importance of 

S866 and S870 has been demonstrated by the mutation of these residues to alanine, 

mimicking the loss of phosphorylation. This also leads to the loss of the IKKα docking site 

which has knock-on effects on ubiquitination and therefore p52 generation. Hence, NIK is 

the key driver of the processing of p52 and the activation of the non-canonical NF-κB 

pathway (Liang et al., 2006).  

The proteasomal processing of p100 to the shorter form, p52, frees the NF-κB dimer from 

the repressive ankyrin repeats. The dimer is able to translocate and bind to κB sites in the 

nucleus, regulating target gene expression (Figure 1.9) (D’Ignazio et al., 2018). 
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Figure 1.9 The processing of p100 and the generation of p52. (1) Now stabilised 
NIK and IKKα are recruited to p100. (2) p100 is phosphorylated on key residues 
which targets the protein for ubiquitination. (3) β-TrCP is recruited to the 
complex and mediates the ubiquitination of p100, which leads to proteasomal 
processing. (4) The now active RelB/p52 dimer is able to translocate to the 
nucleus to regulate target genes.  
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1.2.11. Insight from Nfkb2 murine phenotypes 

The generation of genetically engineered NF-κB modified mouse models has served as a 

useful tool in the study of the functions that individual subunits play within organisms.  

The Nfkb2-/- knockout mouse disrupts expression from the entire Nfkb2 gene and therefore 

depletes both the p52 and the p100 protein  (Caamaño et al., 1998). This causes a rather 

crude ablation of the non-canonical signalling pathway. The knockout leads to 

immunological defects such as abnormal spleen and lymph node development, as well as 

defects in T cell responses. Furthermore, the study found a decreased number of B cells in 

addition of impaired B cell function (Caamaño et al., 1998). Papoutsopoulou et al found 

significant impacts to gut physiology (Papoutsopoulou et al., 2022). Using a combination of 

RNA-Seq and proteomics analysis, the study investigated the transcriptional and protein 

signatures of the nfkb2-/- mouse. They determined major defects in B lymphocytes of the 

small intestine leading to deregulated levels of small intestinal immunoglobulins. 

Immunoglobulin A was undetectable in the samples. This indicates that p52/p100 plays an 

important role in the regulation of immunoglobulins in the gut. Finally, the study showed 

the nfkb2-/- mice were resistant to LPS-mediated small intestinal apoptosis.  

Removal of the C terminus of the Nfkb2 gene in mice leads to constitutively active p52 

protein. The NfkbΔC murine phenotype involves early post-natal death, enlarged lymph 

nodes as well as gastric hyperplasia (Ishikawa et al., 1997). This highlights the pivotal role 

that the regulators of NF-κB plays in the cell and the crucial role the p100 precursor protein 

plays. Moreover, it reinforces the part that non-canonical NF-κB signalling plays in 

immunological development as well as the role p52 has as a regulator of cellular 

proliferation. 

Lym1 is a nonsense mutation used by Tucker et al to study a form of p100 that is unable to 

be processed into the active form, p52 (Tucker et al., 2007). The nfkb2Lym1/Lym1 mouse was 

genetically engineered to have a heterozygous Lym1 mutation in the nfkb2 gene. The mice  

are unable to activate the non-canonical signalling pathway. The mutation caused an 

accumulation of p100 protein leading to defects in splenic architecture and a significant 

decrease in circulating mature B cells in the bone marrow and spleen. Furthermore, in the 
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mutant mice, increased incidences of inflammatory infiltrates were detected in the lung and 

liver (Tucker et al., 2007). Interestingly, inflammatory infiltrates in the liver have been linked 

to non-alcoholic liver disease and hepatocellular carcinoma (Llovet et al., 2022). The lym1 

mutation highlighted an element of crosstalk between canonical and non-canonical NF-κB 

signalling. It was found that the inhibitory precursor, p100, was able to bind to RelA 

containing dimers. Therefore, without the processing of the full length protein, RelA 

containing dimers became repressed. The repression caused defective lymph node 

formation and bone homeostasis due to the lack of p50/RelA heterodimers translocating to 

the nucleus to regulate target genes (Jacob et al., 2019).  

1.2.12. p52 target genes 

The p52 subunit has a wide range of target genes, of which this section will discuss four 

subtypes: cell cycle and proliferation, apoptosis, immunity and inflammation,  and NF-κB 

feedback signalling (Sun, 2017). The regulatory transcription factor functions of the p52 

subunit are less discussed in the literature in comparison to other NF-κB subunits.  

Firstly, it is clear p52/p100 plays a role in cell cycle progression and cellular proliferation 

through direct gene regulation (Ledoux et al., 2013). Chromatin immunoprecipitation 

experiments have shown that the oncogene, c-Myc, can be regulated by p52/RelB 

heterodimers to promote cellular proliferation (Demicco et al., 2005). Another way 

p52/p100 supports cell growth is through the encouragement of cell cycle progression. A 

definitive link has been demonstrated between p52 and the G1 Cyclin, Cyclin D1 (Schumm 

et al., 2006). The p52 subunit works alongside Bcl-3 and RelA to regulate CCND1 gene 

expression. Furthermore, p52/RelB heterodimers have been shown to bind directly to the 

promoter of the SKP2 gene (Schneider et al., 2006) The Skp2 protein is an E3 ubiquitin ligase 

that facilitates the degradation of the Cdk inhibitor, p27. This action of p52 is a further 

example of the role the protein plays in cellular proliferation. Schumm et al implied a link 

between p52/p100 and cell division (Schumm et al., 2006). The study showed that p52/p100 

siRNA knockdown led to G2/M arrest. Further research by the Perkins laboratory published 

Polo-like kinase 4 as a direct NF-κB target gene (Ledoux et al., 2013). The p52 subunit was 

shown to bind to several loci on the PLK4 promoter, regulating expression. PLK4 is a critical 

regulator of centriolar duplication during mitosis. Cells challenged to prolonged p52/p100 
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depletion showed significant defects in chromosome structure. Thus, the study implicates 

p52 within the regulation of cell division.  

The direct regulation of apoptotic genes by p52 containing NF-κB dimers is further proof of 

the subunit’s cell survival and cellular proliferation role. Bcl-xL is an anti-apoptotic member 

of the Bcl2 family. RelA/p52 heterodimers were found to bind to the promoter of the gene 

encoding Bcl-xL regulting in its upregulation (Marinari et al., 2004). Similarly, Vacca et al 

showed via chromatin immunoprecipitation that BCL2 was a direct p52 target gene (Vacca 

et al., 2006). The BCL2 gene encodes the protein Bcl-2, which is also an anti-apoptotic 

member of the family. The p52 subunit activates the expression of both gene, which in turn 

suppresses apoptosis, encouraging cell survival and cellular proliferation.  

The NF-κB family is known to have a role in the inflammatory and immune responses. The 

p52/p100 subunit has been shown to regulate genes involved in both cellular processes. 

One link between p52 and the inflammatory response was through the regulation of 

Interleukin-7 receptor α(IL-7 Rα) by p52/RelA heterodimers (Vacca et al., 2006). A further 

example of pro-inflammatory signalling capabilities of p52 is through direct regulation of 

Interleukin-8 (IL-8) (Marinari et al., 2004). IL-8 is a pro-inflammatory cytokine that enables 

neutrophils to locate sites of infection. A heterodimer containing p52/RelA has been proven 

to bind to the promoter region of the gene encoding IL-8 following CD28 stimulation in T 

cells. CD28 can lead to T cell receptor-independent signalling which regulates a specific 

subset of target genes. In the same study, it was determined that p52/RelA could activate B-

cell activating factor (BAFF) gene expression. BAFF is a cytokine within the TNF superfamily 

which plays a role in the proliferation and differentiation of B cells.  

The critical activator of B cells is also a potent stimulator of the non-canonical NF-κB 

signalling pathway. The regulation of BAFF expression via p52/RelA is an example of a 

positive feedback mechanism within non-canonical signalling. Further, the same 

heterodimer was shown to activate NFKB2 gene expression (Liptay et al., 1994b, Schmid et 

al., 1991, Duckett et al., 1993). The positive autoregulation of the NFKB2 highlights the 

important feedback loops that the NF-κB pathway participates in. Through expression of 

NFKB2 and translation to p52/p100, the cell can reinstate the repressive full length of the 

protein to avoid constitutive expression of the pathway, which is linked to various diseases.  



28 
 

1.2.13. Crosstalk between p52/p100 and p53 signalling 

The tumour suppressor, p53, also known as the guardian of the genome, facilitates 

apoptosis, senescence and cell cycle arrest in response to DNA damage or oncogene 

activation (Vousden and Prives, 2009).  The Perkins laboratory have previously 

demonstrated events of crosstalk between the p52 and the p53 transcription factors that 

results in modulation of p53 target gene expression. Rocha et al detailed that induction of 

p53 through UV radiation repressed cyclin D1 promoter activity leading to decreased 

cellular levels of cyclin D1 mRNA and protein (Rocha et al., 2003). The study determined that 

expression of the transcriptional cofactor, Bcl-3, was inhibited through p53 induction. Bcl-3 

acts as a transcriptional coactivator with p52 homodimers, due to the p52 protein lacking a 

transactivation domain, and decreased expression of the cofactor led to increased 

association between p52 homodimers and histone deacetylase 1 (HDAC1). Therefore, in 

response to p53 induction, p52 homodimers were proven to switch from associating with a 

transcriptional activator to a transcriptional repressor, leading to downregulation of cyclin 

D1 gene expression. This serves as an example of the regulation of NF-κB activity via p53 

signalling. 

The p52 subunit was later found to be recruited to the promoters of p53 regulated genes 

(Schumm et al., 2006). For example, it was demonstrated that p52 could directly bind to the 

promoter of the cyclin D1 gene to modulate expression. However, the role of p52 in cellular 

proliferation also included the ability to modulate p53 activity through cooperation with p53 

leading to the regulation of p53 target genes. Alongside upregulation of cyclin D1 

expression, the study found that p52 repressed gene expression of Cdk inhibitor, p21, in a 

p53-dependent manner, supporting cellular proliferation. Finally, through co-

immunoprecipitation experiments, Schumm et al showed that p52 could be recruited to the 

promoters of other p53 target genes. These genes include pro-apoptotic gene, PUMA 

(encoded by BBC3), and cell cycle regulators Chk1 (CHEK1) and GADD45A (GADD45A). The 

study determined that p52 could associate with the promoters of these genes and regulate 

binding of transcriptional co-activators and co-repressors. The research highlighted the 

diverse regulatory role p52 plays within p53-dependent cellular proliferation and the cell 

cycle, both directly and indirectly. 
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Lastly, the Perkins laboratory defined a link between non-canonical NF-κB signalling at p53 

via the EZH2 gene (Iannetti et al., 2014). EZH2 encodes an H3 M27 histone methylase which 

is known to be indirectly regulated by p53. Heterodimers containing p52/RelB were found 

to both directly bind to the EZH2 promoter, as well as indirectly modulating expression 

through the retinoblastoma (Rb) protein. Either way, the p52/RelB dimer upregulated 

expression of the gene. EZH2 then supressed p53 activity leading to repression of p53-

dependent cellular senescence. This is an example of p52 and p53 crosstalk leading to cell 

survival via downregulation of cellular mechanisms. 

 

1.3. NF-κB in health and disease 

1.3.1. NF-κB in inflammatory diseases 

Considering the nature of the NF-κB pathway, it is unsurprising that deregulated signalling 

contributes to a range of diseases. In particular, the canonical signalling pathway is known 

for regulating inflammatory signalling. In cases where the deregulation of the pathway 

results in constitutively active NF-κB, incidences of chronic inflammation can develop 

(Greten et al., 2004). These states of chronic inflammation can therefore be initiated by NF-

κB and are linked to diseases such as rheumatoid arthritis and inflammatory bowel disease.  

Rheumatoid arthritis (RA) is an autoimmune disorder involving chronic inflammation and 

damage to cartilage and bone (McInnes and Schett, 2011). Physiologically, the disease is 

defined by the presence of infiltrating immune cells in the synovium. Early studies into the 

disease detected high levels of NF-κB activation in synovial tissues of RA patients (Asahara et 

al., 1995). As NF-κB can upregulate the transcription of pro-inflammatory genes, such as 

cytokines, inflammation can spread from cell to cell. Sometimes this can be caused by the 

loss of existing negative feedback loops that eliminate aberrant NF-κB activity (Karin, 2009). 

Feed forward loops, however, can also been developed in prolonged states of inflammation 

such as with the NF-κB target gene, TNFα. This ligand also stimulates the canonical pathway. 

In some instances this can be beneficial, as it causes the recruitment of cytotoxic immune 

cells. On the other hand, when constitutively active it can form the inflammatory 

microenvironment (Perkins, 2000). In the context of RA, the NF-κB pathway can activate 

pro-inflammatory cytokines in monocytes and macrophages, which are cell types known to 

contribute to the pathophysiology of the disease (Davignon et al., 2013). Through feed 
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forward loops, this can contribute to disease progression. Further, the NF-κB dependent 

upregulation of inflammatory cytokines can indirectly encourage the differentiation of Th17 

cells, a type of T cell that is important in RA (Liu et al., 2017). The NF-κB pathway has been 

shown to directly activate the expression of genes encoding transcription factors that aid 

the differentiation of Th17 cells. Bone loss is another symptom of RA (Deal, 2012). The RANK 

ligand is an inducer of NF-κB signalling that leads to the differentiation of monocytes and 

macrophages into osteoclasts (Yao et al., 2009). Deregulation of NF-κB leads to the 

deregulation of osteoclast differentiation and therefore contributes to the destruction of 

bones. 

Inflammatory bowel disease (IBD) impacts the gastrointestinal tract and is believed to be 

caused be deregulated responses to intestinal microbes (Xavier and Podolsky, 2007). Colonic 

tissues of patients suffering from IBD were analysed, which revealed constitutively activated 

NF-κB activity (Schreiber et al., 1998). The disease has been linked to the p50/p105 subunit 

as mutations resulting in the inhibition of NFKB1 expression were found in patients (Liu et 

al., 2017). A murine phenotype was created involving a knock-in mutation within the Nfkb1 

gene (Chang et al., 2009). A stop codon was introduced at the processing site of p105, 

leading to the synthesis of p50, without the negative regulator precursor protein, p105. The 

study found that mice carrying the mutation developed IBD-like symptoms. This shows that 

p50/p105 plays a critical role in mediating and regulating the inflammatory response in the 

gut. Chronic inflammation and related inflammatory diseases can predispose an individual 

to developing various types of cancer (Multhoff et al., 2012). 

 

1.3.2. NF-κB in cancer 

Constitutive NF-κB activation is linked to various types of cancer. Genetic mutations 

contribute to the aberrant activation of the pathway, however these are mostly seen in 

haematological cancers. In some cases, mutations reside in the genes encoding the 

subunits, this is mostly associated with the REL (encoding c-Rel), NFKB1 (encoding 

p50/p105) or NFKB2 (encoding p52/p100). Mutations in the REL gene are mostly point 

mutations that lead to amplification of the gene. These are found in Hodgkins lymphoma 

and diffuse large B cell lymphomas. Mutations in NFKB1 or NFKB2 usually involve the 

constitutive removal of the repressive C terminal domains. Upstream activators or 
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regulators of the pathway are also found to be mutated in cancer contributing to the 

constitutive activation of the NF-κB pathway. For example, gain of function mutations are 

found in activators, such as CD79 and MYD88. Conversely, loss of function mutations are 

found in regulators, such as deubiquitinases, CYLD, A20 and negative regulator, IKB. The loss 

of IκB activity leads to constitutively nuclear NF-κB dimers. This has been found in DLBCL, 

Hodgkins lymphoma, glioblastoma and nasopharyngeal cancer.  

Once active, constitutive NF-κB has been found to contribute to the hallmarks of cancer 

(Gilmore, 2021). Inflammation is one of the hallmarks of cancer. It is known that chronic 

inflammation can lead to cancer through inducing DNA damage or suppression of tumour 

suppressive genes (Colotta et al., 2009). NF-κB often links incidences of chronic 

inflammation and cancer, as the pathway is often found to be active in solid tumours. It is 

thought inflammation can either promote the growth of a tumour or develop as a 

consequence of cancer progression. Either way, NF-κB has the ability to modify the 

microenvironment of a tumour by inducing cytokine expression, for example IL-6. The NF-

κB-mediated upregulation of cytokinesis found in breast and lung cancers. Feed forwards 

loops involving increased NF-κB activity induced by the increase in pro-inflammatory 

cytokines was found to encourage the tumour environment by functioning as cell survival or 

cellular proliferation factors (Perkins, 2000, Multhoff et al., 2012). Deregulated 

inflammatory signalling has been linked to enhancing angiogenesis, another hallmark of 

cancer. Angiogenesis is the process by which cancer cells develop new vasculature to aid the 

survival of a tumour. Tumour growth is limited unless angiogenesis occurs, allowing the 

supply of vital nutrients. Genes involved in encouraging angiogenesis, VEGF, IL8 and MMP9 

are NF-κB target genes. Thus, constitutive activation of the pathway leads to the 

upregulation of these genes, promoting the development of new blood vessels. 

Furthermore, in high grade prostate adenocarcinoma increased RelA and p50 expression 

was found and this leads to increased expression of MMP9 and VEGF, genes known for 

stimulating angiogenesis and cell migration, respectively (Shukla et al., 2004). Angiogenesis 

is said to function alongside metastasis. Metastasis is the development of secondary 

tumours at a new site. The process requires cell migration and invasion. Deregulated NF-κB 

has been linked to metastasis through direct gene regulation. A study investigating 

metastasis in breast cancer revealed that genes involved in the EMT, such as TWIST and 
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SLUG, are target genes of the NF-κB pathway. Aberrant NF-κB activation, therefore 

significant upregulation of those genes, is associated with aggressive, metastatic cancers.  

Cell survival is a necessity for malignant cancer cells to continually divide and contribute to 

progression of the disease. Cancerous cells evolve to evade apoptosis, it is thought that 

aberrant NF-κB activation in tumours contributes to an anti-apoptotic signal (Kaltschmidt et 

al., 2018).  Interestingly, several anti-apoptotic genes are NF-κB target genes, such as Bcl2-

like factors, BCL2L1  (encoding Bcl-cL) and BCL2 (encoding Bcl-2), TNFAIP3 (encoding A20) 

and the cellular inhibitors of apoptosis cIAPs (Perkins, 2000).  

Whilst there are certain circumstances in which the NF-κB family acts as a tumour 

suppressor, this is understudied in comparison to tumour promoting roles. This, however, 

could be influenced by the fact that researchers have a tendency to study end stage 

malignant cancer cells. During those circumstances, NF-κB is generally a tumour promoter, 

as outlined above. When NF-κB was studied in the context of cancer, it was mostly within its 

role inflammation or mutations that activate the pathway. A fascinating example of the 

tumour suppressive capacity of NF-κB involves a link between RelA and the DNA damage 

response (Moles et al., 2016). The residue that bridges these pathways is threonine 505 of 

RelA. The cell cycle checkpoint kinase, Chk1, phosphorylates T505. This induces the 

expression of pro-apoptotic target genes and provides a tumour suppressing role. The 

Perkins laboratory created a knock-in mouse to study this, mutating T505 to alanine 505 

which removes the possibility of phosphorylation.  

The mouse model proved a useful tool in establishing that the removal of the 

phosphorylation event caused a reversal of the tumour suppressing role to one of a tumour 

promoting nature. The molecular switch caused the mice to develop early onset 

hepatocellular carcinoma.  

1.3.3. p52/p100 in cancer 

NFκB2 has been implicated in various cancer types (Kaltschmidt et al., 2018). The subunit 

can contribute to cancer development either through chromosomal rearrangement of the 

NFKB2 gene or through the mutation of upstream members of the non-canonical pathway 

(Perkins, 2012). Gene rearrangement has been documented in lymphomas, such as multiple 

myelomas, B-cell non-Hodgkin lymphomas, but mostly in cutaneous T-cell lymphomas 

(Gilmore, 2021). The outcome of the rearranged gene is a truncated form of the p100 
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protein, removing repressing ankryin repeat domains. The truncated protein can bind to κB 

sites rendering the non-canonical signalling pathway constitutively active. Rearrangement of 

this manner correlates to poor survival for patients. Mutations of upstream non-canonical 

proteins can also lead to the constitutive activation of the pathway having detrimental 

effects (Schumm et al., 2006). Multiple myeloma is a cancer involving aberrant proliferation 

of bone marrow plasma cells (Rajkumar, 2011). The non-canonical pathway is known to be 

critical for the development of B cells and formation of germinal centres (Sun, 2017). 

Pathway activating mutations have been described in 20% of multiple myelomas, such as 

gain of function mutations of NIK and CD40 (activating ligand), or loss of function mutations 

of key regulators, such as the cIAPs (Gilmore, 2021). The most frequent loss of function 

mutation is within the TRAF3 gene. This type of mutation leads to the stabilisation of NIK, 

causing aberrant pathway activation. (Keats et al., 2007).  

Non-canonical NF-κB signalling has been linked to several of the hallmarks of cancer 

(Hanahan and Weinberg, 2011). The p52/p100 subunit has been linked to increased cellular 

proliferation and cell survival of cancer cells (Kaltschmidt et al., 2018). Increased levels of 

upstream non-canonical NF-κB activating kinase, NIK, is seen in pancreatic cancer samples. It 

has been documented that NIK is critical for the proliferation of pancreatic cancer cells 

through regulation of non-canonical NF-κB target genes (Döppler et al., 2013). In order to 

continue aberrant cell growth and cell division, cancerous cells must maintain the integrity 

of their telomeres (Bordeira Gaspar et al., 2018). Telomeres are repetitive regions at the end 

of chromosomes that shorten with every round of division. TERT, telomerase enzyme 

catalytic subunit, maintains the length of telomeres and mutations in the gene are 

associated with driving cancer (Dratwa et al., 2020). The activation of the non-canonical 

signalling pathway has been linked to increased expression of TERT in glioblastoma cells 

contributing to aberrant cell division and cancer cell survival (Li et al., 2015). Another 

example of p52/RelB dimers contributing to cancer cell survival is through the link to nucleic 

acid editing enzymes, known as APOBECs. These enzymes can directly mutate cancer cell 

DNA which can drive tumorigenesis (Tegowski and Baldwin, 2018). Chromatin 

immunoprecipitation analysis found that protein kinase C activation induced the binding of 

RelB/p52 on the promoter of the APOBEC3B gene. This was found in HPV positive cervical 

head and neck tumour derived cell lines (Leonard et al., 2015). Therefore, p52 is known to 
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play a tumour promoting role, in a wide range of cancers, through the enhancement of cell 

survival and cellular proliferation.  

There is a definitive link between the p52/p100 protein and the p53 tumour suppressor 

protein (Rocha et al., 2003, Schumm et al., 2006, Iannetti et al., 2014). Some cancer 

mechanisms have been found to function by hijacking the transcription factor action of 

p52/p100 containing dimers. The Perkins laboratory has previously described a link between 

RelB/p52 heterodimers and increased EZH2 expression in CLL cells (Iannetti et al., 2014). 

RelB/p52 have the ability to bind to the promoter of EZH2, which is a histone 

methyltransferase that facilitates gene repression. This binding event can inhibit p53 

mediated senescence by repressing the expression of p53 target genes. Interestingly, this 

mechanism has also been found in melanoma cells. This is an example of tumour promoting 

activity of p52 via p53 signalling. Further to this, Schumm et al detailed a p53-dependent 

link between p52 and Cdk inhibitor, p21, in cancerous cell lines (Schumm et al., 2006). p52 

homodimers can be recruited by p53 to the CDKN1A gene (encoding p21) to repress 

expression. The downregulation of the cell cycle regulator could contribute to aberrant cell 

division and cellular proliferation which is characteristic of cancerous cells. Therefore, p52 

could contribute to the cell survival of cancer cells through the p53 tumour suppressor 

protein.  

NFκB2 has also been found to play a role in angiogenesis and metastasis (Kaltschmidt et al., 

2018). The former being the creation of a new blood supply allowing a tumour to grow 

larger than 1-2mm2. The latter involving the invasion of cancerous cells into surrounding 

tissues. ICAM is known for angiogenesis and is a p52 target gene. Matrix metalloprotease, 

MMP-9, is also upregulated by p52 dimers (Chaisson et al., 2004). NFκB2 overexpression has 

been found in breast and colon cancer. Non-canonical NF-κB signalling isknown to regulate 

the development of mammary glands. High levels of p52/p100 and RelB expression in their 

tumours are associated with poor patient survival (Rojo et al., 2016). Whilst the mechanisms 

underlying the contribution of non-canonical NF-κB signalling to breast cancer are unclear, it 

is thought that it could effect the epithelial mesenchymal transition (EMT), which 

contributes to metastasis (Tegowski and Baldwin, 2018). 
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1.4. The nucleolus and cellular stress 

The primary function of the nucleolus is ribosome production. Within this organelle, the 

components of the large and small subunits of the ribosome are synthesised (Boulon et al., 

2010). The first three events in the process of ribosome biogenesis occur within the 

nucleolus prior to export to the cytoplasm  for the final assembly step (Sloan et al., 2013a). 

First, transcription of ribosomal DNA to synthesise the long precursor ribosomal RNA takes 

place in the fibrillar centre (FC) (Boisvert et al., 2007). Hence, the FC contains required 

machinery for this that includes RNA polymerase I. The second step, pre-RNA processing, 

occurs in the dense fibrillar component (DFC). Thus, the DFC houses the required 

components for this step, such as snoRNAs and snoRNPs. The granular component 

surrounds the FC and the DFC, and is the site at which the assembly of the pre-ribosomal 

subunits takes place (Boulon et al., 2010). This is the stage in which the maturing large and 

small ribosomal subunits are formed through assembling of complex large RNA-protein 

complexes. The size of the nucleoli within cells is dependent upon cellular activity. For 

example, the higher the growth rate or metabolic rate, the larger the nucleoli (Yang et al., 

2018).  

Cellular stress causes a reorganisation to the overall structure of nucleoli. This is described 

as nucleolar segregation (Boulon et al., 2010). Initially, this involves the condensation of the 

FC and GC which leads to the separation of these nucleolar structures. Proteins involved in 

the process of ribosome biogenesis are repurposed to form nucleolar caps (James et al., 

2014). This leads to the breakdown of the nucleolar structure. Nucleolar stress, also referred 

to as ribosomal stress, is the term used to describe this structural breakdown (Sloan et al., 

2013a). Nucleolar stress can be caused by DNA damage, including damage by UV radiation, 

nutrient stress, hypoxia, viral infection and artificially by various drug treatments (Pelava et 

al., 2016). Ribosomal components contained within the nucleolus, such as ribosomal 

proteins, are released. Hence, the terms nucleolar stress and ribosomal stress being 

interchangeable. Proteomic analysis of nucleoli reveals the protein content of the nucleolus 

redistributes to the nucleoplasm following stress (Boulon et al., 2010). A study performed in 

HCT116 cells both with and without the presence of p53 revealed the shuttling and 

redistribution of proteins in response to stress-induced nucleolar breakdown, is dependent 

on p53 (Boisvert and Lamond, 2010). As well as protein localisation, further studies have 
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suggested the concentration of the proteins in the nucleolus and nucleoplasm, also change. 

This suggests a complex reorganisation of the organelle during cellular stress (Yang et al., 

2018).  

 

1.5. The Eukaryotic Ribosome 

The eukaryotic ribosome is a large ribonucleoprotein complex, consisting of an array of 

ribosomal proteins and ribosomal RNAs (rRNA) (Doudna and Rath, 2002). rRNAs are the 

most common type of RNA in the cell.  They form the majority of the ribosome and play a 

critical catalytic role within the organelle. The function of the ribosome is as a catalyst for 

the translation of messenger RNA (mRNA) into protein (Catez et al., 2019). The mature 

eukaryotic ribosome is also known as the 80S ribosome and consists of a small subunit (40S) 

and a large subunit (60S) (Thomson et al., 2013). The ‘S’ refers to their sedimentation 

coefficient, which relates to the sedimentation of a particle during centrifugation. The two 

subunits are mostly connected through RNA-RNA contacts and play a synergistic role in the 

synthesis of polypeptides from mRNA (Doudna and Rath, 2002). The primary function of the 

40S subunit is the decoding of mRNAs through the correct pairing of codons with 

appropriate transfer RNAs (tRNAs) (Fraser et al., 2007).  tRNAs act as a bridge between 

mRNA and the amino acid sequence of the corresponding protein (Berk et al., 2006). The 

small subunit contains 32 ribosomal proteins and the 18S rRNA (Sloan et al., 2019). The 60S 

subunit serves to catalyse peptide bond formation throughout protein synthesis as it 

contains the peptidyl transferase active site (de la Cruz et al., 2015). The large subunit 

houses 46 ribosomal proteins and the 28S, 5.8S and the 5S rRNAs. Both of the ribosomal 

subunits are needed to translocate the mRNA to the following codon to start a fresh 

translation cycle (Khatter et al., 2015).  

Interestingly, the eukaryotic ribosome possesses one additional rRNA and around 20-30 

additional proteins in comparison to prokaryotic ribosomes (Doudna and Rath, 2002). There 

is, however, a large degree of conservation between species, mostly contained within the 

core of the ribosome. It has been seen upon comparison of yeast and bacterial ribosomes 

that outside of the conserved rRNA core, there are differences to the structure (Kressler et 

al., 2010). These are likely to serve a functional purpose, however this still remains unclear. 
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1.6. Eukaryotic Ribosome Biogenesis  

A human cell contains 2-10 million ribosomes. Every time a single cell undergoes mitosis 

resulting in two identical daughter cells, each ribosome must be accurately replicated 

(Pelava et al., 2016). The rate of ribosome biogenesis is one of the most energetically costly 

processes ongoing in the cell. As protein production is dependent on ribosomes, ribosome 

biogenesis directly impacts cellular growth and proliferation (Sloan et al., 2013a). Therefore, 

the regulation of this process is critical, with deregulation being associated with disease 

(Kampen et al., 2019). Eukaryotic ribosome biogenesis requires the organisation and 

involvement of RNA polymerase I, II and III alongside 200 ribosome assembly factors 

(Thomson et al., 2013).  Due to the energy required to carry out the process, ribosome 

biogenesis is rapidly inhibited in response to various cellular stresses, such as hypoxia, 

ultraviolet radiation, and oncogene expression, causing nucleolar stress (Pelava et al., 2016).  

The synthesis of a new ribosome begins with the transcription of ribosomal DNA (rDNA). 

The nascent ribosomal RNA (rRNA) is then processed, modified and joined by newly 

synthesised ribosomal proteins to form the maturing large and small ribosomal subunits 

(Pelava et al., 2016). The final step involves the joining of the two subunits to form the 

mature 80S ribosome. The entire process occurs in three different cellular localisations; the 

nucleolus, the nucleoplasm and the cytoplasm (Sloan et al., 2014). 

 

1.6.1. rDNA transcription 

There are four ribosomal RNAs (rRNA) that need to be transcribed: the 18S, the 5.8S, the 

28S and the 5S. Three of the rRNAs (18S, 5,8S and 28S) are transcribed as a single precursor 

rRNA, the 47S, by RNA polymerase I (Tafforeau et al., 2013). This occurs in the nucleolus. 

The genes encoding rRNAs are located on the short arms of chromosomes 13, 14, 15, 21 and 

22. These genes are uniquely organised in clusters of tandem repeats and are susceptible to 

recombination (Lindström et al., 2022). When RNA polymerase I is recruited to the 

promoter regions of rDNA genes, the pre-initiation complex assembles. The complex 

consists of upstream-binding factor and promoter selectivity factor SL1 complex (Raška et 

al., 2004). Formation of this complex allows RNA polymerase I to initiate transcription and 

translocate across the gene. TTF-1 factor binds to the termination sequences of the gene 
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and serves as a marker for RNA polymerase I to terminate transcription (Jansa and Grummt, 

1999).  

The 5S rRNA is unique as it is transcribed independently by RNA polymerase III (Ciganda and 

Willaims, 2014). The gene encoding the 5S rRNA is located on chromosome 1 and 

transcription of the gene is dependent upon a 5’ flanking region in the DNA sequence. 

Transcription factor IIIA binds to an internal control region in the 5S rDNA gene to control 

transcription and has also been found to bind to the freshly synthesised 5S rRNA aiding 

transport and storage (Lee et al., 2006). The 3’ end of the transcript is removed via 

processing which, in humans, is thought to be dependent on the ribosomal protein, RPL5 

(Sloan et al., 2013a). 

1.6.2. Mammalian rRNA processing 

The pre-cursor rRNA transcript, the 47S rRNA, is subject to a sequence of endonucleolytic 

cleavages and exonucleolytic processing events (Mullineux and Lafontaine, 2012, Sloan et 

al., 2013b). The end result of this being the three rRNAs required for incorporation into the 

ribosome: the 18S, the 5.8S and the 28S. There are four spacers that need to be removed, 

two external transcribed spacers, the 5’ and 3’ ETS, and two internal transcribed spacers, 

ITS1 and ITS2 (Nazar, 2004). The detailed mechanism of rRNA processing is not fully 

undestood in mammals with the process being much better understood in yeast (Sloan et 

al., 2019).   

Within the 5’ ETS there are two cleavage sites, the A’ and the A0. Cleavage of A’ has been 

found to occur in a co-transcriptional manner and processing of the site requires multiple 

cofactors, for example snoRNPs and the exonuclease XRN2 (Kass et al., 1987, Sloan et al., 

2014). A’ processing produces the 45S pre-rRNA intermediate (Mullineux and Lafontaine, 

2012). In close succession, the 45S is cleaved within the ITS1 at site 2 by RNAse MRP 

(Goldfarb and Cech, 2017). This creates the 30S and the 32S pre-rRNA intermediates. ITS1 

cleavage is the first step in the separation of the small subunit rRNAs and the large subunit 

rRNAs (Tomecki et al., 2017).  

The cleavage and processing of sites A0 and 1 in the 30S pre-rRNA intermediate generates 

the 21S pre-rRNA. The exact cofactors performing the cleavage sites in mammals is not 

known. However, it is suggested that UTP23 cleaves at site A0 and UTP24 at site 1 (Wells et 
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al., 2016, Wells et al., 2017). The 18SE precursor is formed through the exonucleolytic 

cleavage of site 2 and 2a by the exosome and RRP6. The final step in the nucleolus involves 

the further processing of ITS1 of the 18SE rRNA in the nucleolus by the protein, PARN (Sloan 

et al., 2014, Kobyłecki et al., 2018). The maturing 18S rRNA is then exported and subject to a 

final cleavage event at site 3 facilitated by NOB1. This produces the mature 18S rRNA (Bai et 

al., 2016).  

Simultaneously, processing of the 32S pre-rRNA occurs. This involves processing of ITS2 

leading to separation of the two large ribosomal subunit rRNAs (Sloan et al., 2013b). The 

initial stage involves a cleavage at site 4 which gives rise to the 12S and the 28S pre-rRNA. 

Whilst the factor responsible for this cleavage step remains unknown, it is suggested to be 

LAS1 (Gasse et al., 2015). The 5’ and 3’ ends of the 5.8S rRNA are cleaved from the 12S pre-

RNA via exonucleases alongside a multitude of other factors (Tafforeau et al., 2013). The 

pre-28S rRNA is processed to form the mature 28S rRNA. All three mature rRNAs are 

exported into the cytoplasm, however it remains unclear at which stage and by which 

mechanism this occurs (Wang and Pestov, 2011).  

There is an alternative pre-rRNA processing pathway in mammalian cells, termed the minor 

pathway (Sloan et al., 2013b). This involves the initial cleavage step that forms the 18SE and 

the 36S pre-rRNA. The 18SE pre-rRNA is processed into the 18S rRNA. The 36S pre-rRNA is 

processed into the 5.8S and 28S rRNAs (Tomecki et al., 2017, Wells et al., 2016). This 

pathway is said to more closely resemble the processing events in yeast.  

 

1.6.3. Ribosomal protein production 

The genes encoding ribosomal proteins (RPs) exist as single genes that contain specialised 

elements to aid synchronised transcription and co-regulation of translation (de la Cruz et al., 

2015). The latter being facilitated by a genetic sequence encoding a terminal 

oligopyrimidine (Levy et al., 1991). Transcription of these genes is carried out by RNA 

polymerase II. Once complete, RP mRNAs are exported to the cytoplasm to be translated 

(de la Cruz et al., 2015). The mTOR signalling pathway is a critical regulator of cellular 

metabolism (Iadevaia et al., 2014). It has been shown to play a role in the translation of RP 

mRNAs. Through enabling the preferential translation of ribosomal proteins, the mTor 
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signally pathway has a direct influence on ribosome biogenesis, protein synthesis and 

therefore cellular proliferation.  

Following translation, the ribosomal proteins are transported to the nucleolus to carry out 

their role in ribosome biogenesis. The RPs assemble with pre-rRNA as well as having 

secondary roles in rRNA processing, maturation and folding (Henras et al., 2015). It is known 

that RPs are produced in excess and rapidly degraded. This mechanism ensures that RP 

production does not limit the vital progression of ribosome biogenesis during cell division, 

with proteasomal degradation ensuring that the nucleolus is not overwhelmed with unused 

RPs (Lam et al., 2007).  

RPs are often accompanied with chaperones that protect the protein from degradation (de 

la Cruz et al., 2015). A general chaperone network exists, however some RPs are known to 

interact with a specific chaperone. Chaperones are known for making contact with newly 

synthesised polypeptides and can play a role in protein folding together with protecting RPs 

from premature protein-protein interactions (Pillet et al., 2017). The majority of research 

into RP chaperones has been conducted in yeast, therefore little is known about human RP 

chaperones. One emerging, and important, human RP chaperone is the protein HEATR3 

(Zhang et al., 2013, O'Donohue et al., 2022). It has been shown that cells depleted in 

HEATR3 have impaired nucleolar import of RPL5 (O'Donohue et al., 2022). This protein is a 

member of the 5S RNP, an important complex discussed in Section 1.6.4 and Section 1.7. 

Interestingly, defects in the HEATR3 protein were found in patients with Diamond Blackfan 

Anemia (DBA) and Chrohn’s disease. DBA is known to be caused directly from defects in 

ribosome biogenesis (discussed further in Section 1.8) (Choesmel et al., 2007). 

RPs are best known for their incorporation into the maturing ribosome, however, many 

have been implicated in having extraribosomal functions (Warner and McIntosh, 2009, 

Molavi et al., 2019). These include activation of p53 signalling, crosstalk with the NF-B 

pathway and association with cell cycle regulators.  

1.6.4. 5S RNP production and incorporation into maturing ribosome 

The 5S ribonucleoprotein particle (5S RNP) is comprised of the 5S rRNA and ribosomal 

proteins, RPL5 and RPL11 (Sloan et al., 2013a). The 5S RNP complex assembles prior to 

incorporation into the large subunit and forms part of the central proturberance of the 
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ribosome (Madru et al., 2015). This functions as a link between the LSU and SSU (Ciganda 

and Willaims, 2014). The assembly pathway of the 5S RNP has not been fully described in 

human cells. It does, however, begin in the cytoplasm with the association of RPL5 and the 

5S rRNA. This interaction is critical for the stability of the 5S rRNA allowing the 5S rRNA/RPL5 

complex to translocate to the nucleoplasm where RPL11 binds (Pelava et al., 2016). The 

stability of the 5S RNP complex relies upon the presence of all three components (Bursać et 

al., 2012). The 5S RNP is therefore unique within ribosome biology, as the three members 

are the only ribosomal components to join as part of a pre-existing complex (Ciganda and 

Willaims, 2014). 

It is likely that the 5S RNP interacts with a myriad of ribosome assembly factors. Many of 

these still remain unknown but been shown that incorporation of the 5S RNP into the LSU 

involves RRS1 and BXDC1 (Sloan et al., 2013a). However, it can be said that the recruitment 

of the 5S RNP into the LSU is not dependent upon these factors as depletion of RRS1 and 

BXDC1 did not cause a significant impact on ribosome biogenesis (Kharde et al., 2015). 

These factors were the first to be investigated in human cells as they are direct homologues 

of yeast proteins, Rrs1 and Rpf2, that have been shown to be critical to the integration of 5S 

RNP into the large subunit. On the other hand, PICT1 has been shown to have a distinct role 

in 5S RNP incorporation in human cells (Sloan et al., 2013a). It was demonstrated that PICT1 

was able to bind to all of the components of the 5S RNP, with depletion of the protein 

causing significant impairment to LSU assembly. It is unlikely that the 5S RNP solely relies 

upon one protein chaperone. Sloan et al demonstrated that depletion of NOP2 and BOP1 

proteins also impaired the recruitment of the 5S RNP into the LSU. It is predicted that each 

ribosomal component that is incorporated into the maturing human ribosome requires a 

variety of chaperones. These chaperones may exist in transient complexes or are involved in 

sequential transient interactions. Either way, 5S RNP recruitment relies upon the action of 

several assembly factors that remain unknown.  

 

1.6.5. Assembly of the 80S ribosome 

The assembly of the 80S ribosome is the final step in ribosome biogenesis (Thomson et al., 

2013). Each ribosomal subunit matures independently prior to the final assembly step. The 

exact mechanism of this final step in humans remains unknown. A study found that the 
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human protein eIF6 is capable of keeping the ribosomal subunits apart in vitro (Valenzuela 

et al., 1982). This was followed up by Ceci et al. who found that eIF6 could bind to the 60S 

ribosomal subunit, however not to the 80S ribosome (Ceci et al., 2003). The study proposed 

that release of eIF6 is required for the joining of the LSU and SSU in humans. The study of 

ribosome biogenesis in humans is greatly understudied in comparison to yeast. This is likely 

due to the complexity of human biology. However, further insight into the biogenesis 

pathway in humans could aid the understanding of mechanisms by which deregulation of 

the pathway contributes to disease and therefore the design of specifically targeting 

therapeutics.   

1.7. The Regulatory Role of the 5S RNP 

As mentioned previously, ribosomal proteins are known to have functions independently to 

the ribosome (Molavi et al., 2019). The 5S RNP is a prime example of this. The complex is 

unique as it can exist stably in the cell independent to the ribosome (Pelava et al., 2016). 

The stability of the complex is dependent upon the presence of all three members (Bursać 

et al., 2012). This allows the 5S RNP to carry out regulatory roles and function as a 

regulatory hub for multiple signalling pathways. In incidences of stress, ribosome biogenesis 

is rapidly inhibited (Pelava et al., 2016). This state is often referred to as nucleolar stress, or 

ribosomal stress. Through this inhibition, the 5S RNP can accumulate and carry out functions 

to respond to the stress (Sloan et al., 2013a). 

1.7.1. The 5S RNP/MDM2/p53 pathway 

The p53 protein is kept at low cellular concentrations in unstimulated, non-cancer cells 

through the action of its key regulators, MDM2 and MDMX (Schon et al., 2002). These 

proteins work together to catalyse E3 ubiquitin ligase functions that lead to degradation of 

p53 via the 26S proteasome (Hannan et al., 2022). The removal or inactivation of MDM2 is 

required to stabilise and activate p53 leading to the transcription of p53 target genes. This 

tumour suppressor is best known for its role in promoting cell cycle arrest and apoptosis 

following DNA damage or oncogene activation and is referred to as the ‘guardian of the 

genome’ (Vousden and Prives, 2009). Different RPs have been implicated in the p53 

response to nucleolar stress (Yang et al., 2018, Fumagalli et al., 2012). Originally, it was 

believed that ribosomal stress and subsequent ribosome biogenesis inhibition led to an 

increase in ribosomal protein production, which in turn led to activation of p53 signalling. 
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This was later disproved, due to the rapid degradation and high instability of RPs (Bursać et 

al., 2012). One example of an RP reported to regulate p53 is RPL26, which was shown to 

bind to the untranslated region of p53 mRNA and promote its translation (Chen and Kastan, 

2010). However this model has been criticised due to the instability of solitary RPs making it 

unlikely that a single RP would be capable of forming a complex with p53 mRNA and 

facilitating protein synthesis (Pelava et al., 2016). The 5S RNP, however, is a stable complex. 

Fumagali et al. performed a stringent analysis of the specific role each ribosomal protein 

plays in nucleolar stress (Fumagalli et al., 2012). Each RP was depleted in turn and the 

structure of the nucleolus and the activation of p53, was studied. As mentioned previously, 

cellular stress and the inhibition of ribosome biogenesis causes the breakdown of the 

nucleolar structure. Depletion of essential RPs would be sensed by the cell as deregulation 

of ribosome biogenesis, which would cause inhibition of the process. The majority of RPs 

were found to not impact the structure of the nucleolus or p53 action. A subset of RPs did 

not impact nucleolar structure yet activated p53 and, finally, only eight were implicated in 

both. Depletion of RPL5 and RPL11 caused a major breakdown of nucleolar structure 

without activating p53 (Bursać et al., 2012, Fumagalli et al., 2012). Further, double depleting 

RPs known to cause p53 activation alongside RPL11 or RPL5 was sufficient to inhibit p53 

activation. Therefore, the study showed that RPL11 and RPL5 are critical to p53 activation 

following ribosomal stress.  

In normal cellular conditions, the majority of the 5S RNP is incorporated into the maturing 

60S ribosomal subunit (Pelava et al., 2016). In response to the inhibition of ribosome 

biogenesis, the 5S RNP accumulates in a ribosome free state (Figure 1.10). The 5S RNP is a 

key player in the response to nucleolar stress through direct regulation of p53 stabilisation 

(Sloan et al., 2013a). The role that the 5S RNP plays within this pathway is by promoting the 

dissociation of MDM2 from p53, allowing p53 to stabilise. RPL11 of the 5S RNP directly binds 

to MDM2 thus inhibiting its E3 ligase function (Zheng et al., 2015). Interestingly, through the 

study of the crystal structure of RPL11 bound to MDM2, it can be determined that this 

association is mutually exclusive to RPL11’s incorporation into the ribosome (Zheng et al., 

2015, Khatter et al., 2015).  Whilst other RPs have been found to activate p53 signalling via 

this mechanism, it is clear that the 5S RNP is the most critical. Upon depleting RPL11 or RPL5 

and challenging cells to nucleolar stress, Hannan et al demonstrated a ‘blunting’ effect upon 
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p53 stabilisation and activation (Hannan et al., 2022). The study investigated the impact of 

RPL11 or RPL5 depletion in response to various nucleolar stress activators, including 

chemotherapeutic drugs, actinomycin D and 5-fluorouracil, UV radiation and ionising 

radiation. Furthermore, a mutant MDM2 cell line was used. A single point mutation was 

introduced into the MDM2 gene to prevent the binding of RPL11 to MDM2, thus ablating 

the 5S RNP/MDM2/p53 pathway. In response to a panel of nucleolar stress inducers, the 

point mutation resulted in decreased p53 activation and stabilisation. This was an important 

study, as depleting ribosomal proteins will cause ribosome biogenesis to inhibit through the 

critical quality control mechanisms. Therefore, depletion alone can cause states of nucleolar 

stress in the cell. On the other hand, the point mutation within the MDM2 gene leaves 

ribosome biogenesis pathways intact and allows the specific investigation of the loss of the 

5S RNP/MDM2 interaction. Given that the MDM2 mutation was sufficient to negatively 

impact the stabilisation and activation of p53, it suggests that 5S RNP/MDM2 is critical for 

the p53-dependent response to nucleolar stress.  

Prior to the identification of the 5S RNP complex interacting with p53, it was determined 

that p53 activity could be induced through overexpression of RPL11 or RPL5 (Horn and 

Vousden, 2008). Interestingly, co-expression of the two proteins led to increased p53 

activity. Furthermore, depletion of RPL11, which in turn depletes RPL5 as they are mutually 

dependent for stability, was sufficient to disable p53 activation in response to ribosomal 

stress (Bursać et al., 2012). Although the prevalent model proposes that MDM2 dissociates 

from p53 following 5S RNP binding, this has recently been challenged through a 

combination of chromatin immunoprecipitation and co-immunoprecipitation data. Mahata 

et al found that RPL11 is able to bind to the promoter of p53 target gene, CDKN1A, in a p53 

dependent manner and this association is enhanced through the induction of ribosomal 

stress (Mahata et al., 2012).Furthermore, unpublished work from the Watkins laboratory 

demonstrated, via co-immunoprecipitation, the 5S RNP in association with MDM2 and p53 

simultaneously. Therefore, it is possible that the 5S RNP can bind to the MDM2/p53 

complex. This supercomplex could then translocate to the promoter region of p53 target 

genes to modulate gene expression. Either way, as ribosome biogenesis is so rapidly 

inhibited in response to cellular stress, the 5S RNP/MDM2/p53 pathway serves as a critical 

regulator of cellular fate (Pelava et al., 2016).   
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Figure 1.10 The 5S RNP mediated response to nucleolar stress. In normal cellular 
conditions (signified with black arrows) the 5S RNP is incorporated into the 60S ribosomal 
subunit during ribosome biogenesis. MDM2 binds to p53 to facilitate proteasomal 
degradation. However, in response to various cellular stresses, ribosome biogenesis is 
rapidly inhibited causing a state of nucleolar, also referred to as ribosomal, stress 
(signified by red arrows). This causes an accumulation of ribosome-free 5S RNP which is 
able to bind to MDM2 via RPL11, inhibiting the degradation of p53. The p53 tumour 
suppressor protein stabilises and activates to carry out its role in the cell.  
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1.7.2. Regulation of the oncogene, c-Myc 

The human MYC gene encodes the oncogene, c-Myc (van Riggelen et al., 2010). Mutation or 

amplification of this gene are often linked to cancer due to c-Myc being a master regulator 

of cellular growth and metabolism. One mechanism through which this is achieved is 

through upregulation of ribosome biogenesis. c-Myc has been linked to the regulation of 

ribosomal protein synthesis, exportation of ribosomal subunits and rRNA transcription 

through the recruitment of cofactors and RNA polymerase I (Macias et al., 2010).  

Interestingly, RPL11 of the 5S RNP has been found to interact with c-Myc (Dai et al., 2007b). 

This interaction decreased histone acetylation at the promoters of c-Myc target genes, thus 

repressing transcription. Moreover, siRNA mediated knockdown of RPL11 was sufficient to 

upregulate transcription and translation of the MYC gene itself in human U2-OS cells. 

Conversely, overexpression of RPL11 repressed the activation of MYC target genes (Dai et 

al., 2007a). Ribosomal stress results in impaired cellular proliferation due to the inhibition of 

ribosome biogenesis. It is hypothesised that RPL11 and c-Myc exist in a negative feedback 

loop, and that the constrained proliferation during ribosomal stress occurs through 

inhibition of c-Myc dependent gene expression.  

1.7.3. Regulation of the tumour suppressor protein, p14ARF 

The tumour suppressor p14ARF operates in the same cellular signalling pathway as the p53 

tumour suppressor, causing cell cycle arrest and apoptosis in response to stresses (Sugimoto 

et al., 2003). The p14ARF tumour suppressor protein activates p53 to repress aberrant cell 

proliferation in response to oncogene activation (Cilluffo et al., 2020). Similarly to p53, 

p14ARF is found to be mutated, deleted or inhibited in around 40% of cancers (Sugimoto et 

al., 2003). p14ARF  is known to bind to, and inhibit the action of, MDM2 allowing p53 activity 

(Weber et al., 2002).  

ARF has also been shown to bind to the C terminus of RPL11, forming a complex of 

RPL11/ARF/MDM2/p53 (Dai et al., 2012). The use of siRNA mediated knockdown of RPL11 in 

U2-OS cells was sufficient to lower ARF-dependent p53 activation. On the other hand, 

overexpression of ARF leads to RPL11 accumulation in a ribosome independent state. The 

ribosome free state allows RPL11 to bind to MDM2 and carry out its regulatory role of p53 

signalling. Sloan et al demonstrated that each member of the 5S RNP complex is vital for 

p53 activation via ARF (Sloan et al., 2013a).  
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1.8. Ribosome Biogenesis and Disease 

Mutations in genes encoding ribosomal proteins, or defects within the ribosome biogenesis 

pathway, can lead to disease (Zhou et al., 2015). Mutated ribosomal proteins have been 

implicated in a wide range of diseases, from cardiovascular and neurodegenerative, to 

various cancers. For example, mutations in the gene encoding RPL10 has been linked to 

autism (Klauck et al., 2006). Further, increased phosphorylation of RPS15 has been linked to 

neurodegeneration and sporadic Parkinson’s disease, with the introduction of a point 

mutation at threonine 136 to alanine was able to rescue the degeneration in a Drosophila 

model (Martin et al., 2014). 

There is a group of 20 genetic diseases specifically linked to defected ribosome biogenesis. 

These are referred to as, ribosomopathies (Kampen et al., 2019). The most widely studied of 

these diseases are Diamond Blackfan anaemia, Treacher Collins syndrome, Schwanchman-

Diamond syndrome and 5q syndrome.  

Diamond Blackfan anaemia (DBA) involves mutations of ribosomal proteins, causing 

decreased expression (Choesmel et al., 2007). These include, but are not restricted to: RPL5, 

RPL11, RPS19, RPS7, RPS17, RPS15, RPS27a and RPL36. RPS19 is the most prevalent RP 

involved in DBA onset, with 25% of patients possessing a mutation in the gene (Boria et al., 

2010). Patients suffer from extreme cases of anaemia caused by the failure of red blood cell 

production in the bone marrow. The disease has been linked to a predisposition to cancer, 

in particular acute myeloid leukaemia (McGowan and Mason, 2011). Some researchers 

believe that DBA results from the disruption of the 5S RNP/MDM2/p53 pathway leading to 

reduced p53 activity (Pelava et al., 2016). The protein components of the 5S RNP complex, 

RPL5 and RPL11, are mutated in 11.4% of DBA patients (Narla and Ebert, 2010). DBA leads to 

developmental issues, such as abnormal thumb formation and cleft palette malformations. 

Mutations in RPL11 are associated with the former, and RPL5 mutations the latter 

(McGowan and Mason, 2011, Cmejla et al., 2009). It was recently determined that deletion 

in a single Rpl11 allele in adult mice leads to acute anaemia (Franklin et al., 2023). This 

haploinsufficiency is able to activate p53 in hematopoietic tissues and impacts red blood cell 

development by disrupting erythroid differentiation. Interestingly, the phenotype was 

rescued through a single allele p53 deletion, as well as by disrupting the 5S RNP/MDM2 
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interaction . This indicates that the murine phenotype is driven by the 5S RNP-induced 

activation of p53, highlighting the link between defective 5S RNP and DBA.  

Haploinsufficiency of the TCOF1 gene is linked to Treacher-Collins disease. The TCOF1 gene 

is involved in pre-ribosomal complexes and is vital for the assembly of ribosomes (Jones et 

al., 2008). Patients with Treacher-Collins develop craniofacial defects (Kadakia et al., 2014). 

Crossing the Tcof1 heterozygous knockout mice with p53-null mice rescued facial defects 

developed by the tcof1 mutant mice (Jones et al., 2008). This suggests that the disease 

arises from inappropriate activation of p53 and supports the link between p53 signalling and 

ribosome biogenesis. Finally, the study highlights the role of p53 in the apoptotic pathways 

of bone cells (Pelava et al., 2016).  

1.8.1. Ribosome biogenesis in cancer 

The link between ribosome biogenesis and cancer has been widely reported (Pelletier et al., 

2017). For instance, cancer cells display a large increase in nucleolar size and number 

accompanied by increased ribosome biogenesis. In 2002, it was proposed that ribosomes 

could house a degree of heterogeneity, arising from variability in the many components of 

the ribosome (Mauro and Edelman, 2002). It is said to function in the regulation of 

translation through the varying ribosomes having preference for different subsets of mRNA 

(Li and Wang 2020 JCB). This is predicted to aid the cell to respond to the need to adjust 

protein levels during cellular processes. It has been more recently suggested that ribosome 

heterogeneity could directly play a role in tumorigenesis through the development of ‘onco-

ribosomes’ that preferentially synthesise proteins that aid cancer progression (Elhamamsy 

et al., 2022). Cancerous cells go through reprogramming of cellular signalling pathways and 

metabolic processes (Hanahan and Weinberg, 2011). The reprogramming can lead to 

abnormal RNA polymerase I activity, contributing to hyperactivity of ribosome biogenesis 

mechanisms (Ferreira et al., 2020). One of the earliest steps in ribosome biogenesis, the 

formation of the pre-RNA transcripts, has been directly linked to cancer. Overexpression of 

the pre-RNA was associated with poor survival of alveolar rhabdomyosarcoma, suggesting 

deregulation of this step would lead to more advanced cancer progression (Elhamamsy et 

al., 2022).  

One of the main drivers of ribosome-associated cancer are mutant ribosomal proteins. Low 

level mutations will inhibit the process of ribosome biogenesis (Zhou et al., 2015). This will 
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lead to the activation of p53, enabling downstream processes, such as cell cycle arrest or 

apoptosis which will aim to prevent onset of disease. Significant mutations, however, have 

the ability to escape the quality control mechanisms in place (Zhou et al., 2015, Pelletier et 

al., 2017). Such mutations are heterozygous mutations in genes encoding ribosomal 

proteins, often found in patients with genetically inherited ribosomopathies (Pelletier et al., 

2017). linked to acute myeloid leukaemia, colon carcinoma and osteogenic sarcoma (Ajore 

et al., 2017). During circumstances in which the cancer cell evades regulatory mechanisms, 

such as tumour suppressor activation, DNA damage response or programmed cell death, 

aberrant ribosome biogenesis and protein translation is able to occur (Pelletier et al., 2017). 

Moreover, as the 5S RNP is linked to both oncogenes and tumour suppressors that are often 

mutated in cancer, this could lead to the loss of those important cellular stress responses. 

For example, the oncogene c-Myc is known for increasing translation events through 

regulating genes involved in ribosome biogenesis (Elhamamsy et al., 2022). 

A murine mouse model was created to eliminate the RPL11/MDM2 interaction (Macias et 

al., 2010). Cysteine 305 of the MDM2 gene was mutated to phenylalanine, which has been 

shown to prevent the binding of RPL11 to MDM2 in response to ribosomal stress (Liu et al., 

2014). Macias et al studied this model in the context of B cell lymphoma to determine the 

influence the 5S RNP/MDM2/p53 pathway had upon disease progression (Macias et al., 

2010). The MDM2-C305F mutants possessed less p53 protein than the wild-type due to the 

prevention of the MDM2/RPL11 interaction. Therefore, MDM2 is able to mediate the 

ubiquitination and subsequent degradation of p53 (Macias et al., 2010). Murine embryonic 

fibroblasts were cultured from the mutant mice and in response to ActD induced ribosomal 

stress, decreased cell cycle arrest and increased cellular proliferation was observed. This 

study demonstrated the important tumour suppressive role the 5S RNP/MDM2/p53 

pathway plays. B cell lymphoma is often c-Myc driven. To study this in vivo, scientists have 

developed a mouse model called the Eµ-myc mouse. These mice constitutively express c-

Myc in their B cells (Adams et al., 1985). Crossing the C305F homozygous mouse with the 

Eµ-myc mouse enabled the study of the 5S RNP/MDM2 interaction within the context of B 

cell lymphoma (Macias et al., 2010). The eradication of the interaction led to early onset of 

B cell lymphoma and decreased survival rates. It has therefore been suggested that the 5S 



50 
 

RNP/MDM2/p53 pathway could be a good target for chemotherapeutic agents (Catez et al., 

2019).  

It has been hypothesised that mutation of the RPL5 gene is a driver of cancer (Zhang et al., 

2022). The gene is included within the COSMIC (Catalogue of Somatic Mutations in Cancer) 

database as a tier 1 cancer driver. RPL5 frameshift, nonsense and missense mutations are 

present in 34% of breast cancers, 11% of glioblastomas and 28% of melanoma patients. 

Patients with multiple myeloma and glioblastoma have a worse overall survival if they 

express low levels of RPL5 mRNA (Fancello et al., 2017).  

Because of the definitive link between ribosome biogenesis, tumour suppressors and 

oncogenes, it is not surprising that scientists are looking to target the pathway 

therapeutically (Catez et al., 2019). For example, the chemotherapies ActD, 5FU and 

olaparib, a PARP inhibitor, which all induce p53 activity through 5S RNP-mediated 

mechanisms (Iapalucci-Espinoza and Franze-Fernández, 1979, Sun et al., 2007, Han et al., 

2022).  Ribosome biogenesis inhibition through direct inhibition of RNA polymerase I, such 

as through the use of ActD, tends to lead to cell cycle arrest rather than apoptosis 

(Lindström et al., 2022). Therefore, the use of such drugs in the treatment of cancer is not as 

favourable as those that directly induce cell death. Through in silico design a small molecule 

RPL11 mimetic was designed and synthesised to disrupt the RPL11/MDM2 interaction 

(Wang et al., 2022). Whilst further research is needed to support the claims, the publication 

demonstrated the disruption of the interaction inhibited tumour cell growth through 

apoptotic mechanisms. The compound studied, named S9, was demonstrated to bind 

directly to MDM2. Treatment of U2-OS and HCT116 cells with the S9 mimetic led to G2/M 

arrest and apoptosis. It is suggested the cellular effects are due to the S9 induced 

stabilisation and activation of p53. The study included an in vivo model involving the use of 

HCT116 cell derived xenograft models in mice. Despite an insignificant impact on the weight 

of the mice, the use of S9 was able to significantly decreased tumour volumes. Thus, the 

small molecular mimetic functions to bind to MDM2, inhibiting its E3 ligase activity, and 

allowing p53 to activate in cancerous cells, which leads to an inhibition of cellular 

proliferation. 
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1.9. Experimental Aims and Objectives 

This thesis aimed to elucidate the role of p52 in the ribosomal stress response. A previous 

collaboration between the Perkins and Watkins laboratory demonstrated an association 

between p52 and RPL11 of the 5S RNP. This association was enhanced through ultraviolet 

radiation, a known inducer of ribosomal stress. The link between p52 and p53 signalling, and 

the regulation of p53 signalling via the 5S RNP, has been widely discussed. I further 

investigated the p52/RPL11 interaction and its role in cross-talk between non-canonical NF-

κB activity and the 5S RNP/MDM2/p53 pathway. 
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Chapter 2 Materials and Methods 

2.1. Mammalian cell culture 

All cell lines were grown at 37⁰C and 5% CO2 in an incubator. Upon reaching 70% confluency, 

cells were passaged using 1X Trypsin-EDTA in sterile phosphate buffered saline. All cell lines 

were cultured in Dulbecco’s Modified Eagles Medium (DMEM) supplemented with 1% L-

glutamine and 10% foetal bovine serum. Various cell lines were utilised, including those with 

stably transfected plasmids. The cell lines, transfected plasmids, selection and tag inducing 

reagents are detailed in Table 2.1. Selection reagents were added to cell culture media at 

every other passage. Tag inducing reagents were added at least 24 hours prior to further 

treatment or harvest to ensure adequate expression of plasmid encoded proteins. Drugs 

utilised, drug targets and concentrations are indicated in Table 2.2. 

2.1.1. Cell freezing and cell storage 

Cell pellets were resuspended in freezing media consisting of FBS supplemented with 1% 

DMSO. Aliquots of the suspension were transferred to cryovials before being insulated and 

placed in a -80°C freezer. Once frozen the vials were moved to liquid nitrogen storage or 

stored in a -152°C freezer.  
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Cell line Description Transfected 

plasmid 

Selection 

reagents  

Tag inducing 

reagent 

U2-OS Osteosarcoma cell 

line; wild-type p53 

   

HCT116 Colorectal cancer 

cell line; wild-type 

p53 

   

GFP U2-OS Osteosarcoma cell 

line expressing 

GFP; wild-type p53 

pEGFP-C2  G418 Sulphate 

200µg/ml 

 

GFP-p52 U2-OS Osteosarcoma cell 

line expressing 

GFP-tagged p52; 

wild-type p53 

pEGFP-C2-

p52 

G418 Sulphate 

200µg/ml 

 

 

H1299 Human non-small-

cell lung carcinoma 

cell line  

   

FLAG U2-OS cells stably 

expressing a Flp-IN 

T-Rex tetracyclin  

includible plasmid 

pcDNA5/FR

T/TO 

100µg/mL 

hygromycin B 

 

10µg/mL 

blastacidin S 

1µg/mL 

Tetracyclin 

FLAG-MDM2 U2-OS cells stably 

expressing a Flp-IN 

T-Rex tetracyclin  

includible plasmid 

PcDNA5/FR

T/TO-

MDM2 

 

100µg/mL 

hygromycin B 

 

10µg/mL 

blastacidin S 

 

1µg/mL 

Tetracyclin 

 

Table 2.1 Details of human cancer cell lines used   
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Drug name Target Concentration 

Actinomycin D RNA polymerase II 5nM 

UV radiation RNA polymerase I 40J/m2 

5-flurouracil  thymidylate synthase 50µM 

Doxorubicin Topoisomerase II 1µM 

Z-VAD FMK Caspase 1, Caspase 3 - 10 50µM 

Table 2.2 Details of drug treatments 

 

2.1.2. Transfections 

Prior to transfections, culturing media was changed from DMEM to Opti-MEM Reduced 

Serum Media (Gibco, Life Technologies) due to a correlation with increased transfection 

efficiency. Transfections were carried out as detailed below. Cells were left to grow in the 

Opti-MEM containing the transfection mixture overnight before being replaced with DMEM 

to allow cells to recover prior to drug treatment.  

2.1.3. Transient transfection 

Cells were seeded to a confluence of 50% the day before the intended transfection. Per 2mL 

of Opti-MEM used, the following transfection mixture was used: 2µL Lipofectamine 2000 

(Life Technologies), 1µg plasmid DNA and 100µL Opti-MEM. The preparation of the 

transfection mixture was carried out by incubating Lipofectamine 2000 with Opti-MEM for 5 

minutes followed by the addition of plasmid DNA. The mixture was further incubated for 10 

minutes prior to being added to cell cultures in a drop-wise manner. 

2.1.4. RNAi transfection 

Cells were seeded to a confluence of 30% the day before transfection. The transfection 

mixture contained siRNA (final concentration 5nM), InterferIN (Polyplus) and Opti-MEM. The 

InterferIN transfection reagent and Opti-MEM were used at a ratio of 1:100 with volumes 

varying in relation to the size of culture dish used. InterferIN was added to Opti-MEM and 

incubated for 5 minutes. siRNA was added gently and incubated for 10 minutes. The 

transfection mixture was added to cells in a drop-wise manner. 
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2.2. Cell Harvest 

To harvest solely the adherent population of cells, media was poured off prior to scraping 

the cells in 1 X PBS. The total population of cells were harvested by scraping cells in growth 

media. This allows the harvest of both adherent and floating cells in the dish. Cell pellets 

were collected by spinning cell suspensions at 300 x g at 4°C for 5 minutes. Pellets were 

washed once with 1 X PBS and supernatants were removed prior to protein or RNA 

extractions. 

2.3. Glycerol Gradient Centrifugation 

The 10-40% glycerol gradient was produced using a BioComp Gradient master (model 107ip) 

by adding 2ml of 10% glycerol (10% glycerol (v/v), 0.2% Triton-X-100 (v/v), 1.5mM MgCl2, 

20mM HEPES, 150mM KCl, 0.5mM EDTA, 1mM DTT) solution to an Ultra-Clear™ Centrifuge 

tube (Beckman) followed by 2ml of 40% glycerol solution (40% glycerol (v/v), 0.2% Triton-X-

100 (v/v), 1.5mM MgCl2 20mM HEPES, 150mM KCl, 0.5mM EDTA, 1mM DTT). Cell pellets, 

previously snap frozen, were resuspended in 1x gradient buffer E (20 mM HEPES pH 8.0, 150 

mM KCl, 0.5 mM EDTA, 0.1 mM DTT, 5% glycerol) and sonicated for two 15 second intervals 

separated by a 30 second break. Triton X-100 was added to a final concentration of 0.2% and 

the sample was spun at 4°C at 18,000xg for 10 minutes. 400µl was loaded onto the gradient. 

The gradients were centrifuged in a swTi60 rotor (Beckman L7-80) at 4°C at 52,000rpm for 

90 minutes. Fractions of 200 µl were removed sequentially from the supernatant until 

fraction 21. Fractions were snap frozen in liquid nitrogen and stored at -80°C. The proteins in 

the fractions were analysed via western blotting (Section 1.5.6).  

2.4. Flow Cytometry  

To analyse the cell cycle profiles of whole U2-OS cells, the cells were harvested in PBS and 

fixed in 1mL of 70% ethanol whilst continuously vortexing to avoid the formation of clumps. 

Cells were stored at -80°C. To stain the cells, the cell suspension was spun at 6000xg for 5 

minutes prior to washing in PBS. To collect cells, an additional spin was performed.  The cell 

pellets were resuspended in 200uL of staining solution (20ug/mL RNase A, 50ug/mL 

propidium iodide) and incubated in the dark for 20 minutes. Samples were analysed on a 

Canto Flow Cytometer. Subsequent data analysis was performed using FlowJo. 
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2.5. In Vitro Techniques and Cloning 

2.5.1. Bacterial transformation 

Appropriate strains of bacteria were selected for use depending on whether DNA (XL1-blue 

or DH5α) or protein (pLysS) were being isolated. Between 0.5-1µg of plasmid DNA was 

incubated with 25µL of competent bacteria for 30 minutes on ice. The mixture was subject 

to heat shock at 42°C for 30 seconds and placed back on ice for 5 minutes. The mixture was 

spread evenly on an LB-ampicillin plate and incubated at 37°C overnight to allow the 

formation of colonies. Plasmids used throughout the project are detailed in Table 2.3. 

For plasmids exhibiting a low transformation efficiency, an extra recovery step was 

performed prior to spreading bacteria on the plate. 900µL of SOC media was added to the 

competent bacteria/plasmid DNA mixture and incubated at 37°C whilst being constantly 

agitated. 

Plasmid name Vector backbone Bacterial selection agent  

GST control pGEX-61-P Ampicillin  

GST-p52 pGEX-61-P-p52 Ampicillin 

GST-RPL11 pGEX-61-P-RPL11 Ampicillin 

GFP control pEGFP-C2 Ampicillin 

GFP-p52 pEGFP-C2-p52 Ampicillin 

RSV control  Ampicillin 

RSV-RelB  Ampicillin 

pJET-p52E86A pJET1.2 Ampicillin 

pJET-p52E86Q pJET1.2 Ampicillin 

pJET-p52E86V pJET1.2 Ampicillin 

Table 2.3 Details of plasmids and selection agents required. 
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2.5.2. Recombinant protein expression and purification  

Following bacterial transformation of the desired plasmid containing the gene encoding a 

recombinant protein, a single colony was grown in 20mL LB-ampicillin (100µg/mL) overnight 

in a shaking incubator set at 37°C and 200RPM. The 20mL starter culture was added to 

400mL LB-ampicillin and grown in the same conditions. Each hour 1mL of culture was taken 

to measure the optical density. Once the optical density indicated the exponential growth 

phase of the culture, IPTG (1mM) was added. After four hours of IPTG induction, the bacteria 

were pelleted by centrifugation at 3000xg for 30 minutes. Protein was extracted using 

BugBuster (Merck Millipore) according to manufacturer’s specifications. GST and GST tagged 

proteins were isolated from crude extracts by incubation with glutathione-agarose beads for 

1 hour. 

2.5.3. Cleavage of GST Tag from GST-tagged proteins 

Crude extracts of GST-tagged proteins were diluted with 1 X phosphate buffered saline and 

incubated with 50µL glutathione agarose bead slurry, being turned end over end, for 1 hour 

at 4°C. The protein/bead complexes were incubated in 500µL cleavage buffer (50mM Tris pH 

7, 150mM NaCl, 1mM EDTA) and 2 units of PreScission Protease for a further 2 hours at 4°C. 

The GST/bead complexes were pelleted and supernatant containing untagged recombinant 

proteins harvested. The solution containing recombinant proteins were subject to two 

further incubations with 30µL glutathione agarose bead slurry to ensure successful removal 

of PreScission Protease, GST and GST-tagged proteins.  

20µL of supernatant was supplemented with 1X SDS loading buffer and the size of the 

protein checked via coommassie staining of SDS PAGE gels before use in pulldown assays. 

2.5.4. Isolation of plasmid DNA  

In order to isolate plasmid DNA from transformed colonies of XL-1 blue or DH5α E. Coli, 

single colonies were grown in LB-ampicillin media overnight. Depending upon the desired 

DNA yield either a 10mL culture or 50mL culture was created. For the former, DNA was 

purified using the GeneJet Plasmid Miniprep kit (ThermoFisher) and for the latter a MidiPrep 

Plasmid Kit (Qiagen). Both extraction protocols were performed according to manufacturer’s 

specifications. The miniprep or midiprep kits yielded varying concentrations of DNA in 30-

50µL or 100-200µL total volume, respectively. 
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2.5.5. Restriction endonuclease digest of DNA 

All DNA digests were performed to manufacturer specifications. One Weiss unit of enzyme 

was used per 1µg of lambda DNA and incubated at the appropriate temperature for an hour. 

Specific restriction endonucleases used are specified in figure legends. 

2.5.6. Design of gBlock sequences 

Short sequences of double stranded DNA were designed at a specific locus of the p52 gene 

using SnapGene. Any mutations were encoded in the sequences before ordering the DNA in 

the form of a gBlock (Integrated Data Technologies). The double stranded DNA was 

resuspended in nuclease free water and incubated at 50⁰C for 15 minutes. 

2.5.7. Ligation of gBlock into pJET1.2 

The designed gBlocks were cloned into pJET1.2 plasmid backbones using the CloneJet PCR 

cloning kit (ThermoFisher Scientific) according to manufacturer’s specifications.  

2.5.8. Ligation 

Vector backbone and insert DNA that was previously digested with restriction endonucleases 

and gel extracted was quantified through comparison to known concentrations of DNA on a 

1% agarose gel. A molar ratio of either 1:3 or 1:5 (vector:insert) was incubated in a total 

volume of 20µL with 1 X T4 DNA ligase buffer (ThermoFisher) and one Weiss unit of T4 DNA 

ligase (Thermo Fisher) at 16°C overnight. 5µL of ligated DNA was used in a DNA 

transformation as described above (Section 1.4.1). 

2.6. Protein Techniques 

2.6.1. Protein extraction – mammalian whole cell lysates 

Harvested cell pellets were resuspended in PhosphoSafe (Merck Millipore) extraction buffer 

to harvest cytosolic proteins. The samples were left to lyse for 5 minutes at room 

temperature. Lysates were spun at 20,000xg at 4°C for 10 minutes to remove nuclear and 

chromatin associated proteins. Prior to spinning at 20,000xg at 4°C for 10 minutes. The 

supernatant was used for future analysis. 
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2.6.2. BCA assay 

Quantification of protein concentrations was carried out using the microplate PierceTM BCA 

Assay (ThermoFisher Scientific; ref: 23225). Bovine serum albumin (BSA) standards were 

made according to manufacturer's specification. 2µL of standard concentrations of BSA were 

added to corresponding wells to create a standard curve. The same volume of each sample 

was loaded into designated wells. A 1:50 dilution of reagent B:reagent A was made and 

100µL added to each well on a microplate. The plate was incubated at 37⁰C for 30 minutes 

and a spectrophotometer was used to measure the absorbance (562nm). The protein 

concentrations were quantified relative to the standard curve. 

2.6.3. Coommassie blue staining  

To visualise the size, presence or abundance of proteins, SDS PAGE gels, detailed in Table 

2.4, were run at 140V for 45 minutes prior to being incubated in fixing solution (50% water 

(v/v), 40% ethanol (v/v), 10% acetic acid (v/v)) for 30 minutes. The fixed gels were washed 

with distilled water twice for 5 minutes. The coommassie blue stock solution (80% water 

(v/v), 10% phosphoric acid (v/v) 10% ammonium sulfate (v/v), 0.1% Coomassie G250 (w/v)) 

was supplemented with 20% methanol and used to stain the gel overnight, being constantly 

shaken. Images of stained gels were taken using a digital camera.  

Gel: Water 

(ml) 

40% 

Acrylamide 

(ml) 

1.5M 

Tris 

pH8.8 

(ml) 

1.5M 

Tris 

pH6.8 

(ml) 

10X SDS 

(µl) 

10X Aps 

(µl) 

TEMED 

(µl) 

10% 2.4 1.25 1.25  50 50 1 

12% 2.1 1.5 1.25  50 50 2 

15% 1.75 1.9 1.25  50 50 2 

Stacking 1.46 0.25  0.25 20 20 2 

Table 2.4 SDS PAGE Gel components 

  



60 
 

2.6.4. GST pulldown assay  

GST or GST-tagged RPL11 were purified using glutathione-agarose beads and subject to 5 

washes with 1 X PBS supplemented with 0.1% Tween-20. The GST/bead or GST-RPL11/bead 

complexes with incubated end over end with 1µg of untagged recombinant p52 protein for 2 

hours at 4°C in cleavage buffer (50mM Tris pH 7, 150mM NaCl, 1mM EDTA). The beads were 

thoroughly washed with cleavage buffer supplemented with 0.1% Nonidet P-40 prior to 

eluting potential protein complexes from the beads with the addition of 1 x SDS loading 

buffer and heating samples at 95°C for 10 minutes. Visualisation of presence of GST, GST-

tagged RPL11 or p52 within samples was achieved using western blotting analysis.  

2.6.5. Co-immunoprecipitation 

The Chromotek GFP-Trap system allows rapid purification of GFP-tagged proteins. GFP and 

p52-GFP expressing U20S cells were grown to 70% confluency. Half of the dishes were 

treated with actinomycin D for 5 hours and cell pellets left in 250µL NP-40 lysis buffer 

(10mM Tris pH 7.6, 150mM NaCl, 0.5mM EDTA, 0.75% (v/v) NP-40) on ice for 30 minutes 

with extensive pipetting every 10 minutes. Samples were spun for 10 minutes at 20,000g 

(4⁰C). The protein concentration was determined using a BCA assay and equal amounts of 

protein were added per IP followed by dilution using a 1:1 ratio of lysis buffer:dilution buffer 

(10mM Tris, 150mM NaCl, 0.5mM EDTA) to a final volume of 350-500µL depending on 

protein concentration. Samples were left to rotate at 4⁰C overnight with 10µL of 

equilibrated GFP-Trap agarose beads or 5µL of equilibrated GFP-Trap magnetic beads per IP 

reaction. The following day, the beads were washed with dilution buffer and eluted in 20-

40µL 2X SDS buffer (120mM Tris pH 7.6, 20% (v/v) glycerol, 4% (w/v) SDS, 0.04% (w/v) 

bromophenol blue, 10% (v/v) β-mercaptoethanol) depending on the amount of protein 

loaded per IP. Proteins present in complexes isolated by the beads were visualised via 

western blotting. 

2.6.6. Western blotting 

Each SDS page gel was prepared according to Table 2.4. Following Co-IPs a third of the 

eluted sample volume was loaded per well with corresponding input samples. Specific 

percentage of input loaded per experiment indicated in figures and calculated in relation to 

total volume. Following protein lysis 10 µg of sample diluted in 5X SDS loading dye (0.25M 

Tris pH6.8, 1% SDS (w/v), 40% Glycercol (v/v), 8% β-mercaptoethanol (v/v), 0.05 

bromophenol blue) were boiled for 10 minutes and loaded into each well. Following glycerol 
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gradient centrifugation, 20µl of sample was diluted in 5X SDS loading buffer to reach a final 

concentration of 1X, boiled and loaded in each well. Gels were run at 90mV for 10 minutes 

followed by 140mV for 45-60 minutes. PVDF membranes (Merck Millipore) were submerged 

in methanol for 15 seconds, 2 minutes in water and 5 minutes in 1X semi-dry transfer buffer 

(4.8mM Tris, 3.9mM Glycine, 0.01% SDS, 20% MtOH (v/v)). Proteins were transferred from 

gel to membrane at 20mV for 30 minutes using the Trans-Blot® TurboTM Transfer System 

(Biorad). Membranes then underwent the blocking step in 5% (w/v) milk-Tris buffered 

saline-Tween (TBS-T; 20mM Tris, 0.5M NaCL, 0.1% Tween-20, pH 7.6) for one hour. 

Membranes were incubated in primary antibody overnight at 4⁰C (Table 2.5). The following 

day the primary antibody was washed off using TBS-T and the membranes incubated in 

secondary antibody (Table 2.6) diluted in 5% milk TBS-T for 120 minutes. Secondary 

antibodies were washed off the membranes before developing using chemiluminescence 

(PierceTM ECL Western Blotting Substrate; Thermo Scientific ref:32106) according to 

manufacturer’s specification. The blots were visualised either using film in a dark room, a Li-

Cor Odessey or a BioRad ChemiDoc. Following the use of film, images were scanned onto a 

computer. Following the use of a digitised imaging protocol, images were exported and 

analysed using the following software: Image J (Li-Cor images) or ImageLab (BioRad 

ChemiDoc image. Image J or ImageLab were used to quantify western blots. The data was 

exported to Microsoft Excel. If three independent repeats were carried out, either a fold 

change calculation or normalisation by sum was performed (Degasperi et al., 2014). The 

latter involves calculating the total number of pixels in the protein of interest using the 

loading control. Following that, data point X was divided by the sum of all data points across 

the replicate. This was performed to eliminate the experimental variations that arise 

between each repeat of a western blot to allow direct comparison of the biological repeats. 

Three independent repeats were plotted using Prism 6 and a two-way ANOVA performed. 

Due to the normalisation by sum leading to increased false positives rates of statistical 

significance, the significant p value was altered to 0.025.
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Antibody 

name 

Species 

raised in 

Dilution Diluent Supplier Reference 

RPL11 Rabbit 1/1000 5% Milk TBS-T or 2% BSA supp. 0.1% NaN3 Abcam, St John’s (50/50 mix) Ab79532, STJ28490 

p52/p100 Mouse 1/1000 5% Milk TBS-T or 2% BSA supp. 0.1% NaN3 Merck Millipore 05-361 

RelB Rabbit 1/1000 5% Milk TBS-T Cell Signaling Technologies 4954 

GFP Rabbit 1/1000 5% Milk TSB-T New England Biolabs 2956S 

p53 Mouse 1/1000 2% BSA supp. 0.1% NaN3 Santa Cruz Sc-126 

PARP Rabbit 1/1000 2% BSA supp. 0.1% NaN3 Cell Signaling Technologies 9542 

p21WAF1/CIP1 Rabbit 1/1000 2% BSA supp. 0.1% NaN3 Cell Signaling Technologies 2947 

MDM2 Mouse 1/1000 5% Milk TBS-T Calbiochem OP46 

RPL5 Rabbit 1/1000 2% BSA supp. 0.1% NaN3 Cell Signaling Technologies 14568 

Phospho-cdc2 

Tyr15 

Rabbit 1/1000 5% Milk TBS-T Cell Signaling Technologies 9111 

cdc2 Rabbit 1/1000 5% Milk TBS-T Cell Signaling Technologies 77055 

Wee1 Rabbit 1/1000 5% Milk TBS-T Cell Signaling Technologies 4936 

Cyclin D1 Rabbit 1/1000 5% Milk TBS-T Cell Signaling Technologies 29RRS 

Table 2.5 Primary Antibodies 
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Antibody name Dilution Supplier Reference 

Anti-rabbit IgG 1/3000 - 1/5000 Cell signalling 7074 

Anti-mouse IgG 1/3000 - 1/5000 Sigma 7076 

Anti-mouse 800CW 1/10000 LiCor 926-32212 

LiCor Rabbit 680RD 1/10000 LiCor 926-68073 

Anti-rabbit 800CW 1/10000 LiCor 926-32211 

Table 2.6 Secondary Antibodies 

 

2.7. RNA Techniques 

2.7.1. RNA extraction for polymerase chain reaction 

RNA was extracted using PeqGold RNA Kit (VWR). Cell pellets were resuspended in 350µL 

TRK Lysis buffer. RNA was homogenized and isolated using columns provided and according 

to manufacturer’s protocol before being eluted using 40µL RNAse-free water.  

2.7.2. RNA quantification  

Concentrations of RNA in a sample were quantified using a NanoDrop. Prior to reverse 

transcription, 500ng of each RNA sample was prepared to a final volume of 12µL.  

2.7.3. Reverse transcription  

RNA samples were reversed transcribed using the QuantiTect® Reverse Transcription Kit 

(Qiagen; 205313) to generate copy DNA (cDNA). Genomic DNA was removed during 

incubation with gDNA Wipeout reagent (Qiagen) at 42⁰C (2 minutes) and 1 µg  of cDNA was 

prepared according to the manufacturer’s Quick-StartProtocol. cDNA was diluted 1:10 in 

RNase-free water upon completion of the reaction. 

2.7.4. Quantitative real-time polymerase chain reaction 

Quantiative real-time PCR (qRT-PCR) was carried out using 20ng of cDNA, in duplicate, and 

master mix which included primers with a total reaction volume of 20µL (Table 2.7). Samples 

were run and analysed on a Rotor-gene Q system (Qiagen). A housekeeping gene, selected 

due to stability of gene expression levels, was always run alongside genes of interest. Details 

of genes studied and primers used are listed below (Table 2.8). Cycling conditions and primer 

sequences indicated in Table 2.8. All cycling threshold (CT) values were normalised to 

housekeeping gene levels using the Pfaffl method. 
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Reagent Manufacturer Concentration (v/v) % 

5x PCR buffer Promega 26.7 

dNTPs Life technologies 20 

MgCl2 Promega 16.7 

SYBR (1/200 DMSO) Life technologies 1.3 

Taq Polymerase Promega 1.3 

Primer mix Eurogentec custom oligos 3.3 

Table 2.7 PCR Master Mix 

 

Gene Name Sequence Cycling conditions 

Housekeeping - ACTB  40 cycles 

30 seconds 95°C 

30 seconds 60°C 

30 seconds 72°C 

CCNB1 F= ATA-AGG-CGA-AGA-TCA-

ACA-TGG-C 

R= TTT-GTT-ACC-AAT-GTC-

CCC-AAG-AG 

40 cycles 

30 seconds 95°C 

30 seconds 60°C 

30 seconds 72°C 

CDKN1A F= ACT-CTC-AGG-GTC-GAA-

AAC-GG 

R= GGG-CTT-CCT-CTT-GGA-

GGA-GAT 

40 cycles 

30 seconds 95°C 

30 seconds 60°C 

30 seconds 72°C 

BCL2-Like 1 F= GGT-CGC-ATT-GTG-GCC-

TTT-TTC 

R= TGC-TGC-ATT-GTT-CCC-

ATA-GAG 

40 cycles 

30 seconds 95°C 

30 seconds 60°C 

30 seconds 72°C 

BCL2 F= GAA-CTG-GGG-GAG-GAT-

TGT-GG 

R= CCG-GTT-CAG-GTA-CTC-

AGT-CA 

40 cycles 

30 seconds 95°C 

30 seconds 60°C 

30 seconds 72°C 

Table 2.8 Primers used for quantitative RT-PCR 
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2.7.5. RNA extraction for Northern blotting 

Cell pellets were harvested as previously described before resuspension in 500µL of TRI-

reagent (Invitrogen). Samples were left to incubate at room temperature for 5 minutes. 

100µL of chloroform was added to the mixture and vortexed for 15 seconds. Samples were 

incubated at room temperature for 2 minutes and the aqueous phase separated by 

centrifugation at 13,000 rpm for 15 minutes. The upper, aqueous, phase was harvested and 

250µL isopropanol was added and the mixture incubated for 15 minutes. RNA was pelleted 

via centrifugation at maximum speed for 10 minutes. Following the removal of the 

supernatant, RNA was washed with 75 % ethanol. The pellets were dried for one minute in a 

SpeedVac Vacuum Concentrator and stored at -80°C to be analysed via Northern Blotting.  

2.7.6. Northern blotting 

For detection of the 5S rRNA, extracted RNA pellets were resuspended in 1x RNA loading dye 

(40 % formamide, 0.5 mM EDTA, 50 μg/ml bromophenol blue, 50 μg/ml xylene cyanol), and 

boiled for 2 minutes. Samples were placed on ice for 2 minutes before being loaded onto an 

8 % acrylamide/7 M urea gel in 1xTBE solution. After being separated by size, RNA was 

transferred from the gel to a Hybond N membrane in 0.5x TBE solution at 65 V for 90 

minutes. A Stratalinker UV Crosslinker was utilised to crosslink the RNA to the membranes 

followed by a pre-hybridisation step. This involved incubation of the membrane for 1 hour in 

SES1 (0.5 M sodium phosphate pH 7.2, 7 % SDS (w/v), 1 mM EDTA) at 37°C. After which the 

membranes were incubated overnight at 37°C with a 32P-labelled 5S rRNA and 5.8S rRNA 

probe (provided by Watkins laboratory) diluted in SES1 (Table 2.9). The membranes were 

subject to two 15 minute washes with 1x SSC/0.1 % SDS solution at 37°C. Finally, a 

phosphoimager screen was exposed to the membrane in order to visualise the 5S rRNA 

presence using a Typhoon Phosphoimager (GE Healthcare). 

Name of probe Sequence 

5S rRNA CCGAGATCAGACGAGATCGGGCGCGTTCAGGGTGGTATGG 

5.8S rRNA CAATGTGTCCTGCAATTCAC 

Table 2.9 Northern blot radioactive probe sequences 
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2.8. Computer Modelling Methods 

2.8.1. Acquisition of files 

Relevant files were obtained using online databases. Protein structure files, in PDB format, 

were downloaded from the Protein Data Bank webserver (https://www.rcsb.org/). FASTA 

sequences of proteins were downloaded from Uniprot (https://www.uniprot.org/ - UniProt 

IDs: p52 - Q00653, RPL11 – P62913).  

2.8.2. Protein-protein interface prediction  

A panel of software were utilised to highlight the residues in NF- κB p52 and RPL11 that were 

predicted to contribute to protein-protein interfaces. This provided a map of the regions 

within each protein that are most likely to participate to general protein-protein 

interactions. It must be stressed the sofware is unable to predict residues actively 

contributing to specific protein-protein interactions. The interface can be predicted by 

analysing the FASTA sequence (PSIVER and PredictProtein) or the structure of a protein using 

the PDB file (PredUS, CPORT,WHISCY, and Promate). Files of p52 or RPL11 were uploaded to 

the webservers in the relevant format. The FASTA sequence for PSIVER and PredictProtein 

and a PDB file for PresUS, CPORT, WHISCY and Promate (Table 2.10). The residues returned 

as “active” relate to the predicted presence or contribution of that residue to a protein-

protein interaction. The identification of a particular residue as active by a singular software 

was given a score of one. The cumulative scores of the predicted interface given by the panel 

of software were calculated using Microsoft Excel and plotted as a line graph. Regions of the 

proteins that were predicted to have the highest interactivity corresponded to the highest 

peaks on the line graph. The data was used to generate a heat map-style image of the 

structure of the proteins using Chimera (Table 2.10). Residues with scores of one were 

coloured yellow, two were coloured orange and finally three and above coloured red. 

2.8.3. In-silico molecular docking 

The PDB file for each protein to be docked was loaded onto the relevant webserver. 

GRAMM-X was used for larger complexes and HADDOCK 2.2 for docking a single protein to a 

single partner protein (Table 2.10). Standard docking parameters as set by the webservers 

were used. Data generated from interface prediction was used in the docking run to ensure 

more robust prediction. The most feasible complex returned, justified by the lowest 

GRAMM-X or HADDOCK score, was downloaded in PDB format for further analysis of the 

interaction.   

https://www.rcsb.org/)
https://www.uniprot.org/
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2.8.4. Protein structure manipulation and analysis 

Chimera was used to manipulate, visualise and analyse protein structures of the complexes 

returned by the docking software (Table 2.10).  

2.8.5. Creating truncations 

The p52 protein structure was truncated using Chimera. The relevant regions were selected 

using the command [select:x.A,y.A,z.A] where x,y and z are residues and A refers to the 

chain. The selected residues were deleted using the following: [Actions --> Atoms/Bonds --> 

delete]. 

2.8.6. Mutagenesis 

Specific point mutations were introduced onto the p52 protein using Chimera. Relevant 

residues were selected using the “select” command followed by the code [swapaa X: Y.Z]. 

Where X the desired and new amino acid, Y is the amino acid number and Z is the chain 

letter.   

2.8.7. Predicting contacts/clashes 

[Tools --> Structure Analysis --> Find Clashes/Contacts] 

The contact/clash tool was used to highlight any steric clashes and residue-residue contacts 

between the docked proteins. 

2.8.8. Predicting hydrogen bonds 

[Tools --> Structure Analysis --> FindHbond] 

The H-bond tool was used to highlight predicted hydrogen bonds between the docked 

proteins.  

2.8.9. Alignment and superimposition  

In instances of manipulation of the p52 protein structure prior to docking, the complex 

returned by the docking software was compared to the wild-type conformation. Both the 

modified and the wild-type complex structures were opened on Chimera. Following this the 

MatchMaker tool was used [Tools --> Structure Comparison --> MatchMaker]. The modified 

and wild-type structures were differently coloured. 
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2.8.10. Determining integrity of protein complexes 

A combination of the HADDOCK scores and the protein complex’s ΔG value were studied. 

The HADDOCK scores were returned at the end of every docking run and noted. The ΔG 

value was calculated using the PRODIGY webserver. PDB files of the complex were uploaded 

to the software and the ΔG value returned and noted.  

Name of software Use Link 

UCSF Chimera Protein structure 

visualisation, modification 

and analysis 

https://www.cgl.ucsf.edu/c

himera/ 

HADDOCK 2.2 Molecular docking https://alcazar.science.uu.nl

/enmr/services/HADDOCK2.

2/haddockserver-easy.html 

Vasker Lab GRAMM-X Molecular docking http://vakser.compbio.ku.e

du/resources/gramm/gram

mx/ 

Prodigy ΔG calculation https://wenmr.science.uu.nl

/prodigy/ 

PSIVER Sequence based interface 

prediction 

https://mizuguchilab.org/PS

IVER/ 

PredictProtein Sequence based interface 

prediction 

https://predictprotein.org/ 

PredUS Structure based interface 

prediction 

https://honiglab.c2b2.colu

mbia.edu/PredUs/index.ht

ml 

CPORT Structure based interface 

prediction 

http://milou.science.uu.nl/s

ervices/CPORT/ 

WHISCY Structure based interface 

prediction 

https://bianca.science.uu.nl

/whiscy/ 

Promate Structure based interface 

prediction 

 

Webserver since removed 

Table 2. 10 Software used in the in silico protein-protein interaction prediction 
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2.9 Statistical analysis 

Statistical analysis was performed using the Prism 6 software. Due to two or more 

independent variables being tested in the quantitative data performed throughout this 

thesis, two-way ANOVAS with multiple comparisons were performed.  Statistical significance 

was indicated using the symbol “*” and determined by a P value of <0.05. On the Prism 6 

software a P value of less than, or equal to, 0.01 was denoted by “**”, and of less than, or 

equal to, 0.001 as “***”. Discussion of the adjustment made to the P value in relation to the 

western blotting data specifically can be found in Section 2.6.6. 
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Chapter 3 Elucidating the Role of p52/p100 in the Response to Ribosomal 

Stress 

3.1. Introduction  

3.1.1. Nucleolar stress versus ribotoxic stress 

Nucleolar stress, also referred to as ribosomal stress, does not have a strict definition, nor is 

any single definition widely accepted. The definition is evolving with the field (Yang et al., 

2018). Nucleolar stress is an umbrella term for events involving the breakdown of the 

nucleolus resulting from stress-induced inhibition of ribosome biogenesis. The end result of 

the stress response is p53 activation (Sloan et al., 2013a). Historically, the terms ribotoxic 

stress and nucleolar stress were used interchangeably. The exact definitions of ribotoxic 

stress as described by Iordanov et al in 1997 describes a slightly different cellular event. Here 

ribotoxic stress is defined as the disruption of the interaction of the 3’-terminal of the 28S 

ribosomal RNA with the large subunit (Iordanov et al., 1998b). Disruption of this would 

impact protein synthesis but also result in inhibition of ribosomal RNA synthesis. This in turn 

would lead to a state of nucleolar stress. Thus, it is understandable why the two terms are 

used to describe the same responses. Both states of stress lead to 5S RNP mediated p53 

activation, involving the same mechanism. However, it is important to note the slight 

differences in the true definitions of the stresses.  

 

3.1.2. Using drugs to stimulate the 5S RNP-mediated response to nucleolar stress 

The 5S RNP/MDM2/p53 pathway has been a therapeutic target used in a range of 

chemotherapies. There are several ways to disrupt ribosome biogenesis, causing the 

accumulation of the 5S RNP and leading to the subsequent activation of p53. The pathway is 

a useful target for chemotherapy as activation can cause p53-mediated apoptosis within the 

cancerous cells. One way of therapeutically targeting this pathway is through the inhibition 

of RNA polymerase I. This is achieved with low concentrations of Actinomycin D. Inhibiting 

RNA polymerase I prevents the transcription of the long precursor ribosomal RNA leading to 

the rapid inhibition of ribosome biogenesis through the lack of ribosomal RNA (Deisenroth 

and Zhang, 2010). It must be noted that ActD at higher concentrations can cause generation 

of free radicals (Flitter and Mason, 1988). ActD is known under the  clinical name, Cosmegen 
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Lyovac (Choong et al., 2009). It was the first drug developed to target ribosome biogenesis in 

cancer cells. The drug, however, is not widely used in the clinic due to low specificity and 

toxicity issues which has led to the development of alternative RNA polymerase I inhibitors, 

such as BMH-21 (Catez et al., 2019). This drug functions by binding to GC-rich regions of 

DNA. As such regions are abundant in ribosomal DNA, BMH-21 has more specificity for 

cancerous cells, leaving healthy cells intact (Peltonen et al., 2014). Nonetheless, ActD is still 

experimentally used to study the process of nucleolar stress in the laboratory.  

Another method to induce the 5S RNP dependent activation of p53 is through the depletion 

of nucleotides required for ribosomal RNA synthesis (Cho et al., 2020). For example, the drug 

5-FU, works by forcing the cellular transcription machinery to misuse fluoro-uracil in place of 

uracil. This damages RNA. As the synthesis of ribosomes is such a highly regulated 

procedure, damaged ribosomal RNA causes the inhibition to the synthesis leading to p53 

action (Sun et al., 2007). 5-fluorouracil is the main treatment for patients with colorectal 

cancer (Cho et al., 2020). It is, however, debated whether the main action of the drug is 

through the 5S RNP as it can also cause DNA damage as well as RNA damage. Furthermore, 

ribosomal RNA is not the only RNA present in cells (Deisenroth and Zhang, 2010). Therefore, 

the presence of fluoro-uracil could interfere with transcription of other types of RNAs 

causing damage, and cell death, through other cellular mechanisms.  

3.1.3. Tumour suppressor p53 

TP53, encoding the p53 tumour suppressor, is one of the most widely studied genes. Despite 

this, there is still new and emerging questions surrounding p53 regulation, activation, and 

function. Referred to as the ‘guardian of the genome’, p53 is the most frequently mutated 

gene in cancer (Pflaum et al., 2014). 

The tumour suppressor protein, p53, is expressed from the TP53 gene of chromosome 17 

and is best known for roles in cell-cycle arrest and apoptosis. The transcription factor is kept 

at low concentrations in healthy cells by its negative regulator, the E3 ubiquitin ligase 

MDM2, which targets p53 for proteasomal degradation (Vousden and Prives, 2009). In 

response to a variety of cellular stresses p53 is stabilised and is able to translocate to target 

genes to regulate their expression. Covering a length of 19,200 base pairs, the gene has 

three known promoters and a multitude of known isoforms (Pflaum et al., 2014). Not all 

isoforms harness the same activity as the full-length protein, with some have opposing 

effects. For example, the amino-terminally truncated isoform, 133p53, favours G2/M cell-
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cycle arrest and inhibits p53-dependent apoptosis (Aoubala et al., 2011). There are 4 

domains present in human p53: the central DNA-binding domain (DBD), N-terminal 

transcription-activation domain (TAD), C-terminal oligomerisation domain (CTD), and the 

proline-rich domain (PR). The DBD is the most conserved region of p53 across isoforms and 

is the site that the protein binds target genes (Okorokov et al., 2006). This is the domain that 

most mutations are present within. The TA provides a binding site for positive and negative 

regulators of p53, for example p300 and MDM2, respectively (Mavinahalli et al., 2010). The 

CTD is subject to post-translational modifications and alternative splicing events. This 

domain has been shown to have a role in DNA binding and activity of p53 (Sauer et al., 

2008). 

3.1.4. p53 and MDM2 

p53 is kept inactive by MDM2 through an autoregulatory feedback loop. MDM2 is a target 

gene of p53 and binds to the transactivation domain of the p53 protein. This is one 

component of MDM2-dependent p53 inhibition. MDM2 also drives the nuclear export of 

p53 through a nuclear export signal within the MDM2 protein sequence, rendering p53 

unable to carry out transcription factor activities which occur in the nucleus. Lastly, MDM2 is 

an E3 ubiquitin ligase and promotes p53 polyubiquitination, leading to its degradation by the 

26S proteasome. In normal cellular conditions, p53 is continuously degraded leading to the 

low levels of cellular abundance (Schon et al., 2002).   

The MDM2/p53 interaction is critical to responding to cellular stress or damage. Many 

signalling pathways lead to p53 activation through the control of the MDM2/p53 interaction. 

This can occur through post-translational modification of p53, through phosphorylation, 

which interferes with MDM2 binding (e.g. through DNA damage pathways) (Hafner et al., 

2019). Alternatively, proteins can bind to and inhibit MDM2 (e.g. through nucleolar stress 

and ARF expression) (Sloan et al., 2013a). MDM2 is found to be overexpressed in some 

cancers, mostly soft-tissue tumours. The overexpression of MDM2 inhibits p53-mediated 

apoptosis, senescence and cell cycle arrest contributing to cancer growth and tumour 

burden (Schon et al., 2002). The study of MDM2 knockout mice showed the phenotype to be 

embryonic lethal. This phenotype was able to be rescued by introducing a Tp53 knockout, 

preventing constitutively active p53 activity (Jones et al., 1995). 
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3.1.5. p53 function 

p53 is widely known for tumour suppressive properties within the cell. In response to 

cellular stress, p53 is activated and can carry out its role as a transcription factor by 

regulating target genes. This pathway is mostly associated with the upregulation of pro-

apoptotic genes, such as PUMA, or cell cycle regulators, including CDKN1A (Vousden and 

Prives, 2009). The activation of CDKN1A, leading to the expression of the p21WAF1/CIF1 protein, 

is the main route of p53-mediated senescence (Brown et al., 1997). It is, however, becoming 

increasingly clear that the functions of p53 span many fields of research. Interestingly, there 

is also a link between p53 activity and metabolism. In response to challenging metabolic 

environments, such as starvation, p53 can negatively regulate the mTOR pathway via the 

upregulation of AMP-activated kinase. mTOR exists as a central regulator for cellular 

processes, such as protein synthesis. This mode of control allows p53 to regulate cellular 

proliferation and growth, especially in cancerous cells (Jones and Thompson, 2009). p53 can 

also promote to cell survival. Although this is counterintuitive, the consequences of inducing 

cell death in response to all acute cellular stresses sensed would be too much. Hence, in 

certain environments, cell cycle arrest is favoured, allowing cells time to repair any damage. 

This is further facilitated through the activation of cell survival pathways, such as the AKT 

pathway (Vousden and Prives, 2009).  

There has been increased interest in studying whether p53 dynamics plays a role in deciding 

cell fate (Hafner et al., 2019). Purvis et al. determined that pulsed waves of p53 activity, 

induced by ionising radiation, encouraged temporary cell cycle arrest (Purvis et al., 2012). 

When the pulsed waves were converted to sustained p53 activity, the cell entered 

permanent cell cycle arrest, leading to senescence. As the field progresses, it is becoming 

clearer that relative abundance of target gene expression also influences the cellular 

outcome, alongside p53 dynamics (Fischer, 2017). For example, the decision between cell 

cycle arrest and apoptosis is steered by the ratio of PUMA to CDKN1A gene expression 

(Hafner et al., 2019). Therefore, whilst p53 dynamics determines which subset of target 

genes are expressed to which extent, it is suggested that the relative abundance of target 

gene expression is also coordinated to decide cell fate. 
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3.1.6. The mammalian cell cycle 

The cell cycle is the mechanism by which cells divide to produce two genetically identical 

daughter cells.  The mammalian cell cycle consists of five phases. Each phase is responsible 

for a particular role within the journey towards cell division (Nurse, 2000). Of the three gap 

phases, G0 is the resting state. The stage at which cells are quiescent. Progression of the cell 

cycle begins with G1 during which synthesis of RNA and protein occurs (Hume et al., 2020). 

This allows the synthesis of replication machinery, quality control machinery and other 

factors required for the following phase to be produced. S phase involves the replication of 

DNA (Takeda and Dutta, 2005). In order for the cell to divide to create two daughter cells, 

DNA for the new daughter cell needs to be synthesised. Upon completion, cells enter G2, the 

final gap phase (Nurse, 2000). This phase serves as a quality control to ensure no mistakes 

within DNA replication occurred, including scanning for strand breaks, thus ensuring no 

mistakes are carried through to the new cell (Satyanarayana and Kaldis, 2009). The cell can 

then progress to M phase. This phase involves the processes of mitosis and cytokinesis. This 

is the final stage in which two identical daughter cells are produced (Riabowol et al., 1989, 

Lindqvist et al., 2009). At this point the cell will either re-enter G0, or if significant levels of 

growth factors are still present, the cell will undergo further rounds of division (Nurse, 2000).  

Among the factors contributing to a successful round of the cell cycle are Cyclins (Ding et al., 

2020). Cyclins are produced and degraded at specific points throughout the cell cycle to 

encourage progression through a particular phase (Satyanarayana and Kaldis, 2009). Whilst 

there is an entire family of Cyclins, only five: Cyclin A, B, C, D and E are known to play a 

critical role within the mammalian cell cycle. Cyclins complex with cyclin-dependent 

serine/threonine kinases (cdk) to drive the progression of the cell cycle (Satyanarayana and 

Kaldis, 2009). The activity of the cdks peaks alongside the presence of the associated cyclin. 

At the early stages of the G1 phase, Cyclin D complexes with Cdk6 or Cdk4. The kinase 

phosphorylates p130, p107 and Rb, members of the retinoblastoma protein family (Sherr 

and Roberts, 2004). Downstream, this leads to the activation of E2F target gene expression, 

which includes Cyclin E and Cyclin A (Sherr and Roberts, 1999). The latter stages of G1 

involves a complex of Cdk2/Cyclin E. This causes further phosphorylation of Rb and the 

transition to S phase (Satyanarayana and Kaldis, 2009). At this point, Cdk2/Cyclin A 

complexes phosphorylate proteins involved in DNA replication. During the G2/M transition, 
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Cdk2/Cyclin A activity increases encouraging the initiation of mitosis, which is then driven by 

Cdk1/Cyclin B (Lindqvist et al., 2009). 

3.1.7. Cell cycle regulation  

Rounds of the mammalian cell cycle must be executed faultlessly to ensure genomic 

integrity. To facilitate that, stages of the cell cycle and associated cell cycle factors must be 

regulated (Nurse, 2000). Cdks are regulated by the INK4 family and the Cip/kip family  

(Satyanarayana and Kaldis, 2009). The former can bind Cdk4 and Cdk6 and inhibits the action 

of Cyclin D. The latter inhibits Cdk2/Cyclin E, Cdk2/Cyclin A, Cdk1/Cyclin A and Cdk1/Cyclin B. 

Therefore, these families function across the different stages of the cell cycle.  

Cell cycle checkpoints are an important mechanism  in the maintenance of accurate and 

successful rounds of cell division (Panagopoulos and Altmeyer, 2021).  Several checkpoints 

exist within the cycle and ensure genomic integrity is upheld, with the major checkpoints 

being the G1/S, G2/M and spindle checkpoints. The activation of the checkpoints and the 

introduction of cell cycle arrest involves a web of cellular signalling that is co-ordinated to 

sense stress and faults in DNA and facilitate repair (Lukas et al., 2004). Whilst it was 

originally believed that the cell cycle was paused, repair pathways activated, and the cycle 

restarted, an emerging hypothesis proposes more of a deceleration (Lemmens and Lindqvist, 

2019). Recent data proposes the cell cycle reserves halting the cell cycle in entirety for more 

severe cases of stress (Panagopoulos and Altmeyer, 2021). Low level DNA damage and 

endogenous replication stress, on the other hand, could be dealt with by slowing certain 

cellular processes while maintaining others to bring balance between genomic surveillance 

and cell cycle progression. Either way, the DNA damage response (DDR) is critical to cell 

cycle regulation (Ciccia and Elledge, 2010). This entails a web of cellular signalling that 

recognises specific types of DNA damage to mediate an appropriate response. Activation of 

the DDR is linked to cell cycle checkpoints to allow repair mechanisms to be activated prior 

to the termination of the DDR for the cell cycle to progress (Panagopoulos and Altmeyer, 

2021). 

The first is the G1/S checkpoint (Bartek and Lukas, 2007). When cells enter S phase they 

become committed to DNA replication and cell division unless DNA damage is sensed. It is 

critical that the cell ensures no damage is present within the DNA prior to replication. 

Damage that is copied into the daughter strand of DNA can incorporate mutations which 

have the potential to lead to disease, such as cancer (Willers et al., 2000). DNA damage will 
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cause G1/S cell cycle arrest. This typically occurs through the action of the checkpoint 

kinases, ATM (ataxia telangiectasia mutant) and ATR (ATM-and Rad3-related), which activate 

Chk1 and Chk2 (Awasthi et al., 2015). ATM responds to double stand DNA breaks whereas 

ATR responds to single stand breaks (Hunter et al., 2022a). ATR is the primary kinase in S 

phase during the response to problems with DNA replication (Hunter et al., 2022b).  The 

kinases lead to the stabilisation of p53 (Kastan and Bartek, 2004). Once stabilised and active 

the transcription factor can upregulate target gene expression, such as the CDK2 inhibitor, 

p21WAF1/CIP1. CDK2 forms complexes with both E type Cyclins and A type Cyclins, thus its 

action will arrest cells in the G1 and G2 phase of the cell cycle. Cyclin dependent kinase 

inhibitors, such as p21, can bind and inhibit Cyclin/CDK complexes directly (Sherr, 1994).  

Progression through the G2/M cell cycle checkpoint is driven by CDK1, also referred to as 

CDC2. CDK1 forms complexes with Cyclin B1 (Riabowol et al., 1989). This checkpoint checks 

the accuracy of the DNA replication undertaken in S phase of the cycle. The cell cycle is 

inhibited at this point through post-translational modifications on CDK1. The WEE1 kinase 

phosphorylates CDK1 on tyrosine 15, pausing the cell cycle at the checkpoint (Parker et al., 

1992). If no DNA damage is detected and DNA replication completed, phosphatase enzymes  

remove the inhibitory marker. The phosphotase family responsible for the 

dephosphorylation of Cdk1 at G2/M is the cell division cycle 25 (CDC25) family (Nilsson and 

Hoffmann, 2000). These enzymes are key regulators of the eukaryotic cell cycle. They 

facilitate the activation of Cdks through the removal of phosphorylation markers (Boutros et 

al., 2007). As targets of the DDR, the proteins are inactivated and degraded during cell cycle 

checkpoint activation . At G2/M, CDC25B is responsible for the initial activation of 

Cdk1/Cyclin B complexes at the cetrosome, however all CDC25 family members (CDC25A, 

CDC25B, and CDC25C) are able to remove Cdk1 phosphorylation to allow mitotic entry. This 

allows the cell to progress into mitosis, the final cell division step (Hernansaiz-Ballesteros et 

al., 2021). Similarly to G1/S, the G2/M checkpoint can be activated via the p53 dependent 

DNA damage response. Target genes p21 and GADD45α can directly cause cell cycle arrest. 

The p21 protein can inhibit CDK1/Cyclin B1 complexes whilst GADD45 binds to the complex 

sequestering it in the cytoplasm (Dash and El-Deiry, 2005). Finally, p53 can directly inhibit 

CDC25C keeping inhibitory phosphorylations of CDK1 in place (Giono and Manfredi, 2006).  
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3.1.7.1. NF-κB and the cell cycle 

The link between NF-κB signalling and the cell cycle has been well documented since its 

initial discovery in 1991 (Ledoux and Perkins, 2014). Multiple studies in varying cell types 

have shown increased binding of NF-κB to DNA during the cellular transition between G0 

and G1 (Sée et al., 2004, Hinz et al., 1999, Westerheide et al., 2001). Further research has 

found both the canonical and non-canonical pathway, along with their respective NF-κB 

dimers, to have a potential role in cell cycle progression. Overexpression or depletion of 

various NF-κB subunits have been shown to have marked impact on the mammalian cell 

cycle in various cell types (Ledoux and Perkins, 2014). Overexpression of the c-Rel subunit 

has been linked to G1/S cell cycle arrest in HeLa cells (Bash et al., 1997). More recently, it has 

been shown that depletion of c-Rel through CRISPR/Cas9 gene editing in HeLa cells leads to 

significant disruption to mitosis (Slotta et al., 2017). The findings showed delays in the 

mitotic stage involving the separation of the nuclear membrane which coincided with 

resistance to two chemotherapeutic treatments. Overexpression of RelA has been shown to 

cause cell cycle arrest in some cell types but this is predicted to be due to a link with p21 

induction (Sheehy and Schlissel, 1999). Similarly, p50, RelB and c-Rel overexpression has 

been shown to induce p21 in epithelial cells, U937 lymphoma cells and HeLa cells, 

respectively (Seitz et al., 2000, Bren et al., 2001). It is likely that altering the amount of NF-κB 

in the cell can impact the cell cycle via transcriptional regulation.   

A subsection of NF-κB target genes are associated with cell growth and the cell cycle. The 

best documented being the gene encoding Cyclin D1, CCND1. The gene contains three short 

sequences with the potential to be κB sites within the promotor region (Ledoux and Perkins, 

2014). All of the NF-κB subunits, dependent on dimeric partner, have the capability to 

regulate Cyclin D1 expression. The mechanism by which they regulate expression is 

dependent upon the dimer involved. In epithelial cells, repression of CCND1 can be achieved 

by binding of p50 (Zhang et al., 2007). The response to TNFα stimulation replaces the 

repressive p50 dimer with p52/RelB, leading to upregulated gene expression. Furthermore, 

Cyclin D2 and Cyclin D3 also possess κB elements in their promoters (Huang et al., 2004, 

Wang et al., 1996). Increased expression of the mitotic Cyclin, Cyclin B1, has also been linked 

to increased NF-κB activity. It is hypothesised this occurs through the κB site located in the 

genetic sequence of the CCNB1 gene (Ahmed and Li, 2008). As mentioned in Section 1.2.7.4 

there is a strong link between p52 and regulation of the cell cycle. Schumm et al published 
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that p52 can bind directly to promoter regions of the Cyclin D1 gene and be recruited to the 

promoter of the p21 gene (Schumm et al., 2006). Moreover, induction of p53 can alter the 

association of p52 homodimers with co-activator, Bcl-3 being replaced by the co-repressor, 

HDAC1, leading to repression of CCND1 gene expression (Rocha et al., 2003). Finally, flow 

cytometry analysis was performed following propidium iodide staining in cells depleted with 

the p52/p100 subunit (Schumm, 2006). Interestingly, a decrease in the number of cells seen 

in S phase was captured as well as an increase in the number of cells in G1 and G2. Schumm 

et al repeated this assay in H1299 cells which naturally lack the p53 protein and the cell cycle 

phenotype was no longer captured suggesting the effects were p53 dependent (Schumm, 

2006). This further proves a link between NF-κB, but more specifically, non-canonical NF-κB 

signalling and the cell cycle which potentially occurs through the well-established 

relationship between NF-κB and p53. 

3.2. Results - Investigating the role of p52 in the nucleolar stress response through siRNA 

mediated knockdown  

Previous data from the Perkins laboratory had suggested a link between p52, p53 and 

ribotoxic stress. The influence of UV radiation upon the transcriptional regulation of p52 

target genes was outlined by Rocha et al as decribed above (Rocha et al., 2003). 

Furthermore, the binding of p52 to the promoters of p53 target genes to modulate 

expression is responsive to UV radiation (Schumm et al., 2006). It has been widely 

documented that UV radiation is an inducer of ribosomal stress (Iordanov et al., 1998b, 

Hannan et al., 2022). Therefore, to learn more about the potential role of p52 during 

ribotoxic stress, I investigated its role in response to treatment with Actinomycin D (Act D). 

U2-OS cells or HCT116 cells were transfected, or co-transfected, with small interfering RNAs 

(siRNAs) targeting proteins of interest. Both cell lines are cancerous cell lines possessing 

wild-type p53. U2-OS is an osteosarcoma cell line and HCT116 is a colorectal cancer cell line. 

Following siRNA mediated knockdown, cells were challenged to drug treatment for durations 

indicated in the figures presented. ActD and 5-FU were used to stimulate the ribosomal 

stress response. ActD functions by inhibiting RNA polymerase I action and 5-FU leads to 

nucleotide depletion via incorporation of fluoro-uracil (Hannan et al., 2022). Both drugs 

cause rapid ribosome biogenesis inhibition and the activation of the 5S RNP/MDM2/p53 

pathway. Either, images were taken under 10X magnification, or protein and RNA was 
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extracted from the cells. Protein extraction was followed by western blot analysis. RNA was 

reverse transcribed to make copy DNA (cDNA), which was analysed via quantitative RT-PCR.  

3.2.1. Depletion of p52/p100 impacts cell number both basally and in response to 

Actinomycin D treatment  

As described above, the p52/p100 subunit of the NF-kB family has been shown to regulate 

cellular proliferation. It has been previously shown in the Perkins laboratory that depletion 

of p52 within U2-OS cells display a lower cell number and impacted morphology (Schumm, 

2006). To view the impact that ActD treatment made on this observed phenotype, siRNA 

transfected cells were treated to 0 or 24 hours of the drug. Images were taken of the cells 

under 10X magnification to observe effects.  

The images taken of the control siRNA cells appeared similar in shape, size and number in 

both the untreated and ActD treated culture plates (Figure 3.1).  There was, however, a 

larger number of floating cells seen. The cells treated with ActD appeared to have a higher 

number of floating cells in the image. This suggests that using the drug alone is able to cause 

the U2-OS cell line to lose its adherence. This could indicate that the cells are either dying or 

arrested during mitosis.  

In comparison, the p52/100-targeting siRNA caused U2-OS cells to adopt a different shape in 

comparison to the control cells (Figure 3.1).  The cells were less densely packed, indicating 

impaired cellular growth and proliferation caused by the p52/p100 siRNA knockdown. The 

lesser number of cells in the dish could have caused the change in morphology seen, rather 

than being a direct result of the siRNA knockdown. The shape of the p100 siRNA U2-OS cells 

after 24 hours of ActD appeared relatively similar to that of the untreated, however more 

floating cells were visualised.  This shows that cells that have undergone siRNA mediated 

knockdown of the p52/p100 subunit change morphology, have impacted cellular growth and 

are more susceptible to losing adherence in response to ActD treatment. Together this 

suggests impacted proliferation and changes to cellular fate. 
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Figure 3.1 siRNA mediated knockdown of the p52/p100 subunit causes a change in 
morphology and cell number in U2-OS cells. Cells were transfected with a non-specific 
siRNA or one targeting the p52/p100 protein. After recovery, cells were left untreated 
or treated with 5nM actinomycin D. After 24 hours, an image of the cells were taken 
through a light microscope at 10X magnification using an iPhone XR. 
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3.2.2. Depleted cellular p52 leads to insignificant changes to nucleolar stress induced p53 

stability  

To investigate the cellular mechanisms behind the phenotype observed in Figure 3.1, 

western blot analysis was performed on cells depleted in p52/p100 compared to control 

siRNA cells. The stability of the p53 protein in response to nucleolar stress induction was 

measured.  

An ActD time course, measuring both short and long time points of treatment, in U2-OS cells 

was performed to compare p52/p100 depleted cells with matched controls (Figure 3.2A). 

The quantification of three repeats was plotted to visualise any impact upon p53 

stabilisation in response to ribosomal stress (Figure 3.2B). The NS control samples show an 

increase in p53 protein level from 0 to 8 hours of ActD treatment. After 8 hours the protein 

levels decreased. The p52 knockdown cells showed an increase of p53 up to 16 hours post 

treatment. Only a slight decrease in protein presence was detected between 16 and 24 

hours. Statistical analysis of the data concluded that these differences were insignificant. 

Incidences of PARP cleavage (Figure 3.2C) as well as abundance of yH2AX (Figure 3.2D) were 

simultaneously measured and discussed below in Section 1.2.4. Alongside U2-OS cells, the 

assay was repeated in HCT116 cells utilising the chemotherapeutic drug, 5-fluorouracil 

(Figure 3.3). As this experiment was performed as a single repeat, quantification was not 

performed. As expected, p53 was found to stabilise across the 24 hour time course. This 

stabilisation was unchanged when a p52/p100 targeting siRNA was used in place of the NS 

control.  

It was predicted that the insignificant differences were due to cells with the highest levels of 

p53 stabilisation undergoing cell death. Therefore, the caspase inhibitor Z-VAD was added to 

the U2-OS cells prior to ActD treatment (Figure 3.4A). In the non-specific (NS) siRNA treated 

cells, the p53 protein increased between 0 and 16 hours, however remained unchanged by 

24 hours. Whilst in the western blot image the p53 protein appears to decrease at 24 hours 

in the NS siRNA samples, the actin control is lower for that sample which accounts for the 

decrease in p53. The p53 protein levels in the p100 siRNA treated cells was seen to increase 

largely between 0 and 16 hours however only minimal increase is seen between 16 and 24 

hours. Finally, in the p100 knockdown cells that were exposed to the Z-VAD caspase inhibitor 

before ActD treatment, the stabilisation of p53 is slightly higher in those samples compared 

to both the non-specific siRNA and the p100 siRNA samples. The quantification of three 
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independent repeats prove insignificant differences between the conditions (Figure 3.4B, 

top graph). Again, this was repeated in HCT116 cells treated with 5FU (Figure 3.4C). A very 

similar pattern was observed. The stabilisation of p53 protein increased over time in the NS 

control samples. Cells transfected with the p52/p100 siRNA saw an increased stabilisation 

between 0 and 16 hours and a slight decrease after 24 hours of treatment. Finally, p52/p100 

depleted cells with the addition of Z-VAD treatment had a higher stabilisation of p53 

compared to both p52/p100 siRNA alone and the control samples. Whilst this increase 

appears larger than that observed in the U2-OS cell experiment, statistical analysis revealed 

this to be insignificant (Figure 3.4D, top graph). 

3.2.3. p52/p100 mediates caspase dependent PARP cleavage in response to nucleolar 

stress in U2-OS and HCT116 cells 

As the increase in ‘floating’ cells in response to nucleolar stress in p52/p100 depleted cells 

was not due to changes to p53 levels, it was important to look for other potential 

explanations. Poly-ADP ribose polymerase (PARP) becomes cleaved during the initiation of 

apoptosis. Cleaved PARP is known as a marker of cellular death and can be assessed through 

western blotting (Chaitanya et al., 2010).  

It was found that U2-OS cells transfected with a p52/p100 siRNA and treated with ActD had 

higher rates of PARP cleavage when compared with NS controls (Figure 3.2A). Cleaved PARP 

can be seen as the lower band of the western blot. In the p52/p100 knockdown cells, 

quantification demonstrated significantly higher levels of PARP cleavage after 16 hours of 

ActD treatment (Figure 3.2C). At prolonged periods of ActD treatment in p52/p100 depleted 

cells, the large induction of PARP cleavage was accompanied by less full length PARP protein, 

indicating cell death.  

The significant rise in PARP cleavage following nucleolar stress in p52/p100 depleted cells 

indicates the potential mechanism behind the increased floating cells found in Figure 3.1 is 

cellular death. PARP cleavage could be a result of significant DNA damage. Therefore, 

alongside the detection of cleaved PARP via western blot, ƴH2AX were also investigated. The 

phosphorylation of variant histone H2AX on serine 139 is a marker of double strand breaks 

in DNA and is referred to as ƴH2AX (Podhorecka et al., 2010). In the control U2-OS cells that 

were treated with ActD, ƴH2AX was detected via western blotting after 6 hours of treatment 

and increased for the duration of the time course (Figure 3.2A). The p52/p100 depleted cells 

showed higher incidences of DNA damage. Not only was the marker detected from as early 
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at 2 hours post treatment, the increase detected rose to be much higher than the control. At 

16 and 24 hour time points, ƴH2AX levels were significantly higher in the p52/p100 depleted 

cells compared to the non-specific control (Figure 3.2D). ActD treatments appear to cause 

DNA damage after prolonged use. This phenotype is exaggerated through the knockdown of 

p52/p100. Therefore, p52 may play a role in the response to nucleolar stress induced DNA 

damage in U2-OS cells.  

The high incidences of PARP cleavage was also captured in p52/p100 depleted HCT116 cells 

treated with 5FU (Figure 3.3). The level of PARP cleavage was found to be less dramatic in 

the colorectal cell line compared to the U2-OS. This could be due to a lower cellular levels of 

the p52 protein naturally in the HCT116 cell line. Therefore, less of an impact is found when 

the protein is depleted.  

The addition of the caspase inhibitor, Z-VAD to p52/p100 depleted U2-OS cells responding to 

nucleolar stress revealed PARP cleavage to be caspase dependent (Figure 3.4A). The 

quantification of the western blots revealed the increase in PARP cleavage in the 16 and 24 

hour samples between NS siRNA and p100 siRNA cells was statistically significant (Figure 

3.4B, bottom graph). Furthermore, the huge reduction of cleaved PARP with the addition of 

the Z-VAD caspase inhibitor was also statistically significant for those time points. This 

suggests that the p52/p100 subunit plays an important role in caspase-mediated PARP 

cleavage in U2-OS cells, which is described as a marker of cell death. The western blot 

quantification of cleaved PARP in the HCT116 cell line showed p52/p100 depletion caused a 

significant increase at 16 hours (Figure 3.4C and 3.4D, bottom graph). Interestingly, at 24 

hours after 5FU treatment the difference between control and knockdown was insignificant. 

Similarly to the U2-OS cell line, the addition of Z-VAD to the p52/p100-depleted response to 

5FU led to the blocked of PARP cleavage events.  
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Figure 3.2 Analysis of DNA damage and cellular death markers in p52/p100 depleted cells during the 
ribosomal stress response –page 86. U2-OS cells were transfected with p52p100 targeting siRNA 
alongside a non-specific control. Following recovery, cells were harvested and analysed via western 
blotting. A) Western blot image representative of three independent repeats. Significant changes in 
protein abundance indicated by red box. B) Quantification p53 protein using ImageLab. Three 
independent repeats plotted using Prism 6. Two-way ANOVA was performed to test statistical 
significance. Image represents a simplified schematic of p53 stabilisation during ribosomal stress. C) 
Quantification of cleaved PARP protein using ImageLab. Three independent repeats were plotted using 
Prism 6 and a two-way ANOVA performed. Significant results represented with * or **. Image presents a 
schematic depicting the caspase mediated cleavage of PARP. D) Quantification of ƴH2AX protein across 
three independent repeats. Graph plotted using Prism 6. A two-way ANOVA was performed to test 
statistical significance. Significant results represented with * or **.  Schematic depicts the DNA damage 
induced phosphorylation of H2AX. 

Figure 3.3 p52/p100 depletion causes increased PARP cleavage in HCT116 cells responding to 
nucleolar stress. HCT116 cells were transfected with non-specific of p52/p100 targeting siRNAs. 
Cells were challenged to 5-flurouracil treatment prior to protein harvest. Protein was analysed via 
western blotting in which a BioRad ChemiDoc was utilised to visualise bands. 
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3.2.4. Is the p52-mediated response to nucleolar stress associated with the cell cycle? 

When DNA damage is detected within a cell, cellular mechanisms are activated. Either, the 

cell cycle will be arrested in order to repair the damage, or, the cell will undergo apoptosis 

(Hafner et al., 2019). Given the link between p52 and DNA damage following nucleolar stress 

identified above, cell cycle markers were investigated as depicted in Figure 3.5A. Firstly, 

G1/S associated proteins the CDK inhibitor p21 (inhibitory) and Cyclin D1 (promoting). 

Secondly, the G2/M associated proteins WEE1 and CDK1 were investigated. WEE1 inhibits 

CDK1 by phosphorylating it on Tyr 15 (Hernansaiz-Ballesteros et al., 2021).  

When the control siRNA treated cells were analysed, p21 protein levels were relatively low 

across all time points and were not hugely affected by ActD treatment (Figure 3.5B). After 

the three repeats were quantified and statistics analysed, it was shown that p52/p100 

depletion causes a significant increase to basal p21 protein levels. The drug time points at 2, 

4, 6, and 16 hours also showed a significantly higher level of p21 (Figure 3.3C). Interestingly, 

at 24 hours the p21 protein level rapidly decreased to become comparable with the control 

24 hour treated lysate. This suggests that p21 is upregulated to cause cell cycle arrest but 

degraded after prolonged periods of nucleolar stress (between 16 and 24 hours) when the 

cells are undergoing significant cell death. Cyclin D1 protein levels were also measured 

(Figure 3.5A). Cyclin D1 can be seen to be lost over time in NS control transfected cells. Cells 

with depleted p52/p100 also showed a lag in the decrease in protein levels. Interestingly, 

the Cyclin appeared to be stabilised from 0 to 6 hours of ActD treatment before protein 

levels decreased. However, upon quantification of three independent repeats, it was found 

that differences in Cyclin D1 protein between control and depleted samples were not 

statistically significant (Figure 3.5D). The analysis indicates that cells with depleted p52/p100 

could be undergoing arrest at the G1/S checkpoint due to significantly increased p21 protein 

levels.  

Figure 3.4 p52/p100 depletion causes caspase-mediated PARP cleavage in response to nucleolar stress –
page 88. Cells were subject to siRNA knockdown of p52/p100 prior to drug treatment. In a subset of cells, the 
caspase inhibitor Z-VAD was added 15 minutes prior to the drug. Protein was harvested for western blotting 
analysis and developed using a BioRad ChemiDoc. Three independent repeats were quantified, normalised by 
sum and statistical analysis performed. In this case a two-way ANOVA was used to test statistical significance. 
A) U2-OS cell line with actinomycin D drug treatment. Significant increase in protein indicated by red box. B) 
Quantification of p53 and cleaved PARP protein levels. C) HCT116 cell line with 5-flurouracil. Significant 
increase in protein indicated by red box. D) Quantification of p53 and cleaved PARP protein levels. Three 
independent repeats were plotted on Prism 6 and a two-way ANOVA was performed to test statistical 
significance. 

 

 

 

 

 

 

 

Figure 3.5 p52/p100 depletion causes caspase-mediated PARP cleavage in response to nucleolar stress. Cells 
were subject to siRNA knockdown of p52p100 prior to drug treatment. In a subset of cells, the caspase 
inhibitor Z-VAD was added 15 minutes prior to the drug. Protein was harvested for western blotting analysis 
and developed using a BioRad ChemiDoc. Three independent repeats were quantified, normalised by sum and 
statistical analysis performed. In this case a two-way ANOVA was used to test statistical significance. A) U2-OS 
cell line with actinomycin D drug treatment. B) Quantification of p53 and cleaved PARP protein levels. C) 
HCT116 cell line with 5-flurouracil D) Quantification of p53 and cleaved PARP protein levels.  
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An antibody recognising phosphorylated CDK1 was used to measure this marker of cell cycle 

arrest over 24 hours of treatment (Figure 3.5B). In the control cells, phospho-CDK1 only 

slightly decreased across the time course. In the western blot image used, the phospho-

CDK1 levels were higher in the p52/p100 knockdown cells before rapidly decreasing at 16 

and 24 hours of treatment. When all three repeats were quantified on ImageLab and plotted 

on Prism, it became clear that the differences between control and p52/p100 depleted cells 

were mostly insignificant (Figure 3.5E). Interestingly, at 4 hours of ActD treatment the level 

of phospho-CDK1 was significantly higher in the p52/p100 depleted cells versus control. The 

most interesting change occurs at hours 16 and 24 hours after ActD treatment. The figure 

shows the phosphorylation in the p100 siRNA cells decreases to be slightly below the control 

level, and dramatically decreased compared to the upregulation seen at 4 hours. This 

indicates the inhibitory marker is being removed and the cells are moving through the G2/M 

phase of the cell cycle after prolonged exposure to the drug. This mirrors the decrease in 

p21 protein levels, suggesting cells are restarting the cell cycle and then undergoing cell 

death. An anti-WEE1 antibody was also used (Figure 3.5B). In the control cells, WEE1 protein 

is seen to be degraded over time and the protein is undetectable at 24 hours. The p52/p100 

depleted cells appeared to stabilise WEE1 when compared to the NS control until a slight 

decrease at 8 hours and the subsequent degradation at 16 and 24 hours. Interestingly, this is 

in line with the decreased phospho-CDK1 levels captured, however differences between 

control and p52/p100 depleted cells were found to be insignificant upon quantification of 

WEE1 protein (Figure 3.5F). This figure indicates cell cycle arrest due to increased phospho-

CDK1 presence after ActD treatment and sustained WEE1 protein abundance. ActD treated 

cells, however, could see a removal of the inhibitory phosphorylation on CDK1 and the 

degradation of WEE1 after prolonged periods of treatment. This suggests cells are allowed to 

pass through the G2/M checkpoint. 
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The response in HCT116 cells to 5FU and p52/p100 depletion showed differences to U2-OS 

cells at the G1/S checkpoint, but similarities at the G2/M checkpoint (Figure 3.3). The 

presence of p21 protein in the cells were found to increase across the 24 time course in the 

NS siRNA cells. Interestingly, and oppositely to the U2-OS cell line, the induction of p21 

protein appeared to be dampened after depletion of p52/p100. The NS siRNA cells displayed 

relatively consistent phospho-CDK1 Tyr15 levels in response to 5FU treatment over 24 hours. 

In the p52/p100 depleted cells, the p-CDK1 levels appeared higher compared to the NS cells 

between 0 – 16 hours. Considering the lower amount of protein loaded in the p52/p100 

depleted cells, the increased phospho-CDK1 levels could be more pronounced than captured 

on the western blot image. At 24 hours of 5FU treatment in the p52/p100 depleted cells, the 

phosphor-CDK1 level was undetected where in the NS control the phosphorylation was still 

captured. This follows the pattern displayed in U2OS cells whereby the inhibitory 

phosphorylation is removed after prolonged nucleolar stress. 

3.2.5. Flow cytometry analysis of U2-OS cell cycle following control depletion or p52/p100 

depletion in response to actinomycin D  

To further evaluate the impact of p52/p100 depletion and subsequent ActD treatment had 

upon U2-OS cells, flow cytometry was performed. Cells were transfected with siRNAs as 

previously described and treated with the drug for times indicated in the Figure 3.6. Cells 

were harvested, fixed and stained using propidium iodide to analyse cell cycle profiles. 

The comparison of basal cell cycle profiles in non-specific transfected U2-OS cells and 

p52/p100 depleted U2-OS cells suggests that the knockdown increases the percentage of 

cells in the G2/M phase (Figure 3.6). After 8 hours of ActD treatment the profiles are mostly 

comparable between the two conditions. The major difference is a slight decrease detected 

in p52/p100 depleted cells in S phase. This decline continues and is most pronounced at 16 

hours ActD treatment.  At the 16 hour time point, the control cells showed a slight decrease 

Figure 3.5 Analysis of cell cycle arrest markers in p52 depleted cells responding to nucleolar stress – page 91. 
U2-OS cells were transfected with a siRNA targeting p52/p100 alongside the non-specific control. Cells were 
treated with varying lengths of actinomycin D before harvest and protein extraction. Protein was analysed via 
western blotting. A) A representative western blot of three independent repeats. B) A schematic depicting the 
roles that cell cycle arrest markers (probed for via western blotting) have during the mammalian cell cycle. 
Green box to highlight large decrease in protein discussed in text. C-F) Quantification of three independent 
repeats plotted using Prism 6. Proteins are indicated in the figure. Two-way ANOVAs were performed to using 
Prism 6 to test statistical significance. 
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in the percentage of G2/M cells compared to 0 hours. Cells depleted in p52/p100, however, 

displayed a more dramatic decline in G2/M cells, accompanied by an increase in cells in the 

G1/S phase. The combination of more cells in G1/S transition and less cells in S phase 

suggests the cells have been arrested at the G1/S checkpoint. Interestingly, these changes 

are reversed by 24 hours of ActD treatment. This could be due to cells rendering the cell 

cycle after prolonged ActD treatment, as discussed previously. On the other hand, the profile 

of p52/p100 knockdown cells after 24 hours of ActD treatment could reflect solely the 

surviving population if many cells underwent apoptosis after 16 hours. Whilst only a singular 

repeat was performed of this experiment, the figure suggests a role of p52 within the G2/M 

checkpoint of the cell cycle, both basally and in response to ActD treatment.
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Figure 3.6 p52 depletion impacts the cell cycle profile of U2-OS cells both basally and in response to ActD treatment. Cells were transfected 
with either a non-specific siRNA or siRNA targeting p52/p100 and treated with 5nM ActD. Cells were harvested, fixed in ethanol and stained with 
propidium iodide. Flow cytometry analysis was performed to create the cell cycle profiles. Analysis was performed using FlowJo. 
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3.2.6. Analaysis of gene expression changes following p52/p100 depletion and ActD 

treatment in U2-OS cells  

Regulation of the stabilisation or degradation of proteins can be achieved at the gene 

expression level. In order to investigate whether p52/p100 depletion of U2-OS cells affected 

gene expression in response to ActD treatment, mRNA was extracted. RNA was reverse 

transcribed to make cDNA and finally analysed via quantitative RT-PCR.  

The CDKN1A gene encodes the p21 cell cycle regulator (Radhakrishnan et al., 2006). This 

protein primarily inhibits progression through the G1/S phase of the cell cycle. Basally, cells 

with depleted p100 contained slightly higher CDKN1A gene expression compared to the NS 

control (Figure 3.7A). Following treatment, the gene expression profiles follow the same 

pattern however the p100 siRNA cells consistently showed higher levels of CDKN1A 

transcript. However, although this higher level of CDKN1A mRNA was consistent with the 

higher levels of p21 protein discussed above, analysis of 3 independent repeats and revealed 

these differences to be statistically insignificant (Figure 3.7A).  

CCNB1 is a gene encoding Cyclin B1. This Cyclin is upregulated in the G2 phase and plays a 

role in the progression through G2/M phase of the cell cycle (Dash and El-Deiry, 2005). At 0 

hours of ActD treatment, the expression levels of CCNB1 are comparable between the NS 

control and p100 targeting siRNA (Figure 3.7B). In response to ActD, CCNB1 expression is 

downregulated. This either suggests cell cycle arrest is occurring, or that cells are passing 

through the G2/M checkpoint thus targeting Cyclin B1 for degradation. The gene expression 

between the conditions remains similar throughout the time course. Insignificant changes to 

the CCNB1 gene were found upon the depletion of p52/p100. 

The BAX gene encodes the pro-apoptotic protein, Bax (Fischer, 2017). The mRNA levels of 

this gene were found to be very low in the U2-OS cells. This remained unchanged after drug 

treatment, regardless of the depletion of p52/p100 (Figure 3.7C).  

The BCL2L1 gene encodes Bcl-xL, an anti-apoptotic gene. In the NS siRNA cells, the gene was 

downregulated at 8 hours of treatment, then remained low through to 24 hours. This is 

consistent with induction of the cell death mechanisms at around 8 hours of treatment 

(Figure 3.7D). The p100 siRNA cells had the same basal BCL2L1 expression, however less of a 

decrease was found at 8 hours and a slower downregulation of the gene was captured. This 

suggests that the cells with depleted p52/p100 had a lag in the induction of the apoptotic 
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pathway. However, as the data was not significant, further analysis with other apoptotic 

markers is required.  

Overall, a strong link between the role of p52 in nucleolar stress and gene expression 

changes within the cells was not identified. This therefore suggests that other genes are the 

primary p52 targets after ActD treatment of that any role that p52 is playing in the stress 

response occurs at the protein level. 

 

 

  

Figure 3.7 p52/p100 knockdown causes insignificant impact on gene expression of target 
genes. Protein was harvested from cells subject to p52/p100 siRNA knockdown and treated 
to varying lengths of actinomycin D treatment. RNA was harvested and converted to copy 
DNA prior to performing quantitative RT-PCR. A and B) Cell cycle genes, indicated in y axis, 
investigated. Three independent repeats plotted using Prism 6. One-way ANOVAs were 
performed to test statistical significance. C and D) Apoptotic genes measures, indicated in y 
axis. Three independent repeats were plotted using Prism 6. Two-way ANOVAs were 
performed to test statistical significance. 
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3.3. Results - Is there a link between p52 and the 5S RNP/MDM2/p53 pathway? 

The 5S RNP is the critical regulator of p53 stabilisation and activity in response to ribosomal 

stress. Furthermore, the 5S RNP is known to have a role in the stabilisation and activation of 

p53 in response to nucleolar stress. The 5S RNP accumulates in stressed conditions allowing 

the complex to bind to MDM2 thereby stabilising p53 (Sloan et al., 2013a). My data 

suggested that there is a link between p52 activity, caspase-dependent PARP cleavage and 

the cell cycle in response to nucleolar stress. Given that p52 depletion led to increased cell 

death in response to ribosomal stress, it was important to address whether the death was 

mediated by p53 signalling via the 5S RNP.  In order to investigate if p52 signalling in linked 

to the 5S RNP/MDM2/p53 pathway, U2-OS cells were co-transfected with combinations of 

siRNAs. This allowed the determination of whether proteins were having an additive or an 

opposite impact on the stress response. To study this, single siRNA knockdowns were run 

parallel to double knockdowns and compared to a NS control.  

3.3.1. Investigating the role of p53 within the p52-dependent ribosomal stress response 

Initially, the impact of a double depletion of p52 and p53 was studied. PARP cleavage and 

p53 stabilisation was measured via western blotting which was later quantified (Figure 3.8A). 

As expected p52/p100 depletion did not significantly affect p53 stabilisation (Figure 3.8B). 

Interestingly, and unexpectedly, after the depletion of tumour suppressor p53, the levels of 

PARP cleavage increased compared to NS control and p52/p100 siRNA samples (Figure 3.8C). 

The quantification of cleaved PARP showed that cells depleted of p53 showed a greater 

increase in PARP cleavage up to 8 hours of treatment. At prolonged time points (16 and 24 

hours) the level of cleaved PARP detected decreased compared to basal levels. The double 

knockdown samples displayed the highest degree of PARP cleavage up to 8 hours of ActD 

treatment. The detected protein levels of cleaved PARP decreased after 8 hours of 

treatment. As full length PARP protein also decreased at later time points, it suggested that 

cells double depleted in p52/p100 and p53 suffered significant cell death as a result of 

prolonged treatment. This suggests the double depletion of p52/p100 and p53 worsens the 

cell death phenotype in response to ActD treatment, raising the question of whether p52 

and p53 are working together in the cellular response to nucleolar stress. 
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To visualise the role p53 plays in the p52-dependent ribosomal stress response in an 

alternate way, the lung carcinoma cell line, H1299 was utilised. This was chosen as the 

model system as these cells are naturally p53 null. H1299 cells were treated with a NS siRNA 

or an siRNA targeting p52/p100. Cells were then treated to varying time points of ActD at 

5nM prior to harvest. Protein was extracted and analysed via western blot.  

The NS siRNA lysates contained negligible cleaved PARP levels (Figure 3.9). Little full length 

PARP was detected across the time course. The cells treated with siRNA p100 also contained 

very little cleaved PARP in response to drug treatment. The cleaved PARP in the 16 and 24 

hour samples were insignificantly increased compared to the NS control. A slight increase in 

full length PARP in the 16 and 24 hour siRNA p100 lysates was also detected. Comparing 

these to the actin loading control revealed higher protein levels overall. Therefore, it 

suggests insignificant differences in PARP cleavage in the control versus p52/p100 depleted 

cells.  

The assay also showed very little phospho-CDK1 detected in all of the samples at all time 

points (Figure 3.9). The NS siRNA and p100 siRNA results were comparable. Whilst little 

phospho-CDK1 was detected, the level of total CDK1 remained stable. This suggests little 

G2/M cell cycle arrest across all samples. The G2/M checkpoint was predicted to be 

unaffected by p52/p100 depletion in H1299 cells.  

Finally, p21 protein was studied (Figure 3.9). In NS cells, p21 slightly increases at 6 and 16 

hours of treatment, however this increase is insignificant. In the siRNA p100 cells, p21 also 

increases at 6 and 16 hours. It is important to note that the 16 hour siRNA p100 sample was 

overloaded, as seen in the actin control blot. Thus, the image shows insignificant differences 

in p21 protein levels over time in response to ActD either with basal p52/p100 levels or 

depleted.  

Therefore the nucleolar stress response in H1299 cells does not appear to be affected by the 

depletion of p52/p100. It is possible that the lack of p53 in the cells reverses the phenotype 

Figure 3.8 A double knockdown of p52/p100 and p53 leads to increased PARP cleavage following 
actinomycin D treatment – page 99. U2-OS cells were treated with a non-specific siRNA, p52/p100 
targeting, p53 targeting or a combination of p52p100 and p53 targeting siRNAs. Cells were treated 
with ActD for both short and longer time courses before protein was extracted. Analysis was 
achieved via western blotting and developed using a BioRad ChemiDoc. A) Western blot image 
showing the single repeat of this experiment. Coloured boxes to highlight key areas on quantification 
graphs. B) Quantification of the p53 pixels. C) Quantification of the cleaved PARP pixels, performed 
on ImageLab. 
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shown in U2-OS and HCT116 cells following a p52/p100 knockdown, as those cells naturally 

posses p53. Therefore, their intrinsic signalling pathways are reliant upon using that protein, 

whereas H1299 cells do not require p53 for survival. In summary, this figure displays that 

cells naturally lacking p53, and following depletion of p52/p100, do not show the same 

phenotype in response to ribosomal stress. Therefore, the figure suggests the p52 

dependent ribosomal stress response requires p53. 

  

Figure 3.9 The p53-null cell lines, H1299, does not show impacted response to 
actinomycin D following p52/p100 depletion. H1299 cells were treated with a 
p52/p100 siRNA and treated with ActD. Protein was anlaysed via western blotting and 
developed using a BioRad ChemiDoc. Green boxes highlight the lack of phenotype 
induction following siRNA knockdown and ActD treatment. 
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3.3.2. Double depletion of p52 and RPL11 

Taken together this data indicated that p52 plays a role in the response to nucleolar stress. 

However, whether the 5S RNP was involved in this process had not been addressed. The 5S 

RNP is responsible for p53 activation following nucleolar stress by binding to, and inhibiting 

the action of, negative regulator MDM2 (Sloan et al., 2013a). To investigate whether the 5S 

RNP might also regulate p52, the response of U2-OS cells to RPL11 siRNA or a double 

knockdown of p52/p100 and RPL11 were measured (Figure 3.10).   

The cell cycle arrest markers, CDK1 phosphorylated at tyrosine 15 and p21, were probed for 

via western blotting (Figure 3.10A). Western blotting analysis revealed insignificant 

differences between p52/p100 knockdown, RPL11 knockdown and p52/RPL11 double 

knockdown samples.  The p52/p100, RPL11 and p52/RPL11 knockdown, however, displayed 

lower phospho-CDK1 in their 24 hour samples in comparison to the non-specific control. As 

three repeats were not performed, statistical analysis was not carried out.   The different 

knockdowns had differing impacts on p21 protein levels. Non-specific control samples saw a 

rise in p21 protein across the ActD time course. The p52/p100 depleted cells saw high basal 

levels of p21 that were degraded over time. Interestingly, RPL11 depletion caused a basal 

increase of p21 protein levels which was similar to the p52/p100 knockdown. However, p21 

protein remained relatively similar across the 24 hours of ActD treatment. Finally, the double 

knockdown caused a basal increase of p21 protein. This was then slightly degraded across 

the time course. The degradation seen was not as dramatic as that captured in the p52/p100 

knockdown alone, suggesting the additional RPL11 knockdown could be dampening the 

effects seen after solely depleting p52/p100. It is important to state that the two repeats 

revealed variation in cell cycle markers. Therefore, at present, the results are speculative, 

quantification was not performed and further repeats are required. 

The presence of cleaved PARP, however, was measured (Figure 3.10B). Two repeats were 

plotted together and therefore statistical analysis was not available. RPL11 depletion was 

sufficient to cause an increase in PARP cleavage at 24 hours. Strikingly, the double depletion 

of p52/p100 and RPL11 caused the largest increase of PARP cleavage, mirroring the results 

of the p52/p100 and p53 double depletion. The error bars in the 24 hour sample following 

the RPL11 or the double knockdown were large. This is indicative of instability within the 

cells. Figure 3.10B suggests the double knockdown had a higher activation of cellular death 

mechanisms.  
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Overall, the p52/p100 depletion caused an upregulation of cell cycle arrest markers basally 

in the cells compared to the control. The addition of the RPL11 siRNA alongside the 

p52/p100 siRNA leads to lesser effects on the cell cycle of U2-OS cells by slightly dampening 

the effects seen upon p21 protein abundance. The double knockdown, however, made a 

profound impact upon PARP cleavage in response to ActD. Thus, Figure 3.10 suggests that 

p52 could be co-operating with the 5S RNP/MDM2/p53 pathway, or, that RPL11 regulates 

p52 activity. 
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3.4. Results - Is the role of NF-κB in the context of nucleolar stress specific to non-canonical 

signalling? 

3.4.1. Comparing the roles of p52 and RelB in response to Actinomycin D 

The p100/p52 subunit of the NF-κB family exists in homo- or heterodimers. The preferential 

dimer of the non-canonical pathway is the p52/RelB heterodimer (Perkins, 2012). It had not 

been established whether RelB was having an effect within the nucleolar stress response, 

and if the effect would indicate p52 was participating in a p52/RelB heterodimer during the 

response. To review whether RelB plays a role in the response to ActD treatment, cells were 

transfected with a RelB specific siRNA alongside a NS control siRNA and a p100 targeting 

siRNA.  

The experimental repeats of Figure 3.11A were performed by students Kirsten Ramsay and 

Aleksandra Sukova under my direct supervision. The data revealed insignificant changes in 

p53 stabilisation in response to drug treatment. The stabilisation of p53 was unaffected by 

the depletion of both RelB and p52/p100. Interestingly, in the RelB knockdown cells, PARP 

cleavage was substantially effected. The basal levels of cleaved PARP were increased and 

after 4 hours of ActD exposure the level of cleaved PARP detected in the samples had 

already increased to a higher degree than in the 24-hour control sample. Furthermore, full 

length PARP was found to decrease which indicates a high level of cell death. Lastly, cleaved 

PARP levels continued to increase at 24 hours of treatment leaving little full length PARP 

intact. The p52/p100 knockdown showed less dramatic induction of the PARP cleavage 

pathway. Therefore, while p52/p100 depletion caused a marked effect on the induction 

caspase-mediated PARP cleavage compared to NS control, RelB depletion was found to have 

the most profound effect on the stability of the cells.  

Given the indication that the p52-mediated response to nucleolar stress could involve cell 

cycle arrest, it was important to compare cell cycle arrest markers; phosphorylated CDK1 

and p21. In the phospho-CDK1 and p21 western blots the RelB depleted samples and the 

control samples contained comparable changes in protein abundance across the time course 

Figure 3.10 A double knockdown of p52/p100 and RPL11 leads to higher incidences of PARP cleavage 
following actinomycin D treatment – page 104. U2-OS cells were treated with siRNAs as indicated in 
figure. Cells were then treated with ActD and protein was harvested for western blotting. A BioRad 
ChemiDoc was used for visualisation of the bands. A) The image represents one of two independent 
repeats. B) Quantification of cleaved PARP protein presence. 



106 
 

(Figure 3.11A). The p52/p100 depleted samples were unique in showing decreased presence 

of phospho-CDK1 at 6 and 24 hours of ActD treatment. Further, the p21 protein levels 

appeared higher both basally and at 6 hours of treatment prior to degradation in p52/p100 

but not in RelB depleted samples. Therefore, it is sappears that in the response to ActD, p52 

causes a more noticeable impact on cell cycle arrest proteins in comparison to RelB. On the 

other hand, RelB depletion caused a much greater impact on PARP cleavage following 

nucleolar stress. 

3.4.2. Investigating the role of canonical NF-κB signalling in the nucleolar stress response 

NF-κB signalling can function through two distinct pathways: the canonical and the non-

canonical (Gilmore, 2006). Previously, the major players within the non-canonical pathway, 

p52 and RelB, were studied in the ribosomal stress response. Canonical signalling is more 

prevalent and more widely studied in the context of cellular stress. Therefore, it was 

important to determine whether the proposed role of NF-κB as a regulator of nucleolar 

stress is specific to non-canonical signalling or a family-wide role. To test this, the p50 and 

RelA NF-κB subunits were depleted using siRNAs. This was followed by treatment with 

Actinomycin D and analysis of the protein abundance through western blotting.  

The non-specific control siRNA showed the expected increase of p53 stabilisation over time 

(Figure 3.11B). The level of PARP cleavage insignificantly increased after 6 hours of 

treatment followed by a larger increase at 24 hours. The level of full length PARP, however, 

remained unchanged. Following the p50 knockdown, the stabilisation of p53 was 

comparable to the control in response to the induction of nucleolar stress. PARP cleavage 

was undetectable at 0 hours, a small increase was seen after 6 hours of drug exposure. This 

was slightly higher when compared to the 6 hour time point in the control experiment. 

Finally at 24 hours after ActD treatment, cells with depleted p50 saw an increased level of 

cleaved PARP, similar to control. Finally, RelA was targeted with an siRNA. The depletion had 

no impact on the p53 response following drug treatment when compared to NS control and 

p50 siRNA samples. Equally, no differences were seen in PARP cleavage in response to 

nucleolar stress. This suggest that the NF-κB family members involved in canonical signalling 

do not play a significant role in the response to nucleolar stress. 
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Figure 3.11 The role of NF-κB in the nucleolar stress response is specific to the non-
canonical signalling pathway. U2-OS cells were treated with siRNAs as indicated in the 
figure. Recovered cells were treated with ActD for the times indicated and protein analysed 
via western blotting. A) Non-canonical NF-κB members were knocked down. Figure provided 
by Kirsten Ramsay, a Masters of Research student under direct supervision. Two 
independent repeats were performed by Ms Ramsay and an additional repeat performed by 
Aleksandra Sukova, an undergraduate student. Both students were under my direct 
supervision. B) Canonical members of the NF-κB family were knocked down. The image 
represents one of three independent repeats. One repeat was performed by Aleksandra 
Sukova. 
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3.5. Discussion 

3.5.1. The response to nucleolar stress is specific to the non-canonical pathway 

A striking finding from this chapter is that depletion of the canonical NF-κB subunits, 

p50/p105 and RelA, did not affect the response to nucleolar stress (Figure 3.11B). On the 

other hand, members of the non-canonical pathway, p52/p100 and RelB, did. It is 

uncommon for the non-canonical signalling pathway to function independently from the 

canonical. Usually, reports find that the pathways are intertwined and non-canonical 

pathway activity is often accompanied by the canonical (Shih et al., 2011). For example, the 

RELB and NFKB2 genes contain κB sites in their promoters, meaning that they are subject to 

RelA dependent transcriptional regulation (Bren et al., 2001, Liptay et al., 1994a). Other 

evidence of crosstalk stems from the study of knockout mice. For example, the Rela-/- mouse 

is embryonic lethal through liver apoptosis and a sensitivity to TNF (Beg et al., 1995). 

However, the mice also showed an absence of splenic architecture and lymph nodes, 

resembling the phenotype of a non-canonical subunit deficient mice. Furthermore, it has 

been shown that in Nfkb2-/- murine cells, the lack of p52/p100 able to form dimers with RelB 

actually pushes RelB into heterodimers with the p50 subunit. Similarly, in Nfkb1-/- murine 

cells, p100 protein levels were found to be depleted as more p52 was being generated in 

order to form a heterodimer with RelA. The RelA/p52 dimer was found to regulate RelA 

target genes (Basak et al., 2008, Shih et al., 2011). An example of non-canonical activity 

independent of the canonical was reported to be linked to hypoxia inducible factor 2α. Prior 

to this study, the link between hypoxia and NF-κB had only been shown via canonical 

signalling through a RelA/p50 heterodimer (D’Ignazio et al., 2018). The Rocha laboratory, 

however, found that treating cells with TNFSF14/LIGHT – an inducer of the non-canonical 

NF-κB pathway – led to HIF-2α induction in a p52 dependent manner. Therefore, an 

incidence of non-canonical activity occurring independently to canonical activity is an 

exciting discovery in NF-κB biology. In particular, unique cellular responses that occur 

following the depletion of the non-canonical subunits is of interest in the field, as NF-κB 

subunits are known to reshuffle in order to restore a sense of balance.    

3.5.2. RelB and p52 potentially function through different mechanisms following 

nucleolar stress induction  

The data in Figure 3.11A indicates a different role for p52 and RelB in the ribosomal stress 

response. Firstly, RelB depletion leads to a much more dramatic onset of PARP cleavage, a 
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marker of cell death. Whilst the effects seen after p52 depletion are not as strong in the 

context of PARP cleavage, there the data to suggests that p52 plays a more important role 

than RelB as a regulator of the cell cycle. The potential role of p52 in nucleolar stress is 

discussed below.  

RelB is known for promoting cell survival in cancer cells (Kaltschmidt et al., 2018). Kuhn et al 

created a murine phenotype to investigate the role of RelB in CD40-driven B cell lymphomas 

(Kuhn et al., 2022). Mice expressing constitutively active CD40 receptor were crossed with 

the RelB knockout mouse. This resulted in impaired survival and activation of B cells. Whilst 

this did not remove the onset of lymphoma, the progression of the cancer was slow and the 

latency period increased (Kuhn et al., 2022). Thus, the study indicates RelB plays a role in 

cancer cell survival. Further, in prostate cancer cell lines, increasing cellular RelB levels were 

found to increase tumorigenicity  (Josson et al., 2005). Interestingly, increasing RelA protein 

levels did not achieve the same result. Therefore, a role for RelB in the survival of U2-OS cells 

facing nucleolar stress is unsurprising. Through the study of 67 chronic lymphocytic leukemia 

bone marrow samples, it was determined that RelB activity was found in all of the samples. 

Furthermore, lower RelB activity was linked to better patient prognosis (Xu et al., 2014). This 

indicates that RelB contributes to cancer survival, presumably through encouraging cell 

survival. 

3.5.3. Actinomycin D functions through the stabilisation of p53 which is unaffected by 

depleting members of the NF-κB family 

The abundance of the p53 protein and the rate of stabilisation was unaffected by any NF-κB 

targeting siRNA used (Figure 3.2, Figure 3.11). Actinomycin D is a widely studied inducer of 

nucleolar stress. It has been shown that low levels of ActD can contribute to cell cycle arrest, 

where higher concentrations are linked to cell death (Merkel et al., 2012). Choong et al 

discovered that low doses of ActD specifically induce cell cycle arrest via p53 signalling 

(Choong et al., 2009). The study demonstrated via flow cytometry an increase of HCT116 

cells in the gap phases of the cell cycle in response to ActD treatment. This corresponded to 

a decrease in cells found in S phase of the cell cycle. This profile is indicative of cell cycle 

arrest. Interestingly, the arrest was found to be reversible. Whilst low percentages of 

apoptotic cells were detected, this was negligible in comparison to cells undergoing arrest 

(Choong et al., 2009). Overall, the results presented in Chapter 3 display that ActD-induced 

p53 stabilisation is a robust mechanism that functions through the 5S RNP. The depletion of 
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NF-κB subunits at the basal level were unable to alter this particular response in both U2-OS 

and HCT116 cell lines. 

3.5.4. p52 plays a protective role in the response to nucleolar stress - U2-OS cells display a 

strong link between p52/p100 and the cell cycle in response to nucleolar stress 

The link between p52 and the cell cycle has been previously described. For example, it has 

been previously shown that p52 depletion in U2-OS cells reduces cell number (Schumm, 

2006). Furthermore, p52 has been found to bind to the promoter regions of several p53 

target genes that serve roles in the regulation of the cell cycle (Schumm, 2006). It was 

determined that UV radiation, a potent inducer of ribosomal stress (Iordanov et al., 1998b), 

changes the nature by which p52 regulates those target genes.  

Interestingly, Schumm et al. found that siRNA mediated knockdown of p52/p100 resulted in 

increased p21 mRNA and protein levels (Schumm et al., 2006). This result was also seen in 

Figure 3.5, indicating that p52 could function to repress p21 transcription and translation. In 

the p52 depleted cells, p21 protein levels are significantly increased at basal levels and 

during actinomycin D treatment until prolonged treatment times (16 hours and longer). At 

that point, p21 protein decreases, presumably by being degraded. Further, Schumm et al. 

performed flow cytometry on U2-OS cells following p52/p100 knockdown, alongside control 

samples. The cells were stained with propidium iodide to visualise the stage of the cell cycle 

that the cells were in upon harvest. It was seen that p52/p100 depletion caused a decrease 

of cells in the S phase and an increase of cells in G1/S and G2/M phases, indicative that p52 

plays a role during several stages of the cell cycle (Schumm, 2006). This is in line with both 

the increased p21 protein levels, a known mediator of cell cycle arrest, and the increased 

number of cells appearing to lose adherence in Figure 3.1. Adherent cell populations have 

been shown to detach following cell death, or, during significant cell cycle arrest. Hence, the 

data presented, alongside Dr Schumm’s findings, show that p52 plays a role in p21 synthesis 

in U2-OS cells. It appears that p52 may repress p21 gene expression and subsequent 

translation due to the increased protein abundance after siRNA knockdown of p52/p100 

(Figure 3.5B). Further, the depletion of the protein causes cells to undergo cell cycle arrest 

both basally and up to 16 hours of ActD treatment. However, it could also be an example of 

dependency on p52 for the regulation of the cell cycle. Perhaps, lacking this vital cell cycle 

regulator causes the cells to sense an instability surrounding the cell cycle, forcing them to 
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arrest. It is interesting that the cell cycle inhibitor, p21, is degraded after 16 hours of 

treatment, this is discussed later.  

Whilst it is not known which dimer p52 is forming during the response to ActD, it has been 

shown that p52 homodimers can switch association with its cofactors to either repress or 

activate gene expression. Rocha et al showed that p52 homodimers become repressive of 

the Cyclin D1 gene in response to UV radiation (Rocha et al., 2003). The homodimers change 

from an association with Bcl-3, a co-activator, to HDAC1, a transcriptional corepressor 

protein. Cyclin D1 upregulation is necessary for the successful progression through the G1/S 

phase of the cell cycle (Rocha et al., 2003). Therefore, this indicates a role for p52 

homodimers in cell cycle arrest through repressing protein expression in response to UV 

radiation, an inducer of ribosomal stress. It must be noted, insignificant differences in Cyclin 

D1 protein abundance were captured in p52 knockdown cells versus control in my 

experiments, however the protein was seen to be degraded at later time points (Figure 3.5). 

Future experiments could investigate the presence of HDAC1 and Bcl-3 throughout the time 

course to determine whether p52 homodimers are associating or re-associating throughout 

the response. Whilst the different cellular responses in cells with p52 depletion versus RelB 

depletion seen in Figure 3.11A suggest the response is unlikely to be governed by a p52/RelB 

heterodimer, further experimentation would be useful to determine p52’s dimeric partner.  

A G2/M cell cycle arrest marker was also investigated. Phosphorylation of CDK1 at Tyr 15 by 

the kinase WEE1 causes the inhibition of the cell cycle at the G2/M checkpoint (Parker et al., 

1992). Cells depleted in p52 displayed a significant initial increase in CDK1 phosphorylation, 

however insignificant differences were found for the remainder of the time course (Figure 

3.5C). The more interesting finding, however, was that across the ActD time course, CDK1 

phosphorylation was being lost. The decrease in phosphorylation occurs at the same time 

that the WEE1 protein appears to be degraded. This indicates cells are starting to progress 

through mitosis. This is echoed by the flow cytometry data shown in Figure 3.6. 

 

3.5.5. HCT116 cells show a link to the cell cycle during response to nucleolar stress  

The link between p52/p100 and the cell cycle in U2-OS cells had been previously studied, 

however HCT116 cells had yet to be investigated. HCT116 cells are a colorectal cancer cell 

line possessing wild-type p53 (Kaeser et al., 2004). The usual treatment for colorectal cancer 
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in the clinic includes the chemotherapeutic drug 5FU. 5FU has been shown to activate p53 

through the 5S RNP and is therefore used to study nucleolar stress (Sun et al., 2007). By 

contrast to the results seen in U2-OS cells, p52/p100 depleted HCT116 cells displayed a 

decreased protein presence of the cell cycle inhibitor p21 basally and in response to drug 

treatment (Figure 3.3). Unfortunately, this result was performed as a single repeat so 

statistical significance was not able to be determined. Even so, this suggests p52 could be 

involved in the activation of p21 transcription and translation in HCT116 cells. Perhaps, p52 

is involved in a different dimer during the response in these cells or, if a p52 homodimer, it is 

associated with Bcl-3. This speaks to the difference and variety of NF-κB activity in different 

cellular environments and different cell types. One theory as to why the cell cycle responses 

are so different in HCT116 cells compared to U2-OS cells, is that there is much less p52 

naturally in the cell. It can be seen in Figure 3.3 that HCT116 cells possess much higher 

amounts of p100 in comparison to p52, and that basal p52 levels are relatively low – almost 

undetectable by western blot. Therefore, the cells must have other natural mechanisms of 

cell cycle regulation that does not involve the little p52 protein they possess. On the other 

hand, p52 is more abundant in U2-OS cells and much work of the NF-κB field is performed in 

these cells due to the cell’s reliance on the NF-κB pathway. Thus, HCT116 cells serve as an 

important control. Despite the result only being a single repeated experiment, it is still 

striking to see some similarities between the responses to nucleolar stress following the 

depletion of p52/p100. The data presented in this chapter suggests that the effects in 

HCT116 cells could be due to a loss of p100, rather than p52, given the higher basal levels of 

the full length repressive protein.  

One similarity between the U2-OS and HCT116 cells is the presence of the phosphorylation 

of CDK1 at tyrosine 15. In the control samples, phospho-CDK1 stays present throughout the 

duration of the 24 hours of drug treatment. In the p52/p100 depleted cells, however, 

phospho-CDK1 decreases at 16 hours and is lost by 24 hours of treatment. This is indicative 

of p52/p100 depleted HCT116 cells being allowed to progress through mitosis at prolonged 

treatments with 5FU. 

3.5.6. Cancerous cell lines depleted in p52/p100 could undergo mitotic catastrophe during 

prolonged periods of ribosomal stress 

In cases of overwhelming DNA damage, cells undergo programmed cell death (Paek et al., 

2016). The 16 hour time point following ActD treatment induced significant incidences of 
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PARP cleavage (Figure 3.2A, Figure 3.3 and Figure 3.4). The caspase-mediated cleavage of 

PARP is a well-known marker of cell death. Whilst some argue this is a marker of apoptosis, 

it is becoming clearer that PARP cleavage events can occur during various types of cellular 

death (Chaitanya et al., 2010). As preliminary quantitative RT-PCR analysis revealed 

insignificant changes in genes involved in apoptosis (Figure 3.7), it can be predicted the cells 

are dying through alternative mechanisms. Whilst apoptosis is the most widely studied form 

of cell death, other mechanisms of cell death, such as autophagy, have been previously 

linked to NF-κB signalling. Recent studies have shown that NF-κB family members can 

modulate autophagy as well as the process itself impacting NF-κB signalling. This indicates 

that NF-κB activity is not limited to crosstalk with apoptotic signalling pathways and the 

transcription factor family could be involved in multiple mechanisms of cell death. 

At 16 hours of ActD treatment it was found that the p21 protein was rapidly degraded 

following on from being significantly increased. Additionally, the inhibitory phosphorylation 

marker on CDK1 was removed (Figure 3.5). Comparing the western blot analysis with the cell 

cycle profile of control and p52/p100 knockdown cells revealed the cell cycle-dependent role 

p52 plays in the nucleolar stress response in U2-OS cells. At the 16 hour time point, flow 

cytometry revealed that p52/p100 depleted cells showed a large decrease in cells within the 

G2/M phase of the cell cycle (Figure 3.6). This suggests cells are progressing through this cell 

cycle checkpoint. In summary, from 16 hours of ActD treatment, significant PARP cleavage is 

induced, p21 is degraded, CDK1 is dephosphorylated and significant DNA damage is detected 

(Figure 3.12). The phosphorylation of H2AX at serine 139 is a marker of DNA damage, 

specifically double stranded DNA breaks. This marker is produced rapidly following DNA 

damage, thus serving as an important cellular indicator (Podhorecka et al., 2010). U2-OS cells 

depleted in p52/p100 show increased ƴH2AX protein levels from 16 hours of treatment 

(Figure 3.2). DNA damage is sensed through increased levels of ƴH2AX. This triggers the 

activation of repair pathways such as homologous recombination and non-homologous end 

joining. The latter being more error prone and less favourable (Zhou and Elledge, 2000).  

This combination of DNA damage and the removal of cell cycle arrest markers in the context 

of cell death leads to the hypothesis that the U2-OS cells are undergoing mitotic 

catastrophe. The true definition of mitotic catastrophe is widely debated as it is unsure 

whether cells die due to defective mitosis or whether cells die following mitotic entry 

(Castedo et al., 2004, Sazonova et al., 2021). Either way, mitotic catastrophe is a result of a 
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defective G2/M cell cycle checkpoint. This checkpoint normally ensures cells have accurately 

and completely replicated cellular contents prior to the final division step. This stage is 

irreversible (Swift and Golsteyn, 2016). Therefore, if the G2/M checkpoint is not functioning 

adequately, any faults or damage within the DNA sequence will be replicated alongside the 

aberrant cell division. The large increase in ƴH2AX at the 16 hour time point could be a result 

of the cells rushing through mitotic cell division, therefore replicating DNA damage present 

in the cells leading to an increase in cell death (Figure 3.2). If cells lacking p52 causes a higher 

onset of double stranded DNA breaks, it suggests that p52 could play a role in the adequate 

DNA repair pathway during nucleolar stress. Potentially, its role in the cell cycle is to ensure 

the integrity of the process, allowing cells to cope with the stress and continue to survive.  

It has been determined that p52/p100 can regulate the transcription of RAD51, a 

recombinase enzyme that promotes homologous recombination (Budke et al., 2022). 

Homologous recombination results in the accurate repair of damage DNA, allowing cells to 

continue with the cell cycle. When p52/p100-dependent signalling was inhibited, cancer cell 

lines became sensitised to DNA-damage inducing chemotherapies as there was a significant 

decrease in homologous recombination activity. Interestingly, RelB depletion did not cause 

the same outcome, meaning the link between homologous recombination and non-

canonical NF-κB signalling is specific to p52. Further, p52 depletion did not impact non-

homologous end joining, which is more likely to introduce errors into the DNA sequence 

(Pointer et al., 2020). This is a great example of p52 playing a role in cancer cell survival 

through the promotion of DNA damage repair via homologous recombination.  

The research presented in this chapter was performed in cancer cell lines, and this, of 

course, would be advantageous to these cancer cells. Thus, it is proposed that p52 plays a 

cell survival role in cancer cells through direct regulation of the cell cycle. In future 

experiments, it would be interesting to examine changes to the DNA damage response and 

DNA repair pathways in p52 depleted U2-OS cells following nucleolar stress. 
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Figure 3.12 Summarising the cellular effects captured following p52/p100 depletion in U2-
OS cells challenged to Actinomycin D treatment. Between 0 and 4 hours of treatment, there 
is increased abundance of cell cycle arrest markers, indicated by green boxes. From 8 hours, 
DNA damage markers and cell death markers begin to increase. This occurs at the same time 
as a an increase of cells in G1/S, and G2/M and a decrease of cells in S phase of the cell cycle. 
Finally, at prolonged exposure to the drug, from 16 hours onwards, there is a large increase 
in cell death and DNA damage markers accompanied by a decrease in cell cycle arrest 
markers and cells in the S and G2/M phases of the cell cycle.  
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3.5.7. Could p52 and the 5S RNP be influencing cellular fate? 

The relationship between p52 and members of the 5S RNP/MDM2/p53 pathway were 

explored through siRNA-mediated knockdown. The depletion of p53 alone gave rise to an 

increased response to ActD treatment (Figure 3.8). This was rather unexpected considering 

ActD functions by disrupting ribosome biogenesis leading to the breakdown of the nucleolus 

and allowing ribosomal proteins to translocate. The 5S RNP is then able to bind to MDM2 

which subsequently stabilises p53. It was thus predicted that the removal of p53 would 

reverse cell death phenotypes observed under the microscope and through the detection of 

cleaved PARP in response to prolonged ActD treatment. The p53 knockdown, however, 

resulted in increased detection of cleaved PARP. Simply, the p53 tumour suppressor aids the 

decision of a cell to undergo cell cycle arrest or the more definitive, apoptosis (Vousden and 

Prives, 2009). It is possible the removal of p53 from the cells in response to ActD treatment 

bypassed the ability to induce cell cycle arrest (Figure 3.8). Thus, cells underwent cell death. 

Whilst p53 is an important driver of apoptosis, many p53 independent cell death 

mechanisms exist in the cell (Galluzzi et al., 2018).  

The double depletion of p53 and p52 led to earlier incidences, and higher abundance of, 

PARP cleavage in comparison with the single depletion of p52 (Figure 3.8C). This was 

particularly interesting as it could be predicted that depleting p53 alongside p52 would 

rescue the cell death phenotype. This assumption is based on p53 being known as the 

‘guardian of the genome’ and regulating cellular death pathways. However, following the 

single p53 knockdown, the p53-depleted U2OS cells were still undergoing cellular death 

following ActD treatment, suggesting p53-independent cell death mechanisms. The double 

p52-p53 depletion demonstrated that the proteins do not oppose one another as the lack of 

both proteins enhances the cell death phenotype in response to drug treatment. Whilst it is 

entirely possible that these proteins are acting independently, the proteins could be working 

within the same pathway to co-ordinate cell survival in the context of ribosomal stress. It is 

known that p52 binds to the promoter regions of p53 target genes to regulate expression. 

This includes genes involved in the cell cycle; CDKN1A (encoding p21), PUMA, and GADD45α 

(Schumm et al., 2006). The dimer recruits different cofactors that either lead to the 

repression or activation of a gene (Rocha et al., 2003). This is evidence that p52 has been 

linked to the influence of the cell cycle in a p53 dependent manner. Perhaps, the loss of the 

two proteins causes cells to have impacted induction of cell cycle arrest pathways. Without 
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the ability to pause cellular proliferation and repair damage induced from cellular stress, 

cells would face increased events of DNA damage which ultimately leads to cell death. 

When a double depletion of p52 and the ribosomal protein, RPL11 was performed, similar 

results were seen. Depleting the 5S RNP member simultaneously with p52 caused a more 

dramatic induction of PARP cleavage. Both the single p52 knockdown and the single RPL11 

knockdown were sufficient in inducing an increase in PARP cleavage, however the double 

knockdown had an additive effect (Figure 3.9). The similarities in the p52/p53 double 

knockdown and the p52/RPL11 double knockdown are intriguing. Perhaps, knocking down 

p52 and RPL11 impair p53 activation following nucleolar stress. Thus, instead of a cell cycle 

arrest based response to the drug, the cells undergo cell death as they are unable to cope 

with the levels of cellular stress. Without p52 and RPL11 present to induce repair responses, 

cells undergo cell death, potentially through mitotic catastrophe, due to rising levels of DNA 

damage that is not able to be resolved prior to cellular division.
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Chapter 4 Investigating the Interaction between RPL11 of the 5S RNP and 

the p52 NF-κB subunit 

4.1. Introduction 

4.1.1. Protein-protein interactions 

Protein-protein interactions (PPIs) are a critical part of cellular biology. PPIs are required for 

many biological processes and when these interactions are disrupted they can contribute to 

disease progression. The knowledge base of the protein interactome is growing rapidly, 

thanks to a multitude of online databases, such as STRING and UniProt (Szklarczyk et al., 

2020, Consortium, 2020). Proteins are highly concentrated in specific cellular domains 

facilitating these interactions. However, not all proteins that come into close proximity will 

interact since such interactions require these proteins to possess the appropriate PPI motifs. 

The nature of PPIs varies depending upon the purpose of the interaction. Some need to be 

transient, as the next stage in the pathway relies upon the disassembly of the oligomer; 

others are permanent, typically because the stability of each protein member relies upon 

the interaction (Nooren and Thornton, 2003a). Most cellular signalling pathways rely heavily 

upon transient and sequential interactions. A substantial example of PPIs that ultimately 

form a large protein complex, is ribosome biogenesis. The synthesis of ribosomes requires 

the assembly of a multitude of proteins with the synergistic action of many chaperones and 

accessory proteins (Thomson et al., 2013). The process utilises both transient and 

permanent PPIs. In both cases, the PPI interface is often hydrophobic and highly specific 

(Nooren and Thornton, 2003b).  

A protein may only have one binding partner, or several possible binding partners, however 

the way in which they bind to these partners will occur through specific amino acid residues. 

Ultimately, whether a protein can contribute to a PPI or not will depend upon the unique 

amino acid sequence which folds to create the 3D structure (Valdar and Thornton, 2001). 

Numerous protein domains that mediate PPIs have been described. For example, the RING 

domain can, in addition to facilitating a protein’s ubiquitin ligase function, also be 

responsible for PPIs. The domain allows E3 ligases to bind simultaneously to the substrate 

and enzyme (Chasapis and Spyroulias, 2009). Proteins that have the capability of binding to 

multiple proteins often involve a degree of competition within the overlapping binding sites. 
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This competition can be influenced by protein concentration, localisation or even post-

translational modifications. Equally, proteins may have a higher affinity for one interactor in 

comparison with another. The higher affinity will be favoured as it will form a more stringent 

interaction (Nooren and Thornton, 2003b).   

The affinity by which a protein binds to another is determined by the type and number of 

interactive forces made. It is rare that proteins form covalent bonds within PPI interfaces. 

Covalent bond formation would involve the creation of disulphide bonds which are very hard 

to break (Cao and Wang, 2022). Most PPIs form non-covalent bonds, such as hydrogen 

bonds, ionic bonds and van de Waals forces (Nooren and Thornton, 2003a). Therefore, each 

PPI will have a unique interface. Each participating residue from the proteins will contribute 

a different chemical property to the interaction. The binding affinity depends upon the 

different forces in the interaction, with some requiring more energy to reverse than others. 

Moreover, each PPI will be effected to a varying degree by different pH, ion concentration 

and chemical environment (Nooren and Thornton, 2003b). This is crucial to understanding a 

PPI and assessing the overall stringency.  

The methodology to study and identify protein-protein interactions in the laboratory has 

evolved over time. From simpler techniques, such as yeast-two hybrid (Brückner et al., 

2009), to novel and more complex, such as cryogenic electron microscopy (cryo-EM – 

discussed further in Chapter 5) (Shen, 2018). Two-hybrid screening involves the use of yeast 

to orchestrate a colour-changing interaction if a PPI occurs through the use of a reporter 

gene. This technique can be used in a high-throughput way to screen libraries of potential 

interactors (Brückner et al., 2009). High-throughput screening can also be performed using 

proteomic methods. Tandem mass purification, using a tag to isolate a protein of interest, 

followed by mass spectrometry, is a powerful tool to identify proteins interacting with the 

tagged target protein (Bouwmeester et al., 2004). The technique relies upon a co-

immunoprecipitation (co-IP) experiment (Berggård et al., 2007). Co-IPs are used to capture 

protein-protein interactions in cell lysates. A tagged protein, for example with GFP, is 

captured using antibody-coated beads. This will also capture any proteins that are bound to 

the protein of interest. This is usually followed by western blotting analysis to visualise the 

interactions of interest. A co-IP alone is not a high-throughput way of determining a proteins 

interactome, but serves as a useful tool for confirming interactions, especially following a 

more high throughput proteomics approach (Campbell et al., 2021). 
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4.1.2. The importance of protein-protein interactions in cellular signalling pathways 

Cellular signalling pathways are dependent on PPIs. These interactions are usually transient 

associations. Often, a signalling cascade depends on the disassociation of a complex. This 

can occur through degradation, or competition (Westermarck et al., 2013). For example, 

large protein complexes can form as part of a signalling pathway that disassemble once their 

role is carried out. The BRCA-1 associated genome surveillance complex consists of 

approximately a dozen different proteins. This complex functions to locate and signal the 

repair of damaged DNA. The complex assembles and disassembles in response to stimulus 

(Wang et al., 2000). An example of how this can be regulated for transient PPIs is by the 

addition of post translational modifications (PTMs). PTMs can affect protein folding, 

facilitating the removal of a binding site, and are known for modifying chemical properties. 

The use of certain PTMs can act as chemical markers to trigger subsequent cellular processes 

(Westermarck et al., 2013). For example, transient interactions occur between NF-κB 

inducing kinase (NIK) and p100 at the activation of the non-canonical NF-κB signalling 

pathway. NIK then phosphorylates p100. The phosphorylation serves as a marker for further 

modification by the kinase IKKα (Ling et al., 1998). Similarly, when ubiquitination occurs, 

cumulative effort from a group of proteins is required to form the ubiquitin chains (Liang et 

al., 2006). This involves the transient assembly of a protein complex. The very basis of 

enzymatic reactions is within the PPI. Without the specific fit, the reaction is unable to occur.  

PPIs have been implicated in many diseases. When a pathogen infects a host cell, this can be 

facilitated by a PPI. In the case of COVID-19, the virus contacts the human angiotensin-

converting enzyme 2, a membrane bound enzymatic receptor (Zhang et al., 2021). The 

COVID-19 spike protein interacts with the receptor, allowing the intake of the virus, infecting 

the host (Chang et al., 2021). The study of PPIs, therefore, is a useful tool in drug discovery. 

PPI-targeting drugs can function by blocking the binding interface, or causing a 

conformational change which disrupts the binding site. As PPIs are so specific, a small 

change in the conformation, or a single base change within the interface, can be sufficient to 

disrupt an interaction.  

The protein interactome has been found to change in cancer cells. As cancer cells are 

evolving to evade apoptosis and continually proliferate, the cell requires the disruption of 

certain PPIs and the promotion of others (Gulfidan et al., 2020). In certain types of cancer, 

p53 activity is found to be suppressed even though the protein is still wild-type. This can be 
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due to the over expression of the E3 ubiquitin ligase, MDM2 (Azer, 2018). A small molecular 

inhibitor family, called nutlins, were synthesised in 2004 to inhibit the MDM2/p53 

interaction. Nutlins allow wild type p53 to be stabilised and activated, promoting the onset 

of disrupted cellular processes, such as cell cycle arrest and apoptosis (Ghassemifar and 

Mendrysa, 2012). This has been shown to be the case in human medulloblastoma cells, 

which saw an increase in cell death following treatment with nutlin-3.  

In summary, PPIs are the backbone of cellular signalling and crosstalk between cellular 

signalling pathways. It is critical to continue the research and gain understanding into these 

complex cellular signalling webs. 

4.2. Results 

4.2.1. Investigating the dependency of actinomycin D and 5-fluorouracil upon the 5S RNP 

As discussed previously, chemotherapeutic drugs, 5-flurouracil (5FU) and actinomycin D 

(ActD) can stabilise p53 by causing nucleolar stress (Deisenroth and Zhang, 2010). It is 

known, however, that both drugs are capable of inducing other cellular effects and may not 

act in one specific manner. Therefore, it was important to determine whether 5FU and ActD 

function in a 5S RNP dependent manner in U2-OS cells.  

To test this, cells were transfected with RPL5 targeting or RPL11 targeting siRNAs alongside a 

non-specific control (NS control). Following the knockdown, cells were treated with ActD or 

5FU and harvested for protein analysis. Specifically, the stabilisation of p53 following drug 

treatment was monitored via western blotting.  

It has been documented that the stabilisation of the protein components of the 5S RNP, 

RPL11 and RPL5, rely upon one another. This can be visualised in Figure 4.1A through the 

sustained decrease in protein abundance of both proteins when treated with either an RPL5 

siRNA or an RPL11 siRNA compared to the NS control.  

The multiple western blots were quantified to visualise the changes in p53 protein 

abundance in response to both drugs and siRNA treatment. ActD showed a marked decrease 

in p53 stabilisation following both RPL5 and RPL11 siRNA knockdown (Figure 4.1A). β-actin 

was used as the loading control. In the RPL knockdown lanes, the actin control was higher 

than in the control siRNA samples. Therefore, it is suggested more protein was loaded 

overall, contributing to the p53 levels appearing higher in the RPL lanes. Therefore, 

quantification was performed. The quantification demonstrated that cells depleted with 
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either of the ribosomal proteins show very little p53 stabilisation overall (Figure 4.1B). Thus, 

the mechanism by which ActD functions to activate p53 in U2-OS cells is heavily reliant upon 

the 5S RNP. On the other hand, 5FU treatment did not cause as significant of a defect in p53 

stabilisation (Figure 4.1C). The control siRNA cells had an initial increase of p53 stabilisation 

after 6 hours of treatment, which decreased at 24 hours (Figure 4.1D). Following siRNA 

knockdown of either RPL11 or RPL5, the p53 stabilisation was limited following the use of 

5FU. It must be noted that the siRNA knockdowns were not very efficient in the samples 

challenged with 5FU, perhaps leaving enough 5S RNP intact to carry out its role. 

Alternatively, the figure suggests that the 5S RNP has different roles in the response to 5FU, 

in comparison to ActD. Overall, it can be determined that ActD has a higher dependency 

upon the 5S RNP than 5FU across 24 hours, however further repeats are required to make 

the data conclusive. 
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Figure 4.1 Actinomycin D functions in a 5S RNP dependent manner. The ribosomal 
proteins of the 5S RNP, RPL11 and RPL5, were depleting using siRNA mediated knockdown. 
A) Cells were treated with ActD for the times indicated in the figure and visualised via 
western blot. A BioRad ChemiDoc was used to develop the blots. The image represents a 
single repeat. B) The total number of p53 pixels was quantified using ImageLab. The graph 
was created using Prism 6. C) Cells were treated with 5-flurouracil (5FU) for the times 
indicated in the figure. The protein was visualised via western blot and developed using a 
BioRad ChemiDoc. The image represents a single repeat. D) The total number of p53 pixels 
across the 5FU time course was quantified using ImageLab. The graph was generated using 
Prism 6. 
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4.2.2. RPL11 and p52 are present in ribosome-free fractions basally and in response to 

actinomycin D treatment  

Glycerol gradient centrifugation is a technique that is used to separate protein complexes 

based on their size and conformation. It can be used to determine whether proteins are 

present in fractions associated with the ribosome or fractions that are ‘ribosome free’ (Sloan 

et al., 2019). This technique can be used to investigate the localisation and possible re-

localisation of proteins to protein complexes in response to drugs, such as ActD (Gibson, 

2016).  

U2-OS cells were harvested for glycerol gradient centrifugation to investigate which fractions 

RPL11 and p52/p100 were present in, both with and without ActD treatment. Fractions 1-8 

are considered free from the ribosome and fractions 9-21 contain ribosomes (Gibson, 2016). 

Following a high-speed centrifugation step, fractions were separated and protein analysed 

via western blotting.  

ActD is known to cause nucleolar stress, which in turn allows certain ribosomal proteins to 

be released from the nucleolus. In the case of RPL11, the protein translocates as part of the 

5S RNP complex to bind to MDM2 and induce p53 activity. It can be seen that RPL11 was 

largely present in the ribosomal fractions regardless of drug treatment (Figure 4.2). In the 

untreated samples, a very small percentage of RPL11 was present in the free fractions 

(Figure 4.2A). This is unsurprising as a small amount of RPL11, as part of the 5S RNP, 

functions independently to the ribosome in cells in a ‘normal’ state. Following 16 hours of 

ActD treatment, RPL11 was found to accumulate in the free fractions (Figure 4.2B). In 

particular, high levels of RPL11 were found in fractions 1-3. Presumably, this build-up of 

RPL11 in the free fractions occurs to carry out the essential role in regulating the p53 

response to nucleolar stress.  
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In untreated cells, the p52/p100 protein was found in the free fractions (Figure 4.2A). The 

NF-κB subunit was mainly located in fractions 2 and 3. In response to ActD treatment, 

p52/p100 seemed to shift fractions, becoming located in fractions 1-3 (Figure 4.2B). 

Following 16 hours of ActD exposure, the RPL11 content in fraction 1 was comparable to 

that of the 10% total (lane ‘T’). This was a particularly intriguing observation as it appeared 

as if p52/p100 was shifting to accumulate in the same fractions as RPL11. Both proteins were 

present at high levels in the first three fractions, indicating they could be forming a complex 

following nucleolar stress.  

  

Figure 4.2 Glycerol gradient analysis of U2-OS cells both with and without ActD 
treatment. Following the treatment of U2-OS cells were harvested and centrifuged at 
a high speed through a glycerol gradient. The fractions were separated, with fractions 
1-8 being ‘ribosome free’ and fractions 9-21 ‘ribosome associated’. T represents a 
10% total taken from the whole cell lysate. Each set of samples was analysed via 
western blotting alongside a 10% input. Chemiluminiscence and film were used 
during developing. The image is representative of two independent repeats. ‘Short’ 
refers to a 30 second exposure onto film during developing. ‘5 min’ refers to a 5 
minute exposure during developing. 
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4.2.3. p52 and RPL11 directly interact 

While Dr Iannetti had previously shown that p52 and RPL11 could associate in a pull down 

from cell extracts, it was not known if this interaction was direct. To address this question, 

recombinant p52 and RPL11 proteins were expressed as glutathione S transferase (GST) 

fusions in Escherichia Coli. The proteins were isolated using the GST tag, which was then 

removed from the GST-p52 protein using PreScission Protease. GST-RPL11 and recombinant 

p52 were then incubated together in the presence of glutathione beads to isolate any 

potential complexes.  

To recombinantly express the GST-RPL11 protein, transformed bacteria were grown and 

induced using IPTG. Samples were taken for a total of 4 hours to measure the expression, 

which was visualised on a coommassie stained SDS PAGE gel (Figure 4.3A). It was clearly 

seen that the addition of IPTG led to the sufficient expression of GST-RPL11. It was necessary 

to remove the tag from the GST-p52 protein (provided by Dr Niall Kenneth) since the ability 

of GST to interact with itself would cause a false positive for the interaction. GST-p52 was 

incubated with PreScission Protease to cleave the GST tag from the recombinant p52 

protein. Following this, the PreScission Protease, containing a GST tag, and the free GST was 

removed with glutathione-agarose beads. To confirm the successful removal of the tag was 

performed, the p52 protein was visualised through coommassie staining. The clean band at 

52kDa, and the lack of band at around 25kDa confirms the removal of GST from the solution 

(Figure 4.3B).  

To test the direct interaction between p52 and GST-RPL11, a pulldown assay was performed. 

Glutathione agarose beads were used to isolate potential GST-RPL11 and p52 complexes. 

The presence of the p52 protein alongside GST-RPL11 was visualised via western blotting in 

comparison to an input sample. It was attempted to capture the interaction between GST-

RPL5 and p52. However, due to issues with the expression of GST-RPL5 from E. Coli, this was 

not possible.  

The pulldown assay confirmed that p52 and RPL11 were able to interact (Figure 4.3C and 

4.3D). Furthermore, GST-L11/p52 complexes were present even at high stringency, 500mM 

NaCl concentrations. Increasing salt concentrations are used to test the stringency of an 

interaction. Therefore, the interaction has a high enough affinity to withstand a high salt 
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concentration. It must be noted that bands were detected in the GST control lanes. This 

could be due to unspecific binding, which was able to be removed through increasing the 

salt concentration of the buffer. 

  

Figure 4.3 p52 and RPL11 directly interact. A) GST-RPL11 was recombinantly expressed 
using E. coli and IPTG induction. Samples were taken from the bacterial culture at 
various time points during the induction to monitor plasmid expression. The bacterial 
cells were pelleted and boiled in 5 X SDS loading buffer prior to performing coommassie 
staining on an SDS PAGE gel. B) GST-p52, supplied by Dr Niall Kenneth, was cleaved using 
PreScission Protease to remove the GST tag. Following the procedure, a coommassie 
stain was performed to ensure all GST was removed. C) A GST pulldown assay was 
performed to capture the association between GST-RPL11 and p52. Increasing 
concentrations of NaCl in the pulldown buffers were used to test the stringency of the 
interaction. A 10% input was taken during the assay. The final figure was produced 
through western blotting developed on a LiCor Oddessy. D) A GST pulldown assay was 
performed as described previously. A 1% input was taken. Varying concentrations of NaCl 
was used in the pulldown buffers. Western blotting analysis was developed using a 
BioRad ImageDoc. 
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4.2.4. GFP-p52 associates with members of the 5S RNP/MDM2/p53 pathway 

The RPL11 protein is a member of the 5S RNP, which is known to bind to MDM2 in response 

to certain cellular stress to allow p53 activation (Sloan et al., 2013a). Dr Alessio Iannetti 

identified that GFP-p52 and RPL11 were capable of interacting via GFP-Trap co-

immunoprecipitation (co-IP). The previous figure demonstrated that p52 and RPL11 can 

directly interact in vitro.  The involvement of other members of the 5S RNP/MDM2/p53 

pathway had not been investigated. U2-OS cells with stably transfected GFP-p52, or GFP 

control, were treated with various nucleolar stress-inducing agents and protein harvested. 

Following GFP-Trap pull down, potential complexes were analysed via western blotting, for 

proteins, and Northern blotting, for RNA.  

The RPL11/ GFP-p52 interaction was seen in extracts from unstimulated cells and was found 

to be enhanced in response to all treatments tested (ActD, UV radiation, and 5FU) (Figure 

4.4A and 4.4B). In theory, the stability of the RPL11 protein is dependent on the other 

members of the 5S RNP – RPL5 and the 5S rRNA (Bursać et al., 2012). However, while the 

interaction between RPL5 and GFP-p52 was seen in unstimulated cell extracts it appeared to 

decrease after treatment with ActD and UV radiation (Figure 4.4A). The association of 

RPL5/GFP-p52 was not consistently captured in repeat experiments and so only this example 

exists meaning it was not possible to confirm this observation. Other members of the 5S 

RNP/MDM2/p53 pathway were also analysed in these experiments. Interestingly, both 

MDM2 and p53 were found to interact with GFP-p52. However, unlike RPL11, these 

interactions were unaffected by the various treatments used (Figure 4.4A & B).  

Northern blotting analysis is used to visualise RNA abundance in a sample and was used to 

investigate if the 5S rRNA was also associated with p52 (Figure 4.4C). GFP or GFP-p52 U2-OS 

cells were grown, treated and harvested before isolating potential p52-GFP/RNA complexes 

using the GFP-Trap system. Potential complexes were visualised using Northern blotting. 

When a GFP Trap pull down was performed using a whole cell lysate, GFP-p52 was seen to 

associate with the 5S rRNA. Since the radioactive RNA probe used was able to detect both 

the 5S rRNA and the 5.8S rRNA, this experiment also revealed that p52  also bound to the 

5.8S rRNA. The 5.8S rRNA is part of the large ribosomal subunit and is not documented to 

accumulate in a ribosome-free state during ribosomal stress. Therefore, this suggests that 

p52 could be in association with the ribosome. This rRNA is always ribosome associated, 
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indicating a potential role for p52 in the ribosome. Next, a co-immunoprecipitation was 

performed following a glycerol gradient centrifugation. Here, the ribosome associated 

fractions were removed and the ‘free’ fractions were pooled together. When a GFP Trap pull 

down was performed using this protein extract the GFP-p52/5S rRNA association was again 

seen both basally and in response to ActD treatment (Figure 4.4C). This suggesting that the 

interaction takes place independently of the ribosome.  

To summarise, the figure indicates the involvement of p52 in the ribosomal stress response 

in U2-OS cells through protein-protein and protein-RNA interactions. The figure implies p52 

could have a role within ribosome biology due to the association between GFP-p52 and the 

5.8S rRNA. However, the GFP-p52/5S rRNA association was captured both in the whole cell 

lysate, and in the ribosome-free fractions only. In the context of ribosomal stress, the figure 

shows that GFP-p52 can associate with most members of the 5S RNP/MDM2/p53 pathway. 

The association with RPL5 was inconsistent, therefore implying that the proteins do not 

directly associate. It can be speculated that as RPL11 and RPL5 are members of the same 

complex, the proteins remain in close proximity to one another during the ribosomal stress 

response. Thus, any association captured between GFP-p52 and RPL5 could be indirect via 

the strong association between p52 and RPL11. Overall, the figure demonstrates that p52 

associates with the 5S RNP through direct interaction with RPL11 to play a role in the 5S 

RNP-mediated ribosomal stress response. 
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Figure 4.4 p52-GFP interacts with members of the 5S RNP/MDM2/p53 pathway with and 
without nucleolar stress induction. U2-OS cells stably expressing a GFP control plasmid or p52-
GFP were challenged to nucleolar stress for 5 hours prior to cellular harvest. The cells were lysed 
prior to performing a GFP-Trap co-immunoprecipitation to monitor p52-GFP binding partners. A) 
Cells were treated with ActD (5nM) or UV 40KJmol-1. Samples were analysed via western blotting 
developed using film. B) Cells were treated with ActD (5nM) or 5-flurouracil (50µM). Complexes 
were analysed via western blotting developed using film. The western blot images are 
representative of three independent repeats. C) Samples were treated with ActD and analysed 
via Northern blotting. Whole cell lysates are samples taken from whole harvested cells. Analysis 
of the free fractions was performed following a glycerol gradient and the subsequent removal of 
the ribosome-associated fractions. The Northern blotting images show the single repeat 
performed for the experiments. The lower band in the free fraction Northern blot is due to 
degradation of the RNA during the experiment. 
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4.2.5. Overexpression of p52 results in a lag in p53 stabilisation in response to nucleolar 

stress 

Figure 4.4 proposed that p52 might interact with, potentially to regulate or be regulated by, 

the 5S RNP/MDM2/p53 pathway. It is predicted that if p52 can interact with RPL11, the 

interaction could impact the known interaction between RPL11 and MDM2 in response to 

stress. If that occurs, it could potentially impact the stabilisation of p53. Therefore, p53 

stabilisation in cells possessing increased cellular p52 protein levels were studied. GFP and 

GFP-p52 stable U2-OS cell lines were grown, treated with ActD and harvested to create 

whole cell lysates. The protein content was studied via western blotting. Three independent 

repeats were quantified.  

GFP-p52 over expression caused a delay in p53 stabilisation following ActD treatment (Figure 

4.5A). This was seen more clearly in the shorter time course across 5 hours (Figure 4.5A) 

than when just 16 and 24 hour time points were investigated (Figure 4.5B). This indicates 

that any lag present at 5 hours begins to resolve past 16 hours of ActD and that the presence 

of GFP-p52 does not prevent p53 stabilisation overall, but rather delays the process. 

Doxorubicin is a DNA damaging agent that works through inhibiting Topoisomerase II (Ghelli 

Luserna Di Rorà et al., 2021). The drug also activates p53 signalling but functions through the 

ATM dependent DNA damage response, rather than the nucleolar stress response. Using this 

stimulus, the presence of GFP-p52 in the U2-OS cells did not significantly impact the 

stabilisation of p53 in response to doxorubicin (Figure 4.5C). Therefore, the lag in p53 

stabilisation observed in the GFP-p52 cell line could be specific to nucleolar stress. 

  



132 
 

  

Figure 4.5 GFP-p52 expressing U2-OS cells show a lag in p53 stabilisation in response to 
actinomycin D but not doxorubicin. Cells were treated with either actinomycin D (ActD) or 
doxorubicin for times indicated prior to cell harvest. The p53 protein abundance was 
measured via western blotting. Independent repeats were quantified and the fold change 
plotted using Prism 6. The software was used to calculate statistical significance using a two-
way ANOVA. A) 5 hour ActD time course. Image represents three independent repeats. B) 5 
hour doxorubicin time course. Image represents three independent repeats. C) 24 hour ActD 
time course. Image represents three independent repeats. 

GFP GFP-p52 

* 
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4.2.6. Investigating the influence of MDM2 on the GFP-p52/RPL11 interaction  

The data above indicated that increased levels of cellular p52 result in a delay in p53 

stabilisation following ribosomal stress. A potential explanation for this would be if p52 was 

competing for binding to RPL11 with MDM2, thus preventing the disruption of the 

MDM2/RPL11 complex required for p53 activation. Therefore, the relationship between 

MDM2 and p52 in the context of RPL11 binding, was investigated further.  

Initially, an ActD time course was performed in stably transfected GFP or GFP-p52 U2OS 

cells. The cells were transiently transfected with an inducible overexpression vector 

encoding a control FLAG tag, or FLAG-tagged MDM2. Following transient transfection, the 

tags were induced with tetracyclin 24 hours prior to harvest. An ActD time course was 

performed and whole cell lysates prepared. Any changes in the response to ActD treatment 

were monitored via western blotting.  

The GFP U2-OS cells displayed comparable p53 stabilisation regardless of the presence of 

overexpressed MDM2 (Figure 4.6A). There were, however, impacts on downstream events. 

When MDM2 was overexpressed, an increase in PARP cleavage, indicative of an increase in 

apoptosis, was seen in response to ActD treatment. At the same time, a decrease in p21 

protein levels was observed in the MDM2 expressing cells. This indicates the removal of a 

cell cycle arrest protein simultaneously to the increase of a cellular death marker. A similar 

result was seen in the GFP-p52 expressing cells, although here the increase in PARP cleavage 

and loss of p21 appeared to occur earlier. Therefore both results suggested that MDM2 

overexpression resulted in an increase in cell death and the removal of a cell cycle arrest 

protein in cells responding to nucleolar stress.  

No effect upon p53 protein was detected with MDM2 overexpression. Therefore, the 

increased cellular MDM2 presence is not capable of interfering with p53 stabilisation. 

MDM2, however, could be interfering with the interaction between p52 and RPL11. As p52 

can regulate p53 dependent gene expression, interference from MDM2 could impact p53 

target gene regulation. Alternatively, MDM2 interference could impact the ability of p52 to 

regulate its own target genes, such as anti-apoptotic genes, which could lead to the 

increased cell death suggested by Figure 4.6A. Therefore, it was important to assess the 

impact of MDM2 upon the p52/RPL11 interaction.  (Figure 4.6B). GFP and GFP-p52 U2-OS 

cells were transiently transfected with inducible FLAG and FLAG-MDM2 plasmids. The tags 

were induced and an ActD time course performed. Whole cell lysates were prepared and 
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potential GFP or GFP-p52 protein complexes isolated by GFP-Trap co-IP. Protein complexes 

were visualised using western blotting. Interestingly, when MDM2 was overexpressed, there 

was a decrease in the level of the GFP/RPL11 interaction observed both with and without 

treatment. The result indicated that MDM2 was capable of outcompeting p52 for the 

binding of RPL11. 

  

Figure 4.6 The influence of MDM2 on the p52-GFP/RPL11 interaction. These figures were 
provided by Kirsten Ramsay, a Masters of Research student under my direct supervision. A) GFP 
or p52-GFP expressing U2-OS cells were transfected with an inducible pcDNA5 control or 
pcDNA5-MDM2 expressing plasmid. Cells were treated to an ActD time course prior to protein 
harvest. Analysis was performed via western blotting and developed using a BioRad ImageDoc. 
The image represents two independent repeats. B) A co-immunoprecipitation performed in GFP 
or p52-GFP cells transfected with pcDNA5 or pcDNA5-MDM2. Cells were treated with ActD for 5 
hours prior to harvest. Potential complexes were visualised via western blotting and developed 
using a BioRad ImageDoc. The image represents two independent repeats. 
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4.3. Discussion 

4.3.1. p52 directly interacts with RPL11 and the interaction enhances in response to 

nucleolar stress 

The work performed throughout this chapter followed on from work undertaken by Dr 

Alessio Iannetti. The co-immunoprecipitation data showing the enhancement of the RPL11/ 

GFP-p52 interaction following UV treatment confirms the result found by Dr Iannetti in a 

proteomics screen and co-IP. This study expanded the range of nucleolar stress treatment to 

drug treatments, ActD and 5FU (Figure 4.4). Furthermore, the proteins were found to 

directly interact in vitro. The most obvious hypothesis is that p52 interacts with the 5S RNP 

during the ribosomal stress response which also mediates the activation of p53. This NF-κB 

subunit is known for its ability to crosstalk with p53 and to modulate the p53 response in 

response to UV, a ribosomal stress inducer (Iordanov et al., 1998b, Rocha et al., 2003, 

Schumm et al., 2006). An association between p52 and the 5S rRNA was observed, it is 

suggested that this can occur free from the ribosome. It is known that the 5S RNP’s role as a 

regulator of p53 signalling is mutually exclusive with its role in the ribosome.  

The association of RPL5 and GFP-p52 was also observed and this appeared to decrease after 

the induction of nucleolar stress, in contrast to the result seen with RPL11 (Figure 4.4A). This 

interaction, however, was not consistently seen, suggesting this could be a transient, weak 

or indirect association. Interestingly, when Dr Iannetti performed the proteomics screen for 

GFP-p52 binding partners in U2-OS cells, RPL5 was not captured. Moreover, a screen 

involving tandem affinity purification followed by mass spectrometry confirmed RPL11 as a 

p52/p100 binding partner, but not RPL5 (Bouwmeester et al., 2004). Ribosomal proteins are 

known to be synthesised in a large excess and rapidly degraded, with the stability of the 5S 

RNP members dependent upon the formation of the complex.  (Lam et al., 2007). So, in 

theory, any RPL5 observed should be in a complex with RPL11, especially during the 

response to stress. Despite this, the laboratory data produced in this chapter cannot confirm 

an association between RPL5 and p52 but can confirm an association between RPL11 and 

p52 which is enhanced by ribosomal stress. It is possible that a fraction of RPL11 might be 

stabilised in the absence of RPL5 through its interaction with p52. 
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Through co-IP analysis it was shown that GFP-p52 also associated with MDM2 and p53 

(Figure 4.4A and 4.4B). This suggests that the interaction between p52 and RPL11 could be 

playing a role in the ribosomal stress response to regulate the p53 response. Chromatin 

immunoprecipitation analysis has shown RPL11 to bind to the promoter regions of p53 

target genes, and that this presence is increased following nucleolar stress induction 

(Mahata et al., 2012). This suggests that RPL11 could be part of a ‘super-complex’ with 

MDM2 and p53. One hypothesis for the role behind the p52/RPL11 interaction is as a part of 

this super-complex which functions to regulate p53 stability and transcriptional activity 

following ribosomal stress. 

4.3.2. Increased presence of cellular p52 causes a lag in nucleolar stress dependent p53 

stabilisation  

The data presented in Figure 4.5 demonstrates the relationship between p52 and p53 

stabilisation during the response to nucleolar stress. The U2-OS cell line expressing stably 

transfected GFP-p52 displayed a lagged increase to cellular p53 levels at earlier time points 

(Figure 4.5A). This is indicative of a defective stabilisation process following nucleolar stress. 

It is intriguing that at longer time-points, 16 or 24 hours after treatment, the p53 protein 

abundance in the GFP-p52 cells and GFP control cell line are increasingly comparable (Figure 

4.5B). Therefore, it is suggested that there is a ‘catch up’ element to this cellular process. 

Initially, the cells with increased cellular p52 levels have a slow p53 stabilisation but at some 

point between 5 and 16 hours after treatment, the presence of p53 protein increases. It 

would be interesting in future experiments to monitor the stabilisation between those time 

points to determine when this occurs. The relationship between the speed at which p53 is 

stabilised and the downstream signalling processes has been previously discussed. It has 

been shown that a slow p53 stabilisation will lead to cell cycle arrest whilst a faster increase 

in p53 protein is followed by apoptosis (Hafner et al., 2019). Thus, it can be suggested that 

p52 is contributing to, or facilitating the favouring of, cell cycle arrest in this context. p52 

could potentially play a cell survival role in response to ActD-induced nucleolar stress. This 

could be occurring in Figure 4.5 through increasing the levels of cellular p52 which forces 

more p52/RPL11 interactions to occur, slowing the p53 response. However, at prolonged 

periods of drug treatment, p53 protein levels start increase to normal levels.  

The use of the drug, doxorubicin, did not show the safe effect on p53 stabilisation in the 

GFP-p52 cells. Doxorubicin is a chemotherapeutic drug that induces DNA damage (Müller et 
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al., 1997). The DNA damage response (DDR) leads to p53 stabilisation through specific 

pathways dependent upon the type of damage sensed (Lindström et al., 2022). Doxorubicin 

intercalates with DNA causing breakages. Furthermore, the drug inhibits topoisomerase II, 

the enzyme responsible for unwinding DNA during transcription (Müller et al., 1997). Thus, 

DNA and RNA synthesis is impaired. Breakages in DNA are located and p53 activated in order 

to arrest the cell cycle and repair the damage, or in extreme cases initiate apoptosis. For 

example, it has been shown that ALL cells respond to doxorubicin through the ATR/Chk1 

pathway leading to G2/M cell cycle arrest (Ghelli Luserna Di Rorà et al., 2021). However, 

doxorubicin is known to function primarily through ATM in response to double stranded 

DNA breaks. ATM then phosphorylates p53, activating transcription factor functions (Kurz et 

al., 2004). In this experiment, it can be seen that between 0 and 5 hours of Doxorubicin 

treatment there were insignificant differences between the p53 response in the GFP-p52 

and GFP control cell lines (Figure 4.5C). Presumably, this is due to the mechanism by which 

p53 is activated in response to doxorubicin versus actinomycin D, with the former not 

requiring the 5S RNP complex. Whilst more drugs need to be tested to prove this hypothesis, 

it is suggested that the lag in p53 stabilisation brought on by increased cellular p52, is 

specific to the 5S RNP mediated ribosomal stress response. 

4.3.3. Are MDM2 and p52 competing for RPL11 binding? 

The co-IP experiment performed in Figure 4.6B was aimed to test the impact MDM2 

expression could have upon GFP-p52/RPL11 complexes. The tetracycline induced MDM2 

overexpression was able to decrease the abundance of the GFP-p52/RPL11 complex. 

Interestingly, in the ActD time course performed in the GFP and GFP-p52 cells, the 

overexpression of MDM2 caused increased levels of PARP cleavage and a decrease in the cell 

cycle arrest marker, p21 (Figure 4.6A). Not only does this suggest MDM2 could outcompete 

p52 for RPL11 binding, but also that this competition could contribute to cellular death. The 

increase in PARP cleavage, a marker of cell death, was not accompanied by an increase to 

p53 stability. As discussed in the above section, faster p53 stabilisation is associated with an 

apoptotic outcome.  

RPL11 appears to favour its interaction with MDM2 when both GFP-p52 and FLAG-MDM2 

are expressed (Figure 4.6B). The introduction of overexpressed MDM2 induced a shift of 

RPL11 from GFP-p52/RPL11 complexes to MDM2/RPL11 complexes. An MDM2 mutant has 

been created to study the impact of the loss of MDM2/RPL11 interaction. The MDM2-C305F 
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mutates the critical binding site between the proteins. Interestingly, it has been shown that 

mice expressing this mutant MDM2 protein suffered to a greater extent from c-Myc driven 

lymphomas (Macias et al., 2010). This is likely due to the loss of 5S RNP-mediated p53 

stabilisation. The time course data presented in Figure 4.6A suggests stabilisation of p53 that 

is driven by MDM2/RPL11 leads to a form of cell death in U2-OS cells. Thus the loss of this 

interaction would contribute to cell survival, allowing cancer cells to divide and spread, as 

seen in the MDM2-C305F murine phenotype. Furthermore, the C305F mutant has been 

shown to lead to fat accumulation in murine livers (Liu et al., 2014). The 5S RNP is known to 

mediate liver homeostasis and fat accumulation is linked to fatty liver disease and 

hepatocellular carcinoma (Pelava et al., 2016). It would be interesting to investigate whether 

the p52/RPL11 interaction is present at higher levels in cells expressing MDM2-C305F. This 

would further confirm that p52 and MDM2 binding are mutually exclusive. Another 

important follow up experiment would involve performing a co-immunoprecipitation in a 

non-cancerous cell line. It could be hypothesised that cancer cells have developed the 

p52/RPL11 interaction in order to evade apoptosis and encourage cell cycle arrest or cellular 

survival following ribosomal stress. As only cancer cell lines have been used in these 

experiments, a non-cancerous cell line, such as primary human fibroblasts, would serve as a 

useful control cell line to determine whether the p52/RPL11 interaction is specifically seen in 

cancer models. If it was not possible to capture the interaction in the non-cancerous cell line, 

it would suggest that the cancer cells had developed the crosstalk between p52 and the 5S 

RNP to aid cancer progression. 
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Chapter 5 Mapping the RPL11 and p52 Interaction Using In Silico Modelling 

5.1. Introduction 

5.1.1. In silico in the context of protein-protein interactions  

The study of protein-protein interactions (PPIs) has become increasingly important, 

particularly in the field of drug discovery (Macalino et al., 2018). Historically, biochemists 

have studied PPIs of interest using recombinantly expressed proteins and molecular cloning 

(Perkins et al., 1994). For example, to map regions of partner proteins that are critical to a 

PPI, scientists can create a series of truncated forms of their protein. Once the critical region 

has been removed, the PPI will not be able to be captured (Murray and Gellman, 2007). This 

can be furthered by looking into the critical region to locate single residues that can be 

mutated to disrupt the interaction (Kam-Morgan et al., 1993). This is useful to researchers to 

allow the study of the loss of that PPI and the impact on downstream processes. Given the 

rapidly increasing knowledge that the loss or aberrant PPIs significantly contribute to 

disease, this is an increasingly important field (Macalino et al., 2018). There are, however, 

limitations to this style of wet-lab experimentation. Recombinant protein studies can be 

time consuming and require optimisation. In order to perform these techniques, the 

proteins expressed in bacteria or yeast need to be soluble and non-toxic to the host (Walls 

and Loughran, 2011). Whilst the full-length protein may be soluble and tolerable, the 

truncated or mutated forms may not.  

The focus within the study of PPIs has shifted to X-ray crystallography, NMR and cryogenic-

electron microscopy (cryo-EM) (Siebenmorgen and Zacharias, 2020). X-ray crystallography 

relies on the development and study of crystallised proteins. Therefore, is unable to account 

for protein dynamics. On the other hand, NMR is capable of capturing dynamics to a high 

resolution in smaller proteins but is not suitable for larger proteins. In 2017, the Nobel prize 

for Chemistry was awarded to scientists that contributed to the development of cryo-EM 

(Shen, 2018). This powerful type of microscopy allows scientists to see the structure of 

biomolecules, such as proteins and therefore their interactions. This technique, however, is 

currently difficult, expensive and therefore inaccessible to many researchers (Fernandez-

Leiro and Scheres, 2016).   

In recent years, computational power, database availability and deep-learning algorithms 

have aided the in silico study of PPIs (Macalino et al., 2018). These techniques combine 
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statistics, physics and biochemistry to predict protein structure, residues within a structure 

that contribute to PPIs and even the prediction of protein complexes. Furthermore, 

supercomputers hold the ability to simulate protein dynamics (Childers and Daggett, 2017).  

Due to the COVID-19 pandemic, and the nationally imposed lockdown, a lot of researchers 

were forced to take a more bioinformatical approach. In the context of this project, it was 

not possible to map the critical binding regions of RPL11 and p52 in the wet-laboratory. 

Therefore, in silico modelling was employed. 

5.1.2. The basis of interface prediction  

The interfaces of protein-protein interactions involve large regions of contact between each 

contributing protein. These are often hydrophobic (Bogan and Thorn, 1998).  Experimental 

analysis involving the mutagenesis of single residues to alanine has allowed the study of an 

individual side chain’s contribution to the binding free energy of an interface (Wells, 1991, 

Clackson and Wells, 1995). These clusters of structurally conserved regions of amino acids 

mostly involve tryptophan, isoleucine, arginine, and tyrosine. These clusters are referred to 

as ‘hot spots’(de Vries and Bonvin, 2011). Hot spots are usually in proximity to one another; 

however, they can be distanced whilst continuing to work together. They are believed to be 

major contributors to stability and affinity of protein-protein interactions (Macalino et al., 

2018). It is important to note that hot spots are not always specific with some employed for 

stability and others for specificity (DeLano, 2002). The growing nature of this field has 

enabled the creation of databases that hold information regarding the contribution of amino 

acids, and specific sequences of amino acids, to interfaces (Macalino et al., 2018). 

Furthermore, the information stored has been used in large-scale statistical analysis 

contributing to the development of computer models. These algorithms combine the 

aforementioned databases with rapidly growing data from 3D structures and sequences of 

proteins. Together, these serve to predict the residue-specific location of likely PPI hot spots 

within a given protein (Murakami and Mizuguchi, 2010, Zhang et al., 2011, de Vries and 

Bonvin, 2011). These software enable researchers to input solved crystal structures (de Vries 

and Bonvin, 2011) or the amino acid sequence (Murakami and Mizuguchi, 2010) to predict 

the location of interface-contributing, or ‘active’, residues in their protein of interest. The 

software takes into consideration specific properties of each residue that generally combine 

biophysics e.g. the hydrophobicity of the residue, biochemistry e.g. secondary structure 

elements and surface accessibility, with the evolutionary conservation of the residue 
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(Macalino et al., 2018). The growth of this field, and of computational power, has given rise 

to many interface prediction software that can be used to strengthen further studies, such 

as site directed mutagenesis or molecular docking.  

5.1.3. The basis of molecular docking 

Scientists have relied upon X-ray crystallography and nuclear magnetic resonance (NMR) 

experiments to study the molecular basis of biomolecular complexes (Sunny and Jayaraj, 

2022). In more recent years, cryogenic electron microscopy (cryo-EM) has become 

increasingly popular allowing larger and more complex protein complexes to be studied to 

an extraordinary degree of accuracy (Bai et al., 2015). Whilst these approaches have 

provided vital information within the research of PPIs, this style of experimentation is 

susceptible to problems when studying protein complexes. For example, ensuring the 

environment that the protein complex is stored in maintains the structural integrity of the 

complex as a whole. Furthermore, the structures of complexes solved as a result of these 

techniques often have missing elements or utilise shorter forms of the proteins (Zheng et al., 

2015). This could be due to the reliance on PPIs to form in a specific environment. Hence, 

experimentation of this nature has the potential to result in misleading data.  

Molecular docking software allow researchers to predict the structure of protein complexes 

by inputting structural co-ordinates of individual proteins via protein data bank (PDB) files 

(Sunny and Jayaraj, 2022). These files contain the 3D co-ordinates that encode the crystal 

structures of proteins (Sussman et al., 1998). Typically, the larger protein submitted will be 

assigned as the receptor protein, and the smaller assigned as the ligand (Macalino et al., 

2018). The algorithms have evolved from being bulky, download-only software to being 

user-friendly webservers. Some software is even powerful enough to allow for some 

conformational changes that occur during PPIs, for example amino acid rotations (Zacharias, 

2010). The software predicts complexes by trialling all possible conformations before 

arriving at the most energetically favourable. To ensure the growth of this field, the Critical 

Assessment of Predicted Interactions (CAPRI) experiment occurs and in recent years the High 

Ambiguity Driven biomolecular Docking (HADDOCK) software has often been identified as a 

leader in the field (Lensink and Wodak, 2013, de Vries et al., 2010). CAPRI was started in 

2000 and makes a head-to-head comparison of the protein docking software during a blind 

prediction of the structure of a protein complex. Whilst a lot of software provide an ab initio 

approach, meaning the prediction relies on structural coordinates alone followed by using 
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experimental information to filter results, HADDOCK utilises data-driven docking (de Vries et 

al., 2010, van Zundert et al., 2016). This involves experimental information being used to 

drive the docking run as well as filtering the predicted conformations. Many of the readily 

available docking software are rigid-body techniques (Macalino et al., 2018). These work 

under the assumption that the protein co-ordinates are unchanged through the formation of 

the protein complex. Hence, the major limitation that molecular docking software still faces, 

is the dynamic nature of proteins, especially upon the formation of a protein complex 

(Harmalkar and Gray, 2021). The software is unable to account for conformational changes 

that occur when a protein is in a bound state. For example, transcription factors are known 

to undergo a conformational change when bound to DNA (Sauer et al., 2008). In order to 

model this, an N8 supercompter would need to be utilised (Childers and Daggett, 2017). 

5.1.4. ΔG in the context of protein-protein interactions 

The binding free energy change (ΔG) of a PPI offers a numerical value relating to the 

stringency of an interaction. The more negative a ΔG value, the more stringent and stable 

the interaction. The calculation of this constant is related to structure-based parameters, 

such as buried surface area (the size of the interface), number of hotspots and number of 

hydrogen bonds (Vangone and Bonvin, 2017).  

Techniques such as surface plasmon resonance, isothermal titration calorimetry and 

fluorescence spectroscopy are used to study thermodynamics and kinetics of PPIs 

(McDonnell, 2001, Di Trani et al., 2018, Eftink, 2000). Comparatively, computational 

algorithms have been developed to predict the binding affinity, ΔG, of protein complexes 

which utilise the three-dimensional structure (Vangone and Bonvin, 2017). Like interface 

prediction and molecular docking software, the prediction of the ΔG of a PPI relies on the 

vast array of data generated via wet-lab experimentation organised into databases. The 

prediction algorithm is capable of pooling together the known information and use statistical 

analysis to predict the ΔG of a given PPI. 

5.1.5. Limitations 

One of the most widely discussed limitations regarding in silico protein-protein modelling 

surrounds the difficulty for molecular docking software to account for the significant 

conformational changes that can occur when proteins bind to partners (Kowalsman and 

Eisenstein, 2006, Zacharias, 2010, Harmalkar and Gray, 2021). For example, at the initiation 

of apoptosis, pro-apoptotic members of the Bcl2 family of proteins bind their anti-apoptotic 
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partners (Hinds et al., 2007). One of these pro-apoptotic proteins, Bim, has been found to be 

highly unstructured in the unbound state. The initiation of apoptosis, and the subsequent 

binding to a pro-survival partner protein, causes a localised conformational change to Bim. It 

was found through NMR analysis that the unstructured Bim forms an α-helical structure that 

contacts the hydrophobic groove of Bcl-xL (Hinds et al., 2007). If this study had been 

performed using molecular docking, it would not have been possible to account for such 

dramatic molecular dynamics. Another example involves the RelA/p50 heterodimer in the 

context of DNA binding as well as upon binding of the NF-ĸB inhibitory protein, IĸBα (Ramsey 

et al., 2017). Distinct conformational changes occur through this process termed, molecular 

stripping. IĸBα can bind to NF-ĸB heterodimer, RelA/p50, in the DNA-bound state (Jacobs 

and Harrison, 1998). When NF-ĸB dimers bind to DNA, the two dimers ‘clamp’ around the 

DNA via DNA binding domain regions that surround the target gene (Chen et al., 1998).  

When bound to IĸB, however, a ‘twist’ occurs in the N terminus of the protein associated 

with an opening of the DNA binding region of the dimer (Ramsey et al., 2017). Therefore, in 

this conformation NF-ĸB is unable to bind to DNA and the dimer releases from the target 

gene. Interestingly, IĸBα undergoes a conformational change upon binding to NF-ĸB dimers 

(Truhlar et al., 2008). The protein consists of ankyrin repeat domains. It has been 

documented that the 5th and 6th domains fold when bound to a dimer. These cases of 

conformational change demonstrate the importance of allowing for structural changes in the 

study of protein-protein interactions (Zacharias, 2010).  

5.1.6. Current uses, advancement and potential 

In silico modelling is becoming an increasingly important technique in the study of protein 

biology. With the rapidly developing nature of computational approaches, this type of 

research could provide vital insight into health, disease and drug discovery. Computer 

modelling of this nature is used in a wide range of scientific research, from nutrition to 

bacteriology (Basu et al., 2022, Rivera del Rio et al., 2022). A recent publication details the 

use of in silico modelling in the advancement of COVID-19 research (Tragni et al., 2022). The 

viral infection relies upon binding between the spike protein from the virus and the ACE2 

receptor on the host cell. As the pandemic continued to spread, the virus mutated to form 

variants of the spike protein (Zhang et al., 2021). The study performed by Tragni et al 

predicted the impact these variants would have upon ACE2 binding (Tragni et al., 2022). The 
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use of computation analysis in this context could help to speed wet-laboratory research up 

preventing lost time, resources and much fewer financial implications.  

A major addition to the field of computational structural biology, was the development of 

DeepMind’s programme, AlphaFold (Jumper et al., 2021). The software uses a powerful 

deep learning algorithm that can predict the 3D structure of proteins to the highest degree 

of accuracy to date. This is particularly useful in the prediction of protein structure where 

little to no information of the given protein is available. Upon blind comparison to other 

protein folding prediction software during the CAPRI experiment, AlphaFold predicted an 

unknown protein structure to a significantly higher degree of accuracy (Yin et al., 2022). 

Since development, AlphaFold has been used to predict the structure of at least 100,000 

proteins which have been released for public use (Jumper et al., 2021). This provides a useful 

tool to many biologists in need of studying proteins where the structure has not yet been 

solved. Additionally, this aids the study of proteins for which the structure is only partly 

solved. 

Overall, in silico modelling has the potential to save researchers valuable time, costs and 

labor which could be channelled elsewhere. 

 

5.1.7. Analysing the solved p52 structure 

Since the structure of a p52 homodimer bound to DNA was solved at a 2.1Å resolution in 

1997, further structures of the homodimer in the DNA bound form have been solved 

(Cramer et al., 1997). For example, the homodimer bound to variations of the P-Selectin κB 

fragments (PDB ID: 7VUP, 7VUQ, 7W7L, 7CLI). The solved structure of p52 is lacking 36 

amino acids from the N terminus and 127 amino acids from the C terminus (Cramer et al., 

1997). Using information published by Cramer et al, the structure of a solved p52 monomer 

was colour coded to highlight important domains within the protein (Figure 5.1). The p52 

subunit is unique as the Rel Homology Domain is split into two sections joined by a flexible 

linker region, something not seen with the other NF- κB subunits (Cramer et al., 1997, Ghosh 

et al., 1995). The C-terminal domain, coloured in green, is responsible for dimerisation 

(Figure 5.1). The N-terminal domain of the p52 monomer, coloured in pink, is predicted to 

influence DNA binding capacities of the protein (Cramer et al., 1997). Finally, the helix-loop-

helix, coloured in light blue, is the insert region. There is little sequence similarity between 
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insert regions of p50 and p52, however the alpha-helical structure is conserved (Cramer et 

al., 1997, Ghosh et al., 1995). It is hypothesised that the insert region is an easily accessible 

surface for protein-protein interactions with other DNA binding proteins. 

  

Figure 5.1 The annotated crystal structure of p52. Domains, DNA binding residues and 
regions of the protein were colour coded according to Cramer et al, published in 1997. 
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5.2. Results 

5.2.1. Prediction of regions within RPL11 and p52 actively contributing to protein-protein 

interactions  

The initial stage of this investigation was to predict residues within RPL11 and p52 that are 

likely to contribute to protein-protein interactions (PPIs). This was achieved by mapping the 

putative interaction interfaces using interface prediction software. To improve the 

stringency of the prediction, a panel of software (detailed in Figure 5.2) was used to return 

‘active’ residues, also known as hotspots. It is important to note that residues returned by 

the software are relative to a protein’s entire interactome and not just to the PPI of interest.  

Depending on whether the software is a structure-based or sequence-based predictor, the 

PDB structure or FASTA sequence was uploaded to the software. Residues predicted to 

contribute to a PPI through the program were given a score of one. Cumulative scores from 

the panel of software were plotted against the residue number to demonstrate regions of 

high likelihood of involvement in PPIs. The scores were colour coded onto the crystal 

structures of the proteins to visualise which secondary structure elements were predicted to 

be the most interactive.  

The analysis of p52 is represented in Figure 5.2A and 5.2B. From the scores alone, the 

highest peak, relating to the most likely active residue involved in PPIs, can be seen  in the 

region surrounding residue 247. This residue was returned as a hit by five separate software. 

When the score is translated across to the crystal structure, it can be seen that this residue is 

within the dimerisation domain in the C-terminal region of the protein. This corresponds to 

the section coloured green in Figure 5.2A. There are two peaks of hotspots within the 

dimerisation domain (c, purple arrows, Figure 5.2A). This is unsurprising as NF-κB is always 

part of a dimer thus the region needs to be very interactive. There are two other distinct 

areas of interactivity: at the centre of the protein structure (b, blue arrows, Figure 5.2A) and 

on what will be referred to as the ‘shoulder’ of the protein (a, green arrows, Figure 5.2A). 

Both of these regions correspond to the N-terminal domain of the protein, coloured pink in 

Figure 5.1. Region b identified by the interface prediction, and signified by the blue box in 

the figure, is within the region that contacts DNA represented by the red residues in Figure 

5.1.  
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RPL11 also shows 3 distinct areas that show a high probability for interface inclusion (Figure 

5.2C and 5.2D). These are present at either side of the β-pleated sheet that forms a cleft (a, 

green arrows, and b, blue arrow). Interestingly, the cleft is the area of RPL11 that binds to 

the ribosome and to MDM2. The third is present on the long loop at the top of the structure 

(c, purple arrow). This loop is the region of RPL11 that embeds itself into the 5S RNP. All of 

the peaks are at the same height having received a score of three. This suggests that all 

three regions of the protein are equally interactive. 
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Figure 5.2 The predicted binding interfaces of p52 and RPL11. The FASTA sequence or protein 
structure coordinates (in PDB format) were uploaded to sequence and structural protein-protein 
interface prediction software to generate a map of interface hotspots. Residues were given a 
score based on results returned from the combination of software used and cumulative scores 
plotted on a graph using Microsoft Excel. The number of hits were mapped onto the crystal 
structures (1 hit = yellow, 2 hits = orange, 3+ hits = red). A) The graph representative of the 
number of hits per residue of p52. B) The structure of p52 with hotspots highlighted. C) The graph 
represnetative of the number of hits per residue of RPL11. D) The structure of RPL11 with 
hotspots highlighted.  
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5.2.2. Predicting and assessing the 5S RNP/p52 complex 

The initial attempt to map the interaction between RPL11 and p52 utilised the entire 5S RNP 

complex and a p52 homodimer. This was due to this complex being the most theoretically 

feasible, given current literature. Thus, in order to predict the confirmation of the complex, 

the GRAMM-X docking software was utilised. GRAMM-X was developed by the Vasker Lab 

and employs an ab initio style of search. This involves using the PDB co-ordinates alone.  

The crystal structure of the 5S RNP, provided by Dr Nick Watkins, was uploaded alongside 

the solved crystal structure of a p52 homodimer bound to DNA (PDB ID: 1A3Q). The 

structure returned from GRAMM-X was visualised, colour coded and analysis run using UCSF 

Chimera.  

The complex returned by GRAMM-X showed the ‘shoulder’ of the N-terminal domain of p52 

forming an interface with the cleft of RPL11 (Figure 5.3A, left). This complex reveals regions 

predicted to have a high probability of being involved in PPI interfaces to be contributing to 

the formation of the complex. The right side of Figure 5.3A depicts the structure returned by 

GRAMM-X superimposed onto the structure of the whole 5S RNP. This allows the inclusion 

of the 5S rRNA, which is unable to be loaded onto the docking software. By eye, it can be 

seen that the 5S rRNA begins to clash with the p52 homodimer structure. However, due to 

the nature of superimposing the structures, this may not be true in nature as the dynamic 

quality of proteins may have been able to avoid a steric clash in this context.  

The predicted structure was analysed for steric clashes using Chimera in Figure 5.3B. Two 

clashes were found between p52 and RPL11. Serine 161 of p52 was found to clash with 

phenylalanine 50 of RPL11 as well as serine 206 of p52 clashing with lysine 50 of RPL11. 

As GRAMM-X uses an ab initio algorithm for prediction, it was important to cross-reference 

the predicted interface hotspots to the predicted GRAMM-X structure. To achieve this, the 

residues revealed in Figure 5.2 were plotted onto the predicted structure using Chimera 

(Figure 5.3C). It can be seen that the majority of the coloured residues are within the 

interface between RPL11 and p52. The residues that are not near or within the interface 

were mapped to the region of p52 contributing to the homodimer. Therefore, it can be 

concluded that the ab initio methodology utilised by GRAMM-X utilised residues from the 

proteins that are predicted to have a high interactivity.     
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Finally, the PRODIGY software was used to predict the ΔG value of the predicted complex. 

After loading the PDB file returned by the GRAMM-X molecular docking software, PRODIGY 

returned the binding free energy calculation as -16.8 kcalmol-1. When the specific p52/RPL11 

interaction was isolated in the ΔG prediction, the value was returned as -7.8 kcalmol-1. 
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Figure 5.3 Analysis of the GRAMM-X predicted structure of the 5S RNP/p52 homodimer complex. 
A) The structure returned from GRAMM-X software predicting the conformation of the protein 
complex (left). The structure returned from GRAMM-X superimposed onto the structure of the 
complete 5S RNP (right). B) Analysis of the clashes between RPL11 and p52 using UCSF Chimera. C) 
Hotspot residues identified using interface prediction were colour coded onto the predicted 5S 
RNP/p52 homodimer complex. Red = > 3 hits. Orange = 2 hits. Yellow = 1 hit. 
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5.2.3. A 5S RNP/MDM2/p52 complex is predicted to be less energetically feasible than a 

5S RNP/p52 complex 

The 5S RNP binds directly to MDM2 via RPL11. The structure of the MDM2/RPL11 complex 

was solved in 2015 (Zheng et al., 2015). There is also data to suggest that MDM2 remains 

bound to the 5S RNP upon p53 activation (Pelava et al., 2016). Therefore, it was important to 

investigate whether MDM2 could be a contributing component of a p52/5S RNP/MDM2 

complex.  

The structure of the 5S RNP/MDM2 complex, provided by Dr Nick Watkins, was docked to 

the structure of a p52 homodimer. The GRAMM-X software was used. This software was 

chosen as the complex involved multiple different proteins. 

Firstly, to check the similarity of the 5S RNP/MDM2 structure created and provided by the 

Watkins lab, the structure was superimposed with the solved crystal structure of 

RPL11/MDM2 (Figure 5.4A). This precautionary step was taken as the Watkins lab structure 

was artificially extracted from the solved structure of the 80S ribosome. Following that 

MDM2 was added in silico. It was important to ensure no major differences between the 

structures were seen prior to docking the 5S RNP/MDM2/p52 homodimer complex. The 

superimposition revealed no major changes in the position of MDM2 in relation to the 5S 

RNP.  

Given that the 5S RNP/MDM2 structure and the solved RPL11/MDM2 structure were 

compatible, a docking run alongside a p52 homodimer was set up. The returned 

RPL11/RPL5/MDM2/p52 complex was analysed on Chimera and superimposed onto the 

structure of the 5S RNP.  

On initial examination, the structures of the complexes with and without MDM2 appear very 

similar (Figure 5.4B). RPL11 contacts MDM2 within the beta-sheet cleft. However, in this 

structure, RPL11 does not directly contact p52 through the cleft as seen in the structure 

without MDM2 (Figure X). Instead, MDM2 makes the contact with the N-terminal domain 

shoulder of p52. RPL11, however, may still make contact with p52 either side of the cleft. 

Therefore, the presence of MDM2 may not eliminate the interaction between RPL11 and 

p52 but changes the nature of it.  The ΔG value of the entire 5S RNP/MDM2/p52 complex 

was calculated to be -17.1kcalmol-1. This is comparable to the ΔG value of the 5S RNP/p52 

complex which was predicted to be –16.8kcalmol-1 (Table 5.1). The binding energy of the 
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direct p52/RPL11 interaction within the complexes was also analysed. Looking more 

specifically at this, it can be seen that the ΔG increases by 1.4kcalmol-1 from -7.8 kcalmol-1 to 

-6.4 kcalmol-1.  

Further to this, the steric clashes were analysed on Chimera (Figure 5.4C). This showed that 

the number of clashes in the 5S RNP/MDM2/p52 complex to be higher, further indicating 

that it could be less feasible for MDM2 to be involved in this complex. The number of clashes 

within the complex increased with the presence of MDM2, furthermore clashes between 

RPL11 and p52 increased from two (without MDM2) to six (with MDM2). Several steric 

clashes between p52 and MDM2 were also captured by the software. Overall, this begins to 

suggest that the complex is more energetically feasible without MDM2 present. The number 

of contacts were counted with both the p52 homodimer and with the removal of a single 

p52 monomer. This removes the contacts between the p52 subunits. The MDM2 containing 

structure has more contacts overall compared to the 5S RNP/p52 complex. This is due to the 

additional protein in the MDM2 containing complex contributing to more contacts, rather 

than the quality of the conformation. When only regarding contacts between RPL11 and 

p52, the structure without MDM2 contained more specific contacts. There were 28 contacts 

counted in the complex with MDM2, versus 36 without. Taken together, the data proposes 

the structure is less feasible when MDM2 was included in the docking run.  
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Figure 5.4 Analysis of the predicted structure of the 5S RNP/MDM2/p52 homodimer complex. A) 
The structure of the 5S RNP/MDM2 provided by the Watkins lab was superimposed onto the solved 
MDM2/RPL11 complex. B) The predicted p52-p52/5S RNP/MDM2 from GRAMM-X (left) was 
superimposed onto the structure of the 5S RNP on Chimera (right).  C) Analysis of steric clashes 
between RPL11 and p52, as well as MDM2 and p52. The distance between two selected points in 
RPL11 and p52 measured in angstroms. 
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Structure 5S RNP/p52 homodimer  5S RNP/MDM2/p52 

homodimer  

ΔG whole complex (kcalmol-

1) 

-16.8 -17.1 

ΔG RPL11/p52 

(kcalmol-1) 

- 7.8 - 6.4 

Contacts 238 overall 

154 without second p52 

molecule 

36 RPL11/p52 

255 overall 

171 without second p52 

molecule 

28 RPL11/p52 

Steric clashes  13 overall 

2 RPL11/p52 

25 overall 

6 RPL11/p52 

Table 5.1 Comparison of binding free energy prediction, residue contacts and steric clashes 
of GRAMM-X predicted complex with and without MDM2 

 

 

5.2.4. GRAMM-X software prioritises the interaction between p52 and RPL1 in the 5S RNP 

complex  

With the purpose of designing point mutations capable of disrupting the p52/RPL11 

interaction, it was important to determine the regions of each protein that are critical for 

the interaction. Following the identification of the region, the search could be further 

narrowed to single amino acids to determine key residues in this protein-protein interaction. 

RPL11 plays a key role in ribosome biogenesis, a tightly regulated and energetically costly 

cellular process (Sloan et al., 2013a). Disruption of RPL11 would lead to the rapid inhibition 

of ribosome biogenesis and subsequent downstream processes. Hence, it was decided that 

only p52 would be modified. 
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Firstly, a p52 truncation series was simulated. Truncations were created relevant to the 

structural domains of p52.  To simulate that in silico, the protein structure was edited to 

create truncations on Chimera. The truncations were made in line with the known structural 

domains of p52. Firstly, the protein was truncated to leave the N-terminal domain of the Rel 

Homology Domain (RHD) and the insert region intact (Figure 5.5B). Next, the protein was 

subject to further deletions including the partial removal of the DNA binding associated 

region (Figure 5.5C) and the helix-loop-helix group encoded by residues 184-227 both of 

which leaves the shoulder of p52 intact (Figure 5.5D). Lastly, amino acids 37-100 were 

removed from the structure, keeping the remainder of the RHD and the glycine rich region 

intact (Figure 5.5E). These p52 truncations were then docked with RPL5 and RPL11 using the 

5S RNP complex structure. Structures returned were analysed on Chimera. 

The truncations made changed the manner in which p52 interacted with the 5S RNP proteins 

(Figure 5.6). The deletion of the helix-loop helix, the insert region, within the p52-C-140 

truncation showed the biggest impact on the predicted structure (Figure 5.6C). Studying the 

movement of the 5S RNP complex in relation to the p52 homodimer throughout the 

truncation series revealed GRAMM-X was prioritising RPL5 rather than RPL11. The 5S RNP 

was predicted to shift binding site as portions of the p52 protein was removed. The images, 

however, show that RPL5 stays in contact with the p52 homodimer, whilst RPL11 is at times 

not part of the interface at all. As molecular docking software will always force an 

interaction, it suggests that GRAMM-X prefers to use RPL5 within the predicted interfaces. 

This is likely due to the software only taking into account the static structure of the 5S RNP 

coupled with the ab initio search style. As no data is inputted into GRAMM-X the user is 

unable to influence the formation of the complex with known data. For example, the data 

generated from the interface prediction. Furthermore, previous data suggests p52 is directly 

contacting RPL11 with little data showing an association with RPL5. It must be assumed that 

RPL11 is the driving force within the 5S RNP during the interaction with p52 due to the 

laboratory generated data. It remains unclear whether GRAMM-X has prioritised RPL5 in the 

wild-type 5S RNP/p52 predicted structure. As GRAMM-X may not represent an RPL11-

mediated association between the 5S RNP and p52, it is unsuitable for this type of 

investigation. Finally, as the 5S RNP complex stays static, which likely causes significant steric 

clashes, docking the complex in entirety is not suitable. 
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Figure 5.5 In silico truncation series of p52 created using Chimera. The structure of the 
p52 protein was truncated to remove specific regions of the p52 protein as represented 
in the schematic drawing of the structural domains as well as the image of the protein 
structure.  Structure a) depicts the wild-type and b) to e) are truncated. 
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Figure 5.6 GRAMM-X prioritises RPL5 over RPL11 in the orientation of the predicted 
complex. Truncated forms of p52 were created using Chimera and docked using GRAMM-
X to the 5S RNP proteins. Predicted complexes were visualised using Chimera. 
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5.2.5. HADDOCK software predicts the conformation of the direct p52/RPL11 interaction  

The HADDOCK molecular docking software, developed by the Bovin Laboratory, utilises data 

driven docking algorithms. This means that the interface prediction presented in Figure 5.2 

served as a guide for the subsequent molecular docking of p52 to RPL11. The active residues 

were submitted to the HADDOCK docking software along with the PDB files of the proteins. 

HADDOCK investigates all possible conformations and scores them according to feasibility 

(de Vries et al., 2010). HADDOCK combines data inputted with PDB co-ordinates, where 

GRAMM-X solely relies on PDB structures.  

The PDB file of the optimum configuration of the complex both sterically and energetically  

was analysed on Chimera. Firstly, the proteins were coloured to visualise the complex 

(Figure 5.7A). Secondly, the predicted contacts, clashes and hydrogen bonds were mapped 

tools  on the Chimera software detailed in the methodology chapter. A contact refers to 

residues from each protein that are in a close enough proximity to interact. There were 

many contacting amino acid residues between p52 and RPL11, 22 hydrogen bonds (Table 

5.2) and zero steric clashes. 

Upon inputting the data generated in Figure 5.2 and colouring specific residues according to 

the probability of interactivity, it became clear that regions a and b of p52 along with section 

b and c of RPL11 were forming the interface (Figure 5.7B). 

The docking software predicted the cleft of RPL11 slotting onto the shoulder of p52. 

Interestingly, the cleft of RPL11 that contacts p52 in this predicted conformation is the same 

region of the ribosomal protein that binds to the ribosome when the 5S RNP is incorporated 

into the maturing 60S subunit. Given that the association of RPL11 and p52 is predicted to 

strengthen during stress, it suggests that the RPL11/p52 and RPL11/ribosome interactions 

are mutually exclusive events. Furthermore, the cleft bound in Figure 5.7A by p52, is the 

region of RPL11 that binds to MDM2, indicating these events could also be mutually 

exclusive. 
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Figure 5.7 The predicted conformation of the RPL11/p52 interaction. A) Active interface residues 
identified previously were used in a molecular docking run between RPL11 (pink) and p52 (blue) via 
the HADDOCK software. B) Contact (yellow) and hydrogen bond (red) analysis carried out using 
Chimera. Lines are drawn between respective points of p52 and RPL11 predicted to be contributing 
to the interaction. 
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RPL11 contributing residue p52 contributing residue 

Lys 8 Glu 170

Lys 8 Arg 162

Glu 9 Arg 162

Arg 18 Ser 206

Lys 19 Glu 86

Ala 53 Lys 127 

Arg 54 Lys 127

Asn 65 Lys 127

Arg 75 Arg 199

Asp 101 Lys 210 

Asn 104 Pro 208

Gly 138 Ser 161 

Ala 142 Lys 90

Asp 143 Lys 90

Asp 143 Ser 206

Arg 147 Glu 116

Arg 147 Arg 156

Thr 148 Arg 156

Gly 149 Arg 160

Cys 150 Asp 94

His 155 Ser 161

His 155 Arg 162

Table 5.2 Hydrogen bonds predicted to be formed between RPL11 
and p52 
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5.2.6. The prediction of a direct RPL11/p52 interaction shows a more promising interface 

In order to determine whether the HADDOCK p52/RPL11 complex prediction was a better 

representation of the interaction than the GRAMM-X 5S RNP/p52 complex prediction, the 

structures were compared using Chimera.  

Firstly, the structures were superimposed using the p52 structure as the guide. This allowed 

any differences in the position of RPL11 to be examined. After the superimposition, RPL5 

was removed to clearly view the p52/RPL11 interactions. The HADDOCK complex was kept 

coloured, and the RPL11 from the GRAMM-X structure was coloured grey. Secondly, the 

number of clashes, contacts, hydrogen bonds and binding free energy were compared.   

Upon initial observation, it can be seen that RPL11 from the GRAMM-X prediction (grey) is 

further away and less tightly bound to p52 than in the HADDOCK prediction, coloured in pink 

(Figure 5.8A). To quantify this, the distance between glutamate 86 from p52 and lysine 19 

from RPL11, shown to form a hydrogen bond in the HADDOCK structure, was measured. In 

the HADDOCK structure the distance between the first carbon of each amino acid side chain 

was measured as 10.073Å. Looking at the structure it can be seen that the residues (orange 

and yellow) are making contact. By contrast, the distance between E86 and K19 in the 

GRAMM-X prediction was measured at 16.899Å and do not appear to be contacting.  

As visualising changes within the superimposed image is made difficult by similar secondary 

structure elements overlapping within the RPL11 structure, the interface prediction data 

generated in Figure 5.2 was used (Figure 5.8B). The location of the three regions of predicted 

high interactivity within the RPL11 protein were compared. This gave a clearer picture of the 

vast difference in RPL11 orientation given in the HADDOCK generated structure compared to 

the GRAMM-X. The purple box in the HADDOCK structure can be seen to slot between the 

insert region (helix-loop-helix) and the N-terminal domain of the p52 protein. In the 

GRAMM-X structure, however, it is the green box that is seen in a similar position. The 

purple box is contacting the opposite side of the N-terminal region as well as making 

contacts with RPL5. It can be predicted that RPL11 could not be docked to p52 in the same 

orientation  with GRAMM-X as it was using HADDOCK due to the fixed position of RPL11 and 

RPL5 in the 5S RNP structure. Overall, the two software have predicted RPL11 to be docked 
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at two different conformations. This could explain why the location of the measured 

residues (lysine 19 of RPL11 and glutamate 86 of p52) were reasonably unchanged.  

Further analysis of the predicted structures favoured the prediction generated by HADDOCK 

over GRAMM-X (Table 5.3). The two steric clashes between p52 and RPL11 in the GRAMM-X 

predicted complex were eliminated in the conformation predicted by HADDOCK, utilising 

solely p52 and RPL11. The GRAMM-X and HADDOCK predictions had a comparable number 

of contacts overall. However, upon closer inspection, 84 of those were through the 

dimerization of the p52 proteins. This was determined through the deletion of one of the 

p52 monomers, thus removing the contacts. Considering RPL11/p52 specific contacts, the 

GRAMM-X complex consisted of 36 whereas the HADDOCK complex contained 248. The 

GRAMM-X complex was predicted to have one hydrogen bond between RPL11 and p52, on 

the other hand the HADDOCK prediction showed 22 hydrogen bonds between the proteins. 

Finally, comparing the binding free energy of the RPL11/p52 conformations revealed that 

the HADDOCK complex is almost twice as negative as the GRAMM-X prediction. The value of 

the p52/RPL11 interaction when RPL11 is within the 5S RNP/p52 complex is -7.8kcalmol-1 

whereas it is -16kcalmol-1 in the HADDOCK direct interaction. The data presented indicates 

that the predicted HADDOCK interaction is more energetically feasible and therefore more 

stable.  
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Figure 5.8 Comparing the p52-RPL11 interaction predicted by GRAMM-X and HADDOCK. A) 
Blue structure = p52. Pink structure = RPL11 from HADDOCK prediction. Grey structure = RPL11 
from GRAMM-X prediction. The p52 protein from the HADDOCK p52/RPL11 complex was 
superimposed onto the p52 structure from the GRAMM-X 5S RNP/RPL11 complex using the 
Match Maker tool on Chimera. The p52 and RPL5 from the GRAMM-X structure was removed 
to isolate the p52/RPL11 interactions. The distances between glutamic acid 86 and lysine 19 
were measured within each predicted complex. B) Side-by-side comparison of the interface 
prediction heat maps coloured onto the GRAMM-X and the HADDOCK predicted structures to 
view the orientation of RPL11. 
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5.2.7. Creating an in silico truncation series to locate important regions in the RPL11/p52 

protein-protein interaction  

Following the confirmation that the HADDOCK software generated complex was more 

energetically feasible, the same truncation series in Figure 5.5 was used to determine the 

driving regions of the interaction. As HADDOCK is data driven, the same docking parameters 

and the same active residues were inputted. Predicted complexes returned were analysed 

on Chimera. To highlight any visible shifts in the location of RPL11, the wild-type and 

truncated structures were superimposed relative to p52. The truncated structure was kept 

coloured in blue (p52) and pink (RPL11), whereas the full wild-type structure was coloured in 

light blue.  

Initially the protein was truncated to leave the N terminal domain Rel Homology Domain 

(RHD) intact (Figure 5.9A). The p52-227-C truncation revealed little effect on the interaction 

between RPL11 and p52. This can be seen by the wild-type and truncated structures lining 

up in the superimposition. This suggested the critical region was within the RHD. Subsequent 

deletions, p52-184-C and p52-140-C, left the RPL11/p52 interface intact (Figure 5.9B and 

 
GRAMM-X 

5S RNP/p52 homodimer 

HADDOCK 

p52/RPL11  

Contacts • 238 overall 

• 154 minus p52 
monomer 

• 36 RPL11/p52 
specific 

• 248 RPL11/p52 

Clashes • 13 overall 

• 2 RPL11/p52 
specific 

• 0 RPL11/p52 

Hydrogen bonds • 1 RPL11/p52 

• 4 RPL5/p52 

• 22 RPL11/p52 

Table 5.3 Comparison of contacts, clashes and hydrogen bonds within the GRAMM-X and 
HADDOCK predicted structures. 
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5.9C). Slight variation in the p52 structure is likely due to the large number of deleted 

residues, leaving a small portion of the protein intact. Finally, it was decided to remove 

residues from the N terminus of the protein. This caused a dramatic change in conformation, 

shifting RPL11 to bind to a different region of the p52 protein altogether (Figure 5.9D). This 

indicates that residues 37-100 of p52 are predicted to be critical for binding to RPL11.  

To numerically assess the impact of the truncations, the ΔG value was calculated using 

PRODIGY (Table 5.4). The ∆G value of wild-type RPL11 and p52 is -16kcalmol-1. The p52-454 

and p52-227-C  structures casued insignificant changes to the binding affinity, which is in line 

with the structural analysis of the predicted complexes. Interestingly, the p52-184-C and 

p52-140-C structures resulted in the highest ∆G value which would imply they were the least 

stable complexes and that these truncations had the most profound effect on the complex. 

However, the visualisation of the complexes shows no disruption to the conformation of the 

interaction seen with the full length proteins. This value could be influenced by the 

instability of the p52 protein with only 184 or 140 amino acids, rather than representing the 

impact of the truncation upon the binding. Finally, the N-100-p52 truncation  had the biggest 

structural effect increased the ΔG by 2.9kcalmol-1 confirming that this is less energetically 

feasible than the wild-type. This further suggests that the most likely region of p52 

mediating the interaction with RPL11 resides in the first 100 amino acids. At a ΔG value of -

13.1kcalmol-1 the N-100-p52 truncation was still predicted to be more energetically feasible 

than the solved structure of RPL11 complexed with MDM2, which has a ΔG value of -8.6 

kcalmol-1. Therefore, this suggests that the truncation creates a second binding site for 

RPL11 on the p52 protein. This second site could become available should a conformational 

change occur in p52 to reveal it.  
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Figure 5. 9 The first 100 amino acids of p52 are critical for the interaction of p52 and RPL11. A – 
D) Truncated forms of p52 were created using Chimera and docked to wild-type RPL11. The 
predicted complexes (dark blue and pink) were superimposed onto the wild-type p52/RPL11 
complex (light blue). 
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Structure  ∆G  value kcalmol-1 

Wild-type p52/RPL11 -16 

p52-227-C 

truncation/RPL11 

-15 

p52-184-C 

truncation/RPL11 

-12.7 

p52-140-C 

truncation/RPL11 

-12.7 

N-101-p52 

truncation/RPL11 

-13.1 

Solved RPL11/MDM2  -8.6 

Table 5.4 Calculated ΔG values of the truncations, using PRODIGY, compared to the wild-type 
p52/RPL11 and the solved structure of RPL11/MDM2 
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5.2.8. Assessing the effect of amino acid changes at residues within the first 100 amino 

acids of p52 predicted to contribute to hydrogen bonds within the RPL11/p52 

interface  

Following the prediction that the first 100 amino acids of p52 are critical in the p52/L11 

interaction, point mutations were simulated and the impact upon the interaction assessed. 

The goal of this strategy was to identify key residues through in silico modelling that could be 

introduced into the p52 protein in the wet laboratory.  

Residues within the first 100 amino acids of p52, that were also found to be contributing to 

hydrogen bonds, were investigated. Single amino acid changes were coded into the crystal 

structure using Chimera and the PDB file for mutated p52 was used in a HADDOCK docking 

run alongside wild-type RPL11. The docked mutant p52 structure was analysed and 

superimposed with the wild-type complex to visualise any changes in the interface between 

RPL11 and p52. It is important to note that the docking software will always force an 

interaction to occur, even if the interaction is not biologically stable. This reinforces the need 

to validate the changes in the wet laboratory. Finally, the predicted complexes were 

uploaded to PRODIGY to compare the binding free energy to the wild-type structure.    

Glutamic acid 86 of p52 was predicted to form a hydrogen bond with lysine 19 of RPL11 and 

is highlighted with a red circle in Figure 5.10. This appears, by eye, to be the point at which 

p52 sits in the cleft of RPL11 which is in the middle of the predicted interface. When 

mutated in silico to either alanine (Figure 5.10A) or glutamine (Figure 5.10B), RPL11 binding 

shifts from contacting the ‘shoulder’ of the N-terminal domain of p52 to the insert region 

(helix-loop-helix). The amino acid changes created an entirely new binding site for RPL11. 

The E86A mutant increased the ΔG value from -16kcalmol-1 to -11kcalmol-1 whereas the 

E86Q mutant increased the value to -12.1kcalmol-1 (Table 5.5). As both of the mutations 

increased the ΔG value, it is predicted that both mutant complexes are less stable than the 

wild-type. Interestingly, both of the mutant conformations are still predicted to be more 

energetically feasible than the solved complex for RPL11/MDM2. This revealed a potential 

new binding site for RPL11 which is different to the binding site identified in Figure 5.9D. 

Lysine 90 was predicted to form hydrogen bonds with alanine 142 and asparagine 143 of 

RPL11 (Table 5.1). Mutating the residue to either glutamic acid or asparagine causes RPL11 
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to shift its position in the complex and contact the ‘back’ side of the shoulder. This causes a 

rotational change in the conformation of the p52/RPL11 structure compared to the wild-

type (Figure 5.10C and 5.10 D). However, in this case, the new binding interface shares large 

regions with the wild-type binding interface. This conformational change increases the ∆G to 

-12.3kcal-1 in the K90N mutant and to -13.0kcal-1 in the K90E mutant (Table 5.5). The data 

indicates a mutation at K90 would also impact binding affinity. 

Aspartic acid 94 of p52 was predicted to contribute to a hydrogen bond with cysteine 150 of 

RPL11 (Table 5.1). This residue is predicted to contact RPL11 at an edge of the interface. 

Mutating this residue to alanine was also predicted to cause a rotational conformational 

change (Figure 5.10E). RPL11 is still binding to a similar region of the mutant p52 protein. 

Visually, mutating this residue appears to have similar effects as the K90 residue. The ∆G 

value increases from -16kcal-1 to -12.5kcal-1 indicating a D94 mutant could also function as a 

possible mutant to effect binding affinity (Table 5.5).  

Both Lysine 90 and aspartic acid 94 derived mutants did not create an entirely new binding 

site for RPL11, whereas glutamate 86 mutants did. Therefore, the results suggest that 

glutamate 86 is a critical region within the p52/RPL11 interface.  
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Figure 5.10 Mutating residues in the first 100 amino acids shows disruption to the p52/RPL11 
complex. A-E) Individual residues that were predicted to contribute to hydrogen bonds in the 
protein-protein interface were mutated using Chimera. The mutant p52 was docked to RPL11 
using HADDOCK and the predicted complex structure was superimposed onto the wild-type to 
track changes. 
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Mutation ∆G  value kcalmol-1 

Wild type -16 

E86A -11.0 

E86Q -12.1 

K90N -12.3 

K90E -13.0 

D94A -12.5 

Solved RPL11/MDM2 -8.6 

Table 5.5  The predicted binding free energy calculations of the predicted mutant p52 and 
RPL11 interactions 

 

 

5.2.9. Assessing the full length predicted p52 structure from AlphaFold and subsequent 

docking with RPL11 

After the release of predicted full length structures of various proteins using AlphaFold, the 

PDB file for the p52 protein was downloaded. The p52 structure used in the previous docking 

runs was solved in 1997 by Cramer et al (Cramer et al., 1997). Due to the limitations faced by 

scientists when solving the crystal structure of proteins, the full length of the protein is not 

always included in the structures solved by NMR or X-ray crystallography. This is the case for 

the solved structure of p52 utilised during the docking runs (PDB ID: 1A3Q). This structure 

lacked 36 amino acids at the N terminus of the protein and 129 residues at the C terminus. It 

must be noted that the portion of the protein folded utilising the DeepMind algorithm has 

been predicted at a very low confidence. This is likely due to little comparable database 

information being available.  

To decipher whether the additional amino acids were impacting the p52/RPL11 interface, 

the AlphaFold predicted structure was docked to RPL11. The returned structure was 

analysed on Chimera and superimposed to the solved p52/RPL11 structure. Parameters and 

inputs were kept the same to allow fair comparison of the complexes. The AlphaFold 
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structure was largely based on the available structural data of the p52 protein. As only DNA 

bound structures are present, these formed the template for the software. 

The initial observation of the full length structure shows the first 36 amino acids be an 

unstructured chain. This are is highlighted in light blue, located at the top of the structure in 

Figure 5.11A. This suggests it could possibly be a flexible region of the protein. The N 

terminal region of the protein contains long chains leading into alpha helical regions (Figure 

5.11A). The docking prediction of the AlphaFold p52/RPL11 complex reveals RPL11 binds to 

the same area of the p52 protein (Figure 5.11B). Further analysis revealed a minor shift in 

the binding of RPL11 to p52. The interface rotates around the ‘shoulder’ of the protein 

(Figure 5.11C and Figure 5.11D). Analysis of the hydrogen bonds reveals the majority to 

reside in the first 100 amino acids (Table 5.6). Namely, residue glutamate 86 that was 

predicted to be critical for the interaction, was shown to form a hydrogen bond with 

arginine 18 of RPL11 (Table 5.6). Finally, the predicted structure of the AlphaFold p52/RPL11 

complex was 2.9kcalmol-1  greater than the solved p52/RPL11 structure. Hence, it is 

predicted that the complex utilising the solved p52 structure is more energetically feasible. 

This could be due to the regions of low confidence in the structure predicted by AlphaFold. 
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Figure 5.11 Analysing the p52/RPL11 complex generated when using the AlphaFold full length p52 
predicted structure. A) The full length p52 structure predicted by AlphaFold. Dark blue represents 
the solved region of the protein, light blue represents predicted. B) Prediction of the AlphaFold 
p52/RPL11 complex as predicted by HADDOCK. C) AlphaFold p52/RPL11 structure superimposed 
onto the solved p52/RPL11 HADDOCK structure. D) A detailed view of the interface between p52 
and RPL11 in the predicted complexes.   
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p52 contributing residues RPL11 contributing residues  

Lys 81 Ala 142 

Asn 84 Asp 143 

Lys 127 Asp 101 

Glu 86 Arg 18 

Asn 84 Lys 19 

Pro 163 Arg 58 

Arg 36 Arg 75 

Pro 126 Thr 102 

Ile 42 Lys 145 

Table 5.6 Hydrogen bonds predicted within the AlphaFold p52/RPL11 complex 
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5.3. Discussion  

5.3.1. Limitations 

In the context of this project, there were several limitations that restricted the investigation. 

Firstly, the crystal structure of the 5S RNP has not been solved. The structure used in this 

chapter was provided by Dr Watkins and was extracted from the solved crystal structure of 

the human 80S ribosome (Khatter et al., 2015). With the knowledge that proteins have a 

dynamic structure, it is important to note that the structure of the 5S RNP bound to the 

ribosome is not necessarily the structure of the 5S RNP in a ‘ribosome-free’ state. Secondly, 

the only solved structure of the NF-κB subunit, p52, is in a DNA bound state and, as 

previously mentioned, is lacking amino acids from both the C and the N terminus.  

A further limitation was found when comparing the ΔG of various iterations of the 

complexes. Whilst it is possible to comment on numerical differences, it is difficult to 

decipher the physiological relevance. It is known that the more negative the binding energy, 

the more stable the complex. However, the issue surfaces when comparing the ΔG of 

complexes containing different numbers of proteins, e.g. 5S RNP/p52 versus 5S 

RNP/p52/MDM2. Different proteins will contribute differently to the overall energetics of 

the protein complex. They contain a unique set of internal forces. So, it is possible to state 

which is predicted to be more energetically stable, however difficult to state whether this 

would have a physiological relevance e.g. competition. On the other hand, comparing the ΔG 

of a complex before and after mutation is more straight forward. If an increase of ≥2kcalmol-

1 occurs following mutation, it is said that the mutation occurred in a critical portion of the 

interaction interface (Dehouck, 2013). Therefore, it can be said that a change in ΔG of 

≥2kcalmol-1 is a biologically meaningful change in the value.  

5.3.2. p52/RPL11 predicted to be mutually exclusive to RPL11/ribosome and 

RPL11/MDM2 

The initial HADDOCK docking run revealed p52 binding to RPL11 within the cleft of β-pleated 

sheets (Figure 5.7). This is the same cleft within RPL11 that is used as the 5S RNP associates 

with the ribosome during ribosome biogenesis (Zheng et al., 2015). Interestingly, MDM2 also 

associates with RPL11 through this same set of β-pleated sheets. It is known that RPL11 

binding to MDM2 is mutually exclusive to RPL11 incorporation into the ribosome due to 

rapidly accumulating ribosome-free 5S RNP in response to nucleolar stress (Zheng et al., 

2015, Khatter et al., 2015, Pelava et al., 2016). The ‘free’ form of the 5S RNP leaves the cleft 
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of RPL11 accessible to other binding partners, such as MDM2. Due to the conformation of 

the RPL11/p52 complex that has been predicted by the HADDOCK software, it can be 

proposed that p52 binding to RPL11 relies on the same mechanism.  

Further to this, it can be assumed that p52 and MDM2 are in competition for RPL11 binding, 

due to the nature of the interfaces alone. Taking the structures generated by the GRAMM-X 

software, the binding free energy of the RPL11/p52 interaction in the MDM2-containing 

complex was less negative than that of the 5S RNP/p52 homodimer complex (Table 5.1). This 

increase in ΔG value indicates the complex is less stable with the inclusion of MDM2-bound 

RPL11. Due to the accessibility and capability of the HADDOCK2.2 webserver, it was not 

possible to dock p52, MDM2 and RPL11 (van Zundert et al., 2016). Therefore, a direct 

comparison of p52/RPL11 and p52/MDM2/RPL11 could not be performed through 

HADDOCK. Further investigation could be performed utilising the ‘Multi-body interface’ 

which requires a higher level of access.  

Due to the hypothesised competition between MDM2 and p52 for RPL11 binding, it can be 

suggested that the action of p52 outcompetes MDM2 to oppose this since the predicted 

strength of the p52/RPL11 interaction is higher than that seen with MDM2/RPL11. It has 

been shown that the MDM2/RPL11 interaction occurs to stabilise p53 in the context of 

cellular stress (Sloan et al., 2013a). However, if p52 outcompetes MDM2, the E3 ligase would 

still be able to carry out its normal function in the cell by targeting the p53 tumour 

suppressor for degradation. Upon analysis of the ΔG values of the p52/RPL11 predicted 

structure and the solved MDM2/RPL11 structure, it can be seen that the former is almost 

twice as energetically feasible as the latter (Table 5.4). This suggests that p52 is able to 

competitively bind to RPL11 and form a stronger, more stable structure. It is important to 

note that the solved structure of RPL11/MDM2 utilises a section of MDM2 with a length of 

148 residues (Zheng et al., 2015). This contains a RING finger domain of the protein. The full 

length of the MDM2 protein, however, is 491 residues. Therefore, it is possible that there 

are discrepancies in the ΔG value due to the difference in the length of the protein. Future 

studies could include the use of the full length structure of MDM2 and dock the protein to 

RPL11 in order to study any differences in the binding free energy.    

5.3.3. First 100 amino acids of p52 predicted to be critical for interaction  

The use of a panel of protein interface predictors allowed the subsequent prediction of the 

RPL11/p52 complex to be more robust when used in tandem with the data-driven docking 
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style of the HADDOCK software (Figure 5.2 and Figure 5.7). Following this, the location of the 

critical region of p52 driving the interaction was found by creating an in silico truncation 

series. Initially, the protein was truncated to leave the N terminal domain of the Rel 

Homology Domain (RHD) intact (Figure 5.5). The RHD is highly conserved across the NF-ĸB 

subunits and is the site of specific DNA binding capabilities, as well as dimer formation 

(Williams and Gilmore, 2020). A series of truncations were created  starting with the removal 

of the dimerization domain, called the p52-227-C truncation. It became clear that the RHD  

played a role in the interaction as no major differences were seen between the wild-type 

structure and the structure involving p52-227-C. This was supported by the insignificant 

change in the ΔG suggesting no change in binding affinity (Table 5.4). A portion of the RHD is 

responsible for DNA binding. The data predicts the ability of p52 to bind RPL11 and DNA 

simultaneously, due to p52 being in the DNA bound form in the solved structure and no 

crossover being seen between RPL11 and the DNA binding residues. Further truncations 

were created to remove specific secondary structure elements from the RHD of p52 aimed 

to leave the DNA binding region intact. The p52-184-C truncation removed the connecting 

chain between the halves of the RHD and one of the β sheets in the barrel (Figure 5.5C). 

These residues were chosen to remove because the residues appear to contact the cleft of 

RPL11. The p52-140-C truncation removed the helix-loop-helix element, known as the insert 

region, to leave the N terminal end of the RHD (Figure 5.5D). Both the p52-184-C and p52-

140-C truncations showed insignificant changes to the structure  of the complex. They did, 

however, impact the ΔG value (Table 5.4). The smaller the value, the stronger the binding 

affinity (Vangone and Bonvin, 2017). It must be considered that deleting large numbers of 

residues within the protein will have an impact on the ΔG of the protein alone and therefore 

the docked complex created with it. It can be assumed that the increase in ΔG reflects the 

instability of the truncated protein itself as opposed to an impact on binding affinity.  

Finally, it was decided to remove residues 37-100 amino acids (Figure 5.5E). The prior 

truncations showed the requirement to preserve the N terminus of the protein. The 

subsequent removal of residues in the N terminus of the protein confirmed this. RPL11 was 

forced to dock to another binding site of p52 known to be responsible for dimerization. The 

predicted binding free energy of the new complex was -13.1kcalmol-1. Whilst this is less 

energetically feasible than the wild-type (-16kcalmol-1) and caused a change of greater than 

2 kcalmol-1, it is still predicted to be more feasible than the solved MDM2/RPL11 interaction 
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(-8.4kcalmol-1). Thus, the software may have provided an alternate binding site for RPL11 

following the N terminal truncation in the N-100-p52 structure.  It is known that NF-ĸB forms 

homo- and heterodimers in the cell. No subunit will exist without a partner (Perkins, 2012). 

Therefore, it is highly unlikely that RPL11 would be able to bind to p52 in the location seen in 

Figure 5.9D.   

With the removal of the first 100 amino acids causing a dramatic change in the binding 

interface, it reinforces that the region involved in DNA binding activity is the preferred site of 

interaction. From this, it can be hypothesised that the interaction could have an influence on 

DNA binding activity of p52. Whilst modelling this in silico is not possible, the influence of the 

interaction on DNA binding can be explored in the laboratory.   

The simulated truncation series performed in Figure 5.6 and 5.9 were aimed to mirror the 

truncations of recombinant proteins performed by wet-lab scientists. There are pros and 

cons to both methods of investigation. In the laboratory, this type of study relies upon the 

expression of proteins using host organisms, such as Escherichia coli. There are many pitfalls 

facing recombinant protein expression, namely protein insolubility, incorrect folding, toxicity 

and instability (Walls and Loughran, 2011). These are, of course, detrimental to the study 

leading to long periods of optimisation faced by scientists. Many scientists turn to using 

fusion protein tags to decrease the likelihood of such setbacks. Using Chimera, however, it is 

possible to map endogenous truncation series. Furthermore, it is possible to make deletions 

that would require high level of skill and optimisation to execute in the laboratory – such as 

deletion in the middle of the amino acid sequence. The deletion of amino acids in Chimera 

does not impact the overall structure of the protein as the software relies on the static PDB 

structure (Pettersen et al., 2021). The use of in silico techniques in this chapter allowed 

conformational changes to downstream docking runs to be effected by the deletions alone, 

rather than the impact on protein folding. It is important to note that in silico modelling is 

only a prediction and must be followed by wet-lab assays. This technique, however, is able 

to remove the need for a scientist to perform lengthy truncation series in order to locate 

regions of interest within proteins.  

5.3.4. E86 residue predicted to be top candidate for wet-lab mutagenesis 

The discovery that the first 100 amino acids of the RHD are predicted to be critical for the 

p52/RPL11 interaction enabled a more focussed approach to designing mutants. In order to 

shortlist residues for mutagenesis, the list of predicted hydrogen bonds within the wild-type 
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complex was consulted. Three residues within the first 100 amino acids were predicted to 

form bonds and were therefore selected as targets.  

Aspartic acid 94 of p52 was predicted to form a hydrogen bond with Cysteine 150 of RPL11 

(Table 5.2). It was decided to change the aspartic acid residue to alanine prior to the docking 

run to remove the negatively charged carboxylic acid side chain. The impact of the removal 

of the negative charge caused a rotational shift in RPL11 binding interface. The ΔG value 

increased by 3.5kcalmol-1 (Table 5.5). In comparison to the other residues, the D94A 

mutation made the least impact on the conformation of the complex, however is still 

predicted to be within the hotspot region of the protein-protein interaction due to causing 

an increase in the free binding energy by more than 2 kcalmol-1. There remained a large 

overlap in binding interface between the D94A mutant and the wild-type complex. 

Lysine 90 of p52 was predicted to form a hydrogen bond with alanine 142 of RPL11 (Table 

5.1). An amino acid change of lysine to glutamic acid was created to simulate a change from 

a positively charged and basic amino acid, to a negatively charged and acidic amino acid. For 

comparison, a less dramatic change was made, showing an amino acid change of lysine to 

asparagine removing the basic side group of lysine and replacing it with a neutral amide 

group. The K90N mutation increased the predicted ΔG value of the p52/RPL11 complex by a 

higher degree than the K90E mutation. The value increased by 3.7kcalmol-1 and 3.0kcalmol-1, 

respectively (Table 5.5). Both mutations caused a similar rotational conformational change 

as seen in the D94A mutant (Figure 5.10). Whilst the mutations led to noticeable changes in 

the formation of the complex, the changes were possibly insignificant to predict the loss of 

the interaction. Furthermore, it was discovered that SUMOylation of K90 of p52 is critical for 

the phosphorylation and subsequent proteasomal processing of p52 to p100 (Vatsyayan et 

al., 2008). It must be considered that creating a mutation at this residue and introducing said 

mutation into human cell lines could make a significant repercussion upon downstream 

signalling. A D94 mutant could possibly cause impairment to p100 processing leaving the 

non-canonical pathway inactive. More specifically to this study, this would make the study of 

the interaction between p52 and RPL11 virtually impossible.  

Finally, glutamic acid 86 was predicted to form a hydrogen bond with Lysine 19 of RPL11 

(Table 5.2). Simulations of E86 mutated to both glutamic acid and alanine were performed. 

The E86A mutation would neutralise the charge of the residue, removing the negatively 

charged acidic side chain. Changing the residue to glutamine would also neutralise the 
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charge of the amino acid replacing the oxygen of the carboxylic acid group with an amide 

side chain. E86A and E86Q both increased the ΔG value by 5.0kcalmol-1 and 3.9kcalmol-1, 

respectively. The E86A mutation caused the largest increase, and therefore the best 

disruption to the energetic stability of the p52/RPL11 complex. Both mutations shifted the 

binding site of RPL11 to the helix-loop-helix of p52, rather than the beta barrel shoulder of 

the protein (Figure 5.10). The truncations performed in Figure 5.5 showed that the helix-

loop-helix was insignificant in the interaction between RPL11 and p52. Further investigation 

showed 15 publications referencing post translational modifications on K19 of RPL11, which 

contacts E86. 14 publications identify ubiquitylation of the site, and one details NEDDylation 

(Sundqvist et al., 2009). The Xirodimas laboratory have published several papers describing 

the effects that NEDDylation of lysine residues within RPL11 has on p53 activation (Mahata 

et al., 2012). It is proposed that treatment with the chemotherapy, Actinomycin D, leads to 

the rapid loss of NEDD8 from lysine residues. This includes lysine 19. The removal of the post 

translational modification allows RPL11 to bind to MDM2 leading to the activation of p53 

and respective target genes. It should be noted that this study mutated all lysine residues on 

RPL11 to alanine simultaneously and did not identify K19 specifically (Sundqvist et al., 2009). 

It has been previously discussed that p52 and MDM2 are predicted to bind to RPL11 in the 

same region. If NEDDylation of lysine residues in RPL11 disrupts the interaction between 

RPL11 and MDM2, the same can be assumed of the p52/RPL11 interaction. This strengthens 

the argument that glutamic acid 86 of p52 is the strongest target site for the disruption of 

the RPL11/p52 complex.  

Considering that the binding free energy prediction of the solved MDM2/RPL11 interaction is 

much less stable than that of the predicted p52-E86A/RPL11 interaction, it can be proposed 

that a mutation at this residue would cause RPL11 to bind to an entirely new binding site. 

Following the base change from glutamic acid to alanine, RPL11 contacts the helix-loop-helix 

of p52. This region of p52 is still within the Rel Homology Domain and is not documented to 

make any other contact. Therefore, unlike RPL11 binding to the dimerisation domain, this 

new interface is feasible. The helix-loop-helix that the E86 mutants bind to is known as the 

insert region (Cramer et al., 1997). This secondary structure element is predicted to bind to 

DNA binding proteins further suggesting the link between the p52/RPL11 complex and DNA 

binding activity of p52. This does, however, highlight another limitation to the molecular 

docking software. A protein complex will always be returned despite the ability to form in 
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nature. Equally, as discussed previously, the vast difference in binding free energy 

calculation could be due to the incomplete structure of the RPL11/MDM2 complex utilised 

to solve the protein structure. This solidifies the importance of follow up experimentation 

being carried out in the wet-laboratory to validate mutations studied in in silico modelling.  

5.3.5. HADDOCK software most beneficial for predicting RPL11/p52 interface 

Initially, the GRAMM-X software was utilised to dock the entire 5S RNP to a p52 homodimer 

(Figure 5.3). This software was used due to needing special access to use the higher-

powered level of HADDOCK needed to predict multi-protein complex formation (van Zundert 

et al., 2016). Whilst the RPL11/p52 interface appears similar between the GRAMM-X and the 

HADDOCK software, further analysis revealed the HADDOCK predicted interaction to be 

more feasible (Table 5.3). Firstly, the ΔG value of the HADDOCK complex was predicted to be 

–16kcalmol-1 whereas the GRAMM-X prediction was measured to be almost half as 

energetically feasible (-7.8 kcalmol-1). Furthermore, steric clashes predicted in the GRAMM-X 

complex were eliminated in the HADDOCK complex, rendering the GRAMM-X complex less 

feasible in a structural sense. However, it must be noted that online docking software only 

takes into consideration the static structure of the complex. It has been discussed that 

dramatic conformational changes occur when RPL11 binds to MDM2 (Zheng et al., 2015). 

Therefore, it must be considered that the 5S RNP would undergo significant conformational 

changes in the ribosome bound and ribosome free states. This would not be accounted for in 

the GRAMM-X software as the structure of the 5S RNP utilised in the docking run was 

extracted from the solved structure of the 80S ribosome. This could have contributed to the 

number of clashes seen in the predicted 5S RNP/p52 homodimer complex.   

Following the attempt of the truncation series using GRAMM-X it became clear that the 

software was prioritising the RPL5/p52 interaction over the RPL11/p52 interaction. This was 

recognised due to the RPL5/RPL11 complex remaining the same, due to the static nature of 

the software, alongside RPL11 not being involved in the interface within the predicted 

complexes. It can be seen in Figure 5.6 that GRAMM-X is prioritising RPL5 binding. This, 

however, contradicts unpublished laboratory data generated by Dr Alessio Iannetti during an 

unbiased proteomics screen. Dr Iannetti searched for binding partners of GFP-tagged p52 

and found RPL11 present in the screen. Furthermore, in a tandem mass spectrometry assay 

performed by the Superti-Furga laboratory, the RPL11 and p52 interaction was captured. 

There is no data recognising the interaction between RPL5 and p52. Whilst in Chapter 4 the 
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co-immunpreciptation performed demonstrated an association between RPL5 and GFP-

tagged p52, this was not shown to be repeatable. Hence, the critical element of the 5S RNP 

that is contacted p52 is RPL11, highlighting the importance of docking software to orientate 

the interaction around the p52/RPL11 interface. It was decided GRAMM-X was not suitable 

for the investigation and HADDOCK was utilised. GRAMM-X utilises ab initio searches, relying 

on databases alone. Due to HADDOCK’s data driven format, it was possible to ensure RPL11 

was the priority and known interface contributing residues were utilised.
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Chapter 6 Analysing the Impact of p52 Mutations Generated by In Silico 

Modelling 

6.1. Introduction  

6.1.1. Protein conformational changes and DNA binding 

Proteins are dynamic molecules, therefore it is unsurprising that they undergo significant 

conformational changes when bound to DNA (Mizuguchi and Ahmad, 2014). A DNA binding 

protein is required to bind to specific loci on DNA and locate binding sites amongst the entire 

genome (Halford and Marko, 2004). DNA is a negative molecule, therefore makes contact 

with positively charged amino acids (Radaeva et al., 2021). This can contribute to 

conformational changes of proteins during DNA binding. A wide-scale analysis of DNA 

binding proteins, and the subsequent conformational changes occurring, revealed these 

structural changes impact the stability of the protein-DNA complex (Mizuguchi and Ahmad, 

2014). The analysis showed that conformational changes affect the downstream 

consequences of the protein-DNA interaction, such as which target genes are regulated. It 

was determined that the larger the conformational change detected, the more stable the 

protein-DNA complex. Interestingly, an early study into the conformational changes of p53 

upon DNA binding suggested large changes to the protein structure (Halazonetis et al., 

1993). Utilising a monoclonal antibody targeting the p53 protein, it was found that the 

antibody was unable to bind with p53 in a DNA bound state. Therefore, it was suggested 

that p53 changes conformation at both the N and C terminal ends of the protein. More 

recently, the DNA binding domain of p53 (p53-DBD)  was analysed (Bhattacharjee et al., 

2021). The DNA binding domain of p53 is not only capable of making protein-DNA contacts, 

but also protein-protein interactions. Therefore, through the use of relaxation dispersion 

NMR techniques, the presence of differential conformational states of the p53-DBD were 

investigated. The study demonstrated that a conformational change occurred when p53-

DBD was in the DNA bound state. Further, it was determined that the DNA-bound 

conformation allowed the p53-DBD to contact an increased number of partner proteins. 

Therefore, the conformation adopted by a protein in a DNA bound state could reveal 

previously inaccessible interaction sites that allow further functional effects. 
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The growth of techniques available to measure conformational changes and DNA-protein 

interactions has allowed researchers to design drugs to target these types of interactions 

(Radaeva et al., 2021). Transcription factors make up the largest group of DNA binding 

proteins. Mutated transcription factors, such as p53 and NF-κB, are known to contribute to 

various diseases, including cancer (Lee and Young, 2013). Computer software, alongside 

improved experimental techniques, have identified drugs that target the previously deemed 

‘undruggable’ interactions (Radaeva et al., 2021). The signal transducer and activator of 

transcription (STAT) family of transcription factors regulate cellular growth, differentiation, 

immunity and apoptosis (Verhoeven et al., 2020). Virtual screening programmes aided 

researchers to identify a compound capable of specifically binding and inhibiting STAT3-DNA 

interactions (Huang et al., 2014, Radaeva et al., 2021). After screening over 20,000 

molecules, the software was able to isolate 57 potential candidates that would not also bind 

to other STAT family members. Of those, InS3-54 was predicted to be specific to STAT3 via 

molecular dynamics simulations. Further, the compound was determined to be the most 

active compared to others in the screen via luciferase assay. Therefore, the compound was 

tested in lung and breast cancer cell lines. InS3-54 treatment induced apoptosis as well as 

decreasing cell migration and invasion.  

Protein-DNA interactions are difficult to target therapeutically due to the reliance on 

positively charged residues to mediate direct contact with the negative DNA, that the 

interfaces rely upon many points of contact, and they are solvent exposed (Radaeva et al., 

2021). Often drugs that target transcription factors are accompanied by significant adverse 

effects. It is likely this is due to off-target effects (Fortune and Osheroff, 2000, Quaglio et al., 

2020).  

Whilst artificial intelligence and machine learning algorithms are providing an important tool 

for the study of DNA binding induced conformational changes, this relies upon solved crystal 

structures of proteins in their bound and unbound states (Radaeva et al., 2021). The issue 

that scientists are currently facing is that not many structures of DNA binding proteins have 

been solved in their unbound state. This could be as the addition of DNA stabilises the 

structure of the protein. As this field continues to grow with the increased capabilities of 

scientists to solve protein structure, there is the potential to grow the library of solved 

structures of unbound DNA-binding proteins.  
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6.1.2. Conformational changes in NF-κB during DNA binding 

An early study was performed to investigate the conformational changes that occur in 

response to NF-κB/DNA interactions. The study utilised proteases, which are enzymes that 

cleave proteins at specific loci. The researchers monitored the accessibility of the cleavage 

sites in the unbound and DNA bound states (Matthews et al., 1995). Cleavage was followed 

by circular dichroism, a type of spectroscopy used to measure the type and abundance of 

secondary structure elements in a sample (Greenfield, 2006). In the absence of DNA, the 

DNA binding domain within NF-κB was cleaved by the proteases, however when bound to 

DNA the accessibility to the site was lost. Circular dichroism was able to determine 

conformational changes in both the p50 and p65 subunits bound to κB sites with a high 

affinity (Matthews et al., 1995). A few years later, Perkins et al published the interaction 

between the p65 subunit and Specificity protein 1 (Sp1) (Perkins et al., 1994). Sp1 is a 

transcription factor that activates genes that contain GC-rich binding sites in promoter 

regions, functioning to regulate genes involved in cellular proliferation and metastasis in 

cancer cells (Vizcaíno et al., 2015). However, to capture the interaction via GST pulldown, it 

was necessary to introduce DNA oligos into the reaction (Perkins et al., 1994). Both the 

preferred RelA κB site and the Sp1 site was added to the reaction mixture. This suggests a 

conformational change occurs within the proteins upon DNA binding to allow for further 

protein-protein interactions. This result reveals a similar mechanism to the paper described 

previously detailing the conformational change within the DNA binding domain of the p53 

transcription factor (Bhattacharjee et al., 2021). Therefore, DNA binding could be a 

mechanism by which transcription factors regulate their interactions with partner proteins.  

6.2. Results 

6.2.1. Generation of mutant p52 proteins 

The in silico analysis performed in Chapter 5 predicted glutamate 86 of p52 as a critical 

residue within the p52/RPL11 interface. Further, a point mutation of glutamate 86 to alanine 

was predicted to create a novel binding site with a lower energetic feasibility compared to 

wild-type (Figure 5.10 and Table 5.5). To investigate the impact of the glutamate 86 to 

alanine (E86A) amino acid change within the p52 protein, the mutation needed to be 

introduced into the GFP-p52 mammalian expression plasmid. This was achieved by designing 

a short strand of double stranded DNA (gBlock) to be synthesised. In order to design the 

mutated DNA, the plasmid backbone was studied (Figure 6.1A). The pEGFP-C2-p52 plasmid 
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was used as the expression plasmid and the mutant DNA strand inserted using restriction 

enzyme technology.  

Following restriction enzyme digestion using HindIII and Kpn2I, the DNA was analysed using 

agarose gel electrophoresis. The agarose gel showed two distinct bands of DNA, at roughly 

5000 base pairs and 1000 base pairs. During design, additional bases either side of the 

desired gBlock were included during synthesis. This was to allow for the creation of the 

sticky ends following restriction enzyme digest, allowing for subsequent ligation. To isolate 

the desired DNA sequence from the gBlock, the same restriction enzymes were used 

followed by agarose gel electrophoresis (Figure 6.1B). The mutant insert DNA from the 

gBlock and the 5000 base pair DNA band following plasmid digestion was excised, extracted 

and ligated. The ligation mixture was used to transform bacteria. Upon successful colony 

formation an individual colony was isolated and grown in order to extract mutant DNA. To 

check that the mutation was present,  an identical restriction enzyme digest was performed. 

Subsequently, the DNA was analysed via agarose gel electrophoresis determining DNA 

fragments of the appropriate sized fragments were present (Figure 6.1C). Finally, Sanger 

Sequencing was used to confirm the successful introduction of the mutated DNA strand. The 

glutamate GAG codon was changed to alanine, GCG (Figure 6.1D).  
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6.2.2. Assessing stability of mutants 

The previous figure confirmed that the mutant DNA strand was successfully inserted into the 

pEGFP-C2-p52 plasmid. Next, the mutant plasmid was transfected into human cell lines, U2-

OS and HCT116. Mutant forms of proteins are not always well tolerated by the host cell. 

Therefore, the presence and stability of p52 with an E86A mutation was tested in U2-OS and 

HCT116 cells via western blotting. U2-OS and HCT116 cells were cultured, transfected with 

increasing amounts of GFP-p52 or GFP-p52-E86A plasmid DNA and harvested. Protein 

extraction was performed using PhosphoSafe. 

Regardless of the cell line, less GFP-p52-E86A protein was detected in comparison to the 

wild-type (Figure 6.2A). This could indicates that either p52-E86A is less stable than wild type 

p52 and degraded, that there is a lack of expression from the plasmid following transfection 

or that the mutant protein was not efficiently extracted from cells by the PhosphoSafe 

buffer. Further, the western blot suggested that the HCT116 cell line tolerated the 

introduction of the mutant p52 plasmid better than the U2-OS cell line as more GFP-p52-

E86A protein was detected in comparison to GFP-p52. Therefore, it was decided that the 

HCT116 cell line would be used for subsequent investigations. 

It was also considered whether the decrease in presence of GFP-p52-E86A compared to GFP-

p52 in the HCT116 cell lines was not due to degradation, but translocation of the protein. 

The extraction buffer used has a preference for extracting cytosolic proteins. Following the 

addition of the protein lysis buffer, cells are centrifuged at a high speed to pellet insoluble 

proteins as well as other unwanted cellular components. Therefore, the pellets following 

extraction were sonicated in 2 X Laemlli buffer and samples analysed via western blotting to 

visualise the protein content. It was seen that both GFP-p52 and GFP-p52-E86A was present 

in the pellets following cytosolic protein extraction (Figure 6.2B). Despite this, there was still 

less GFP-p52-E86A protein presence in the pellet analysis compared to GFP-p52. This 

suggests an issue with the stability of the mutant protein. 
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Figure 6.2 Assessing the stability of the GFP-p52-E86A protein in human cancer cell lines. A) Cell lines (as 
indicated) were transiently transfected with p52-GFP or p52-E86A-GFP. Cytosolic proteins were extracted 
using PhosoSafe lysis buffer. Following the addition of the lysis buffer, lysates were spun at a high speed to 
pellet nuclear, membrane associated and chromatin associated proteins. The supernatant was analysed 
via western blotting, developed using a BioRad ChemiDoc. B) Cell pellets described previously were boiled 
in 2 x Laemlli buffer prior to western blot analysis. The BioRad ChemiDoc was utilised.  
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6.2.3. GFP-p52-E86A associates with RPL11 

A co-immunoprecipitation was performed to assess the ability of the p52-E86A mutant to 

bind to RPL11. To encourage the extraction of a higher concentration of nuclear proteins, 

alongside cytoplasmic, the salt (NaCl) concentration of the lysis buffer was increased. 

Increasing the NaCl concentration allows disrupts protein: DNA interactions permitting more 

complete nuclear protein extraction. Finally, HCT116 cells were used due to the higher 

presence of the mutant protein following transfection. Cells were transiently transfected 

with plasmids as described in the figure. Protein was extracted and GFP proteins isolated 

utilising the GFP Trap system. Complexes were analysed via western blotting.  

The initial observation was that the input GFP-p52 sample in the cells transfected with the 

mutant plasmid was lower than that of the wild type p52 plasmid (Figure 6.3). The 

immunoprecipitation showed that p52-E86A was able to associate with RPL11. Whilst a 

much weaker RPL11 band is present in the p52-E86A untreated immunoprecipitation, it 

appeared an air bubble was transferred onto the membrane. Considering that the input 

sample was lower in the mutant plasmid samples, it could be suggested that the point 

mutation enhanced binding to RPL11. This contradicts the in silico modelling performed in 

Chapter 5.  
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Figure 6.3 GFP-p52-E86A associates with RPL11. Co-immunprecipitation analysis 
was performed using HCT116 cells transiently transfected with p52-GFP and p52-
E86-GFP. Western blotting analysis was subsequently performed and developed 
using a BioRad ChemiDoc.  
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6.2.4. Analysing the impact of the p52-E86A mutation on p52/RPL11 interaction in a DNA-

bound state 

Since the p52-E86A mutation was still capable of binding to RPL11 in cell lysates, it was 

important to return to the in silico modelling to reassess the structural analysis to see if an 

explanation could be provided. Whilst there are several PDB structures available for p52 

homodimers, and the RelB-p52 heterodimer, they all display p52 in a DNA bound state, 

which was the structure used to model the interaction with RPL11. It became important to 

consider the conformational changes accompanied by protein-DNA contacts. Using the 

software, Chimera, the predicted structure of the p52-E86A/RPL11 complex was 

superimposed with its DNA binding site (Figure 6.4). The structure suggests that a DNA 

bound state would significantly impact the influence that residue 86 of p52 has on the 

complex. This is because interactions with DNA would likely change the overall conformation 

of the p52 dimer, and potentially the stability of the dimer. Furthermore, if a p52 

homodimer was facilitating the p52/RPL11 complex, binding of DNA could change the 

accessibility of the RPL11 binding site due to other protein-protein interactions. An example 

would be binding of transcriptional cofactors. The prediction showed that the single amino 

acid change caused RPL11 to bind to the insert region (the helix-loop-helix domain) of p52-

E86A. This is a different binding site in comparison to the original site on the wild-type p52 

protein shown in Figure 6.4, in which RPL11 binds over the location of residue E86. The 

linker region is known to have a degree of flexibility to allow for DNA binding capabilities, as 

documented in Cramer et al. Thus, it was important to test the p52-E86A/RPL11 association 

in a DNA bound state.  
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Figure 6.4 Analysis of the impact of DNA binding on the predicted p52-E86A/RPL11 structure. Structures 
were produced through in silico analysis of the p52/RPL11 and p52-E86A/RPL11 interactions. Predicted 
complexes were superimposed DNA from the solved crystal structure of a p52 homodimer bound to DNA 
(PDB ID: 1A3Q) 
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Further co-immunoprecipitation analysis was performed as described previously. Initially, 

during the incubation of the protein lysates and GFP Trap beads to isolate complexes, 20ng 

of a known p52 κB site was added for 90 minutes prior to elution. This was followed by a 

western blot. As seen in Figure 6.5A, the p52-E86A protein was capable of binding to RPL11. 

However, following the addition of the κB site oligo, the association between the proteins 

was decreased. Interestingly, in the wild-type p52 immunoprecipitation reactions, the 

addition of the DNA oligo appeared to enhance the binding of p52 to RPL11 (Figure 6.5A). 

This suggests that DNA plays an important role in this association.  

Finally, to further investigate the impact that the κB site makes upon the interaction, 500ng 

of the DNA oligo was added overnight (Figure 6.5B). This was performed to overwhelm the 

lysate with DNA and encourage as many p52 molecules as possible to be in a DNA bound 

state. Similarly, the addition of DNA enhanced the association of GFP-p52 with RPL11. In the 

GFP-p52-E86A samples, the association with RPL11 was initially captured both in ActD 

treated and untreated samples. However, with the addition of DNA the complex was only 

captured when the cells were untreated. Following ActD treatment, the association of p52-

E86A and RPL11 was virtually undetectable. Therefore, this strongly suggests that the E86 

residue plays an important role during the interaction between RPL11 and p52 in the DNA 

bound state. Further, the enhancement of the p52/RPL11 interaction with the addition of a 

known κB oligo suggests a critical role of p52’s DNA binding capabilities within the response 

to nucleolar stress.
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Figure 6.5 Introduction of a p52 κB site into co-immunoprecipitation experiment weakens the p52-E86A/RPL11 
interaction but enhances the p52/RPL11 interaction. Co-immunoprecipitation analysis was performed on HCT116 
cells transiently transfected as indicated in figure. The protein lysates were incubated with GFP-TRAP beads in the 
presence of known p52 κB site DNA (MHC-κB DNA), as indicated in figure. ‘GFP+’ or ‘GFP-p52+’ indicates the use of 
ActD treatment to stimulate ribosomal stress. ActD was added for 5 hours prior to harvest.  Figure B is missing the 
GFP-p52 + ActD + κB oligo IP sample.  
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6.3. Discussion 

6.3.1. Does the p52-E86A mutant impact cellular localisation of the protein? 

Successful cloning of the p52-E86A mutant DNA sequence into the pEGFP-C2 plasmid 

backbone led to the assessment of the protein’s stability in human cancer cell lines (Figure 

6.2). This analysis demonstrated decreased presence of GFP-p52-E86A, in comparison to 

GFP-p52, following transient transfection. In comparison to the HCT116 cell line, the U2-OS 

cell line contained even less GFP-p52-E86A, suggesting the U2OS cell line was less tolerant of 

the mutant p52 protein (Figure 6.2A). The U2-OS cell line is known to rely on the p52 protein 

for cellular proliferation (Schumm, 2006). Therefore, the cell line could be less tolerant of 

the mutant p52 protein due to the reliance upon wild-type p52 to maintain normal cellular 

functions. 

Further analysis suggested presence of nuclear, membrane or chromatin bound GFP-p52 and 

GFP-p52-E86A in the HCT116 cells (Figure 6.2B). It is known that mutations within protein 

sequences has the capability to alter stability, cellular localisation or even protein folding 

(Baugh et al., 2018). Even in the pellets of the cytosolic protein lysates, GFP-p52-E86A was 

present at a lower abundance than p52-GFP. Therefore, it is more likely that the p52-E86A 

protein is less stable and less tolerated in the cell lines when compared to the wild-type.  

One possibility of the instability could be due to the importance of the NF-κB pathway, and 

the NF-κB subunits, within cell biology. Therefore, if intrinsic mechanisms detect a mutant 

p52 protein, the cell could degrade the protein. Alternatively, the codon used during the 

gBlock design was GCG. This codon, coding for the amino acid alanine, is of the lowest 

frequency compared to other alanine codons (Quax et al., 2015). Further, the GCG codon is 

of a much lower frequency when compared to the original glutamate codon, GAG. This in 

turn can reflect tRNA abundance and thus influencing translation rates. Therefore, it is 

possible that p52-E86A is not translated as efficiently and an important future experiment 

would be to use a different alanine codon during gBlock design. 

6.3.2. The relationship between the p52/RPL11 interaction and DNA binding 

The initial co-immunoprecipitation performed demonstrated that the p52-E86A mutation 

was not sufficient to disrupt the interaction (Figure 6.3). In fact, considering the input 

samples it could be suggested that the mutation enhanced the interaction with RPL11. 
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As the p52 protein is a transcription factor, DNA binding is at the centre of the protein’s 

function. Perkins et al in 1994 demonstrated that the introduction of a known κB site and 

Sp1 site in correct spacing and orientation to the lysate of a GST pulldown assay was 

necessary to capture the interaction between Sp1 and the RelA NF-κB subunit (Perkins et al., 

1994). Therefore, both interacting transcription factors were required to be in the DNA 

bound state in order to capture the interaction. This is likely due to the conformational 

changes that occur when a protein binds to DNA. Therefore, the MHC-κB binding site was 

selected due to p52’s high affinity for the site (Nijnik et al., 2003). Introduction of the κB DNA 

to the GFP-p52 immunoprecipitation enhanced the interaction with RPL11 in comparison to 

the scramble DNA (Figure 6.5). Therefore, it is suggested that p52’s DNA binding activity is 

important for the role in the ribosomal stress response. It would be interesting to investigate 

the influence of a known p52 binding site within the promoter of p53 target genes, such as 

CCND1 encoding Cyclin D1, upon the GFP-p52/RPL11 interaction. Chromatin 

immunoprecipitation is a technique that measures protein-DNA interactions. It has been 

shown that p52 binds directly to the promoter region of p53 target genes, however 

indirectly via p53 to the promoter of CDKN1A (Schumm et al., 2006). It has also been shown 

that FLAG-tagged RPL11 is found at the promoter of CDKN1A in a p53-dependent manner 

(Mahata et al., 2012). This association is enhanced with ActD treatment. It could be 

hypothesised that if a supercomplex of p52/5S RNP/MDM2/p53 is forming, the entire 

complex could translocate to target genes to regulate expression. Further studies could 

involve measuring the dependency of RPL11 and p52 upon one another to be present at the 

promoter of CDKN1A. Furthermore, it would be interesting to investigate whether RPL11 is 

recruited to the promoter region of other p53 target genes that are known to be direct p52 

target genes, such as cyclin D1. 

The addition of MHC-κB DNA was sufficient to disrupt the interaction between GFP-p52-

E86A and RPL11, particularly following ribosomal stress induction (Figure 6.5). This could 

possibly be due to a conformational change occurring during DNA binding of NF-κB subunits 

that changes the nature of subsequent protein-protein interactions, as alluded to by Perkins 

et al in 1994 (Perkins et al., 1994). The in silico modelling discussed in Chapter 5 predicted 

that the p52-E86A mutant would bind to the ‘linker region’ of the p52 protein (Cramer et al., 

1997). This region is known for being modulated following DNA binding due to flexibility of 

the domain. Given the location of the p52-E86A/RPL11 interface, it can be hypothesised any 
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DNA binding induced conformational changes would impact the conformation of the linker 

region. The NF-κB dimers are known for adopting the ‘butterfly structure’ when bound to 

DNA (Cramer et al., 1997). This structure involves the DNA binding domain of the proteins 

surrounding DNA. It could be predicted that the linker region would move as a result of this 

(Figure 6.4). Therefore, as DNA is introduced into the co-immunoprecipitation, the p52 

dimer would adopt the DNA bound conformation, potentially changing the accessibility of 

RPL11 to bind to the linker region of p52-E86A.  

It is intriguing that κB DNA enhances the GFP-p52/RPL11 interaction but disrupts the GFP-

p52-E86A/RPL11. This suggests any conformational changes within p52 that result from DNA 

binding strengthen the association between these proteins. This further highlights the 

importance of DNA binding within p52’s role in the ribosomal stress response. This suggests 

that the RPL11/p52 complex may translocate to the promoter regions of target genes to 

modulate expression.  
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Chapter 7 Discussion 

7.1. Introduction 

Preliminary work produced by Dr Alessio Iannetti captured an association between the NF-

κB subunit, p52, and RPL11 of the 5S RNP. This association was enhanced through 

stimulating ribosomal stress. Whilst the interaction had previously been captured by Dr 

Iannetti and documented within a proteomics study in 2004 (Bouwmeester et al., 2004), the 

purpose of the interaction had not been studied. In this thesis, I have investigated the role of 

the NF-κB subunit, p52, in the ribosomal stress response. I have further studied the 

interaction and shown that this is the driving force of the crosstalk between the NF-κB 

pathway and the 5S RNP/MDM2/p53 pathway, implicating a role for p52 in the ribosomal 

stress response. The data presented provides insight into a novel role for non-canonical NF-

κB signalling, highlighting a tumour promoting role of p52, and this is independent of any 

signalling through the canonical pathway.  

7.2. The emerging extra-ribosomal functions of the 5S RNP 

In 2011 Malovannaya et al performed a large scale investigation into endogenous protein-

protein interactions (Malovannaya et al., 2011). 3290 affinity purifications were performed 

from HeLa cells, a well studied cervical cancer cell line, and followed by mass spectrometry-

based analysis. The NF-κB2 interactome was studied, and within that the interaction with 

RPL11 was identified. However, similarly to the results generated in Bouwmeester et al., an 

interaction with RPL5 was not captured (Bouwmeester et al., 2004). This further indicates 

that p52 interacts directly with RPL11, supporting the inconsistent association captured 

between GFP-p52 and RPL5 in Chapter 4. Whilst RPL11 itself was not immunoprecipitated by 

Malovannaya et al, the protein was identified as an interactor with many of the proteins that 

were directly investigated in the study. RPL5, on the other hand, was one of the proteins 

immunoprecipitated. The RPL11 interacting proteins and the RPL5 interacting proteins were 

cross referenced to generate a list of proteins that would represent 5S RNP interactors. The 

list of genes encoding predicted 5S RNP interactors was entered into the gProfiler webserver 

to classify the functional groups (Raudvere et al., 2019). Next, the functional groups were 

placed into 11 simplified categories. The total number of genes within each category was 

calculated and a pie chart generated (Figure 7.1). This allowed a visual representation of the 
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cellular processes that the 5S RNP is implicated within via crosstalk with other pathway 

members. 

The data generated shows the two largest categories to be the DNA damage response (DDR) 

and the cell cycle. Therefore, it is predicted, outside of regular ribosomal functions the 5S 

RNP interacts with proteins involved in the two cellular processes. This supports the data 

generated in this thesis, which predicted the p52/RPL11 interaction to function within the 

DDR and cell survival in cancerous cells. Interestingly, the section relating to cells involved in 

cellular death is relatively small compared to others. Thus, further supporting that the 5S 

RNP-mediated activation of p53 does not favour apoptosis, but cell cycle arrest and 

subsequent DNA repair mechanisms (Lindström et al., 2022).  

  

Figure 7.1 Proteins documented to interact with RPL5 and RPL11 from NURSA database. The list of 
interacting proteins were entered into gProfiler, a software performing functional enrichment analysis. 
The functional groups of the proteins were returned by the webserver. Following that, the proteins 
were further classified into 11 categories, detailed in the key. The total number of proteins was 
calculated per category and a pie chart created using GraphPad Prism 6.  
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7.3. p52 as a Tumour Promoter 

The NF-κB family are a unique family of transcription factors through their ability to be both 

tumour suppressive and tumour promoting (Perkins and Gilmore, 2006). The subunits 

respond to the cellular environment and cellular stimuli to regulate specific subsets of target 

genes (Perkins, 2012). In particular, the p52 subunit has been associated with cancer cell 

proliferation. For example, elevated p52 protein presence in ovarian cancer cells has been 

linked to poor prognosis (Hufnagel et al., 2020). The data in this thesis suggests that direct 

interaction with RPL11 could be a mechanism by which p52 encourages cancer progression.  

7.3.1. The link between p52 and cancer cell survival 

The data presented in this thesis suggests that p52 plays a cell survival role in the response 

to ribosomal stress in cancer cell lines. The depletion of p52/p100 was sufficient to drive cell 

death following treatment with specific chemotherapeutic agents that cause ribosomal 

stress (Chapter 3). Conversely, the stable expression of GFP-p52 in U2-OS cells led to a 

lagged stabilisation of p53 in response to ribosomal stress. Interestingly, the p53 protein 

levels between GFP-p52 and GFP control cell lines were comparable by longer ActD time 

points, suggesting that p52 slows the response rather than having an inhibitory effect 

(Chapter 4). Temporal studies of p53 have shown that a slower response favours cell cycle 

arrest (Hafner et al., 2019). Whilst endogenous depletion of p52/p100 did not lead to 

increased p53 stabilisation, p53 activity and downstream signalling effects were found to 

increase. A cell survival relationship between p52 and p53 has been previously documented 

by the Perkins laboratory through the regulation of the gene, EZH2 (Iannetti et al., 2014). It 

was determined that p52/RelB heterodimers could suppress p53 activity through 

upregulation of the EZH2 gene. The study found that the repression of p53 activity led to a 

decline of p53-dependent senescence. The redirection of p53 activity through p52 dimer 

activity demonstrates the relationship between p52 and cell survival through the modulation 

of p53 activity.   

It has been documented that p52 plays an important role in the regulation of cell cycle 

genes, such as genes encoding cyclin D1, and cell cycle inhibitor, p21 (Schumm et al., 2006). 

Therefore, p52 has been directly implicated in the regulation of cell cycle progression. 

Further, p52 has been linked to DNA damage repair pathways (Budke et al., 2022). The 
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increased cellular death markers seen in response to p52 depletion was accompanied by an 

increase in ƴH2AX, signifying double stranded DNA breaks (Podhorecka et al., 2010).  

Moreover, the simultaneous increase in cell death and DNA damage coincided with the 

removal of cell cycle arrest markers (Chapter 3, Figure 3.12). In summary, cells lacking p52 

and challenged with prolonged periods of ribosomal stress were progressing through rounds 

of cell cycles, possibly replicating DNA damage, thus leading to cell death. Together, these 

indicate that p52 has a role in quality control mechanisms within the cell cycle of U2-OS cells 

that contributes to cell survival.  

Some similarities can be drawn between the Nfkb2-/- murine phenotype and the results 

shown in Chapter 3. The knockout mouse displays abnormal growth and development of the 

spleen and lymph nodes. This could be suggestive of an abnormal cell cycle and increased 

cellular death (Caamaño et al., 1998). On the other hand, a study showing that the p100 

knockout mouse was resistant to LPS-mediated small intestinal apoptosis. The data 

presented in this chapter describe a context in which knocking down p100 leads to increased 

ActD stimulated cellular death (Papoutsopoulou et al., 2022). This therefore highlights the 

differences in the NF-κB response depending on cell type, cellular environment, and 

stimulus. Thus, the phenotype presented through this research could demonstrate a unique 

function of NF-κB biology which could have evolved with the onset of cancer.  

p52/p100 is known to interact with proteins involved in mitosis (Ledoux et al., 2013). 

Research completed by Dr Katie Schumm suggested a role for p52 in mitosis, with depletion 

of the protein causing an increase in G2/M arrest and aberrant chromosome segregation 

(Schumm, 2006). This result was repeated in this study. I demonstrated that U2-OS cells 

transfected with a p52 siRNA could be dying through mitotic catastrophe when treated with 

ActD for extended time points. I propose p52 plays an important role in the successful 

completion of cell division through mediating DNA repair to allow cancer cells to proliferate. 

7.3.2. Is there competition between p52 and MDM2? 

One possible mechanism underpinning the modulation of p53 activity via p52 is through 

competition with MDM2 for RPL11 binding. The western blotting analysis of U2-OS cells with 

overexpressed MDM2 displayed increased PARP cleavage and degradation of the p21 

protein in response to nucleolar stress (Chapter 4). The removal of the cell cycle inhibitor is 

indicative of cellular death via aberrant cell cycle progression. Interestingly, the phenotype 
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was similar to the p52/p100 depleted U2-OS cells (Chapter 3). This suggests that increased 

cellular MDM2 could enhance the formation of more MDM2/RPL11 complexes, allowing p53 

to carry out its role in cell death pathways, hence leading to the observed increase in PARP 

cleavage. As it has been demonstrated that a lack of p52 is associated with cellular death, it 

can be hypothesised that the ratio of MDM2/RPL11 and p52/RPL11 can influence the 

downstream signalling of p53. 

It is unclear whether the competition between MDM2 and p52 for RPL11 binding is direct, as 

predicted in the in silico analysis, or allosteric. Co-immunoprecipitation analysis determined 

that a decrease in GFP-p52/RPL11 complexes were captured in the presence of increased 

MDM2 protein (Chapter 4). This implies that the increased concentration of MDM2 

encourages more MDM2/RPL11 complexes, thus decreasing the abundance of p52-

GFP/RPL11. This type of analysis is unable to describe the nature of the competition. MDM2 

and p52 are predicted to bind RPL11 at the same site, suggesting direct competition. 

Interestingly, this is also the site that RPL11 contacts the ribosome during ribosome 

biogenesis, suggesting the interaction between p52/RPL11 and the interactions between 

RPL11/ribosome, are mutually exclusive (Zheng et al., 2015, Khatter et al., 2015). The in silico 

prediction of binding energies imply that the predicted structure of the p52/RPL11 complex 

was more energetically feasible than the solved structure of the MDM2/RPL11 complex. 

However, the co-immunoprecipitation assay suggests the reverse is true. It must be noted 

that the co-immunoprecipitation was performed using tagged p52 and tagged MDM2, 

whereas the predictions used endogenous forms of the proteins. Furthermore, the PDB 

structures used depicted p52 in a DNA bound state and only a section of the MDM2 protein. 

These conditions were not replicated in the laboratory. Further co-immunoprecipitation 

assays demonstrated that p52 in a DNA bound state enhanced the interaction with RPL11. It 

would be interesting to repeat the competition analysis with p52 in the DNA bound 

conformation to monitor the impact of MDM2 overexpression on the p52-DNA/RPL11 

complex. 

During a GFP Trap co-immunoprecipitation isolating GFP-p52 complexes, it was shown that 

GFP-p52 could associate with both MDM2 and p53. Therefore, another hypothesis is that 

p52 binding changes the nature of the MDM2/RPL11 interaction, perhaps encouraging the 

formation of a “supercomplex”. It is known that proteins are dynamic molecules that 

undergo conformational changes (Zacharias, 2010, Ramsey et al., 2017). It is predicted that 
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p52 undergoes a conformational change when bound to DNA causing a more stringent 

interaction with RPL11. This could influence MDM2 to stay in association with RPL11 and 

p53, therefore modulating the downstream effects. The competition between p52 and 

MDM2 could be of an allosteric nature through changing the conformation of the complex 

and the proteins. Therefore, altering protein-protein interactions as well as target gene 

regulatory mechanisms. Despite being part of the supercomplex, the E3 ligase function of 

MDM2 could be repressed, allowing p53 to regulate target genes, perhaps via p52-DNA 

contacts. 

7.4. p52 as a DNA Binding Protein 

The transcription factor, p52, is a DNA binding protein (Schumm et al., 2006, Iannetti et al., 

2014). Therefore, it was important to investigate the role that p52 DNA binding plays within 

the ribosomal stress response. It is known that p52 can bind to the promoter regions of p53 

target genes (Schumm, 2006). Further, it has been shown that p52 homodimers switch 

association with cofactor proteins in order to modulate gene expression genes during 

cellular stress (Rocha et al., 2003). This section will discuss the possibility that p52/RPL11 

translocate to the promoter regions of p53 target genes during ribosomal stress to regulate 

p53 gene expression.  

7.4.1. Does DNA binding modulate protein-protein interactions of p52? 

In this thesis, I propose that p52 changes conformation during DNA binding which facilitates 

further protein-protein interactions. The DNA bound state of p52-E86A was unable to form a 

strong association with RPL11, however p52-E86A in the unbound state, was (Chapter 6). 

Therefore, it is predicted glutamate 86 of p52 makes an important connection with RPL11 

during DNA binding. E86 resides in the DNA binding domain of p52, implicating the 

importance of this domain within the role of the p52/RPL11 association. Cramer et al 

published the crystal structure of the p52 homodimer bound to DNA (Cramer et al., 1997). 

The author’s detailed a flexible linker region consisting of two alpha helices joined with a 

loop. This region was described to shift upon DNA binding. Moreover, NF-κB dimers are 

unique in the context of transcription factors as they utilise flexible loop regions to contact 

DNA. The mutant protein, p52-E86A, was predicted in silico to bind to this flexible loop 

region. The disruption of the p52-E86A complex encouraged through the addition of DNA 

indicates a novel conformation of p52 in the DNA bound form. As p52-E86A can interact with 

RPL11 in the absence of DNA, it is assumed that the conformation of the protein complex 
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mirrors that of the wild-type p52/RPL11 complex. Thus, it is likely that p52 undergoes a 

conformational change during DNA binding events, changing the accessibility and 

biochemistry of the protein for further interactions. 

DNA binding enhanced the wild-type p52/RPL11 association. Perhaps, RPL11 has preferential 

binding to the novel conformation of p52 following DNA binding. Given the increased 

abundance of p52/RPL11 in the presence of κB DNA, it can be predicted that the complex is 

DNA bound during the ribosomal stress response. Mahata et al published that RPL11 could 

bind to the promoter region of p53 target genes, including the gene encoding p21 (Mahata 

et al., 2012). This was enhanced with ActD treatment. The p52 protein has also been 

documented to bind to p53 target genes. It is hypothesised that p52/RPL11 is present at the 

promoter regions of p53, however further chromatin immunoprecipitation studies are 

required to investigate this further discussed in Chapter 6).  

One missing piece of information from this study is the dimer in which p52 is involved with 

during this response. Western blot analysis of the ribosomal stress response in cells depleted 

with p50 or RelA demonstrated that these proteins do not have a significant role in the 

response. When p52 or RelB were depleted, however, it was clear the proteins played a 

critical role in the stress response. Thus, p52 could be in a p52/RelB homodimer, or, this 

could be the action of p52 homodimers. In 2003, Rocha et al published that p52 homodimers 

switched to associate with HDAC1, as opposed to Bcl3, following UV stimulation which led to 

suppression of cyclin D1 gene expression (Rocha et al., 2003). The homodimers rely on 

cofactors of transcriptional regulation due to lacking a transactivation domain (Perkins and 

Gilmore, 2006). The NF-κB family are known to be sensitive to the cellular environment and 

alter their target gene regulation accordingly (Perkins, 2012). Certain types of cellular stress 

could facilitate the switch in cofactor association and downstream effects on target gene 

regulation. Ultraviolet radiation was documented to be an inducer of ribotoxic stress, an 

extreme form of ribosomal stress (Iordanov et al., 1998a). It can be speculated that 

p52/RPL11 containing complexes could be in association with cofactors which modulate the 

expression of p53 target genes following ribosomal stress. It has been demonstrated that 

transcription factors change their interactome when in a DNA bound state, as opposed to 

the unbound state (Bhattacharjee et al., 2021). Therefore, it can be predicted that p52 

changes preference for protein-protein interactions when bound to DNA. The combination 

of the cellular environment, the conformation of p52 and the other proteins in the complex 
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could contribute to the preferential binding to Bcl-3 or HDAC1. An unpublished proteomics 

screen performed by Dr Alessio Ianneti demonstrated that GFP-p52 had an enhanced 

interaction with RPL11 following UV radiation, whilst the Bcl-3 association decreased. It 

would be interesting to investigate the abundance of HDAC1 associated with p52 following 

ribosomal stress induction. Further, whether depletion of the cofactors, Bcl-3 and HDAC1, 

alter the formation of the p52/RPL11 complex and downstream signalling effects.  

7.5. Implications of p52/RPL11 in Cancer Cell Biology 

The research presented describes crosstalk between non-canonical NF-κB signalling and p53 

tumour suppressor signalling. Both pathways play a major role in cellular signalling and 

cancer cell biology (Perkins, 2012, Vousden and Prives, 2009). Further, in this context, non-

canonical NF-κB is functioning to modulate and alter the p53 response to favour cancer cell 

survival. Evasion of apoptosis is one of the hallmarks of cancer (Hanahan and Weinberg, 

2011). Aberrant growth relies upon the cell’s ability to avoid cellular death mechanisms. 

Cancer cells adopt this ability to proliferate, often utilising the intrinsic mechanisms in the 

cell to facilitate this (Williams and Stoeber, 2012). Understanding the ways in which cancer 

cells bypass these critical cellular pathways is key to preventing disease progression and 

finding new treatments. It is hypothesised that p52 plays a cell survival role during the 

ribosomal stress response in U2-OS and HCT116 cell lines. U2-OS cells were generated from 

an osteosarcoma patient, and HCT116 cells are colorectal cancer cells. The cancer cells were 

found to undergo cell death when treated with ribosomal stress inducing chemotherapeutics 

following the depletion of p52/p100 protein. This was a particularly important observation in 

the colorectal cancer cell line. The preferred treatment for this type of cancer in the clinic is 

5-flurouracil (Cho et al., 2020). Therefore, p52 could promote resistance to the drug 

treatment through encouraging cell survival through direct interaction to RPL11. 

Critical future experiments would be the investigation into the disruption of the p52/RPL11 

interaction. Whilst the p52-E86A mutant was sufficient to weaken the interaction with 

RPL11 in the presence of a known κB site, further studies are required to create a mutant 

p52 that does not bind to RPL11. Once achieved, the mutation could be introduced using 

CRISPR/Cas9 gene editing. This would allow the endogenous introduction of the mutant. 

Cells could be cultured, treated and analysed for changes in cellular signalling and cellular 

fate. It could be predicted that cancer cells lacking the p52/RPL11 interaction would be more 
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susceptible to treatment with ribosomal stress inducing chemotherapeutics, such as ActD 

and 5FU. 

The RPL11/MDM2 interaction has recently been investigated as a potential therapeutic 

target (Wang et al., 2022). A small molecular mimetic was synthesised to replicate RPL11 

and bind to the appropriate binding site on the MDM2 protein. This inhibits the E3 ubiquitin 

ligase function of MDM2, leading to stabilisation and activation of p53. The study found that 

the use of the mimetic was sufficient to cause G2/M cell cycle arrest and decrease cellular 

proliferation of the cancer cell lines used. The study investigated the effects in HCT116 and 

U2-OS cells, which were the cell lines used in this project. This mirrors the effects presented 

in this thesis. Upon depletion of p52/p100, predicted to increase the number of 

MDM2/RPL11 complexes forming in response to cellular stress, led to cell cycle arrest and 

increased DNA damage, leading to decreased cellular proliferation and ultimately cell death. 

A future study could involve synthesising a short peptide to bind to the RPL11 binding site on 

p52 to inhibit the interaction. It is predicted that the RPL11 binding site is not within the 

same region as p52 contacts DNA or other NF-κB subunits during dimerization. Therefore, it 

is predicted that this would not cause severe adverse effects in the context of NF-κB biology. 

Following the binding of the peptide to p52, cells could be treated with chemotherapies that 

induce the 5S RNP/MDM2/p53 pathway. I hypothesise this could improve the efficiency and 

efficacy of the drugs, therefore could improve the burden placed upon patients undergoing 

these treatments.  

7.6. Final Summary 

The ribosomal stress response is a mechanism utilised by cells to cope with cellular stress 

(Sloan et al., 2013a). Ribosome biogenesis is rapidly inhibited allowing the 5S RNP to bind to 

and inhibit the action of E3 ligase MDM2 (Pelava et al., 2016). This allows p53 to activate and 

regulate target genes. The p53 tumour suppressor protein can encourage cell cycle arrest 

and stimulate DNA repair pathways in order to repair damage and continue cell proliferation 

(Vousden and Prives, 2009). On the other hand, p53 is implicated in several mechanisms of 

cellular death, as well as cellular senescence, in cases of overwhelming damage (Lindström 

et al., 2022). I propose the p52/RPL11 interaction has evolved in cancer cells to influence 

cellular fate in a p53 dependent manner through competition with the documented 

MDM2/RPL11 interaction (Figure 7.2). The association is a direct link between NF-κB 

signalling and ribosomal stress functioning to help cancer cells survive. Therefore, this thesis 
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presents a novel tumour promoting role for the NF-κB subunit, p52, through direct 

interaction with RPL11 of the 5S RNP, functioning to modulate p53 target gene expression 

following ribosomal stress. 
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Figure 7.2 Current working hypothesis. (a) The research performed has focussed on RPL11 
of the 5S RNP. However, in theory RPL11 is not stable without the other members of the 
complex. The data presented is inconclusive regarding the 5S rRNA and RPL5 and their 
involvement with p52 signalling. Therefore, the components are represented with dashed 
lines. (b) In response to cellular stress the 5S RNP binds to MDM2 inhibiting its function and 
allowing p53 to stabilise. One hypothesis is that p53 stays bound to MDM2 and the 
supercomplex in entirety translocates to the nucleus and binds to p53 target genes. (c) The 
outcome of the RPL11/MDM2 interaction is of a tumour suppressive nature, facilitating 
cellular death mechanisms. (d) RPL11 directly binds to p52 containing NF-κB dimers via 
direct interaction with p52. It is unclear whether the p52/RPL11 interaction is functioning to 
wholly outcompete MDM2, or whether MDM2 and possibly p53 remain part of a 
supercomplex to carry out regulation of p53 target genes. (e) The p52/RPL11 interaction 
encourages cell survival and therefore highlights a novel function of p52 as a tumour 
promoter. 
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