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## Abstract

Post Quantum cryptography are defined as public key crypto algorithms whose public keys are generated from hard computational problems that are complex to solve in polynomial time by a quantum computer given worst case instances. The hard problems which have been proven to be quantum resistant include the shortest vector problem of lattices, the syndrome decoding problem of certain error correcting codes and the isomorphism of polynomial problem of multivariate quadratic polynomials. Solutions to these problems have been proposed which in turn have impact on the security and storage cost of such algorithms to protect information systems in the future. In this thesis, alternative solutions are proposed which are based on robust and complex vector space mappings. Firstly, Dimensionality mapping is proposed to reduce the basis into its linear independent vectors at low dimensionality by constructing a collapse function as an optimization problem. This optimization problem can be solved on the condition that a projection of the basis vectors from the High dimensional space to low dimensional manifold would have nearly orthogonal constitution. These eliminates the need for pre-processing using Gram-Schmidt Orthogonalization process. Implementing this approach on a channel basis, showed an improved BER performance over the Lenstra-Lenstra-Lovatsz algorithm for about 1 db and 4 db in the $4 \times 4$ and $6 \times 6$ uncoded system using 4QAM constellation. Secondly, the solution of the syndrome decoding problem is generalized to codes associated with the totally non-negative Grassmannian. The solution was reduced to an instance of finding a subset of the Plücker coordinates with the minimum Grassmann distance from the subspace containing the encrypted message symbols. Furthermore, bounds where derived which showed that the complexity scales up on the size of the Plücker coordinates. In addition, experimental results on decoding failure probability and complexity based on row operations where presented and compared to Low Density parity check codes in the Hamming metric. Finally, the kernel function of the New Mersenne number transform was applied to hide the
structure of the core map(central polynomial) of a multivariate polynomial based cryptosystem. This is in order to mitigate the interpolation of the rank of the quadratic form by an adversary. The implementation of this new isomorphism from the New Mersenne Number Transform showed an average of $69 \%$ reduction in secret key size. Further implementation of the isomorphism against key recovery attacks from the MinRank instance where carried out and it was shown that for lower field sizes the new isomorphism had an average success time of $13.8 \%$.
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## Chapter 1

## Introduction

### 1.1 Introduction

Classical computers provide solutions to hard problems on the input of a parameter that grows polynomially as function of the number of digits of the input. This computation is hastened with the introduction of random number generator imbued with succinct precision. The Quantum computer carries out computation within a $2^{n}$ dimensional vector space without the need of a random number generator. The basis of these vector space is made up of quantum states. However, its unique vector space mapping properties makes its solution to hard problems to pan out asymptotically with input size. These unique mapping properties can be generalized to the classical case as an alternative to the classical approaches proposed in literature. The kernel of the mapping is represented by a unitary matrix which is constructed using discrete Fourier transform. This is analogous to the kernel of the isomorphism used in Multivariate cryptography [1]. These mapping vis a vis transformation centred solutions to problems inspired the ideas behind the algorithms proposed in this PhD thesis. In addition, hard problems are randomized to its instance, that is reduced to an instance of the bigger problem. A solution to an instance will ultimately lead to a solution to the bigger problem albeit with negligible error. In other words, the solution is an approximation and not an exact solution. For example, to break the RSA cryptosystem which is based on the hardness of factorizing a prime number, firstly, the problem is reduced to the problem of finding the order of an element in the multiplicative group (modular of the prime number) [2]. Subsequently, to find a factor of the prime number with certain probability, the greatest common divisor of an exponential of the element as a function
of the order and the prime number is computed.
Hard computational problems are the mathematical requirements necessary to construct the key generation scheme of cryptosystem. This is because they are the central ingredient necessary to generate the two keys; public key and private key used in Public key cryptography. It has been proved from research that classical mathematical problems such as the Shortest Vector Problem for lattices, Syndrome Decoding problem for codes and Isomorphism of polynomial problem from Hidden Field equations are strong against Shor's Quantum based algorithm [2]. This algorithm hitherto has been successful in solving the Integer factorization problem of the RSA and the discrete logarithm problem of Elliptic curve cryptography. These algorithms have finally passed standardization and is expected to be deployed into the Openssl framework for data encryption, decryption and authentication [3]. However, research on the cryptanalysis of these Post quantum algorithms are ongoing and this PhD thesis is building on that to expand the techniques used in analyzing these algorithms. One of the proposal is that the mathematical problem to be solved can be re-constructed into an optimization problem which can be solved by statistics based theoretic methods, graph based methods, machine learning based methods and signal processing methods. The performance of this approach would be compared with methods that have been employed in literature to solve the problem. This application moves away from the application-centred nature of some of these methods but rather extract its mathematical construction and re-tune them to serve the purpose of increasing the discourse in the subject matter till a robust mechanism is in place just in time for the deployment of a super quantum computer. The research is heavily analytical and this time consuming process has made hardware implementation practically impossible.

The first contribution of the PhD research was to propose a more efficient way of decomposing the basis in order to solve the shortest vector problem for lattices. The novel method employed was the use of dimensionality mapping [4]. Shortest Vector problem is an intractable mathematical basis for the design of Learning with error-based Lattice cryptography which is a cryptographic primitive that has the capability to secure data against quantum threats [5] [6]. The method was compared to Lenstra-Lenstra-Lovasz method [7] and applied to reduce a lattice basis with rank $\leq n$ where $n$ is the dimension of the lattice. The result showed good bit error rate performance as result of the quality of the reduced basis. The major benefit of the proposed method is that it provides an efficient method of
cryptanalyzing lattice based cryptosystems with reduced parameters. The second contribution of the thesis was to generalize the syndrome decoding problem [8] [9] [10] to the Grassmann metric [11] [12] [13] [14] by applying the generalized information set decoding method [15] [16] [9] to find the Plücker coordinates containing the lowest coset of a totally non negative Grassmannian. Furthermore, the shortest vector problem was generalized to the syndrome decoding problem using the probability distribution as the metric for determining the coset with the lowest weight. Copula functions [17] [18], [19] were used to analyze these distributions. The major benefit of this is to advance codes that would be an alternative to Hamming weight based codes. The third contribution of the thesis was to apply the New Mersenne number transform [20] [21] as an isomorphic map in the Isomorphism of Polynomial problem. This was compared to the Affine transform used in literature [22], [23] [24]. The multivariate based cryptosystem are those constructed with Hidden field equations. The benefit of this is the reduction in computational complexity.

Lattices are linear, efficient in implementation and are based on the difficulty of finding the shortest vector in a lattice when given a reference Gaussian distribution. Many lattice based construction require what is called an SVP oracle [25] which is efficient and fast to sample lattice points given a basis and a vector. In this thesis, the SVP oracle of importance is the Gaussian sampler. They are used in generating random numbers as private keys for encryption and for security proof because of its ease of approximation. The lattice vector is distributed with a centre $c$ and a standard deviation that is close to the centre. Given the basis, it is possible to produce the vector without disclosing information about the basis. Also [26] convolution of the probability density function for q-ary lattices has been employed to prove statistical indistinguishability. The Lenstra-Lenstra-Lovastz reduction method for lattices is basically a pre-code method to process the lattice which has a matrix structure that is oblivious to the polynomial time adversary. The lattice basis is decomposed into its Gram-Schmidt equivalent which is highly sparse and consumes so much memory. However, the theory of Dimensionality mapping is proposed which reduces the lattice into its linearly independent equivalent after some level of approximation. The mathematical properties of the noise generated from the Gaussian sampler to scramble the basis is interesting as well as the correctness of these sampler which can be proved using a convolution theorem. The complexity of Gaussian sampling can also be attributed to the standard deviation of the distribution where $\sigma \geq \omega(\sqrt{\log n}) \cdot \max 1 \leq i \leq n\|B\|$ where $\|B\|$ is
the norm of the basis [27]. To improve algorithmic complexity, the Gram-Schmidt basis should pre-computed and stored before the sampling process which will lead to $O\left(n^{2}\right)$ operations[28]. In the course of the research, it was discovered that there was a connection between the theory of lattices and the theory of error correcting codes. The lattice points can be modelled just as codewords. Proving the security of a lattice based construction is more efficient in terms of public key size, signature size and computation in the random oracle model than in the standard model[29]. Notably master public key sizes on input of a security parameter $\lambda$ is exponentially equivalent to $O(\lambda)$. Furthermore, this can be transformed through a function that employs the tangential plane from the reference plane of the vector. These planes are actually orthogonal subspaces. This has been studied extensively by Klein who proposed a random function[30] which is an improvement of Babai's approach [31]. It is usual that a system samples from a distribution statistically close to the Gaussian distribution to within 2100 by employing floating point operations that have precision of at least 100 bits[32]. Using standard ( 53 bit ) double precision floating point numbers is efficient as compared to the use of multi-precision arithmetic numbers, but not up to 80 bit or 100bit security levels. Floating point arithmetic require pre-computed tables which increase computation time.

Code based cryptography which relies on hardness of decoding syndromes as its security metric has proven to be resilient to quantum attacks. The first real effort to formalize it was the technique by McEliece[33] which employed binary Goppa codes whose security metric relied on the hardness of decoding a linear code and the difficulty in differentiating Goppa codes from other random codes. Despite the advantages, the storage requirements in terms of the public key size are still an open problem. Research into applying some other family codes like the Quasicyclic codes, Low density parity check codes and a concatenation of both to solve this problem have been pursued vigorously[34]. The weight of the rows and advent of structural cryptanalysis have made them impractical for use. Also Quasi-cyclic Moderate density parity check code has also been proposed[35]. Using Low Rank Parity check codes has been proposed to reduce the decoding error probability. This employs the rank metric instead of the Hamming metric associated with Low Parity Density Codes. The Hamming metric specifies the number of vector coordinates that distinguishes one vector from another. The approach of using Rank Parity check codes was to mitigate against structural attacks which stems from the algebraic nature of syndromes. For a small key size and appropriate choice of parameters, an
equivalent of 280 bits of security can be achieved. Gabidulin introduced the rank metric and the Gabidulin codes over finite field with $q^{m}$ elements, and constructed the first rank-based cryptosystem (GPT)[36] with much smaller key size compared to McEliece on Goppa codes. The syndrome decoding problem is defined as thus for a parity check matrix $H$, given an error vector $e$ to find a syndrome of low hamming weight such that $H e^{T}=s^{T}$. Efficient decoding of random linear codes in polynomial time is very important because it ensures practical implementation of code based cryptography. This is because knowledge of the cryptanalytic process through information set decoding methods can enhance the choice of parameters in order to enhance efficiency. The complexity of Chabaud and Stern[8] information set decoding method was reported to be $O(q(m r)(r 1))$ and while that of Ourivski and Johansson [37] has an exponential term in $O(q(k+1)(r 1))$ where $n$ is the length of the code, $k$ is the dimension and $r$ is the rank.

Multivariate polynomials are made up of non-linear polynomials with several variables. These polynomials can be used to construct homogeneous equations. In order to solve problems from these polynomials, techniques like the Gröbner basis and its variant [38] are used to reduce the equations to linear equations that are solvable using sparse solutions. The hardness of the multivariate cryptosystem stems from the intractability of solving random non-linear homogeneous equations over finite fields and the isomorphism of polynomial problem [39] which is exponential on the structure of the map. These maps can either be bijective which depicts randomness or injective. The inversion of the injective map is more efficient than the inversion of the bijective map [40]. An example of the bijective map is the affine transform. These maps hide the structure of the core map from an adversary from making an inference and breaking the system. Patarin [22] developed an encryption scheme using Hidden Field equation after breaking the Matsumoto-Imai cryptosystem [41]. This involves a univariate polynomial map over the degree $n$ extension field which generates a public key where the map is masked by two invertible transformations over a finite field. Patarin proposed a signature scheme called QUARTZ which was reported slow in performance because of the high degree over an extension field and was also bedevilled by inefficient invertible transformations [42]. Tao suggested that the degree should be $q^{2}+1$ where $q$ is the cardinality of the finite field. The finite is ususally small for example $G F(2)$ [40]. This is in expense to large public key size from large design parameters.

### 1.2 Motivation and Problem Statement

One of the issues that mitigate the continued deployment of public key cryptography to secure information and communication infrastructure is the limitation of the mathematical and engineering tools used in breaking and analyzing the key security mechanism. The key security mechanism is based on Computational hard problems which increase in complexity for certain circumstances that depend on the parameters of the problem. Breaking classical public key cryptography algorithms using quantum mathematical tools has expanded the science and technology of cryptography to encompass principles from algebraic geometry, combinatorics, signal processing, optimization, discrete mathematics, polynomials, coding theory and so on. In some cases these limitations can have implication on the security of the cryptosystem and also key storage. Therefore the problems and limitations, this thesis seeks to investigate and proffer solutions are as follows:

- Complexity in decomposing the basis of the lattice which leads to complexity in computing the subset sum in the Gaussian sampling based solution of the shortest vector problem in lattice cryptography. This complexity can also be attributed to the limitations of pre-processing the orthornormal vectors using the Gram-Schmidt Orthogonalization process. The proposed solution which is explained in Chapter three is to use the theory of Dimensionality mapping in a manifold where an arbitrary projection is constructed which uses an affine transformation to map these points into a linearly independent subspace of lower dimensionality. This method eliminates the need for orthornormal vectors with its attendant computation overhead. Furthermore, to test the performance of this method in generating a high quality basis that can approximate this problem, the method was employed to reduce a Gaussian based channel basis and the BER result was compared with Lenstra-Lenstra-Lovász method. [7]. The sampling process is guided by the precision of the arithmetic used. Floating point arithmetic is recommended and bounds as a consequence of the security parameter have been derived in literature. However, in this thesis, there is further improvement to the bounds derived.
- Complexity in isomorphism from the isomorphism of polynomial problem for multivariate cryptography which leads to large private keys and longer time in generating signatures for authentication. This can be due to the dense nature
of the representative matrix of the inherent isomorphism. Also, limitation in isomorphism can lead to less robustness of the trapdoor function to key recovery attacks. The proposed solution is to use New Mersenne Number transform function as a masking function. The function has a kernel made up of primitive root of unity and imbued with an orthogonal property. Also, the transformed polynomial is invertible with the necessary condition that the inverse of the polynomial degree belongs to the ideals in the ring. The result was applied to the Gui cryptosystem [43] and the Sidon cryptosystem [44] and compared to the Affine transform.
- Limitations of information set decoding methods as a solution to the syndrome decoding problem for code based cryptography in the Grassmann metric. This is because in constructing the generator matrix of the code, the isomorphism of the system should be taken into account. The proposed solution was to derive a method for detecting the Plücker coordinate of totally non-negative Grassmanian. The Plücker coordinate are so chosen because the maximal minor is non-zero which makes it easier to construct the coordinates in a set. The failure probability of a solution to the problem was computed and compared to Low Density parity check codes. Furthermore, the sum over all transitional probabilities is not adequate to estimate the dependence of the positroid cells of the Non negative Grassmannian code. Therefore, copula functions were proposed in thesis to model the dependence of the Schubert cells of the Grassmannian in terms of subspaces.


### 1.3 Scope

The thesis studied the Computational hard problems and mathematical framework that are intractable for a quantum computer to solve. These mathematical problems have been employed to design the key generation method of certain crypto algorithms. The thesis also studied the mathematical solutions that have been proposed to solve these problems. The major aim of this thesis is to propose alternative solutions that will create a plethora of mathematical tools that would assist cryptanalysts to analyze the security of Post quantum public key cryptography algorithms in the future. These public key algorithms can withstand the threat of quantum computing capabilities. There are majorly two hard problems for encryption and two hard problems for authentication. The thesis studied three problems, shortest vector problem and syndrome decoding problem used in encryption and
multivariate quadratic problem used for authentication. The three solutions proposed in literature for the problems which are the LLL reduction, Information set decoding and Minrank solution which were also studied. The performance of the derived functions are tested with different programming languages; C/C++, Python, Sagemath and MATLAB. Solving the multivariate quadratic equation using Gröbner basis was beyond the scope of the Thesis. This is because this thesis targets solutions that borders on the key generation and recovery process and not algebraic attacks by means of reducing the core map to make it solvable by linearization. In addition, computing Gröbner basis involves studying the structure of Macaulay matrices which has tendency to stretch the thesis beyond its main focus considering the available time resource.

### 1.4 Publication

Substantial part of this work has been presented and published at conference venues and also archived in Arxiv pre-print platform.

- Kelechi Chukwunonyerem Emerole, Said Boussakta, Post Quantum Cryptography for IOT, Annual Research Conference,Newcastle University, Newcastle UK, 2019.
- Kelechi Chukwunonyerem Emerole, Said Boussakta, Optimizing Gaussian measure of lattices using Dimensionality Reduction, IEEE International Conference on Communications,Dublin Ireland, 2020. The beginning part of Chapter 3 was presented at this conference.
- Emerole, K. C., Said Boussakta (2021). Generalizing Syndrome Decoding problem to the totally Non-negative Grassmannian. arXiv preprint arXiv:2106. 15526. The beginning part of chapter 4 was archived at this pre-print portal.
- Kelechi Emerole, Optimizing information set decoding for the totally non negative Grassmanian, Postgraduate Research Conference, Newcastle University, Newcastle, UK, 2021.
- Kelechi Chukwunonyerem Emerole, Said Boussakta, Isomorphism in Multivariate Cryptography using the New Mersenne Number Transform, IEEE International Conference on Communications, Seoul South Korea, 2022. The beginning part of Chapter 5 was presented at this conference.


### 1.5 Chapter summary

The introduction of a random number generator with the appropriate precision enables the solution of NP problems. The vector spacing mapping capabilities of a quantum computer provides the tooling needed to solve hard problems without the need for random number generator. Hard problems can be solved by reducing the problem to an instance and using appropriate mapping of parameters to solve the instance of the bigger problem. Classical mathematical problems like the shortest vector problem in lattices of abelian groups, isomorphism of Polynomial problem of multivariate polynomials and syndrome decoding problem of error correcting codes are useful in designing the key generation algorithm of public key crypto algorithms that are presumed to be strong against attack by a quantum computer. These crypto algorithms can be attacked by reducing the solution to these problem as a solution to an optimization problem which is solvable using different techniques. The state-of-the-art techniques studied in this thesis to solve these problems include the Lenstra Lenstra Lovasz method for reducing lattice basis, Information set decoding methods for finding the coset weight of a codeword and the Affine isomorphism used in masking the core map of hidden field equations. The thesis seeks to propose alternative methods to solve these hard problems. Alternative approaches proposed in the thesis was briefly summarized in this chapter. For example, to decompose the basis of a lattice, dimensionality mapping was proposed, to generalize the solution to the syndrome decoding problem to the Grassmann metric, Plucker coordinate of the Grassmann based solution was proposed and finally to solve the isomorphism of polynomial problem, a new Isomorphism from the New Mersenne Number Transform was proposed. Due to the fact that this thesis focuses on key generation based attacks, discourse on algebraic attacks using Grobner basis was not carried out in this Thesis. This chapter ended with a record of the conference venues were this work was presented.

## Chapter 2

## Post Quantum Cryptography

In this chapter, the quantum resistant encryption construction from lattices, codes and hidden field equations are expounded. In addition, this chapter discusses concepts in lattice cryptography such as lattice basis, discrete Gaussian, basis reduction, basis delegation and a new concept of using triangularization to construct basis. The security analysis of such schemes as a consequence of games between an adversary and a challenger was also discussed in this chapter as well as information set decoding methods from linearized polynomials that form a set of quadratic equations. Finally, different constructions of hidden field equations for the core map of multivariate schemes was discussed as well.

### 2.1 Lattices

The advent of fast computation arising from the development of a quantum computer has made it imperative to develop algorithms that would mitigate sophisticated attacks to information systems due to the limitation of classical crypto algorithms based on intractable mathematical problems. One of such algorithms is constructed from lattices and it is based on the problem of finding the vector with the shortest Euclidean distance without knowing the structure of the basis. Lattices are linear and efficient in implementation. There are Ideal lattices which are parameters in a ring $\mathbb{Z}[x] /(x)\rangle$ for some irreducible polynomial $f$. They are useful in decreasing parameters for generating the lattice basis. They are also efficient in matrix arithmetic such as multiplication [45]. Despite these apparent advantages, it is less secured as compared to standard lattice based construction[46]. Security analysis of a lattice based construction is more efficient in terms of public key size, signature size and computation in the random oracle model than in the standard
model. In fact, on the input of a security parameter $\lambda$, master public key sizes is exponentially equivalent to $(\lambda)$ [47]. Triangularization is a fast processing algorithm applied to matrix vector arithmetic which can be likened to subset sum in lattice cryptography. By reducing the structure of the lattice basis into its Toeplitz variant, it can be shown that operations on such a matrix leads to a quasi linear complexity. This is based on the assumption of [48] [49].

### 2.1.1 Review of works on lattice based encryption

A lattice based encryption was constructed using cover free families and the analysis of its security was done under the learning with error security assumption. The adversary in this system compromises a legitimate entity by possessing the decryption key [50]. The attack is carried out by querying the challenger to extract the keys for a bounded number of times. It is assumed that the system is secured even when the number of queries is increased. The system also employed MicciancioPeikert's gadget matrix [51] in order to work with smaller parameters. The gadget matrix employed is sparse which makes storage inefficient and its inversion process has logarithmic complexity $O(n)$. Furthermore, a scheme was constructed using the subset difference method. This method is based on the technique of using binary trees and the security is analysed in the standard model. It is stated that the advantage of the subset difference method is that for a certain number of revoked leaf nodes $r$ out of total leaf nodes $\mathbb{N}$ in a binary tree, the size of covering set is at most $2 r-1$ in the worst case scenario as compared to the covering set method[52]. This has a logarithmic complexity that increases the set from $(\log \mathbb{N})$ to $\left(\log ^{2} \mathbb{N}\right)$. However, when analyzing the security using games, a condition was stated that if a certain function $h_{i d}=0$, the simulator leaves the game and terminates the programme. It also leaves the game during its response to creating a ciphertext [53]. A hierarchical based broadcast encryption method was proposed using the Basis delegation approach. To reduce the complexity of the algorithm, node identities are deleted during encryption. This approach reduces the ciphertext to $(k m+t) \operatorname{logq}$ for positive integers $k, m, t, q$ where $q \geq 2$ and $m \geq 2 n \log q$. Using the indistinguishability from random oracle, the security of the scheme was analyzed against adaptive chosen-plaintext attacks and chosen identity attacks in the random oracle model [54]. A signcryption method was developed using the Basis delegation approach to maintain the dimension of the lattice and the scheme also employed Micciancio and Pierkert's trapdoor function. It was also proved that the scheme is unforgeable
against adaptive chosen message attacks under the small integer solution assumption. To reduce the complexity of the algorithm, node identities were deleted during encryption. This approach resulted in a ciphertext of size $k+l+(m+n[\operatorname{logq}])$ [55]. A lattice based identity encryption with security proof against chosen identity and chosen message attack was constructed under the hardness of learning with errors assumption in the standard model. $l+1$ vectors were chosen to encode identities which served as the public key of the system. The basis delegation technique was not used. This is in order to extract keys from newly generated lattices which improves the efficiency of the system[56]. A lattice based identity encryption under the security assumption of learning with errors was proposed with a vector of length $m$. A function rot was used to construct matrices in order to reduce public key size from $(m n)$ to ( $n$ ) and to reduce the encryption complexity by employing a circular matrix with faster multiplication as the basis for the lattice[45]. Least parameter estimation was employed to generate a decodable lattice with least complexity as compared to the gadget basis whose sparse nature imposes serious storage cost.

### 2.1.2 Notation

Z is denoted as the set of integers and $Z_{q}$ as set of integers modulo $q$ in $\left(\frac{-q}{2}, \frac{q}{2}\right)$ for any prime $q \geq 2 . Z_{q}^{n \times m}$ is denoted as a set of $n \times m$ matrices with entries in $Z_{q}$. poly $(n)$ is denoted as the polynomial function of a security parameter $n$. For a large security parameter $\lambda$, a function $n g l: R \rightarrow R$ is negligible if $n g l(\lambda) \leq \frac{1}{P}(\lambda)$ for any polynomial $P(\lambda)$. $B$ is denoted as a matrix and $b$ as its column vector. Finally denote $\left(y_{1}, \ldots, y_{m}\right) \longleftarrow B\left(x_{1}, \ldots, x_{m}\right)$ as a function that takes the set of variables $\left(x_{1}, \ldots, x_{m}\right)$ as inputs and outputs the set of variables $\left(y_{1}, \ldots, y_{m}\right)$.

### 2.1.3 Lattice Basis

An n-dimensional full rank lattice $\Lambda \in Z^{m}$ is an additive subgroup of $Z^{m}$. A lattice is constructed by a basis $B \in Z_{q}^{n}$ with linearly independent vectors $b_{1}, \ldots b_{n}$ that generate the rows of $B$. For $B \in Z_{q}^{n}, u \in Z_{q}^{m}$ and where $q$ is a prime and $m \geq 2 n$, it can be written as [6]

$$
\begin{array}{r}
\Lambda_{q}(B)=\left\{e \in Z^{m}, \exists s \in Z_{q}^{n}, B^{T} s=e(\bmod q)\right\} \\
\Lambda_{q}^{\perp}(B)=\left\{e \in Z^{m}, B e=0(\bmod q)\right\} \\
\Lambda_{q}^{u}(B)=\left\{e \in Z^{m}, B e=u(\bmod q)\right\} \tag{2.3}
\end{array}
$$

In equation (2.1), the lattice points in an n-dimensional space are generated by the transposed rows of the basis, In equation (2.2) the vectors that generate the basis are orthogonal modulo $q$ to its rows while in Equation (2.3), the bijective map is defined as $\left(e+\Lambda_{\perp}\right) \mapsto B e \bmod q$. This means that decoding a codeword $B e \bmod q$ is computed by reducing emodulo $\Lambda_{\perp}(B)$. In other words, for every codeword $u \in Z_{q}^{n}$ there is an error $e \in\{0,1\}^{m}$ such that the subset sum $B e=u \bmod q$ where $m \geq 2 n$. This is expounded further in the lemma 1[57]. The structure of a lattice is shown in Figure 2.1. The orthogonal coordinate vectors forms a basis of the lattice. It can also be seen that the orthogonal basis vectors have a shorter length than the basis vectors that are not orthogonal.


Figure 2.1: Dimension 2 Lattice with basis vectors at coordinate $(1,2)$ and $(1,-1)$ orthogonal while basis vectors at coordinate $(2,1)$ and $(3,3)$ not orthogonal but linearly independent

Lemma 1. The distribution $u=B e \bmod q$ is within statistical distance $2 \epsilon$ of uniform distribution over $Z_{q}^{m}$, if the subset sum of column of $B \in Z_{q}^{n \times m}$ generate $Z_{q}^{n}$ assuming $\epsilon \in\left(0, \frac{1}{2}\right)$ and $\eta_{\epsilon}\left(\Lambda^{\perp}(B)\right) \geq s$ with the error sampled close to the distribution $D_{Z^{m}, s}$.

Let $t \in Z^{m}$ be a solution to $B t=u \bmod q$ where $u \in Z_{q}^{n}$ is arbitrary, then the conditional distribution $e \sim D_{Z^{m}, s}$ given $B e \bmod q$ is $t+D_{\Lambda^{\perp}, s,-t}$. The set of all syndromes $\left\{B e \bmod q: e \in Z_{m}\right\}=Z_{q}^{n}$. By lemma $1, e \sim D_{Z^{m}, s}$. It then holds that the distribution of $e \bmod \Lambda^{\perp}$ is within statistical distance $2 \epsilon$ of distribution $\left(Z^{m} \backslash \Lambda^{\perp}\right)$. This distribution is isomorphic to $Z_{q}^{n}$ via mapping $\left(e+\Lambda^{\perp} \mapsto B e\right.$ $\bmod q$ ). Writing $e=t+v$, and making a random choice $u \in Z_{q}^{n}$ with the $e$ sampled from a distribution close to $D_{Z^{m}, s}$ and given the subset sum $B e=u \bmod q$, the input to the distribution $D$ is $t+\Lambda^{\perp}$ satisfies

$$
\begin{equation*}
D(e)=\frac{\rho_{s}(e)}{\rho_{s}\left(t+\Lambda^{\perp}\right)}=\frac{\rho_{s,-t}(e-t)}{\rho_{s,-t}\left(\Lambda^{\perp}\right)}=D_{\Lambda^{\perp}, s,-t}(e-t) \tag{2.4}
\end{equation*}
$$

The Gram-Schmidt orthogonalization is also defined as $\tilde{B}=\left\{\tilde{b}_{1}, \ldots, \tilde{b}_{n}\right\} \subset$ $Z^{m}$ where $r_{i}=\left\|\tilde{b}_{i}\right\|$ is the Euclidean norm. The bound on the Euclidean norm is summarized in the lemma 2

Lemma 2. The Euclidean norm of a pair $\left|e^{T} x\right| \in\left(O, \frac{q}{2}\right)$ satisfies $\left|e^{T} x\right| \leq\|e\| .(\alpha q \cdot \omega(\sqrt{ }+$ $\frac{\sqrt{m}}{2}$ ) with high probability on input of $m$ where $e \in Z^{m}$ and $x$ is sampled from the distribution $\Psi_{\alpha} \in Z_{q}$.

The error vector $x$ is chosen randomly from a set of real numbers according to a random distribution with 0 mean and standard deviation $\frac{\alpha}{\sqrt{2 \pi}}$ with random $\bmod q$. The distribution of $B e=u(\bmod q)$ is statistically close to uniform over $Z_{q}^{n}$ where $e$ is the sampled from the discrete Gaussian distribution. This holds for $3 q^{-n}$ fractions of the basis $B \in Z_{q}^{n}$ and for the Gaussian parameter $\sigma \geq \omega(\sqrt{\log m})$. With a vector sampled from a distribution $D_{Z^{m}, \sigma}$, the conditional distribution is given as $D_{\Lambda_{q}^{u}(B), \Lambda}$. The n-dimensional lattice $\Lambda$ is defined by $\Lambda=L(B)=\left\{B x: x \in Z^{m}\right\}$. When $m \geq 2$ the basis of a lattice are concatenated by unimodular transformations $U \in Z n \times n$. In other words, lattices generated by a basis $B \in Z_{q}^{n}$ and another basis $\grave{B} \in Z_{q}^{n}$ are related by the expression $\grave{B}=B U$.

### 2.1.4 Discrete Gaussian

A Gaussian function $\rho_{\sigma, c}(x)=e^{\frac{-\pi\|x-c\|^{2}}{\sigma^{2}}}$ is defined with a target vector $c \in Z_{q}^{n}$ and Gaussian parameter $\sigma \in Z_{q}^{n}$ where $n \geq 0$ and $\Lambda \in Z_{q}^{m}$ is an n-dimensional lattice of points generated by a basis. The discrete Gaussian distribution is defined as follows

$$
\begin{array}{r}
\forall z \in Z_{q}^{n}, D_{\Lambda, \sigma, c}(z)=\frac{\rho_{\sigma, c}(z)}{\rho_{\sigma, c}(\Lambda(B))} \\
\rho_{\sigma, c}\left(\Lambda(B)=\sum_{c \in \Lambda} \rho_{\sigma, c}(z)\right. \\
\frac{\rho_{\sigma, c}(B z)}{\rho_{\sigma, c}(\Lambda)}=\frac{e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}}{\sum_{z \in Z^{n}} e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}} \tag{2.7}
\end{array}
$$

Definition 1. There exists a smoothing parameter $\eta_{\epsilon}(\Lambda)$ which is a lower bound on the Gaussian parameter such that $\rho_{1 \backslash \sigma}\left(\Lambda^{*} \backslash\{0\}\right) \leq \epsilon$ for $\epsilon>0$ and $\Lambda \in Z_{q}^{n}$.

To construct a Gaussian distribution $D_{\Lambda+c, \sqrt{\Sigma}}$ by a support with coset $\Lambda+c$ then the distribution becomes

$$
\begin{equation*}
D_{\Lambda+c, \sqrt{\Sigma}}(x)=\frac{\rho_{\sqrt{\Sigma}}(x)}{\rho_{\sqrt{\Sigma}}(\Lambda+c)} \propto \rho_{\sqrt{\Sigma}}(x) \tag{2.8}
\end{equation*}
$$

where $\Sigma=B^{T} B$. For any orthogonal matrix $L, \Sigma=(L B)^{T}(L B)$ and for any set of integers $Z^{n}$, the Gaussian function $\rho_{B, c}(Z)=\sum_{x \in \Lambda+c} \rho_{B, c}(x)$. The cumulative distribution function $(c d f)_{\sigma, c}(x)=\sum_{i=-\infty}^{x} D_{\sigma, c}(i)$.

### 2.1.5 Learning with error

The Learning with Error assumption processes a noisy pseudo-random sampler $\Theta_{s}$ that generates a random uniform vector $s \in Z_{q}^{n}$ from a distribution $\chi \in \Psi_{\alpha}$ where $q \geq 2$. The LWE instance also employs a random sampler $\Theta_{\Phi}$ that generates a random fresh pair $\left(w_{i}, v_{i}\right)$ where $v_{i}=\left(w_{i}^{T} s+y_{i}\right) \in Z_{q}^{n} \times Z_{q}$ are uniformly distributed over the domain with a noisy vector $y_{i} \leftarrow \Psi_{\alpha}$. The LWE problem outputs a toss of coin $l \in\{0,1\}$ as a function of $\operatorname{poly}(n)$ number of instances which is generated from a noisy pseudo-random sampler or a random sampler. The hardness of the LWE problem is summarized in theorem 1[58]

Theorem 1. If there exists a quantum algorithm that solves the LWE instance then there exists an efficient quantum algorithm that finds the solution to the shortest vector problem to within $\Theta(n \backslash \alpha)$ in the worst case scenario given $n, \alpha$ with $q \geq 2$ and bounded on input such that $\alpha q \geq \omega(\sqrt{\log m})$.

The theorem is an improvement on [59]proposition which states that solving the shortest vector problem on a lattice point is equivalent to solving a problem on a lattice of n dimension to the value poly $(n)$ factors and improved to $\Theta(n)$ factors. There is also the ring variant where the lattice is over a set of real numbers.

### 2.1.6 Basis reduction

The LLL algorithm [7] approximates a solution to the shortest vector problem by using the Gram-Schmidt orthogonalized equivalent of the basis of the lattice and non-negative integers. Through a series of swaps with introduction of appropriates indices $k \in\{1,2, \ldots n+1\}$, the Euclidean distance of the real number is reduced to less than half of its length $\left|\mu_{i, j}\right| \leq \frac{1}{2}$ for $1 \leq j<i \leq n$. Also the condition $\left|\tilde{b}_{i}+\mu_{i, i-1} \tilde{b_{i-1}}\right|^{2} \geq \frac{3}{4}\left|b_{i-1}\right|^{2}$ for $1<i \leq n$ is met if $k=n+1$. The swapping process depends on the size of $k$. If $k \leq n$ then $b_{k}, \mu_{k, j}, \mu_{k, k-1}$ is swapped with $b_{k}-s b_{k-1}, \mu_{k, j}-s \mu_{k-1, j}, \mu_{k, k-1}-s$ respectively, where $s$ is a non-negative integer. If $k \geq 2$ then $\tilde{b_{k-1}}, \mu_{k, k-1}, \mu_{k-1, j}, \mu k, j, \mu_{i, k-1} \mu_{i, k}$ is swapped with $\tilde{b_{k}}+\mu_{k, k-1} \tilde{b_{k-1}}$ for $j<k-1$. The projection of the basis on the orthogonal complement is given by $\tilde{d_{k-1}}=\tilde{b_{k}}+\mu_{k, k-1} \tilde{b_{k-1}}$. The square of the Euclidean distance of the Gram-Schmidt orthogonalization is less than the square of the Euclidean distance of the basis of the lattice for $1 \leq i \leq n$. This is because the square of the Euclidean distance of the projection is less than three quarter of the complement of the Gram-Schmidt orthogonalization. If $k \geq 2$ and some aspects of the Gram-Schmidt orthogonalization is changed, the overall sum of the determinant of the lattice changes.

### 2.1.7 Basis Delegation

This method is employed to generate lattice basis for cryptosystem construction[60]. They can be categorized into SampleBasisLeft and SampleBasisRight. In literature, a short basis is used but the definition of the basis delegation method can be extended by replacing it with the Gram-Schmidt orthogonalization SampleBasisLeft $(B, U, \tilde{B}, \sigma) \rightarrow T$ : This probabilistic method outputs a basis $T \in$ $Z_{q}^{n \times m}$ when given a reduced basis $\tilde{B}$ of $\Lambda_{q}^{\perp}(B)$, a random matrix $U \in Z_{q}^{n \times m}$, a Gaussian parameter $\sigma$ and basis $B \in Z_{q}^{n \times m}$ with full rank on the condition that the Gaussian parameter $\sigma>\|\tilde{B}\| \cdot \omega(\sqrt{\log m})$ where $n, m$ and $q$ are integers and $m>2 n$.
SampleBasisRight $(B, U, \tilde{B}, \sigma) \rightarrow T$ : This randomized algorithm outputs a basis $T \in Z_{q}^{n \times m}$ when given a reduced basis $\tilde{B}$ of $\Lambda_{q}^{\perp}(B)$, a random matrix $U \in Z_{q}^{n \times m}$, a

Gaussian parameter $\sigma$ and basis $B \in Z_{q}^{n \times m}$ of $\Lambda_{q}(B)$ with full rank on the condition that the Gaussian parameter $\sigma>\|\tilde{B}\| \cdot \sqrt{m} \cdot \omega(\sqrt{\log m})$ where $m>n$ and $q>2$.

### 2.1.8 Least square Error based Basis construction

By finding the square of the error given as $\|s-B h\|^{2}=\left\|D_{m} \beta\right\|^{2}=\left\|H_{m}^{*}\right\|^{2}$ using the solution given as $h=B^{\prime} s=\left(B^{H} S\right)^{-1} S^{H} x=\left[R_{n} \beta_{n+1}^{T}+Z_{m} \alpha_{n}\right]$, the minimum squared error function using the least square method can be estimated. Since the basis vectors of a lattice occupy orthogonal positions in the Euclidean space, an orthogonal matrix whose Hermitian transpose $H_{m}^{*}$ performs a faster computation on the basis is constructed. It can also be shown that an arbitrary augmented matrix [61] is equivalent to the household transformation of the basis vectors[48] which reinforces its geometric properties.

$$
\begin{align*}
& {\left[\begin{array}{ccc}
R_{n} & \vdots & \alpha_{n} \\
\ldots \ldots & \cdots & \cdots \\
\beta_{n+1}^{T} & \vdots & \Theta_{n}
\end{array}\right]=} {\left[\begin{array}{ccc}
R_{n} & \vdots & Z_{m} \\
\ldots & \cdots & \cdots \\
0 & \vdots & g_{m}
\end{array}\right]=H_{m}^{*}\left[\begin{array}{c}
\omega B_{m-1} \\
\ldots \\
\Gamma_{m}^{T}
\end{array}\right] } \\
& H_{m}^{*}=\left[\begin{array}{c}
R_{n} \\
\ldots \\
\beta_{n+1}^{T}
\end{array}\right]  \tag{9}\\
& \mathrm{B}=\left[\begin{array}{c}
\alpha_{n} \\
\ldots \\
\Theta_{n}
\end{array}\right]
\end{align*}
$$

where $\beta_{n+1}^{T}=\left[l^{T}: 0^{T}\right] \in Z^{n}, H_{m}^{*} \in Z^{m \times m}$ with entries modulo $q$ and $\omega$ is a weighting factor.

[^0]\[

$$
\begin{gather*}
{\left[\begin{array}{c}
\omega B_{m-1} \\
\ldots \\
\Gamma_{m}^{T}
\end{array}\right]=}  \tag{10}\\
{\left[\begin{array}{cccc}
\omega b_{1,1}(0) & \omega b_{2,2}(-1) & \ldots & -\omega b(-m+1) \\
\omega b_{1,1}(1) & \omega b_{2,2}(0) & \ddots & -\omega b(-m+2) \\
\vdots & \vdots & \omega b_{n, n}(m-1) & \vdots \\
m(n-1) & { }_{m}(2) & { }_{m}(N) & \Lambda_{q}(n-m)
\end{array}\right]}
\end{gather*}
$$
\]

Expanding $H_{m}^{*}$ further a basis that has a triangular structure is given as

$$
\left[\begin{array}{cccc}
b_{1,1} & b_{1,2} & \ldots & b_{1, N}  \tag{11}\\
& b_{2,2} & \ldots & b_{2, N} \\
& & \ddots & \\
& & & b_{n, n}
\end{array}\right]
$$

From (11), it can be seen that the basis is in a Hermite normal form. The triangu-

```
Algorithm 1 Household Triangularization[48]
    for \(\mathrm{i}=1\) : N do
        \(\alpha_{i}=\sqrt{\left(\omega b_{i, i}\right)^{2}+\left(\Pi_{i-1} \Psi_{m}\right)^{2}}\)
        \(\sigma_{i}=\alpha_{i}+\left|\omega b_{i, i}\right|\)
        \(\rho_{i}=1-\frac{\left.\Pi_{i-1} \Psi_{m}\right)^{2}}{\sigma_{i}}\)
        eta \(a_{i}=\omega b_{i, i}+\max \left\{\left|Z^{n}\right|,\left|\Lambda_{q}\right|\right\} \alpha_{i}\)
        \(\Psi_{i}^{\prime}=\frac{\Psi_{i}}{\sigma_{i}}\)
        \(\mu_{i}^{\prime}=\frac{\Pi_{i-1}^{2} \Psi_{m}}{\sigma_{i}} \quad \omega b_{i, i}=\max \left\{\left|Z^{n}\right|,\left|\Lambda_{q}\right|\right\} \alpha_{i}\)
        \(\omega^{\prime}=-\omega b+e t a_{i}^{\prime}\left(\eta_{i} \omega s+\Pi_{i-1} \Psi \Lambda_{q}\right)\)
        \(\delta=\frac{-\omega b_{i, i} \Pi_{i-1}^{2} \Psi_{m}}{\alpha_{i}}\)
        \(\Lambda_{q}^{(i+1)}=\Lambda_{q}^{(i)}+\mu_{i}^{\prime}\left(\eta_{i} \omega b+\Pi_{i-1} \Psi_{m} \Lambda_{q}^{(i)}\right)\)
```

larization algorithm requires $n$ square roots, $16 n$ multiplications and $9 n$ additions. The norm of the basis $S$ is expressed as $\|S\| \leq \sqrt{2 n-1}\left\|\alpha_{n}\right\|$

### 2.1.9 Lattice Based Construction

In this section, the methods employed to encrypt data using lattice based method is enumerated. The methods constitutes the steps used in identity based encryption were a master secret key is generated from identities[62]. The process of generating the master secret key is shown in Algorithm 2. A list $U L$ is initialized to null to enable the storage of identities in the key generation phase. The key generation phase is shown in Algorithm 3, were the discrete Gaussian sampler is used
to generate short vectors that is used as secret key for encryption. The encryption process is shown in Algorithm 4 were a noise vectors are added to the subset sum to generate the ciphertext. Finally, the message is decrypted as shown in Algorithm 5.

```
Algorithm 2 Setup
Require: security parameter \(\lambda\) maximal number of users, \(N=\operatorname{poly}(\lambda)\), identity
    space \(I D=Z_{q}^{n} \leftarrow\{0,1\}\) Parameters \(q, n, m, \sigma, \alpha\), dimension \(I D=\{1\} \times Z_{q}^{l-1}\)
Ensure: (PP, MSK, UL)
    1: set lattice parameters \(q, n, m, \sigma, \alpha\) where \(q \geq 2, m>0, m>3 n, \sigma=\)
    L. \(\omega(\sqrt{ }) \alpha \sqrt{m} \geq \eta_{\text {epsilon }}\left(\Lambda^{\perp}\right)\)
    Compute \(T_{B},\left(B, T_{B}\right) \in Z_{q}^{n \times m} \times Z_{q} \leftarrow \operatorname{TrapGen}(\mathrm{q}, \mathrm{n}, \mathrm{m}, \lambda)\) where \(\left\|T_{B}\right\|<L\)
    Set hash functions \(\{0,1\}^{l} \leftarrow H_{h}^{*}: Z_{q}^{n \times m}\)
    4: Compute \(C_{(R)}\) and \(D_{(R)}\)
    5: select \(s \in_{R} Z_{q}^{n}\) where \(B=\operatorname{Rot} f(s)\)
    6: set \(M S K=T_{B} \quad P P=\left(H_{h}^{*}, B, C_{(R)}, D_{(R)}, s\right) \quad U L:=\varnothing\)
    7: if \(i=i+1\) then
    8: \(\quad\) Return \((P P, M S K, U L)\)
```

```
Algorithm 3 Key Generation
Require: \(I D \in\{0,1\}\), public parameters
Ensure: \(S K_{i d}=\left\{e_{l}\right\}_{l \in[d]}\)
    set the bound on the tailcut parameter \(P s i_{\epsilon}\) and store \(I D\) in \(U L\)
    Choose random vector \(\{C\}_{l \in[d]} \in Z_{q}^{n}\)
    Compute \(D_{(R)} \in Z_{q}^{n \times m}\) from \(D_{(R)} \leftarrow B+H_{h}^{*}(I D) G\)
    for \(l \in[d]\) do
        \(e_{l} \leftarrow\) SampleDiscGaus \(\left(B, \tilde{B}, \sigma, c, r_{i}^{*}, D_{(R)}\right)\) where \(r_{i}^{*}=\left\|b_{i}^{*}\right\|\) is the norm
        Return \(S K_{\text {id }}\)
```

```
Algorithm 4 Encryption
Require: \(M \in\{0,1\}\), public parameters \(\left(B, D, H_{h}^{*}\right)\), identity \(I D=\)
    \(\left(1, I D_{1}, \ldots I D_{l}\right)\)
Ensure: \(C T_{I D}=\left(C_{1}, C_{2}\right) \in Z_{q} \times Z_{q}^{3 m}\)
    1: select \(R_{i} \leftarrow\{-1,1\}^{l \times m}\)
    : choose \(s \leftarrow Z_{q}^{n}\)
3: \(\operatorname{set} C_{(I D)}=B R_{I D}-H_{h}^{*} D_{(R)}\)
4: Compute \(R_{I D}=\sum_{i=1}^{l} b_{i} R i\) where \(b_{i}\) is a linearly independent vector of the basis
5: select \(x, y \leftarrow \Psi_{\alpha}\) where \(\Psi_{\alpha} \leftarrow Z_{q}^{m}\) and \(x, y\) noise vectors
6: Compute \(C_{1}=B^{T} s+y+M\left[\frac{q}{2}\right] \in Z_{q}\)
7: Compute \(C_{2}=C_{(I D)}^{T} w_{i}+\left[\begin{array}{c}x \\ R_{I D}^{T} x\end{array}\right] \in Z_{q}^{3 m}\)
8: Return \(C T_{I D}=0\)
```

```
Algorithm 5 Decryption
Require: \(C T_{I D} \in Z_{q} \times Z_{q}^{3 m}, e \sim D_{Z, \sqrt{\Sigma}, t_{i}}, s \leftarrow Z_{q}^{n}\)
```

Ensure: $\{0,1\} \leftarrow M^{\prime} \in Z_{q}$
Compute $M^{\prime} \leftarrow C_{1}-s^{T} e\left[\begin{array}{l}C_{1} \\ C_{2}\end{array}\right]$
for $i=i+1$ do
if $\left|M^{\prime}-\left[\frac{q}{2}\right]\right|<\left[\frac{q}{5}\right]$ then
Return 1
else
Return 0

### 2.1.10 Correctness

Let $e$ be the vector sampled from the discrete Gaussian distribution, let $\left\{\begin{array}{l}y \leftarrow \Psi_{\alpha} \\ x \leftarrow \Psi_{\alpha}\end{array}\right\}$. Let $s \in Z_{q}^{n}$ be the secret vector from the noisy pseudorandom sampler $\Theta_{s}$ and a fresh vector $w_{i}$ from random sampler $\Theta_{\mathscr{S}}$, then the secret key becomes $w_{i}^{T} s \in Z_{q}^{n}$. Consider the ciphertext $\left(C_{1}, C_{2}\right)=\left(B^{T} w_{i}^{T} s+y+M\left[\frac{q}{2}\right] \in Z_{q}, C_{(I D)}^{T} w_{i}+\right.$ $\left.\left[\begin{array}{c}x \\ R_{I D}^{T} x\end{array}\right] \in Z_{q}^{3 m}\right)$ and the decryption algorithm becomes $M^{\prime} \leftarrow C_{1}-s^{T} e\left[\begin{array}{l}C_{1} \\ C_{2}\end{array}\right]$ which is equivalent to $B^{T} w_{i}^{T} s\left(1-s^{T} e\right)+y\left(1-s^{T} e\right)+M\left[\frac{q}{2}\right]\left(1-s^{T} e-C_{I D}^{T} w_{i} s^{T} e+x^{T} s^{T} e-\right.$ $\left.R_{I D}^{T} s^{T} e x\right)$. By lemma $\|e\| \leq \sigma \sqrt{m}$ and $B e=H_{1}(I D)$, therefore $M^{\prime} \leftarrow x^{T} s^{T} e-$ $R_{I D}^{T} s^{T} e x+M\left[\frac{q}{2}\right]$. Consequently, the algorithm outputs $M$, if $x^{T} s^{T} e-R_{I D}^{T} s^{T} e x$ is close to $\frac{q}{5}$ from the origin of the n -dimensional space modulo $q$ and outputs 0 if
otherwise. From Lemma $x^{T} e$ is distributed with zero mean and standard deviation $\sigma \sqrt{m} \alpha q \omega(\sqrt{\log n})$ with high probability and the norm of the random uniform $R_{I D}$ is bounded by $\Theta(\sqrt{m})$. Therefore, resulting to $x^{T} s^{T} e=\left\|x^{T} s^{T} e\right\| \leq \sigma \sqrt{m} \alpha q \omega(\sqrt{\log n})$ with high probability and $R_{I D}=\left\|R_{I D}\right\| \leq \Theta(\sqrt{m})$ with high probability. This follows that $\left\|R_{I D}^{T} s^{T} e x\right\| \leq \Theta \sqrt{m}$ and $\sigma \sqrt{m} . \alpha q \omega(\sqrt{\log n}) \leq \Theta(\sigma \alpha m \omega)$. The error term is bounded by $\left\|x^{T} s^{T} e\right\|+\left\|R_{I D}^{T} s^{T} e x\right\| \leq \alpha \omega \sqrt{m} q \omega(\sqrt{\log n})+\Theta(\omega \sigma \alpha m)$ where $\alpha q$ is the ciphertext noise addition.

### 2.1.11 Security Analysis

The security of the proposed construction would be analyzed as a set of hybrid interactions between the adversary and the challenger in what constitutes indistinguishability against chosen ciphertext attack(IND-CPA).
Hybrid 1: This is the original IND-CPA game
Hybrid 2: Let $\left(i d^{*}\right) \cap Q=\oslash$ be the challenge $i d$ set. This is the same with Hybrid 1 but the key generation algorithm is modified given matrices $\beta_{n-1}^{T}$ and $B_{(R)}$ chosen at random, the Simulator selects $R_{i}^{*} \in\{-1,1\}^{l}$ which is sent and generates $C_{(R)}$ and $D_{(R)}$ as follows $R_{n}^{*} \beta_{n-1}^{T}-H_{m}\left(B_{(R)}\right)=C_{(R)}$ and $R_{n}^{*} \beta_{n-1}^{T}+H_{m^{*}} B_{(R)}=D_{(R)}$ where $C_{(R)}$ and $D_{(R)}$ are uniformly distributed in $Z_{q}^{n \times m}$. The adversary $A$ select $t=$ $\left\lceil\log _{q}(2|Q|)^{i d}\right\rceil$ and $q \geq 2|Q|^{i} d+|T|$ where $|Q|^{i d}$ is the maximal number of queries for $A_{(R)}$ and $B_{(R)}$ and $|T|$ size of time space and passes it to the simulator $C . C$ aborts if $\operatorname{Pr}\left[\frac{1}{\omega_{i j}}\right]=H_{h}{ }^{*}$. By lemma, distributions $\left(A_{(R)}, A_{(R)} R_{i}^{*},\left(R_{i}^{*}\right)^{T} y\right)$ is statistically close to $\left(A_{(R)}, C_{(R)}|\ldots| C_{(R)}\left|D_{(R)}\right| \ldots \mid D_{(R)}\right)$ consequently $\left(A_{(R)}, C_{(R)}|\ldots| C_{(R)}\left|D_{(R)}\right| \ldots \mid D_{(R)}\right.$, $\left.\left(R_{i}^{*}\right)^{T} y\right)$ ), thus $\operatorname{Pr}\left[W_{0}\right]=\operatorname{Pr}\left[W_{1}\right]$
Hybrid 3: This is the same with the previous game except in $A$ 's view the vector $v_{o}+\sum_{i=1}^{n} i d_{i}\left(z_{i} b i\right)$ is seen as a private key for identities $i d=\left(i d_{i}, \ldots, i d_{n}\right) \in$ $\{0,1\}^{n}$. The simulator $C$ then chooses $n+l+k$ public key vectors $v_{i}$ according to distribution $D_{s(n+l+k), \sigma}$ and generate linearly independent vectors $c_{i}$ by computing $B v_{i}(\bmod q)=c_{i}$. Distribution of $v_{o}+\sum_{i=1}^{n} i d_{i}\left(z_{i} b i\right)$ is statistically close to $D_{s \sqrt{m} \sum_{i=1}^{n} \frac{i d_{i}}{(n+l+k), \sigma}}$ where $\frac{s}{(n+l+k)}=\omega \geq \eta \in\left(\Lambda_{q}^{\perp}(B)\right.$ where $B$ is a public parameter matrix.
Hybrid 4: For a secret randomly chosen vector $s \in Z_{q}^{n}$, a LWE problem is defined by sampling an oracle $\Theta$ which can be sampled from either random distribution $\Theta_{\$}$ or a noisy pseudo random distribution $\Theta_{n}$. The adversary $A$ is used to construct a simulator $S$ to solve the problem. The simulator $S$ requests from the oracle $\Theta$ unassigned vectors $\left(u_{i}, v_{i}\right) \in Z_{q}^{n} \times Z_{q}^{n}$ for $m_{i}$ instances where $i=0, \ldots, m+1$. It
constructs the model as follows, transform $C_{(R)} \in Z_{q}^{n \times m}$ from $m_{i}$ instances by fixing the $i$ th columns with linearly independent vectors $v_{i} \in Z_{q}^{n}$. It also transform $D_{(R)} \in Z_{q}^{n \times m}$ from $m_{i}$ instances by fixing the $i$ th columns with linearly independent vectors $u_{i} \in Z_{q}^{n}$. Then $C_{(R)}$ and $D_{(R)}$ is constructed for $i \in[m]$ as in the previous game using $H_{h}{ }^{*}$ and $R_{i}^{*} \in\{-1,1\}^{l}$. Also, the $r$ th row of the LWE instance is assigned to $v_{o} \in Z_{q}^{n}$. Thereafter, send $\left(A,\left\{C_{1}, \ldots, C_{n},\left\{D_{1}, \ldots D_{n}\right\}, T_{B}, v_{o}\right\}\right.$ to the adversary. $A$ responds with $i d^{*}=\left(b_{1}^{*}, \ldots, b_{l}^{*} \in\{-1,1\}^{l}\right.$ and the message bit $M^{*} \in\{0,1\}$. The game is aborted in the previous game if $i d=i d^{*}$. In the challenge phase, the challenger queries the linearly independent vectors $v_{o}, \ldots, v_{n} \in Z_{q}^{n}$ from the LWE instance and gets $v^{*}=\left[\begin{array}{l}v_{1} \\ v_{n}\end{array}\right] \in Z_{q}^{n}$ and $v^{* *}=\left[\begin{array}{c}v_{1} \\ v_{m+1}\end{array}\right] \in Z_{q}^{n}$. It employs $R_{i}^{*} \in\{-1,1\}^{l}$ to compute $R_{i d}^{*} \longleftarrow \sum_{i=1}^{n} b i^{*} R_{i}^{*} \in Z_{q}^{n \times 2 m}, C T^{*}$ as $C_{i}^{*}=$ $\left[\begin{array}{c}v^{*} \\ \left(R_{i d}^{*}\right)^{T} v^{*}\end{array}\right] \in Z_{q}^{2 n}$ and $C_{2}^{*}=\left[\begin{array}{c}v^{* *} \\ \left(R_{i d}^{*}\right)^{T} v^{* *}\end{array}\right] \in Z_{q}^{2 n}$. Adversary $A$ makes queries $b \in\{0,1\}$, then $S$ returns $C T^{*}=\left\{C_{i}^{*}, C_{2}^{*}\right\}$ as response if $b=0$ and returns uniform values $C T^{*} \leftarrow Z_{q}^{2 n+k}$ if $b=1$. When the oracle $\Theta$ is noisy in the distribution $\Theta_{s}$, $v^{*}$ is uniform in $Z_{q}^{n}$ and $v^{* *}$ is uniform in $Z_{q}^{n}$ and $\left(C_{i}^{*}, C_{2}^{*}\right)$ is uniform in $Z_{q}^{2 n \times 2 n}$ thus $F_{i d^{*}}=\left(A \backslash A R^{*} \backslash B\right)$. By distribution $v^{*}=A^{T} s+y$ and $v^{* *}=B^{T} s+e$ for some random vectors $y, e \in Z_{q}^{n}$ distributed in $D_{\Lambda, s, \omega}$. Finally, resulting to $C_{1}^{*}=\left[\begin{array}{c}A^{T} s+y \\ \left(R_{i d}^{*}\right)^{T} A^{T} s+\left(R_{i}^{*}\right) y\end{array}\right]=\left[\begin{array}{c}A^{T} s+y \\ \left(A R_{i}^{*}\right)^{T} s+\left(R_{i}^{*}\right)^{T} y\end{array}\right]=\left(F_{i d^{*}}\right)^{T} s+\left[\begin{array}{c}y \\ \left(R_{i}^{*}\right)^{T} y\end{array}\right] C_{2}^{*}=$ $\left[\begin{array}{c}B^{T} s+e \\ \left(R_{i d}^{*}\right)^{T} B^{T} s+\left(R_{i}^{*}\right) e\end{array}\right]=\left[\begin{array}{c}B^{T} s+e \\ \left(B R_{i}^{*}\right)^{T} s+\left(R_{i}^{*}\right)^{T} e\end{array}\right]=\left(F_{i d^{*}}\right)^{T} s+\left[\begin{array}{c}e \\ \left(R_{i}^{*}\right)^{T} y\end{array}\right]$.
Hybrid 5: Given the parameters $A_{(R)}, C_{(R)}, D_{(R)}$ and $p k^{*}=\left(e^{*}, A_{2}^{*}\right)$ and $i d^{*}=$ $\left(i d_{i}^{*}, \ldots i d_{l}^{*}\right) \neq I D_{i} . S$ picks equal message bit $\left(M_{0}, M_{1}\right) \in\{0,1\}$ and generate $C_{0}^{*}, C_{1}^{*} \in Z_{q}^{2 m} \times Z_{q}$ as follows $u^{T} s+e^{*}+\left[\frac{q}{2}\right]_{1}$ and $A_{2}^{T} e^{*}+e^{*}+\left[\frac{q}{2}\right]_{0}$ where $u=v_{0}+\sum_{i=1}^{l} i d_{i} v_{i}$ and $e^{*}$ distributed according to $D_{u_{l}, A_{0} / G / R_{I D}, \omega}$ where $T_{G}$ is a trapdoor for the basis $G$ if $\left.(H(I D))-H\left(I D^{*}\right)\right) G$ and $I D \neq I D^{*}$. If $A$ outputs a valid ciphertext $C_{0}, C 1=C_{0}^{*}, C_{1}^{*}$, then $S$ aborts.

### 2.1.12 Parameters

For the trapdoor generation algorithm, the dimension of the lattice should be bounded by $m \geq(1+4 \epsilon) n$ where $q \geq 2$. The norm of the reduced basis $\tilde{B}$ is bounded by $\|\tilde{B}\| \leq \Theta \sqrt{m}(n)$ with a noise error vector bounded by $\alpha<\frac{2 \sqrt{m}}{q}$ where $q \geq \beta \omega(\sqrt{m})$ and the constant $\beta=3 m(1+\epsilon) \sigma \omega(\sqrt{\log n})$. This proves the worst case hardness of the construction. The sampling algorithm works perfectly if the

Gaussian parameter is set $\sigma \geq\|\tilde{B}\| \sqrt{m(1+\epsilon)} \log q \omega(\sqrt{\log n})$. The error term is less than $\frac{q}{5}$, if the error rate is bounded as $\alpha \leq \omega \sqrt{n} m^{\frac{3}{2}} \omega(\sqrt{\log n})+\sigma \leq \frac{q}{5}$. The error vector can increase the probability of decryption failure if it is too large. If the lattice dimension $n$ is assigned as the security parameter $\lambda$ that is $n=\operatorname{poly}(\lambda)$, then the column of the lattice $m$ is expressed as $m=n^{1+\alpha}$ where $n^{\alpha} \geq \operatorname{logq}$. The leftover hash lemma satisfies $m \geq(n+1) \log q+\omega(\log n)$. From the analysis, the dimension of the basis plays a role in the storage cost and efficiency of the construction at the expense of security. It is very important to keep it in focus when designing the algorithm and choosing appropriate parameters that would guarantee performance.

Table 2.1: Storage cost with lattice dimension $m$, security parameter $n$ and prime $q$

| Public key Parameters | Secret Keys | Ciphertext | Security |  |
| :---: | :---: | :---: | :---: | :---: |
| $\left(3 m n+n+n^{2} N / 2\right) \log _{2} q$ | $(2 m)$ | $(2 m+1) \log _{2} q$ | 128 | $[63]$ |
| $3 n$ | $n$ | $3 n$ | 128 | $[64]$ |
| $2 n \log ^{2} q(2 n+1)$ | $2 n \log ^{2} q$ | $2 n \log ^{2}+$ | 128 | $[65]$ |
| $(m n+(l+1) n)$ | $m^{2}$ | $3 m \log ^{2} q$ | 128 | $[56]$ |
| $m n$ | $m n \log 2 q$ | $m n \log (12 \sigma)$ | 128 | $[66]$ |
| $m n$ | $m n$ | $3 m$ | 128 | Ours |

### 2.2 Codes

Cryptosystems have been designed that employ the Hamming metric, which specifies the number of vector coordinates that distinguishes one vector from another. A digital signature generation algorithm whose security is dependent on decoding codes with rank metric called RankSign [67] have also been developed. An encryption scheme using Gabidulin codes based on the security assumption of the hardness of the Rank syndrome decoding problem and Decisional Rank Syndrome decoding problem was developed with the scheme achieving 2140 bits of security at a smaller public key. Furthermore, it was reported that the cryptosystem has small public key size than public key sizes from Moderate Parity Density Check codes [68]. The effect of algebraic attacks on the parameters of the RankSign algorithm in polynomial times and its vulnerability is due to the fact that the Augmented Low Rank Parity Check codes have low Hamming weight. The algebraic attacks tend to expose the trapdoor function employed in constructing the cryptosystem. A code based encryption scheme with rank metric and whose selective security proof is in the random oracle model was constructed. Its security lies on the hardness
of solving the Rank Syndrome Decoding (RSD) problem, Rank Support Learning (RSL) problem and the Augmented Low Rank Parity Check Code (LRPC+) problem. The RankSign Algorithm was employed to generate the trapdoor function and the binary tree was used for key updates with the complexity of the key updates increasing logarithmically[69]. By finding low weight codewords distinguishable from a random code, the cryptosystem can be broken [67].

### 2.2.1 Notation

Table 3.1 gives a summary of some notations used in this section.

|  | Table 2.2: Notations |
| :---: | :---: |
| Symbols | Meaning |
| $q$ | power of prime |
| $F_{q}$ | finite field of q elements |
| $F_{q^{m}}$ | extension field of degree $m$ |
| $F_{q}^{n}$ | vector spaces of dimension $n$ over $F_{q}$ |
| A | $n \times m$ matrix |
| $a$ | vector |
| $G_{q}(n)$ | set of subspaces belonging to $F_{q}^{n}$ |
| $\operatorname{ker}(A)$ | kernel of matrix $A$ |
| $\omega$ | matrix multiplication complexity exponent |
| E | Subspace code $E$ (minimum entropy subset of $G_{q}(m)$ ) |
| F | Subspace code $F$ (minimum entropy subset of $G_{q}(m)$ ) |
| ds $(E, F)$ | subspace distance between $E$ and $F$ |
| $E \oplus F$ | Smallest subspace |
| rk( $A$ ) | rank of $A$ over $F_{q}$ |
| $\langle A\rangle$ | $F_{q}$ span of $A$ |

### 2.2.2 Syndrome Decoding Problem

The breaking of the public key in code based cryptography under the rank metric depend on the solution to the syndrome decoding problem in the rank metric which is defined as

Definition 2. Find a vector $x_{i}$ with rank weight $w$, and an integer which represent the ith column of a vector that lifts a codeword from $X$ to $X^{\prime}$, if $H^{T} x=s$ where $s \in_{R} F_{q^{m}}^{n-k}$ is a syndrome and $H$ is a parity check matrix over $F_{q^{m}}$.

The definition can be extended to the low rank codeword problem as $\operatorname{rank}(A-C)=w$ where $A \in F_{q}^{m \times n}$ is a matrix, $C$ is a linear matrix code and $w$ is the rank weight. Furthermore, the computational syndrome decoding problem which relates the negligible advantage of probabilistic polynomial time adversary to find the vector $x$ given the parameters $(H, s, w)$ is defined as

Definition 3 (Computational Syndrome decoding problem). The advantage of a probabilistic polynomial time adversary $A$ to find a vector $x \in F_{q^{m}}$ such that $H^{T} x=s$ after making adaptive queries $q_{\tau}$ to obtain a syndrome $s$ where $H \in F_{q}^{n \times m}$ and $w$ is the rank weight is with negligible advantage $\epsilon$.

It is very important that the probability of an algorithm that would solve the rank syndrome decoding problem is to be bounded by 1 . Two other security assumptions employed in the rank syndrome problem are stated as follows.

Definition 4 (Decisional Rank Syndrome decoding problem). A probabilistic polynomial time adversary has negligible advantage to compute $G$ a generator matrix where $G \in F_{q^{m}}^{k \times n}$ and $x^{\prime}$ from $M G+x$ given a message bit $M \in F_{q^{m}}^{k}$ and a vector $x \in F_{q^{m}}^{n}$ with row weight $w$. In other words, $A d v_{m, n, k}^{d r s d}=\operatorname{Pr}[A(G, m G \oplus x)=$ $\left(G, x^{\prime}\right] \leq \epsilon$ where $x^{\prime} \in F_{q^{m}}^{n}$.

The definition of the Decisional Rank Syndrome decoding problem can be extended as

Definition 5. A probabilistic polynomial time algorithm has negligible advantage to compute $H^{\prime}$ from an augmented LRPC code $H^{\prime}$ with a homogeneous parity check matrix $H \in F_{q}^{n-k \times n}$ and $x^{\prime}$ from $M P^{T} s^{\prime}+x$ given a message bit $M \in F_{q^{m}}^{k}$, a syndrome s' $\in F_{q^{m}}^{n}$ a vector $x \in F_{q^{m}}^{n}$ and square invertible matrix $P \in F_{q^{m}}^{n-t \times n}$. In other words, $\left(\operatorname{Pr}\left[A\left(H, M P^{T} s^{\prime}+x\right)=\left(H^{\prime}, x^{\prime}\right)\right] \leq \epsilon\right.$

In the chosen plaintext attack, the adversary makes adaptive key generation queries and the challenger responds by running a key generation algorithm with input of a security parameter and responds with a master public key. The adversary chooses two equal message bits $\left|M_{1}\right|=\left|M_{o}\right|$ and sends to the challenger who responds
by running the encryption algorithm to generate ciphertexts. The Adversary chooses random bits $b \in\{0,1\}$ and outputs a bit $b^{\prime} \in\{0,1\}$. The adversary wins if $b=b^{\prime}$.

### 2.2.3 Code based construction

Setup: Let $H^{\prime}$ be a parity check matrix of Augmented LRPC code with a parity check matrix $H$ of weight $d \geq 4 w+1$ and $P$ is a square and invertible matrix with weight $\frac{w}{2}$. Given a security parameter $\lambda$, a function $K:\{0,1\}^{*} \mapsto F_{q^{m}}^{k+t}$ is selected. A generator matrix $G \in F_{q^{m}}^{k \times n}$ with syndrome $s$ is constructed. This generator matrix is decodable if $d \leq 2 w$ where $w$ is the weight of the vector $x \in F_{q}^{n}$. Then a random vector $u \leftarrow F_{q^{m}}^{n}$ is generated with rank $\|u\|=n$. The master public key is $T=(P, s)$ and public parameters; $\left(R P^{T}, G, u\right)$ where $R \in F_{q^{m}}^{(n-t) \times t}$.
Key Generation: Compute the square and invertible matrix $P$ as $P \leftarrow K(I D)$ where $P \in F_{q}^{k+t}$. Then choose $u \in_{R} F_{q^{m}}^{n+l}$ and compute a syndrome $s=H^{\prime} x^{T}$ where $x \in F_{q}^{n^{\prime}+t}$. Finally, $s A=P-x$ is computed which follows $s^{\prime}=\frac{P-x}{A}$ and then return $S K_{I D}=\left\{s_{i}^{\prime}\right\}$.
Encryption Compute the square and invertible matrix $P$ by $P \leftarrow K(I D)$ with the message bit $m \in F_{q^{m}}^{n^{\prime}}-k^{\prime}$. Then compute the ciphertext $C_{1}=m\left(H^{\prime} G+P^{T} s^{\prime}\right)+x$ and $C_{2}=C_{1}\left(\frac{R P^{T}}{x}\right)+C_{1}\left(\frac{I}{s^{\prime} G} m\right)$ and return $C T=\left(C_{1}, C_{2}\right)$ where $R \in F_{q^{m}}^{t \times n}$. Decryption

$$
\begin{aligned}
\left(s^{\prime} \mid\right. & -1)\left(\frac{C_{2}}{C_{1}}\right)=s^{\prime} C_{2}-C_{1}=s\left(C_{1}\left(\frac{R P^{T}}{x}\right)+C_{1}\left(\frac{I}{s^{\prime} G}\right) m\right)-C_{1} \\
& =s^{\prime} C_{1}\left(\frac{R P^{T}}{x}\right)+s^{\prime} C_{1}\left(\frac{I}{s^{\prime} G}\right) m-m\left(H^{\prime} G+P^{T} s^{\prime}\right)+x \\
& =s^{\prime} C_{1}\left(\frac{R P^{T}}{x}\right)+C_{1}\left(\frac{I}{G}\right) m-m H^{\prime} G+M P^{T} s^{\prime}+x
\end{aligned}
$$

Since $H^{\prime}$ can be expressed as its constituent identity matrix and $G$ is the generator matrix of $H$ then it follows that $s^{\prime} C_{1}\left(\frac{R P^{T}}{x}\right)+m P^{T} s^{\prime}+x$. Since $d \leq 2 w$ then $m P^{T} s^{\prime}+x$ can be solved with an efficient algorithm to recover the message.

### 2.2.4 Security Analysis

Theorem 2. The Advantage of a probabilistic polynomial time adversary to win the IND-CPA game after making adaptive $q_{H}$ and $q_{K G}$ queries to the random oracle is $\epsilon \leq\left(q_{H}+q_{K G}\right) \epsilon_{S D P}+\epsilon_{f f v p}$ where $\epsilon, \epsilon_{\text {sdp }}, \epsilon_{\text {csdp }}$ are negligible functions.

Proof. The game is the same with the original IND-CPA game except the adversary $A$ makes adaptive queries to the oracle $K:\{0,1\} \mapsto F_{q}^{k}$ for the challenge set $i d_{j}^{*}$.
$A$ makes adaptive query for the secret key and the challenge responds with the parameter $(P, s, u)$ and runs the key generation algorithm $K G(P P, m s k, i d) \rightarrow S K_{I D}$ which sends $S K_{I D}$ to $A$
In the challenge phase $A$ makes more queries on the challenge $i d$ not queried and outputs 2 equal messages $M_{0}$ and $M_{1}$. If $i d^{*}=i d_{i}$ the challenger $C$ aborts the game even though the guess bit $\beta$ is hidden from $A$ otherwise $A$ returns a bit $c^{*}$ and wins if $c^{*}=c$. The bit $c$ is generated at the random toss of a coin by the challenger and used to compute the ciphertext $C T$ which is sent to $A$. This game is indistinguishable from the original game by the hardness of the syndrome decoding problem that is

$$
\left|\operatorname{Pr}\left[G_{1}\right]-\operatorname{Pr}\left[G_{0}\right]\right| \leq \epsilon_{s d p}\left(q_{H}+q_{K G}\right)
$$

After an adaptive queries by the challenger on the identity $i d^{*}, A$ generates a challenger ciphertext $C T^{*}=\left(C_{1}^{*}, C_{2}^{*}\right)$ from a random matrix $R$.
Since $x^{*}$ is sampled from a discrete Gaussian distribution, the second game is indistinguishable from the first game by the hardness of the computational syndrome decoding problem that is

$$
\left|\operatorname{Pr}\left[G_{2}\right]-\operatorname{Pr}\left[G_{1}\right]\right| \leq \epsilon_{c s d p}
$$

### 2.2.5 Information set decoding from linearized polynomials

The solutions to the syndrome decoding problem is reviewed in the rank metric. The problem is modeled and solved using linearized polynomials that form a set of quadratic equations.

### 2.2.5.1 Hauteville-Tillich

In the Hauteville-Tillich algorithm, the linear matrix code $C$ is lifted to $C^{\prime \prime}$ by multiplying two $n \times m$ invertible matrices $P$ and $Q$ to become $C^{\prime \prime}=Q C P$ with the same rank weight $w$ and $C^{\prime \prime}=\sum_{j=1}^{l} \beta_{l}$ where $\beta_{l}$ is a basis of the subspace and $x_{i}$ has zero entities with its $i$ th entry equals to 1 . Then choosing a random space $V$ which is expressed as $V=\sum_{j=1}^{r} V_{j}$ and entries chosen uniformly for $j .\{l+1, \ldots, r\}$ and the basis chosen in this manner $V_{j}=0 \forall j \in\left[1^{\prime} l\right] ; V_{j}=0 \forall j \in[l+1, r], V_{i}=1 \forall i \in[1, l]$. Then the error vector $x$ is expressed as $x_{j}=\sum j=1^{r} \alpha_{i j} V_{j}$ for $i \in\{1, \ldots, m\}$. The number of variables that make up the equation becomes $(m-l)(r-l)+l(n-l) \forall i \in$ $\{l+1, \ldots, m\},\{l+1, \ldots, r\}$ and $j \in[1, a]$ and the dimension of $C^{\prime \prime}$ is given as
$k m$. Therefore the number of equations is equivalent to $n m-k m$. For a solution to occur, the number of equations should be $(n-k) m \geq(m-a)(r-a)+a(n-a)$. This results to $r=\left\lfloor\frac{m}{m-l}(n-k)+a \frac{m-n}{m-l}\right\rfloor$ and the resulting complexity becomes $\left.O(n-k)^{3} m^{3} q^{(w-l)}\left\lfloor\frac{m}{m-l}(n-k)+l \frac{m-n}{m-l}\right\rfloor\right)[70]$.

### 2.2.5.2 Gaborit-Ruatta-Schrek

In the first phase, the linear matrix code $C$ with parity check matrix $H$ is lifted to $C^{\prime}$ by the expression $C^{\prime}=C+F_{q^{m}} x$ where $C^{\prime}$ contains the codeword $x$. To generate the linear matrix code, the parity check matrix $H$ is computed from the solution of the rank decoding problem $H x^{T}=s^{T}$, then the generator matrix $G$ of the matrix code $C$ is used to transform it into $C^{\prime}$. Since the dimension of the subspace $F$ is $\alpha$, then $x^{\prime}$ is of the form $\alpha x$ where $\alpha \in F_{q^{m}}$. Consequently, employing the support trapping approach, a codeword $x$ such that $1 \in \operatorname{support}(x)=E$ can be found, which follows that $1 \in F=E$ where $E$ is a space and $F \supset \operatorname{support}(x)$. When the codeword as a function of a basis is represented it becomes $x_{j}=\sum_{j=1}^{r} \alpha_{i j} \beta_{j}$ where $\beta_{i}$ is a basis of the subspace and $\alpha i j$ is the column space of the codeword $x_{j}$. Consequently, this results to $\operatorname{dim} \psi(F)=\operatorname{dim} F-1$ where $\psi=\frac{V}{F_{q}}$ and $V$ is a random subspace. Furthermore, expressing the subspace $F$ as a function of its basis becomes $F=\sum_{l=1}^{n} \psi_{l} \beta l$. Therefore setting up the number of variables $n r$ with $m$ equations results to

$$
\begin{equation*}
\sum_{l=1}^{n} \sum_{j=1}^{r} \psi_{l} \alpha_{i j} H_{l}^{\prime} \beta_{j}+, \ldots, \sum_{l=1}^{n} \sum_{j=1}^{r} \psi_{l} \alpha_{i j} H_{n-k-l}^{\prime} \beta_{j}=0 \tag{2.9}
\end{equation*}
$$

Since $F \supset \operatorname{supp}(x)$, there must be one solution and for this to hold, $m>n$ that is $m(n-k-l) \geq n r$ which results to $r=\left\lfloor\frac{m(n-k-l)}{n}\right\rfloor=m-\left\lceil\frac{m(k+1)}{n}\right\rceil$. Since $\operatorname{dim} \psi(F)=$ $\operatorname{dim} F-1$ and $\operatorname{dim} \psi(E)=\operatorname{dim} E-1$, then the number of subspaces of dimensions $w$ becomes $w-1$ and the number of subspace of dimension $r$ becomes $r-1$, then the Gaussian probability becomes $P=\frac{\left[\begin{array}{l}w-1 \\ r-1\end{array}\right]_{q}}{\left[\begin{array}{c}w-1 \\ m-1\end{array}\right]_{q}}=q^{(w-1)(m-r)}$. The complexity of decoding $x$ where $H^{\prime} x^{\prime T}=H \alpha x^{T}=s$ becomes $O\left((n-k)^{3} m^{3} q^{(w-1) \frac{(k+1) m}{n}}[10]\right.$.

### 2.2.5.3 Gaborit-Ruatta-Schrek Algorithm

Given a multivariate polynomial $F_{m}\left(f_{1}, \ldots, f_{m}\right)=\sum_{i=0}^{r} f_{i} x^{q^{i}}$ and another multivariate polynomial $F_{y}=\left(f_{1}, \ldots, f_{m}\right)=\sum_{i=0}^{r} f_{i} y^{q^{i}}$ all of degree $r$, based on
the linearity principle $F(\alpha x+\beta y)=\alpha F_{x}+\beta F_{y} \forall \alpha, \beta \in F_{q}$. if $\bar{x}$ and $\bar{y}$ are roots of the equation then $F_{\bar{x}}=F_{\bar{y}}=0$. For a matrix code $C \in F_{q^{m}}$ with generator matrix $G=\sum_{i=1, j=n}^{k} g_{i j}$ and $\operatorname{rank}(x)=r$ then $y=X G+x$ where $X \in C$ is a codeword. Given a random subspace $V=\sum j=1^{r} V_{j}, X=\sum_{j=1}^{k} X_{j}$, there is $x_{j}=\sum_{j=1}^{r} \alpha_{i j} V_{j}$ that gives $k+r$ variables of the polynomial $F_{y}$. There exist a random subspace $V \subset E$ where $F_{\bar{y}} \in E$. Then for $\forall j, 1 \leq j \leq m, y=X G+x=F\left(y_{j}=F\left(\sum_{j=1}^{k} X_{j} g_{i j}+x_{j}\right)=\right.$ 0 where $F\left(x_{j}\right)=\sum_{j=0}^{r} f_{j} x_{j}^{q^{j}}$. The unknowns are chosen in this manner; for $k+r$ unknowns $f_{j} x_{j}^{q^{j}} \forall i \in[1, k]$ and $j \in[0, r-1]$, for $k$ unknowns $x_{j}^{q^{r}} \forall j \in[1, k]$ and for $r$ unknowns $f_{j} \forall j \in\left[0, f_{r-1}\right]$ (corresponding to scalar coordinate of y). Consequently the number of equations $m \geq(r+1)(k+1)-1$, if $x_{j}=0$, then $X_{j}$ is decreased by one and then the variables are decreased by $(r+1)$ terms [10].

### 2.2.6 LDPC codes

Given an edge $e$ of the coordinate $i$ of a subgraph shown in Figure 2.1 and $\log$ likelihood ratio(LLR) of the channel message as it moves from the vertex of the LDPC coder to the LT coder at iteration $t ; L_{c_{j} \rightarrow \nu_{j}}^{(i, t)}$, an edge $e$ at the origin of the subgraph and its LLR at iteration $t+1 ; L_{c_{j} \rightarrow \nu_{j}}^{(t+1)}$ and an edge $e$ at coordinate $i$ and coordinate $j$ and its LLR of the channel message at iteration $t$ as $L_{c_{j} \rightarrow \nu_{j}}^{(i, j, t)}$. The LLR can be related as follows [71]

$$
L_{c_{j} \rightarrow \nu_{j}}^{(i, t)}=\frac{1}{2}\left(1-\prod_{j=1}^{d-1}\left(1-2 L_{c_{j} \rightarrow \nu_{j}}^{(i, j, t)}\right) L_{c_{j} \rightarrow \nu_{j}}^{(t+1)}=G\left(L_{c_{1} \rightarrow \nu_{1}}, \ldots, L_{c_{j} \rightarrow \nu_{j}}\right)\right.
$$

where $G=\frac{\prod_{i=1}^{n} \nu_{j}^{(t)}}{\prod_{i=1}^{n} \nu_{j}+\prod_{i=1}^{n}\left(1-\nu_{j}\right)}$ is the parent tree. For a subgraph with depth 2, the path along the edges for the vertex $c_{j}$ of the LT code moving in a cyclic manner and terminating at the originating vertex $c_{j}$ with girth is given by $2(2)+2=6$. A trellis of $t \geq 2 k$ can locate vertex $c_{j}$ if and only if $2 k \leq 10$ that is if the girth increases beyond 10 .

If the bipartite graph with vertices $V$ projects into the factor graph[72] $G$, then the block length is expressed as $n=\frac{\left|V^{\prime}\right|^{2}}{4}+\left|V^{\prime}\right|$ and the length of the information bits is expressed as $k=\frac{\left|V^{\prime}\right|^{2}}{4}$. The serial concatenation used in generating erasure codes is modelled using factor graphs which is actually a bipartite graph with edges and vertices. The degree of the individual vertices which is sampled from an output degree distribution $\Omega(x)=\sum^{i=1^{d}} \Omega_{d} x^{d}$ by randomly selecting an integer $m \in_{r}\{1, \ldots d\}$ should be less than or equal to the number of output symbols.

This implies that $\Omega(x)_{R \rightarrow \infty}=e^{\alpha(x-1)}$ where $\alpha=R$ and $\beta$ is the average degree of the vertex that represents the source codewords given as $\beta=\sum_{i=1}^{d} d \Omega_{d}$. In other words, the average degree of the vertex that represent the output codewords. The edges that connects the vertices of the intermediate symbol and the output symbol is sampled from a distribution expressed as $\omega(x)=\sum_{i=1}^{d} \omega_{d} x^{d-1}$ where $\omega_{d}$ is the finite number of edges linking the output vertices. To optimize $\omega(x)$, density evolution is employed[73] . The posteriori rate of the code design[74][73] is expressed as the rate by which the degree of the edges are sampled from the distribution spanning from the intermediate vertex edges to the outer vertex and given as $R_{p o s t}=\frac{1}{\alpha \sum \frac{\omega_{d}}{i}}$. The goal of the code design is to minimize $R_{\text {post }}$ by employing the edge distribution of the output vertex. Consequently, the individual intermediate symbols is XORed to generate the codes which are transmitted over erasure channels ${ }^{2}$. The arbitrary


Figure 2.2: Non-planar bipartite structure from factor graph for erasure codes
number of symbols $\delta$ introduced to the source symbols during transmission generates a successful decoding $\tau^{\text {succ }}[74]$, which is analogous to the LLR of the intermediate vertices whose LLR $L_{\nu_{j} \rightarrow c_{j}}=0$ and its probability density function is a function of the dirac delta function $\Delta_{j}[75]$. The receiver overhead can be expressed as a function of a finite number of the output codewords $\xi=\frac{\delta}{k}$. The complexity of decoding

[^1]is a function of $\tau^{\text {succ }}$ and inversely proportional to each other. The source generator matrix $G$ relates the source vector $\vec{D}$ to the intermediate vector as $\vec{C}=G_{1} \cdot \vec{D}$ where $G_{1} \in F_{q^{m}}^{k \times n}$ while the intermediate generator matrix relates the intermediate vector to the output vector as $\vec{E}=G_{2} \cdot \vec{C}$.

It can be seen that the distribution is Gaussian with mean $2 S N R$. Employing the sum product approach[76], the number of output symbols $k$ is increased at each iteration in order to recover the message. A problem arises when the symbols from the output vertex are exhausted, the transmission is aborted. In order to remedy the situation, a technique termed inactivation decoding[77] is employed which deactivates the remaining intermediate vertices from the selected decoding graphs which have not been processed on the condition that the maximum vertex in the generator matrix with the highest degree is selected and in the process the decoding operation continues. An increase in inactivation, leads to an increased received bits and the received bits is equivalent to deleting the intermediate vertex from the bipartite graph. In order to reduce the receiver's overhead, the symbols received must be used to generate linear systems whose generator matrix is full rank. In edge deletion decoding[78], the edges and vertices of the inactivated intermediate symbols are deleted to generate output vertices with a degree of one. Also, the output vertices are employed in the decoding graph which requires the degree distribution of the intermediate vertices from the unprocessed bipartite graph. The resulting output symbol degree distribution is given as [79]
$\Omega_{d}(x)=\sum_{i=1}^{d} \Omega_{d, i} x^{i}=\sum_{i=1}^{d}\left(\sum_{\alpha_{k}=0}^{d-1} \Omega_{\phi+\alpha_{k}}\left(\phi+\alpha_{k} \alpha_{k}\right)(1-d)^{\phi} d^{\alpha_{k}}\right) x^{i}=n \Omega((1-d) x+d)$ where $\psi$ is the set of random degrees $\alpha_{k}$. If the degree of the output vertex is one, then the average degree of the vertex of the source symbol goes to infinity. The LLR of the channel as the message moves from the source vertex $\nu_{L P D C}$ precoded by the source code LDPC to the intermediate vertex $\nu_{L T}$ at iteration $i$ is given as

$$
\begin{gather*}
L_{\nu_{j} \rightarrow c_{j}}=2 \tanh ^{-1}\left(\tanh \left(\frac{L\left(c_{j}^{(i)}\right.}{2}\right)\right.  \tag{2.10}\\
\left.\prod_{\nu_{L D P C}^{\prime} \neq \nu_{L D P C}^{\prime}} \tanh \left(\frac{L\left(c_{j}^{(i-1)}\right.}{2}\right)\right)
\end{gather*}
$$

the LLR message of the first term can be expanded thus in relation to the mean of
the message[80]

$$
\begin{equation*}
E\left[\tanh \left(\frac{L\left(c_{j}^{(i)}\right.}{2}\right)\right]=\frac{\int_{-\infty}^{\infty} \tanh \frac{u}{2} e^{-\frac{(u-\mu)^{2}}{4 \mu}} d u}{\sqrt{4 \pi \mu}} \tag{2.11}
\end{equation*}
$$

The LLR of the channel as the message moves from the vertex of the LT coder $\nu_{L T}$ to the vertex of the LPDC coder $\nu_{L D P C}$ at iteration $i$ is given as [80]

$$
\begin{equation*}
L_{c_{j} \rightarrow \nu_{j}}=L\left(\nu_{i}\right)+\sum_{\nu_{L T} \neq \nu_{L T}^{\prime}} L_{\nu_{j} \rightarrow c_{j}} \tag{2.12}
\end{equation*}
$$

where $L\left(c_{j}\right)^{(i)}$ and $L\left(c_{j}\right)^{(i-1)}$ are mutually and statistically independent. The mean of the message at $i$ th iteration of the Belief propagation based message passing is given as [74]

$$
\begin{equation*}
\mu^{(i+1)}=\alpha \sum_{i=1}^{d} \omega_{d} L_{\nu_{j} \rightarrow c_{j}}\left(\mu^{(i)}\right) \tag{2.13}
\end{equation*}
$$

In sum product algorithm, to approach Shannon capacity in binary erasure channels and converge the decoding error probability to zero, $\lim _{k \rightarrow \infty} \Omega(x)=0$. This implies that the decoded block length must approach infinity.

Density Evolution is applied to the intermediate and outer symbol vertices in the bipartite graph to asymptotically model the density of messages as it moves from the edge distribution to the vertex distribution which determines the bound on the $S N R$. The BER is related to the code rate by the expression [75], $B E R=10 \log _{10}\left(\frac{1}{2 \sigma^{2}}\right) \cdot \frac{1}{R}$ and the output vertices are selected uniformly at random. In order to estimate marginals, $\operatorname{Pr}(X=x)$, the statistical distance between the precode output vertex distribution and the marginal distribution should be minimized. In other words,

$$
\begin{equation*}
\sum_{i=1} \Omega_{i} x^{i-1}=\frac{1}{z_{i}} \sum t_{i} \Omega^{\prime}(x) \tag{2.14}
\end{equation*}
$$

where $t_{i}$ is a variable in the marginal distribution and $\Omega^{\prime}(x)$ is the partial belief state of the precode output vertex.
The following distributions is defined as follows;
$\Pi(x)=\sum_{i} \Pi_{i} x^{i}$; the intermediate vertex degree distribution
$\omega(x)=\sum_{i=1} \omega_{i} x^{i-1}$; output edge degree distribution
$\lambda(x)=\sum_{i=1} \lambda_{i} x^{i-1}$; precode intermediate nodes/intermediate edge degree distribution
$\Omega(x)=\sum_{i=1} \Omega_{i} x^{i-1}$; precode output vertex distribution. The distributions relate to each other as follows [73]

$$
\begin{equation*}
\omega_{i}=\frac{i \Omega_{i}}{\sum_{j=1}^{k} j \Omega_{j}} \lambda_{i}=\frac{i \Pi_{i}}{\sum_{j=1}^{n} j \Pi_{j}} \tag{2.15}
\end{equation*}
$$

The Binomial distribution of the intermediate symbol encoding is given as

$$
\begin{equation*}
\Pi_{1}=\binom{n}{i}\left(\frac{\Omega^{\prime}(1)}{k^{\prime}}\right)^{i}\left(1-\frac{\Omega^{\prime}}{k^{\prime}}\right)^{n-i} \tag{2.16}
\end{equation*}
$$

After each iteration, the LLR of the message converges with the distribution of the intermediate symbol edges, that is $L_{\nu_{j_{L} T}} \rightarrow c_{j_{L} T}=\sum_{i=1} \Omega_{i} x^{i-1}$ in the bipartite graph. This ensures that the message is decoded, given that $B E R \leq L_{\nu_{j_{L^{T}} \rightarrow c_{j_{L}}}}$. The whole essence of the design is to mitigate the scenario where the recorded bits are not enough to decode the message due to inactivation.
By employing density filtering[76] an update rule on the message of the vertex of the source coder can be given as follows

$$
\begin{gathered}
L_{\nu_{j_{L} T}}=\sum_{i=1}^{k} \frac{\Omega_{i}^{\prime}}{\Omega_{i}^{\prime}+1}+z\left[\sum_{d}\left\|1-L_{c_{j_{L} T}}\right\|\left(L_{\nu_{j_{j_{L}} T}}\right)^{(i-1)}\right] L_{\nu_{j_{L} P D C}}=\sum_{i=1}^{k} \frac{\lambda_{i}^{\prime}}{d\left(\lambda_{j}^{\prime}+1\right)^{2}}+ \\
z\left[\sum_{d}\left\|1-L_{c_{j_{L} P D C}}\right\|\left(L_{\nu_{j_{L} T} T}\right)^{(i-1)}\right]
\end{gathered}
$$

where $z$ is the $E\left[\tan h\left(\frac{L\left(c_{j}^{(i)}\right)}{2}\right)\right]$

### 2.2.7 Finite design

By employing a function that maps the shaping matrix $A$ to the Galois field of $q$ elements, the parent tree can be coloured through $L_{c_{j} \rightarrow \nu_{j}}^{(t+1)}$. The function is defined as $\Gamma_{k}: A \rightarrow \operatorname{GF}(q)(1 \leq k \leq d)$ and the colouring is defined as $e_{j} \in E \rightarrow \Gamma_{k}\left(\nu_{j}^{(t)}\right) \neq \Gamma\left(\nu_{j}^{t}\right) \forall j, s, k(O \leq j, s \leq m-1)$ and the width of the path the edge follows $\varpi_{T}(p)$ is expressed using a function [81]

$$
\begin{equation*}
\varpi_{T}(p)=\frac{\varpi_{L}}{\|\varpi\|} \cdot \frac{1}{\operatorname{deg} G \cdot N_{p}} \cdot \prod_{q \in \text { Prefix }} \frac{1}{\operatorname{deg}(q)-1} \tag{2.17}
\end{equation*}
$$

where $L=\left\lceil\frac{|P|}{2}\right\rceil$ is the radius of the path. This bounds the number of vertices that have degree 0 assuming the subgraph is a null set. Let the absolute value of the eigenvalues of the parent tree be $\Delta=\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq, \ldots, \geq\left|\lambda_{d}\right|$ and let the lower bound on the eigenvalues be $\leq 2 \sqrt{\Delta-1}$, resulting to [82]

$$
\begin{equation*}
N_{d=0} \leq \frac{4(\Delta-1)(1-b) n}{b \Delta^{2}} \leq \frac{4 n}{b \Delta} \tag{2.18}
\end{equation*}
$$

At the $i$ th coordinate of $n$ dimensional lattice, the coding gain can be related to the parent tree in the assumption that the subgraph can be projected to the subspace [83] which implies that

$$
\begin{equation*}
\frac{\phi_{\varpi_{\varpi_{P}} \in F}(\Lambda)}{A_{\varpi_{T_{P}}}}=[\sqrt{\gamma(\Lambda)} \gamma(\Lambda)] \tag{2.19}
\end{equation*}
$$

This implies that the mapping that characterizes the weight function of the path of the edges is a function of the coding gain and the area of the lattice subspace(resp. Babai nearest plane)[31]. It can be shown that the optimal weight coefficients of the code is equivalent to the capacity of the channel. By simplicity, denote the signal-to-noise ratio by $S_{N R}$. Then the optimal weight coefficients is defined [84] as follows

$$
\begin{equation*}
w_{i-1}=\sqrt{\left(1+S_{N R o}\right)^{i}} \frac{S_{N R o}}{S_{N R}} \tag{2.20}
\end{equation*}
$$

Squaring both sides, (26) becomes

$$
\begin{aligned}
w_{i-1}^{* 2}=\left(1+S_{N R o}\right)^{2 i} \frac{S_{N R o}}{S_{N R}}= & \left(1+S_{N R o}\right)\left(1+S_{N R o}\right) \frac{S_{N R o}}{S_{N R}}=\left(1+S_{N R o}+S_{N R o}+S_{N R o}^{2}\right) \frac{S_{N R o}}{S_{N R}} \\
= & \left(1+2 S_{N R o}+S_{N R o}^{2}\right) \frac{S_{N R o}}{S_{N R}} \\
& =\left(1+\mu_{o}+S_{N R o}^{2}\right) \frac{S_{N R o}}{S_{N R}}
\end{aligned}
$$

Let the signal-to-noise ratio be a function of an ideal[74] as follows $S_{N R o}=\operatorname{info}(I \cap$ $\left(\frac{\mu_{o}}{2 \alpha}\right)$ ). Therefore, we have

$$
\begin{equation*}
w_{i-1}^{* 2}=\left(1+\mu_{o}+S_{N R o}^{2}\right) \operatorname{info}\left(I \cap\left(\frac{\mu_{o}}{2 \alpha}\right)\right) \tag{2.21}
\end{equation*}
$$

In theory, the bound by fraction of output bits of degree 2 is given $\Omega_{2} \geq \frac{\beta}{2 \alpha \mu}$. then

$$
\begin{equation*}
w_{i-1}^{* 2}=\left(1+\mu_{o}+S_{N R o}^{2}\right) \operatorname{info}\left(I \cap \Omega_{i}\right) \tag{2.22}
\end{equation*}
$$

Lemma 3. Given an arbitrary integer $\eta \in R$ and as $n \rightarrow \infty$, the degree is scaled by a factor $1+\frac{1.08}{n}$

Proof. For a constant expressed as $\delta=\sum_{n=3}^{\infty}\left(d_{n}-\frac{1}{n}\right) \forall n, d_{n}=\operatorname{deg}\left(\nu_{n}\right)$ there exist $\sum \delta_{n}=\log x+\left(\gamma+\delta-\frac{3}{2}\right)+O\left(\frac{1}{x}\right)$. It can be seen that for values of $n \leq m$ where
$m \in[0,1]$ there is $\eta \in\left[\frac{(m-1)(m+1)}{(m-2)}, 1\right]$. This means that for an edge $e$ of the parent tree, $w_{n}=d_{n}=\left\lfloor e(n-2)!-\frac{\eta}{n}\right\rfloor$ where $e_{n}=\sum_{k=0}^{n} \frac{1}{g_{n}}$ and $g_{n}$ is the girth of the vertex $\nu$. Given that $\sum_{k=1}^{\infty} \prod_{j=1}^{k} \frac{1}{n+j}<\frac{1}{n!} \sum_{k=1}^{\infty} \frac{1}{(n+k)^{k}}$ and for a depth of 2 of the subgraph, this reduces to $\sum_{k=1}^{\infty} \Pi \frac{1}{n+2}<d_{n}<\frac{1}{n-2}$. From theorem [85] $\binom{n}{e}^{n-1} \sqrt{\frac{2 \pi}{n}}\left(1+\frac{1.08}{n}\right)<w_{n}<\binom{n}{e}^{n-1} \sqrt{\frac{2 \pi}{n}}\left(1+\frac{1.28}{n}\right)$ since $n \rightarrow \infty$, the width path will converge to the degree.

### 2.2.8 Information Set decoding from Optimization

To find the lifted codeword belonging to the transformed matrix code, an optimization based approach can be deciphered where the objective function $\left|x^{\prime}\right|_{R}=w$ is minimized such that $H^{\prime} x^{\prime T}=0$ holds, where $H^{\prime}$ is the parity check matrix of a lifted code $C^{\prime}$. Given the error vector that lifts codeword $X$ to $X^{\prime}$, the decoding problem can be redefined as; to find a codeword $x>0$ that minimizes an optimization problem. In other words, the objective is to find a codeword $x \in F_{q}^{n}$ such that the function $\langle w, x\rangle$ is minimized with respect to $H \in F_{q}^{n \times m}$ such that $H^{T} x=s$ is satisfied. Such a codeword $x$ is a solution to the problem. Assuming the syndrome is also lifted by an error vector $e$ then there exist $s=H e^{T}$, where $H \in F_{q}^{n \times m}$ is a parity check matrix and $e \in G$ where $G \in F_{q^{m}}^{k \times m}$ is a generator matrix. $X$ a codeword such that $H^{T} x=H e^{T}$ can be deduced which means that if $H e^{T}=0$, then, $X$ can be found. It can also be seen that this satisfies the maximal decoding problem where $w t(x G+s) \leq w$ where $w$ is the weight function of the edges..

Lemma 4. Let $E$ be a random subspace and $F$ a subspace where $F \subset F_{q^{m}}$ then for any set of subspaces containing the restricted positions of the codeword $x$, there is

$$
\begin{equation*}
\operatorname{supp}(x) \subset F=\sum_{j=1}^{r} x_{j} \tag{2.23}
\end{equation*}
$$

where $\operatorname{supp}(x)=E$
Proof. The subspace $E$ is equivalent to the set of coordinates of the codeword which is set in the subspace $F$ over $F_{q^{m}}$. Let $x_{j}$ be a solution to the problem $F\left(y_{j}=\right.$ $F\left(\sum_{j=1}^{k} x_{j} g_{i j}+x_{j}\right)=0$. This is true by deduction.

The following proposition can be expounded as, let $x$ be such that the $\operatorname{rank}(C)=r$ where $x \in C$, let $\beta_{j}$ be the $j$ th coordinate of the basis $\beta_{i}$ of the space
$F \subset F_{q^{m}}$. Then the following holds $\operatorname{dim} \phi(\beta)=\operatorname{dim} F-\operatorname{dim} E=\operatorname{dim} F-\sum_{j=1}^{r} \beta_{j}=r$. Let $w_{1}, w_{2}^{\prime}$ be the dimensions of the space $F$ and $E$ where $w_{1}=w_{2}^{-1}$, then by linearity $w_{1} \phi\left(w_{2}\right)=w_{2}^{-1}\left(F_{q^{m}} E\right) \leq \frac{q^{m}-1}{q-1}$.
The linear code can be transformed with the augmented LRPC code $H^{\prime}$ which is a function of the parity check matrix $H$ of the linear matrix code. The codeword $x$ is decoded optimally for a minimum $\|x\|$ where $\|x\|$ is the Euclidean norm of the codeword and $\left\|y-x^{\prime}\right\| \leq \infty$. The objective function $\|x\|$ is minimized with respect to the augmented LRPC code $H^{\prime}$ such that $H^{\prime} y^{T}(\bmod q)$ is satisfied where $y_{0}-y=$ $\bmod q$ gives a lifted codeword $x^{\prime}$ and the $\operatorname{supp}\left(x^{\prime}\right) \subset V$ is a random subspace such that $x-x^{\prime}=\bmod q$. This implies that $x \bmod q=x^{\prime}$. If $x_{j}=\sum_{j=1}^{r} \alpha_{i j} V_{j} \forall j \in$ [ $1, n$ ] and $\alpha_{i j} \in F_{q^{m}}$ then $\operatorname{deg} F_{q}\left(\alpha\left(x_{i}\right), \ldots \alpha\left(x_{n}\right)\left(w-x_{i}\right) \leq 2 r+k\right.$ [theorem15] [86]]. This results to $\left(x_{1}, \ldots, V_{1}, \ldots V_{2 r+k}\right)$. For an injective isomorphism $\phi: F_{q}^{m} \mapsto F_{q}^{n}$ $x \mapsto \gamma_{n}$ where $\gamma_{n} \in E$ and $\operatorname{supp}\left(\gamma_{n}\right) \subset V$ then $\operatorname{dim}(\phi)=\operatorname{dim}(F)-\operatorname{dim}(V)=\gamma-(2 r+k)=$ $k-r$. A random choice of the basis is given as follows $V_{j} \in\{1, \ldots, n\}$ and $V_{j} \in\{n+1, \ldots, n\}$ where $\sum_{i=1}^{n} \alpha_{i} V\left(y_{i}-x_{i}\right)=0$. The syndrome decoding problem becomes
$H^{\prime} x^{T}=\sum_{l=1}^{n} \sum_{j=1}^{k} \alpha_{i j} H_{l}^{\prime} V_{j}=0$. This implies that

$$
\operatorname{Prob}(V \subset F)=\frac{\left[\begin{array}{c}
r-(n+k)  \tag{2.24}\\
w-n
\end{array}\right]_{q}}{\left[\begin{array}{c}
m-n \\
w-n
\end{array}\right]_{q}}=q^{(w-n)(m-r)}
$$

For a solution to be found, $r-(n+k)(w-n)+m(2 r+k)=m(n-k)$ which results in a complexity of $O(n+k)^{3} m^{3} q^{(w-n)}\left\lfloor\left(\frac{m}{k-1}\right)-1\right\rfloor$. From the injective isomorphism $\phi: F_{q}^{m} \mapsto F_{q}^{n}$, employing multivariate polynomial perspective, it follows from lemma 5 ,

Lemma 5. Let $X \in C$ generated by a Generator matrix with parity check matrix $H$ and let $h_{1}, \ldots, h_{n}$ be the coordinates of $H$, then $X=\sum_{i=1}^{n} \phi X_{j} h_{i j}=J_{x}$ where $J_{x}$ is a function of $x$ where $x=x_{i} \beta_{i}, \ldots x_{n} \beta$ and $\phi: F_{q} \mapsto F_{q^{m}}$.

Proof. if there exist a solution $x_{j}$ to the multivariate polynomial then $\sum_{i=1}^{n} \phi F\left(x_{j}\right)=$ 0 satisfied resulting to

$$
\begin{gathered}
\sum_{i=1}^{n} \alpha_{i} F\left(y_{j}-x_{j}\right)=\sum_{i=1}^{n} \alpha_{i}\left(F\left(y_{j} h_{i j}\right)-J_{x}\left(h_{i j}\right)\right. \\
=F\left(y_{j} \sum_{i=1}^{n} \phi_{i} h_{i j}\right)-J\left(\sum_{i=1}^{n} \phi_{i} h_{i j}\right)=F\left(y_{j}\left(x_{i}\right)-J\left(x_{i}\right)\right. \\
=F\left(y_{j}\right)\left(x_{i}\right)-F\left(x_{i}\right)+J\left(x_{i}\right) .
\end{gathered}
$$

By linearity principle $F\left(y_{j}\right)\left(x_{i}\right)+F\left(\alpha x_{i}+\beta x_{i}\right)$. Since $F\left(x_{i}\right)=0$ which reduces to $F\left(\alpha x_{i}+\beta x_{i}\right)=\alpha F_{x_{i}}+\beta J_{x_{i}}$

### 2.3 Multivariate polynomials

Multivariate polynomial and its irreducibility has been studied in literature [87]. This irreducible property defines its security against quantum cryptanalysis thereby making it a good candidate for designing Post quantum cryptosystems. The security of Multivariate cryptography is based on the hardness of solving random nonlinear multivariate quadratic equations over finite fields. An instance of these equations is the Hidden Field equations(HFE). Due to its weakness, variants of the HFE have been developed which employ vinegar equations [88]. It has been recommended that the finite field should be small, a finite field of characteristic 2 $\mathrm{GF}(2)$ is appropriate. However, this comes at an expense in public key size which arises from large design parameters. It has been discovered that it is easier to hide the structure of an injective mapping into a large codomain than to hide the structure of a bijective map into a codomain of the same size as the domain [40]. Key-recovery based on eliminating redundant polynomials were carried out with success in breaking a multivariate scheme of 80-bit security level, albeit at increased computational overhead. [89].

In the hybrid approach [24] involving exhaustive search and Gröbner basis, small $k$ variables are chosen and they are evaluated based on values chosen at random, in order to reduce the system to a zero dimensional set of multivariate equations. The XL algorithm [90] reduces the system to a linear system by multiplying the monomials up to an algebraic degree $D-2$. If the degree is large, then a probable solution can be found. For a degree that is less than $D-2$ the system is reduced by the Crossbred algorithm [91] to a linear system in which the first $k$ variables has a degree $D$. The $k$ variables generate $k$ equations in which $d e g_{k}>1$ are removed and those whose $d e g_{k} \leq 1$ are stored. To solve the resulting
linear system, the remaining $n-k$ variables is solved recursively using Gaussian elimination. This is prior to the $n-k$ variables being inserted using the Fast Evaluation approach. In the Unbalanced vinegar approach [88] approach, the variables are divided into fixed variables and the variables for determination. If the resulting linear system has most coefficients that is equal to zero then the system is solvable. For $k$ columns of the linear system, $m$ equations of the form $\sum_{i=1}^{m} \beta i j y_{i}^{2}+$ $y_{i} L_{i, j}\left(y_{m+1}, \ldots, y_{m+v}\right)+, \ldots+y_{m} L_{m j}\left(y_{m+1}, \ldots, y_{m+v}\right)+Q_{j}\left(y_{m+1}, \ldots, y_{m+v}\right)$ after the first column of the linear system are fixed with random values. This method is inefficient when compared with Grover's search. To determine a bound, a set of solution such that the linear system is a member is usually searched and if a permutation defined as $\left\{\begin{array}{c}y_{1}, \ldots y_{m} \mapsto y_{1}, \ldots y_{m} \\ y_{1}, \ldots y_{n} \mapsto F\end{array}\right.$ is found, then the linear equations becomes zero [92]. Mapping the variables for insertion to variables for determination would lead to generation of quadratic terms. An instance of the Fast Evaluation technique is the Gray code enumeration where a function $f\left(x_{1}, \ldots, x_{n}\right)$ with coefficients $b$ and $b^{\prime} \in F_{2}^{n}$ that differ at their $i$ th columns are evaluated. For the expression $f(b)=f\left(b^{\prime}\right)+\frac{\delta f}{\delta x}\left(a^{\prime}\right)$ to be satisfied, $O(1)$ machine instructions would be executed. The goal is to reduce $\frac{\delta f}{\delta x}\left(a^{\prime}\right)$ to a constant. Gröbner basis computation generally has a tight exponential bound as the degree of the polynomial increases. In homotopy continuation computation, initial values of the root are not employed which guarantees a solution if the solution is close to the final approximated solution. However, they are advantageous in giving global solutions which are usually complex. Infact, $2^{n}$ initial values are usually considered. Also, it usually fails when the parameter $t$ is varied between 0 and 1 , in trying to move from the starting point to the solution. However, gradient descent proposed in Chapter 5 as a sparse solver is computational tractable. To the best of our knowledge, numerical methods like the gradient descent method proposed have not been studied extensively as an approach to cryptanalyze cryptosystem based on multivariate polynomials even when such polynomials have been reduced to its ideal. The basis of the polynomial is transformed to an unconstrained optimization problem that can be solved iteratively when a starting value close to the solution is appropriately guessed.

### 2.3.1 Medium Field multivariate equation

In this section, a core map would be recreated. The original core map was created from the approach by Wang [93] called Medium Field equations. In Wang's core map, the input variables are uniformly distributed and used to con-
struct the constituent matrices. However, this approach makes the system vulnerable to attacks. To solve this, the variables would be scrambled. This measure diffuses the core map as much as possible. The core map from the first instance is defined as $F: F_{q}^{12} \mapsto F_{q}^{16}$ where the map is made up of 12 variables that would form 16 output equations. Let $X_{1}, \ldots, X_{16}=\phi_{1}^{-1} \circ S\left(x_{1}, \ldots, x_{16 r}\right)$ and $Y_{1}, \ldots, Y_{22}=\phi \circ T\left(y_{1}, \ldots, y_{22 r}\right)$. Let $X_{1}, \ldots, X_{12}=\phi^{-1} \circ S\left(x_{1}, \ldots, x_{12 t}\right)$ and $Y_{1}, \ldots, Y_{16}=\phi \circ T^{-1}\left(y_{1}, \ldots, y_{16 t}\right)$ where $\phi^{-1}: F_{q}^{12} \mapsto F_{q}^{12 t}$ and $\phi: F_{q}^{16} \mapsto F_{q}^{16 t}$. A $2 \times 2$ matrices $N_{1}, N_{2}$ and $N_{3}$ is constructed as

$$
N_{1}=\left(\begin{array}{cc}
X_{1} & X_{5}  \tag{2.25}\\
X_{7} & X_{11}
\end{array}\right), N_{2}=\left(\begin{array}{cc}
X_{2} & X_{6} \\
X_{8} & X_{12}
\end{array}\right), N_{3}=\left(\begin{array}{cc}
X_{3} & X_{4} \\
X_{10} & X_{9}
\end{array}\right)
$$

If the output matrices is constructed as $A_{1}=N_{1} N_{2}, A_{2}=N_{2} N_{3}$ and $A_{3}=N_{1} N_{3}$, this results to

$$
A_{1}=\left(\begin{array}{ll}
Y_{5} & Y_{6}  \tag{2.26}\\
Y_{7} & Y_{8}
\end{array}\right), A_{2}=\left(\begin{array}{cc}
Y_{9} & Y_{10} \\
Y_{11} & Y_{12}
\end{array}\right), A_{3}=\left(\begin{array}{cc}
Y_{13} & X_{14} \\
X_{15} & X_{16}
\end{array}\right)
$$

Expanding the matrices further, becomes

$$
\begin{align*}
A_{1} & =\left[\begin{array}{ll}
X_{1} X_{2}+X_{5} X_{8} & X_{5} X_{6}+X_{11} X_{12} \\
X_{7} X_{2}+X_{7} X_{8} & X_{11} X_{6}+X_{11} X_{12}
\end{array}\right]  \tag{2.27}\\
A_{2} & =\left[\begin{array}{ll}
X_{2} X_{3}+X_{6} X_{10} & X_{2} X_{4}+X_{6} X_{9} \\
X_{8} X_{3}+X_{12} X_{10} & X_{8} X_{4}+X_{12} X_{9}
\end{array}\right] \\
A_{3} & =\left[\begin{array}{ll}
X_{1} X_{3}+X_{5} X_{10} & X_{1} X_{4}+X_{5} X_{9} \\
X_{7} X_{3}+X_{7} X_{10} & X_{11} X_{4}+X_{11} X_{9}
\end{array}\right]
\end{align*}
$$

The variables $Y_{1}, Y_{2}, Y_{3}$ and $Y_{4}$ is now expressed as follows

$$
\begin{gathered}
Y_{1}=X_{1}+X_{5} X_{8}+X_{6} X_{7}+Q_{1} \\
Y_{2}=X_{2}+X_{9} X_{12}+X_{10} X_{11}+Q_{2} \\
Y_{3}=X_{3}+X_{1} X_{4}+X_{2} X_{3}+Q_{3} \\
Y_{4}=X_{1} X_{5}+X_{2} X_{5} X_{7}+X_{3} X_{6} X_{7}+Q_{4}
\end{gathered}
$$

where $Q_{1}, Q_{2}, Q_{3}$ and $Q_{4}$ are maps. The expression for the remaining variables from (15)can be found as follows

$$
\left\{\begin{array}{l}
Y_{5}=X_{1} X_{2}+X_{5} X_{8}  \tag{2.28}\\
Y_{6}=X_{5} X_{6}+X_{11} X_{12} \\
Y_{7}=X_{7} X_{2}+X_{7} X_{8} \\
Y_{8}=X_{11} X_{6}+X_{11} X_{12} \\
Y_{9}=X_{2} X_{3}+X_{6} X_{10} \\
Y_{10}=X_{2} X_{4}+X_{6} X_{9} \\
Y_{11}=X_{8} X_{3}+X_{12} X_{10} \\
Y_{12}=X_{8} X_{4}+X_{12} X_{9} \\
Y_{13}=X_{1} X_{3}+X_{5} X_{10} \\
Y_{14}=X_{1} X_{4}+X_{5} X_{9} \\
Y_{15}=X_{7} X_{3}+X_{7} X_{10} \\
Y_{16}=X_{11} X_{4}+X_{11} X_{9}
\end{array}\right.
$$

which satisfies the following condition

$$
\left\{\begin{array}{l}
\operatorname{det}\left(A_{1}\right)=\operatorname{det}\left(N_{1}\right) \cdot \operatorname{det}\left(N_{2}\right)  \tag{2.29}\\
\operatorname{det}\left(A_{1}\right)=\operatorname{det}\left(N_{1}\right) \cdot \operatorname{det}\left(N_{3}\right) \\
\operatorname{det}\left(A_{3}\right)=\operatorname{det}\left(N_{1}\right) \cdot \operatorname{det}\left(N_{3}\right)
\end{array}\right.
$$

### 2.3.2 Zuang-Zi HFE(ZHFE)

In the ZHFE scheme [94] constructed from two HFEs, the affine transformation are constructed as $S: F_{q}^{n} \mapsto F_{q}^{n}$ and $T: F_{q}^{2 n} \mapsto F_{q}^{2 n}$ and the public key becomes $P_{k}=T \circ(\phi \times \phi) \circ\left(F_{1}, F_{2}\right) \circ \phi^{-1} \circ S: F_{q}^{n} \mapsto F_{q}^{2 n}$ while the private key parameters are $\left(\Psi, S, T, \Psi_{D}\right)$. To encrypt the plaintext $x \in F_{q}^{n}$ and generate a ciphertext $y \in F-q^{2 n},\left(y_{1}, \ldots, y_{2 n}\right)=P_{k}\left(x_{1}, \ldots, x_{n}\right)$ is computed. If four polynomials were chosen at random $Q_{11}, Q_{12}, Q_{21}, Q_{22}$ where $Q_{k l}(Y)=\sum_{i=0}^{n-1} v_{k l, i} Y^{q^{i}},(1 \leq k, l \leq 2)$, the map results to

$$
\Psi\left(X, f_{1}, f_{m}\right)=X \cdot\left[L_{11}\left(F_{1}\right)+L_{12}\left(F_{2}\right]+X^{q}\left[L_{21}\left(F_{1}\right)+L_{22}\left(F_{2}\right)\right]\right.
$$

The coefficients of $f_{1}, f_{m}$ satisfy the conditions $\operatorname{deg} \Psi\left(X, f_{1}\left(x_{1}\right), f_{m}\left(x_{1} \leq D\right)\right.$ where
$D$ is the degree of regularity. Furthermore, the map parameterized at $D$ is defined as

$$
\begin{gather*}
\Psi_{D}(X)=\Psi\left(X, F_{1}(X), F_{2}(X)\right)=  \tag{2.30}\\
\sum_{0 \leq i \leq 1} \sum_{q^{i}+q^{j}+q^{k} \leq D} \alpha_{i j k}^{I I} X^{q^{i}+q^{j}+q^{k}}+\sum_{q^{i}+q^{j} \leq D} \beta_{i j}^{I I} X^{q^{i}+q^{j}}+ \\
\sum_{q^{i} \leq D} \gamma_{i}^{I I} X^{q^{i}} \tag{2.31}
\end{gather*}
$$

Further deduction, shows that it is hard to solve the following equations

$$
\begin{align*}
& f_{1}(X)=Y_{1}  \tag{2.32}\\
& f_{m}(X)=Y_{2}
\end{align*}
$$

given $Y_{1}$ and $Y_{2} \in F_{q}^{n}$. However to solve for $X$ with complexity $O\left(n D^{2} \log _{q} D+D^{3}\right)$ then the following condition must be satisfied

$$
\begin{equation*}
\Psi_{D}(X)=\Psi\left(X, Y_{1}, Y_{2}\right)=0 \tag{2.33}
\end{equation*}
$$

In order to decrypt the plaintext, an inverse isomorphism is constructed as $\left(x_{1}, \ldots, x_{2 n}\right)$ $=T^{-1}(y)$. Computing $\left(Y_{1}, Y_{2}\right)=\left(\phi^{-1}\left(x_{1}, \ldots, x_{n}\right), \phi^{-1}\left(x_{n+1}, \ldots, x_{2 n}\right)\right)$ and substituting in Equation 2.33 results to

$$
\begin{equation*}
\Psi_{D}(X)=T^{-1}(y) \cdot\left(\phi^{-1}\left(x_{1}, \ldots, x_{n}\right), \phi^{-1}\left(x_{n+1}, \ldots, x_{2 n}\right)\right) \tag{2.34}
\end{equation*}
$$

This can be solved with an efficient algorithm. Finally, $S^{-1}(\phi(X))$ is computed to check whether it is a solution to $y=P_{k}(x)$ and each solution derived for $x \in Z$ reduces the set of non- solutions.

### 2.3.3 Tame Maps

Tame multivariate schemes are constructed with Triangular Maps [95] of the form

$$
\Gamma(x)=\left[\begin{array}{c}
x_{1}  \tag{2.35}\\
x_{2}+\gamma_{1}\left(x_{1}\right) \\
\vdots \\
x_{n}+\gamma_{n-1}\left(x_{1}, \ldots, x_{n-1}\right)
\end{array}\right]
$$

where $\gamma_{1}, \ldots, \gamma_{n-1}$ are random polynomials. Since a triangular map is a bijective map then $\Gamma(x)=y$ has a solution which is gotten by mathematical induction. A triangular perturbation can be constructed by the addition of triangular maps as follows

$$
\Gamma(x)=\Gamma\left(x_{1}, x_{2}\right)=\left(\begin{array}{c}
x_{n+1}+\gamma_{1}\left(x_{1}\right)  \tag{2.36}\\
x_{n+2}+\gamma_{2}\left(x_{1}, x_{n+1}\right) \\
\vdots \\
x_{n+s}+\gamma_{s}\left(x_{1}, \ldots, x_{n+s-1}\right)
\end{array}\right)
$$

The core map becomes $F^{\prime}(x)=F\left(x_{1}\right)+B \cdot \Gamma\left(x_{1}, x_{2}\right)$ where $B$ is a randomly chosen matrix. The triangular perturbation is a surjective map which means that $\Gamma\left(x_{1}, x_{2}\right)=y$ has a solution which is computed through mathematical induction.

### 2.3.4 Construction

In this section the encryption process used in Multivariate polynomial cryptography is outlined. It involves three processes; Key generation, Encryption and Decryption. The key generation process is shown in Figure 2.2.
Key Generation Let $F_{q}$ be a finite field with $q$ elements and $F_{q^{d}}$ be a degree $d$ extension field over $F_{q}$. A vector space isomorphism is defined as $\phi: F_{q^{d}} \mapsto F_{q^{d}}$. Let $k, l, v$ and $n$ be integers and let $u=\left\{u_{1}, \ldots, u_{k}\right\}$. A degree $n$ irreducible polynomial is chosen where $d>n, g(X) \in F[X]$ and $F_{q^{d}}=F_{q}[X] /\langle g(X)\rangle$. The public identity $i d_{i}=H\left(P_{i}\right)$ is computed using a hash function $H$. Let $n=d+l+v$. Two invertible affine transformations $S: F_{q}^{n} \mapsto F_{q}^{n}$ and $T: F_{q}^{n}$ are chosen. An isomorphic map is defined as $\phi\left(u_{1}+u_{2} x+, \ldots, u_{n} x^{n-1}\right)=\sum_{i=1}^{n} x_{i} X^{i-1}$. An n variable quadratic polynomial public key is constructed as $P=T \circ \phi \circ F \circ \phi^{-1} \circ S\left(x_{1}, \ldots, x_{n}\right)$. A core map is defined as follows $P_{k}(x)=\sum_{i=0}^{n-1} \alpha_{i}^{(k)} x_{i} x_{j}+\sum_{i=0}^{n-2} \sum_{j=i+1}^{n-1} \beta_{i j}^{(k)} x_{i} x_{j}+\sum_{i=0}^{n-1} \gamma_{i}^{(k)} x_{i}+\delta^{(k)}$ where $\alpha_{i}^{(k)}, \beta_{i j}^{(k)}, \gamma_{i}^{(k)}, \delta^{(k)}$ are chosen at random over $F_{q} . P_{k}$ is a HFE map which is


Figure 2.3: Key Generation
invertible. The private key are two invertible affine transformations $S$ and $T$, scalars $\alpha_{1}, \ldots, \alpha_{2 n}, \beta_{1}, \ldots, \beta_{2 n}$ and an index $i$. Finally two mappings are defined; the projection onto the finite field of $d$ coordinates $\pi: F_{q}^{k+l} \mapsto F_{q}^{d}$ and the linear embedding $\tau: F_{q}^{n+v} \mapsto F_{q}^{d}$.

$$
\begin{align*}
& \left(\begin{array}{c}
x_{1} \\
\vdots \\
x_{n}
\end{array}\right) \rightarrow\left[\begin{array}{ccc}
S_{1,1} & \ldots & S_{1, n} \\
\vdots & \ddots & \vdots \\
S_{n, 1} & \ldots & S_{n, n}
\end{array}\right] \rightarrow\left(\begin{array}{c}
\sum s_{1 i} x_{i} \\
\vdots \\
\sum s_{n i} x_{i}
\end{array}\right) \rightarrow  \tag{2.37}\\
& {\left[\begin{array}{ccc}
F_{1,1} & \ldots & F_{1, n} \\
\vdots & \ddots & \vdots \\
F_{n, 1} & \ldots & F_{n, n}
\end{array}\right] \rightarrow\left(\begin{array}{c}
f_{1}\left(\sum x_{1}, \ldots, \sum x_{i}\right) \\
\vdots \\
f_{m}\left(\sum x_{i}, \ldots, \sum x_{i}\right)
\end{array}\right) \rightarrow} \\
& {\left[\begin{array}{ccc}
T_{1,1} & \ldots & T_{1, n} \\
\vdots & \ddots & \vdots \\
T_{n, 1} & \ldots & T_{n, n}
\end{array}\right] \rightarrow\left(\begin{array}{c}
\sum f_{j}\left(\sum x_{1}, \ldots, \sum x_{i}\right) \\
\vdots \\
\sum f_{j}\left(\sum x_{i}, \ldots, \sum x_{i}\right)
\end{array}\right)}
\end{align*}
$$

Encryption Given a plaintext $m=\left(m_{1}, \ldots, m_{n}\right) \in F^{n}$, to generate a ciphertext $C T=\left(c_{1}, \ldots, c_{n}\right) \in F^{m}$, the core map $P_{k}\left(x_{i}\right)$ is used to mask the plaintext as $C T=P_{k}(m)$.
Decryption Given a ciphertext $C T=\left(C_{1}, \ldots, C_{n}\right)$ where $C T \in F^{m}$. By employing an inverse affine transformation $S^{-1}, y=\left(y_{1}, \ldots, y_{n}\right)=S^{-1}(C T)$ is computed. Also, $Y=\phi^{-1}\left(y_{1}, \ldots, y_{n}\right) \in F_{q}^{n}$ is computed. Consequently, an efficient algorithm is applied to compute solutions $X^{\prime}$ and $X^{\prime \prime}$ for $F\left(X^{\prime}\right)=Y$ and $F\left(X^{\prime \prime}\right)=Y^{\prime}$. For each solution $x=\phi\left(x_{1}, \ldots, x_{n}\right) \in F_{q}^{n}$ is computed. Finally, the ciphertext is decrypted by computing $\left(m_{1}, \ldots m_{n}\right)=T^{-1}(x)$.

### 2.3.5 Solvability using Quantum Approximations

An important process in cryptosystems especially quantum safe algorithms that involves irreducible polynomials is the effectiveness of finding solutions to the
polynomials in order to extract the original message. In this section, quantum approximation methods used in reducing the polynomial to a form where it can be solved iteratively to get the root of equations is discussed.

### 2.3.5.1 Grover's Search

The Grover's search is employed to generate $M$ items of size $N$ space in which the search problem is defined by a factor $h:\{0,1\}^{n} \rightarrow\{0,1\}$ such that $h(x)=1$ [38]. In Reversible XL algorithm [96], the algorithm scans through $2^{n-1} q^{f}$ of possible values of the $n$ variables of a polynomial $f$ before the Reversible XL process is applied. If there is a solution to the linear system, the search method returns random solutions to choose from. The time complexity of the process is given as $q^{f / 2+O(1)}$ quantum computations of the algorithm. This search method can be employed to quantize a function $F$ and generate a variable $a_{2} \in F_{2}^{k}$ such that $F^{\text {cons }}\left(a_{2}=1\right)$ where $a_{2}=\left(a_{n-b+1}, \ldots, a_{n}\right)$ in the ClassicalBooleanSolve algorithm [97]. Search is faster than the brute force method, if the time required holds for $t_{\text {ver }}>t_{S A T} 2^{-(n-g)}$. Consequently, $F^{\text {cons }}\left(a_{2}\right)=\left(f_{1}\left(x_{1}, \ldots, x_{n}, a_{n-b+1}, \ldots, a_{n}\right), \ldots\right.$, $f_{m}\left(x_{1}, \ldots, x_{n}, a_{n-b+1}, \ldots, a_{n}\right)$. This means that the search is done on the last $b$ variables spreading in $a_{n-b+1}, \ldots a_{n}$ all mapping into the last $b$ properties of a solution. By substituting $f_{2}^{(i)}+f_{3}^{(i}$ with these variables, $m .2^{b}$ linear equations can be generated in the pre-processing phase which defines the search procedure. It also evaluates the exhaustive search algorithm and improves classical complexity in the process. The total cost equivalent to the concatenation of the query complexity together with quantum circuit complexity and the diffusion step as given in Equation(2.38) [98]

$$
\begin{equation*}
\frac{\pi}{4} \cdot \sqrt{\frac{N}{M}} \cdot(\text { Quantumcircuitcost })+(\text { Dif fusionstepcost }) \tag{2.38}
\end{equation*}
$$

Furthermore, the quantum circuit construction employs NOT gates and $(m+1)$ bit Toffoli gates. Also, the number of classical queries is given as $O(N / M)$. The Grover's search queries the quantum circuit and then carries out the diffusion process on the n-qubits. Thereby inverting the mean of the amplitude of the $M$ items being searched in a space size of $N$. By iterating a single search procedure, the number of search processes is reduced to its square root [98]. The Quantum circuit is also called the quantum oracle or the blackbox.

### 2.3.5.2 Macaulay Matrices

To determine the consistency of Macaulay Matrices, sparse system solvers are employed due to sparse nature of the matrices. The algorithm outputs a cer-
tificate of inconsistency $u$ when given a random matrix $A \in F_{q}^{n}$ and a vector $b$ to give a solution to the linear system $A x=b$. This algorithm performs matrixvector multiplications with complexity of $O(n)$ and other operations with complexity of $O\left(n^{2} \log n \log n \log n\right)$ [38]. For homogeneous polynomials, the columns of the Macaulay matrix are indexed by the coordinates of the polynomial by decreasing monomial order. For non-homogeneous polynomials, the columns are indexed by the terms of the function over the finite field of $q$ element while the reverse is the case for the rows. This is expounded by the lemma [38].

Lemma 6. Let $F=\left(f_{1}, \ldots, f_{m}\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]$ and for $1<d<\frac{n}{2}$ then $C_{M A C}<$ $\frac{1-x}{1-2 x}\binom{n}{d}, r_{M A C}<m \cdot \frac{x^{2}}{(1-2 x)(1-x)}\binom{n}{d}, S_{M A C}<m n^{2} \cdot \frac{x^{2}}{(1-2 x)(1-x)}\binom{n}{d}$ where $x=\frac{d}{n}$ and $C_{M A C}$ is the number of columns of the Macaulay matrices, $r_{M A C}$ is the number of rows of the Macaulay matrices and $S_{M A C}$ is the number of non zero entries of the Macaulay matrices.

The XL algorithm checks the consistency of the Macaulay matrices by trying to determine whether vector $b$ is a non-zero linear combination of the rows of these Macaulay matrices up to degree 2 and these reduces to an equation that can be solved recursively with a fast root finding algorithm [99]. The random solve algorithm employs a quantum circuit to determine the consistency of Macaulay matrix. It produces a solution $x=-\sum_{i=1}^{n} \frac{f[i]}{f[o]\} A_{r}^{2} b_{r}}$ where $b_{r}=b+A w, w$ a random vector, $r=\operatorname{deg}(f)$ and a Boolean Hilbert series $S_{m, n}$. This series gives a 1 if a solution is found and 0 if otherwise. The quantum circuit is constructed as

$$
\begin{gathered}
\left.\left.\left|a_{11}\right\rangle \ldots\left|a_{n n}\right\rangle|f[0] \hat{-} 1\rangle|f[1] \ldots| f[n]\right\rangle|r\rangle w_{1}\right\rangle \ldots \\
\left|w_{n}\right\rangle\left|b_{1}\right\rangle \ldots\left|b_{n}\right\rangle|0\rangle \ldots|0\rangle \rightarrow\left|a_{11}\right\rangle \ldots\left|a_{n n}\right\rangle\left|f[0]^{-1}\right\rangle \\
\left.f[1]\rangle \ldots|f[n]\rangle|r\rangle\left|w_{1}\right\rangle \ldots\left|w_{n}\right| b_{1}\right\rangle \ldots\left|b_{n}\right\rangle|0\rangle \ldots \mid 0 \\
\rangle\left|b_{1}\right\rangle \ldots\left|b_{1}^{\prime}\right\rangle x_{1}\right\rangle \ldots\left|x_{n}\right\rangle\left|S_{A}\right\rangle
\end{gathered}
$$

### 2.3.5.3 Quantum Circuit

Data stored in a quantum computer is approximated in qubits and the storage register is a function of the computational bases states $|x\rangle$ which is defined as [98]

$$
|\Psi\rangle=\sum_{x \in\{0,1\}^{n}} \alpha_{x}|x\rangle
$$

where $\alpha_{x} \in C$ is the amplitude. The probability of measuring the state is a function of the square of the amplitude such that

$$
\begin{equation*}
\sum_{x \in\{0,1\}^{n}}\left|\alpha_{x}\right|^{2}=1 \tag{2.39}
\end{equation*}
$$

For a quantum circuit constructed from a Boolean function $h:\{0,1\} \rightarrow\{0,1\}$ with input n bits, output m bits and working memory w bits, the transformation is given as

$$
h|x\rangle|y\rangle \mid)\rangle^{w} \mapsto|x\rangle|y \oplus h(x)\rangle|g(x)\rangle
$$

## Chapter Summary

It can be concluded that the geometric properties of the lattice was reinforced using the householder transformation. Furthermore, the LLL approach which carries out unimodular transformation of the lattice basis was presented. Ideal lattices are useful in decreasing parameters due to their ring structure and secured due to irreducibility. Master public key sizes are exponential on the input of the security parameter. Triangularization can also be employed to construct lattice basis. Lattice basis are spanned by linearly independent vectors. The vectors are orthogonal to its rows. The vector from the subset sum creates a distribution that is statistical distant to a theoretical Gaussian distribution with negligible value. This error vector scrambles the lattice basis thereby obfuscating it from a quantum computer. The smoothing parameter forms a lower bound on the Gaussian parameter that defines the Gaussian distribution. This error vector is a basis for the Learning with error assumption and solving this instance is a prelude for a quantum computer to solve the shortest vector problem. By employing a series of swaps, the LLL algorithm reduces the Euclidean distance of the vectors to less than half of its norm. The swapping depends on the size of the index set. Basis delegation can be used to construct a lattice basis using a reduced basis and are categorized into SampleBasisLeft and SampleBasisRight. In the Key generation step, a discrete Gaussian sampler is used to generate short vectors for encryption. The security of a lattice construction is modelled as a set of interaction between the polynomial bounded adversary and a challenger under the IND-CPA attack. The game is aborted if both entities have equal identities. Furthermore, the error vector can increase the probability of decryption if is too large, so therefore there should be a range. Algebraic attack
on codes in the Hamming metric exposes the one-way function used in designing the system. By decoding low weight codewords given a parity check matrix and a syndrome, a rank, metric based cryptosystem can be broken. By multiplying two permutation matrices, a codeword can be lifted to be a function of a subspace and by solving overdetermined equations, a bound on the rank weight can be computed. The security of Multivariate schemes is based on the hardness of solving non linear equations over finite fields. By multiplying the monomials up to a certain degree defined by the degree of regularity, the system can be reduced to its ideal thereby making it a linear system. Examples of algorithms that reduce the system are the XL and Crossbred algorithm. A map can be bijective or injective and such maps are used in hiding the structure of the core map from interpolation by an adversary. For homogeneous polynomials, the columns of the Macaulay matrix are indexed to enable solvability of the linear systems containing ideals.

## Chapter 3

## Shortest vector problem: Solution using Dimensionality Mapping

### 3.1 Introduction

Lattice based cryptography has been the forefront of schemes that are designed to withstand attacks as a result of quantum computation [100]. The security of lattice cryptography is based on approximating vectors that lie in an ndimensional space of discrete subgroups which has been proven hard in worst case scenarios as proposed by [59]. The public key size is a quadratic function of the security parameter where security is in the order of 512bits. This large key size makes it unpractical to employ lattice cryptography for energy constrained devices. This has led to the development of ideal lattices which are based on worst case scenarios which are equivalent to the hardness of average case instances over polynomial rings [101]. Many lattice based construction require a Gaussian sampling algorithm which is efficient and fast to sample lattice points given a basis and a vector. The vector is distributed with a centre $c$ and a standard deviation that is close to the centre. It is possible to produce the vector without disclosing information about the basis. This reinforces its security proof in the midst of a quantum adversary. A solution to the shortest vector problem has been proposed using Klein's approach [30] which is a variant of Babai's nearest plane algorithm [31]. The complexity of Klein's approach was given as $O\left(n^{3} \log _{2} B\right)$ while that of Babai's algorithm, is given as $O\left(n^{4} \log _{2} B\right)$, where $n$ is the lattice dimension, and $B$ is the size of lattice basis made up of Gram-Schmidt vectors [102]. This complexity is as a result of not employing fast integer arithmetic but longer integer arithmetic which is based on

Gram-Schmidt orthogonalization. The drawback of floating point arithmetic is that floating point arithmetic require pre-computed tables which increase computation time[103]. The complexity of Gaussian sampling can also be attributed to the standard deviation of the distribution bounded by $\sigma \geq \omega(\sqrt{\log n}) \cdot \max _{1 \leq i \leq n}\|B\|[27]$. Markov chain based Monte Carlo algorithm has been proposed for sampling. This employs Markov chain constructed from Gibbs sampling algorithm [27] to generate samples from previous samples. Ducas suggested that to improve algorithmic complexity the Gram-Schmidt basis should pre-computed and stored before the sampling process which will lead to $O\left(n^{2}\right)$ operations [104]. It is usual that a system samples from a distribution statistically close to the theoretical Gaussian distribution to within 2100 by employing floating point operations that have precision of at least 100 bits[32]. Using standard ( 53 bit ) double precision floating point numbers is efficient as compared to the use of multi-precision arithmetic numbers, but not up to 80bit or 100bit security levels.

Gaussian sampling is employed in lattice cryptography as an approach that solves the Shortest Vector problem (SVP). The shortest vector problem which states that finding a short vector in a given secret basis that has the same Euclidean norm as the shortest vector in a lattice is hard. This is because a basis is defined by the norm of its longest vector rather than the norm of the shortest vector. A solution to this problem is done by providing the best approximation to error vectors modulo lattice $Z$ (Learning with errors) that lie in a uniform distribution when given a normal distribution with narrow width as shown in Figure 3.1.

This uniform distribution belongs to the Euclidean space $R^{n}$ that is unbounded. A lattice is an n- dimensional space that is isomorphic to an Euclidean space and also its discrete subgroup. The basis lies in the lattice while the coefficient of the basis lies in the Euclidean space. The polynomial time adversary seeks the best approximation at different values of the standard deviation of the distribution. If the vectors are sampled accurately, a computational bounded adversary would be incapacitated to distinguish a simulated distribution of the Ciphertext from a uniform distribution. Consequently, intractability in distinguishing a Ciphertext from a plaintext when given a fixed message in a Chosen Ciphertext attack game. The Gaussian sampling algorithm involves an efficient reduction algorithm to reduce the lattice basis before a Monte Carlo based sampling method is employed to generate the vectors. The complexity of the lattice reduction algorithm depends


Figure 3.1: Approximation from normal to uniform with $\mu=10, \sigma=1$
on the magnitude of the uniform error vectors. The vectors have large Euclidean norms to makes it difficult for computationally bounded adversary to approximate an exponentially bounded uniform distribution on the input of a security parameter. This Euclidean norms are increased by raising the standard deviation of the distribution which transfers the probability density to the vectors which is discretized [105]. To limit decryption errors, the inner product term between the secret basis and the uniform error vectors would be bounded by a negligible $n$ for some $n$. The angle of separation of the vectors is sampled from an interval $[-1 / 2, \ldots 0, \ldots 2 / 3]$ which satisfies condition of accurate approximation. This implies that vectors must be orthogonal to each other in space in order to converge exponentially to uniform distribution when given a normal distribution. In order to employ a 'cutting' mechanism to remove portions of the tail of the normal distribution, the Euclidean norm of the sampled vectors should be greater than the standard deviation of the distribution. If the distribution is uniform, the probability mass would be constant thereby distributing the norm evenly among the vectors. The tail of the distribution is the point where the discrete probability density magnitude is negligible while the continuous probability mass is infinite. It is intractable sampling at this point and is bounded by $|x|<\beta \sigma$. A smoothing parameter is parsed to remove this point and make cryptanalysis possible. The metrics of statistical indistinguishability described in this chapter are given as the statistical distance and the floating point precision defines the accuracy of sampling. Given the statistical distance, the polynomial
time algorithm cannot distinguish the simulated distribution from the perfect distribution by a probability bounded by the statistical distance. The precision defines the extent by which, given an adaptive adversary query, an approximation to the uniform distribution in polynomial time can be made. This is proportional to the inverse of the security parameter $2^{\lambda}$. This implies that as the security increases in magnitude, the database of adversarial queries drops exponentially. In another variant of the Learning with errors(Ring-LWE), the coefficient of the error vectors are orthogonal to the canonical embedding by a factor. The significance of precision as a function of the security parameter has been studied in literature[106]. The lattice reduction reduces the basis to its Gram-Schmidt orthogonalization by using the LLL algorithm [7] which has the objective of constructing a basis with short Euclidean norms and orthonormal vectors. The LLL reduction has some drawbacks which has been mentioned in literature. They employ integers which have enormous precision and floating point arithmetic numbers which consume storage [107]. It also suffers from complexity and lack of constant time implementation [108] and finally difficulty in generating samples because the canonical embedding is made up of non-integer vectors [109]. In this chapter, a solution to this problem is proposed by employing Dimensionality mapping in which an embedding is constructed that transforms the basis from a point of high dimension to low dimension. Therefore, in the sampler, the dimension of the basis is exploited and not its orthogonality. This will offer tighter security proof and approximation.

### 3.1.1 Review of Works on Gaussian Sampling

Floating point arithmetic(FPA) approach to speed up Klein's algorithm involves producing quasi linear output which is a function of the size of input basis. This is usually small[110] when the ring is set at $R=X^{n} \pm 1$. This technique employs high and low precision FPA. The algorithm ran in $O\left(n^{2}\right)$ for optimized Klein's algorithm and $O(n)$ for Peikert's offline algorithm. The complexity was as a result of the higher precision[111]. An algorithm to compute the Gram-Schmidt orthogonalization basis using ( $n^{2}$ ) arithmetic operations was developed. It was combined with Klein/GPV [112] sampling algorithm in which there is no pre-computation of the basis. However, the algorithm is slow because of the additional time in computing the basis and also sampling process. Furthermore, it was suggested that for the sampled distribution of vectors to be close statistically to the discrete Gaussian distribution, the precision of the Gram-Schmidt basis should be more than $q$ bits.

However, it should not be too high to avoid numerical instability [113] . A practical Gaussian sampler that employed the cumulative distribution table algorithm was developed. In addition, an approach was proposed to reduce computation of the CDT by pre-computing for small number of centres in $O\left(n^{3}\right)$ which are not known prior to sampling. Furthermore, employing a lazy technique to compute the cumulative distribution function in double precision FPA when it is required. However, the proposed technique is not constant time making it impracticable[28][103]. However, by avoiding data dependent branching this problem can be solved. The output samples was expressed as a Boolean function of the input random bits. This is in order to generate them in constant time using bit slicing technique. The results were implemented using AVX vector software[114]. Metropolis-Hastings Klein algorithm has been proposed where the Markov chain is statistically close to the desired Gaussian distribution[27]. An efficient Hardware-based Cumulative distribution function inversion sampler was designed which samples with high precision and tail cut parameter. The statistical distance of the distribution was given as $2^{-90}$. A small look up table was used to carry out faster operation. 9.44 random bits and 2.28 clock cycles were used to generate one sample [115]. A trapdoor sampling algorithm was implemented based on cyclotomic rings modulo prime using double precision floating point arithmetic [116]. The sampling procedure was categorized into an offline phase where the standard deviation and the centre of the distribution are not known and an online phase which was carried out in constant time[117].

In practice, sampling from discrete Gaussian distribution consumes more than $50 \%$ of the running time of a signature generation algorithm. Therefore, there is need to develop techniques to sample from discrete Gaussian distribution accurately and efficiently. Klein suggested a Gaussian parameter $\sigma \geq \max _{1 \leq i \leq n}\|\tilde{b}\| \omega(\sqrt{\log n})$ for his randomized version of Babai's nearest plane algorithm which samples from 1-dimensional Gaussian distribution while they proposed a Gaussian parameter $\sigma \leq \max _{1 \leq i \leq n}\|\tilde{b}\| \omega(\sqrt{\log n})[27]$ The target distribution approximates to a uniform random vector $x \in Z, 0 \leq x<1$ by finding the shortest vector $i \in R, i \geq 0$ that is sampled from the interval $\frac{\sum_{i=-\infty}^{x} D_{\sigma, c}(i)}{\sum_{i=-\infty}^{x} D_{\sigma, c}(\infty)} \leq x<\frac{\sum_{i=-\infty}^{x} D_{\sigma, c}(i+1)}{\sum_{i=-\infty}^{x} D_{\sigma, c}(\infty)}$. The simulated distribution approximates to a uniform vector $j \in Z, 0 \leq j<2^{\lambda}$ with high precision $\lambda$ by finding the shortest vector $i \in R$ that is sampled from the interval $\frac{\sum_{i=-\infty}^{x} D_{\sigma, c}(i)}{\sum_{i=-\infty}^{x} D_{\sigma, c}(\infty)} \leq 2^{-\lambda} j<\frac{\sum_{i=-\infty}^{x} D_{\sigma, c}(i+1)}{\sum_{i=-\infty}^{x} D_{\sigma, c}(\infty)}$. Furthermore for accuracy, the vectors must be sampled at this interval $2^{-\lambda} j \leq \frac{\sum_{i=-\infty}^{x} D_{\sigma, c}(i)}{\sum_{i=-\infty}^{x} D_{\sigma, c}(\infty)} \leq 2^{-\lambda}(j+1)[106]$.

### 3.1.2 Contribution

This chapter proposes to reduce the basis using dimensionality mapping where the problem of reducing the norm of the basis vectors is considered as an optimization problem. In high dimensionality, approximation to the shortest vector problem is intractable and previous approaches on reduction only give a square root of the approximation[118]. Furthermore, there is reported loss of orthogonality during the reduction process[119] and at high dimensionality the deviation between the basis and an identity matrix increases[120]. This thesis solves the problem by constructing a low dimensional space of points $\tilde{B}$ and an affine transformation which is assumed to be rounded up integer belonging to a low dimensional set of integers $Z^{d}$. Then, an optimization problem is formulated which defines the shortest vector as a function of the Frobenius norm which would be the extended to the norm of the constituent vectors that make up the basis. The variants of Klein and Babai is extended by showing that the next iterate of the vectors would be an orthogonal function of the reduced center of the distribution and not an increment. Also, [26] convolution process is extended by reducing the covariance matrix using single value decomposition and then for a success probability greater than a negligible function $\epsilon$, it is shown that the statistical distance between the theoretical and simulated distribution is close to $2 \epsilon$.

### 3.2 Preliminaries

### 3.2.1 Gaussian Distribution

A Gaussian function is defined as $\rho_{\sigma, c}(x)=e^{\frac{-\pi\|x-c\|^{2}}{\sigma^{2}}}$ with a target vector $c \in Z_{q}^{n}$ and Gaussian parameter $\sigma \in Z_{q}^{n}$ where $n \geq 0$ and $\Lambda \in Z_{q}^{m}$ is an n-dimensional lattice of points generated by a linear combination of a basis. The discrete Gaussian distribution is defined as

$$
\begin{array}{r}
\forall z \in Z_{q}^{n}, D_{\Lambda, \sigma, c}(z)=\frac{\rho_{\sigma, c}(z)}{\rho_{\sigma, c}(\Lambda(B))} \\
\rho_{\sigma, c}\left(\Lambda(B)=\sum_{c \in \Lambda} \rho_{\sigma, c}(z)\right. \\
\frac{\rho_{\sigma, c}(B z)}{\rho_{\sigma, c}(\Lambda)}=\frac{e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}}{\sum_{z \in Z^{n}} e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}} \tag{3.3}
\end{array}
$$

where $Q=\sum_{z \in Z^{n}} e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}=\sum_{Z^{n} \rightarrow \infty}^{\infty} e^{\frac{-\|B z-c\|^{2}}{2 \sigma^{2}}}$ is called the normalization factor[121].

Definition 6. There exists a smoothing parameter $\eta_{\epsilon}(\Lambda)$ which is a lower bound on the Gaussian parameter such that $\rho_{1 \backslash \sigma}\left(\Lambda^{*} \backslash\{0\}\right) \leq \epsilon$ for $\epsilon>0$ and $\Lambda \in Z_{q}^{n}$.

### 3.2.2 Linear Algebra

A symmetric matrix $\Sigma$ can be decomposed to $L D^{2} L^{T}$ where $L^{T} L=I$ and $I$ is the identity matrix, $D$ is the diagonal matrix of square roots of eigenvectors and $L$ an orthogonal matrix. The column vectors of $L$ which is orthogonal are the eigenvectors of the symmetric matrix $\Sigma$. The symmetric matrix $\Sigma$ is positive definite if $x^{T} \Sigma x>0$ for positive $x>0$. Given two positive semidefinite matrices, $\Sigma_{1}$ and $\Sigma_{2}$, if $\Sigma \geq 0$ and $\Sigma_{1}>\Sigma_{2}$ then $\left(\Sigma_{1}-\Sigma_{2}\right)>0$. If $\Sigma=B B^{T}$ then $B=\sqrt{\Sigma}$ for $\Sigma>0$ where $B$ is a singular matrix $B \in Z^{n \times m}$. When $B$ is decomposed by single value process, it becomes $L D M^{T}$ where $L$ and $M$ are orthogonal matrices and $D$ is the diagonal matrix with positive entries. The expression $\rho_{\sqrt{\Sigma_{1}}}\left(x-c_{1}\right) \cdot \rho_{\sqrt{\Sigma_{2}}}\left(x-c_{2}\right)=$ $\rho_{\sqrt{\Sigma}}\left(c_{2}-c_{1}\right) \cdot \rho_{\sqrt{\Sigma_{3}}}\left(x-c_{3}\right)$ holds if $\Sigma_{3}^{-1} c_{3}=\Sigma_{1}^{-1} c_{1}+\Sigma_{2}^{-1} c_{2}, \Sigma_{3}^{-1}=\Sigma_{1}^{-1}+\Sigma_{2}^{-1}>0$ and $\Sigma_{0}=\Sigma_{1}+\Sigma_{2}>0$ where $x, c_{1}, c_{2}$ are chosen uniformly from a distribution $D_{\sqrt{\Sigma}}[116]$. If $z$ is sampled from a distribution with spherical structure then $x^{T} \Sigma x=$ $x^{T} \Sigma_{1} x+x^{T} \Sigma_{2} x=\sqrt{\Sigma} \cdot \frac{I}{2 \pi} \cdot \sqrt{\Sigma}^{T}=\frac{\Sigma}{2 \pi}$ where $\frac{I}{2 \pi}$ is the covariance of the vector z .

### 3.2.3 Gram-Schmidt Orthogonalization

In this section, the properties of the Gram Schmidt Orthogonalization is defined in Definition 7 and Lemma 7[113].

Definition 7. Let $\operatorname{Span}_{l}(B)$ be an l vector space with elements which are linearly independent and $B$ is a basis with linearly independent vectors $B=\left\{b_{1}, \ldots, b_{l}\right\} \in Z^{n}$ is the root $\left\{\sum_{1 \leq i \leq l} x_{i} b_{i}, x_{i} \in X\right\}$. For any $x \in Z^{n}$, the projection of $x$ over $\Lambda$ is $\operatorname{proj}\left(x, \operatorname{Span}_{x}(B)\right)=x \tilde{B}(B \tilde{B})^{-1} B$ and for $y \in Z^{m}$, the projection of $x$ over $\operatorname{Span}_{y}(B)=\operatorname{proj}\left(x, \operatorname{Span}_{y}(B)\right)=\frac{\langle x, y) Z}{\langle y, y\rangle Z} \cdot y$.

Lemma 7. Let $B=\left\{b_{1}, \ldots, b_{n}\right\} \in Z^{n}$ be a basis for $l \in[1, n]$ and $\Lambda_{l}=\operatorname{Span}_{l}\{B\}$, there is a reduced basis $\tilde{B}=\left\{\tilde{b}_{1}, \ldots \tilde{b}_{n}\right\} \in Z^{n}$ that can be defined with the properties as

$$
\begin{align*}
& \forall l \in[1, n] \tilde{b}_{n}=b_{n}-\operatorname{proj}\left(b_{n}, \Lambda_{n-1}\right)  \tag{3.4}\\
& \forall l \in[1, n] \tilde{b}_{n}=b_{n}-\sum_{i=1}^{n-1} \frac{\left\langle b_{n}, \tilde{n}\right\rangle l}{\left\langle\tilde{b}_{n}, \tilde{n}\right\rangle l} \tilde{b}_{n} \tag{3.5}
\end{align*}
$$

where $\forall l \in[1, n] \tilde{b}_{n} \perp \Lambda_{l-1}$ and $\left(b_{n}-\tilde{b_{n}}\right) \in \Lambda_{l-1}$ which follows from $\tilde{\Lambda}_{l}=\operatorname{Span}_{l}\left(\tilde{b_{1}}, \ldots \tilde{b_{n}}\right)$ to give $\forall l \in[1, n] \tilde{\Lambda}_{l}=\Lambda_{l}$.

### 3.2.4 Smoothing parameter

The smoothing or tailcut parameter $\tau \in \eta_{\epsilon}(\Lambda)$ for $>0$ is the smallest value of the Gaussian parameter such that $\rho_{\frac{1}{\sigma}, 0}\left(\Lambda^{*} \backslash 0\right)$. This means a level of smoothness on the lattice $\Lambda$. Given computation $r>4.72$ and $\sigma>1$, the probability of the smoothing parameter in the Gaussian distribution becomes less than $2^{-100}$ [32]. The discrete Gaussian distribution with large radius that is equivalent to the tailcut parameter can generate a noise value over the lattice point to produce a uniform distribution. Due to the fact that the Gaussian parameter is transformed into a positive definite covariance matrix $\Sigma$, we have the expression $\rho_{\frac{1}{\sigma}, 0}\left(\Lambda^{*} \backslash 0\right)=\rho_{\sqrt{\Sigma}}\left(\Lambda^{*} \backslash 0\right)=\rho\left(\sqrt{\Sigma} \Lambda^{*} \backslash 0\right) \leq \epsilon$. Given infinite tail and high precision, a smoothing parameter that produces a uniform distribution can result in high computational operations. To solve this problem, a random bit is added after sampling which extracts the distribution for $x \geq 0$. In the process $\rho_{\sigma, 0}$ is reduced by half. Lemma 8 defines the parameter further

Lemma 8. For any $\epsilon>0, \sigma>\Psi_{\epsilon}(\Lambda)$ and $c \in Z^{n}$ then the condition holds

$$
\begin{equation*}
\frac{\rho_{\sigma, c}(\Lambda)}{\rho_{\sigma, 0}(\Lambda)} \leq \frac{1-\epsilon}{1+\epsilon}=\rho_{\sigma, c}(\Lambda) \in\left[\frac{1-\epsilon}{1+\epsilon}, 1\right] . \rho_{\sigma, 0}(\Lambda) \tag{3.6}
\end{equation*}
$$

From the Gaussian sampling, $z$ is sampled from a perfect distribution $\operatorname{Pr}((\|z\|) c \sigma \sqrt{n})<c^{n} e^{n / 2\left(1-c^{2}\right.}$ where $n$ is the dimension of the lattice [122]. The result from this Lemma[123] is improved in Proposition 1

Proposition 1. Let $x_{1} \leftarrow D_{Z, \sigma_{1}}, x_{2} \leftarrow D_{Z, \sigma_{2}}$ be sampled for some $\sigma_{1}, \sigma_{2}$ and let $\sigma_{3}^{-2}=\sigma_{1}^{-2}+\sigma_{2}^{-2}$ and $\sigma^{2}=\sigma_{1}^{2}+\sigma_{2}^{2}$ for any $\epsilon \in\left(0, \frac{1}{2}\right)$. If $\sigma_{1} \geq \eta_{\epsilon}(Z) / \sqrt{2 p i}$ and $\sigma_{3} \geq \eta_{\epsilon}(K Z) / \sqrt{2 p i}$ then the distribution $P$ of $x_{1}+x_{2}$ satisfies

$$
\begin{equation*}
D_{K l}\left(P \| D_{Z, \sigma}\right) \leq 2\left(1-\left(\frac{1+\epsilon}{1-\epsilon}\right)^{2}\right)^{2} \approx 32^{2} \tag{3.7}
\end{equation*}
$$

### 3.2.5 Statistical distance

Two random variables sampled from a proposed distribution $\chi \in \Psi_{\alpha}$ for a specified $n$ dimensional space are statistically distant if the following holds

$$
\begin{equation*}
\Delta(t, z)=\frac{1}{2} \sum_{v, c \in \Psi_{\alpha}}|\operatorname{Pr}[t=c]-\operatorname{Pr}[z=v]| \tag{3.8}
\end{equation*}
$$

The variable $t$ defined over a distribution $\Psi_{\alpha}$, its minimum entropy is given as $H_{\infty}(t)=-\log \left(\max _{c \in \Psi_{\alpha}} \operatorname{Pr}[t=c]\right)$ where $\max _{c \in \Psi_{\alpha}} \operatorname{Pr}[t=c]$ defines the probability of detecting the random variable over the distribution $\Psi_{\alpha}$. Wu defines the conditional minimum entropy as $\bar{H}_{\infty}(t, z)=-\log \left(E_{v \in Z}\left[2^{-H_{\infty}(t, z)}\right]\right)$ [124]. A probabilistic polynomial time adversary have a negligible advantage to distinguish between a variable sampled from a perfect distribution and a proposed distribution with a statistical distance bounded by $2^{\frac{-\Delta(t, z)}{2}}$ which is usually $2^{-90}$ to $2^{-128}[5]$.

### 3.2.6 Markov chain

When variables in a target distribution are not transformed into other variables with the same properties but different algebraic structure, a sampler can be used to build a Markov Chain which uses the previous state of a sample to generate the next state of the next sample. This sampler employs Markov Chain Monte Carlo algorithm for this purpose [27]. The term ergodicity is employed to denote the relationship between its rate of convergence or in other words how fast it decays the exponential that defines its statistical distance from the target to the proposed distribution and it is defined with the expression[27].

$$
\begin{equation*}
\lim _{T \rightarrow \infty}\left\|T^{T}(x, .)-D_{\pi}(.)\right\|_{T V}=0 \tag{3.9}
\end{equation*}
$$

where $T$ is a transition matrix with vector $x, D_{\pi}($.$) a stationary distribution and$ $\left\|\|_{T V}\right.$ is the rate of decay in the exponential or asymptotic statistical distance. It is also uniform if this convergence is bound by $M(1-)^{T}$ for $0<\delta<1$ and $M<\infty$ where $\delta$ is the exponential decay coefficient.

### 3.3 Dimensionality Mapping

The Euclidean space is assumed to be separated into cells made up of linearly dependent basis called the linear subspace. It is assumed, the projection would map the basis into a linearly independent subspace of lower dimensionality than the linear subspace that spans it. This is analogous to the Generative topographic mapping [4] where the goal is to find a model of the linear subspace. In this new approach, the advantages of an affine transformation would be combined
to that of the projection. The addition of the affine transformation would make the projection degenerate, which would keep the knowledge of the basis secret from the adversary. The rate of approximation of the error vectors from the uniform distribution to random distribution depends on the geometry of the linearly independent subspace. This subspace is embedded tangentially from the linear subspace with complexity of approximation given as $O\left(c^{d}\right)$ where $c$ is the coordinate axis of the linear subspace. For a linear subspace divided into grids of sides $L$ with parameter $2 L$ with a constant $2^{n}$, the volume is given by [125]

$$
\begin{equation*}
V=2^{n} \gamma\left(\frac{n}{2}+1\right) \tag{3.10}
\end{equation*}
$$

while the area of the linearly independent subspace is given by

$$
\begin{equation*}
\sqrt{(2 \pi L)^{2}+\gamma^{2}\left(\tilde{B}_{i}\right)} \tag{3.11}
\end{equation*}
$$

and the affine transformation is related to the area by

$$
\begin{equation*}
f=(L \sin 2 \pi \tilde{B}, L \sin 2 \pi \tilde{B}, \gamma B)^{T} \tag{3.12}
\end{equation*}
$$

where $\gamma \in\left\{0, \frac{1}{2}\right\}$. The dimensionality of the space of points that make up the lattice plays a role in the reduction of the basis vectors into its linearly independent variants by deriving a projection matrix that would map the basis vectors accordingly. There is also a corresponding mapping of the diagonal coefficients of the basis vectors to the dimensionality of the reduced linearly independent vectors after it has been projected by the Projection map into a low dimensional grid of lattice points as shown in Figure 3.2.


Figure 3.2: Geometric illustration of projection from a high dimensionality plane to a low dimensionality sub-plane

The algebraic structure would be retained to create a tighter reduction to a worst case assumption. In contrast to the LLL reduction approach which reduces the basis to vectors that have an orthogonal property, dimensionality mapping reduces the basis vector to its linearly independent variant with its coefficients being elements of a set of non-negative integers $Z$ at minimal complexity.

There has been several approaches to basis reduction using the dimensionality property. For instance, a randomized variant of Latent factor model was employed to reduce high dimensional sparse matrices[126]. Also, a non linear injective map based on a supervised manifold learning algorithm was constructed to reduce radial basis function[127]. Furthermore, a 2 dimensional unsupervised reduction process was employed to reduce a similarity matrix[128]. Finally, a dimensionality reduction algorithm was proposed to reduce symmetric positive definite matrices belonging to a Riemannian space with variance in the vectors in an unsupervised scenario[129].

Let a basis $B=\sum_{i=1}^{N} b_{i}$ where $B \in R^{n}$ connected $Z^{n}$ space of feasible classes. The goal is to construct a basis in a low dimensional space of points $\tilde{B}=\prod_{i=1}^{N\left(B_{i}\right)} \tilde{B}_{i}$ which is expressed as linear combination of an affine transformation and a probability distance function. These parameters are expressed as $\tilde{B}_{i}(x)=P_{i j} f(x)$ where $P_{i j}$ and affine transformation $f(x)$ are defined as $f: Z^{n} \rightarrow Z^{d}$ where $Z^{d}$ belongs to a low dimensional distribution and $P_{i j}: B_{i} \times \tilde{B}_{i} \rightarrow Z^{d}$. The probability distance function describes the distance between the basis $B_{i}$ and its dimensionality reduced variant $\tilde{B}_{i}$ belonging to different classes. It also computes their dot product respectively. The separation between the classes is expressed using KL divergence $[130] K L\left(D_{q} \| D_{\pi}=\int \rho_{q} \log \rho_{q} / \rho_{\pi} d \mu\right.$. The affine transformation can also give the Bayesian inference of $Z^{n}$. The number of sampled basis $N \subset N\left(B_{i}\right)$ where $N\left(B_{i}\right)$ is the set of the samples belonging to an n-dimensional space with distance from $Z^{n}$ described by the KL divergence. The affine transformation can be categorized in two types; for points in $Z^{n}$ and in points $Z^{n-m}$ where $Z^{m}$ is the space of feasible classes containing $\tilde{B}_{i}$.

$$
\begin{gather*}
f n\left(B_{i}, B_{j}\right)=\sum_{i=1}^{N} K_{i}\left(B_{i}-B_{j}\right)\left(B_{i}-B_{j}\right)  \tag{3.13}\\
f n-d\left(B_{i}, \tilde{B}_{i}\right)=\sum_{i=1}^{N} K_{i}\left(B_{i}-B_{j}\right)\left(B_{i}-B_{j}\right) \tag{3.14}
\end{gather*}
$$

where $K_{i}$ is the kernel function. The choice of kernel is the sigmoid function of a support vector machine [131] where $K=\tan h\left(i B_{i} B_{j}+\theta\right)$ which defines the non-
linear separability of the points in $Z^{m}$ and the points in $Z^{n-m}$. If this is expanded to $P_{i j}$, it becomes;

$$
\begin{gather*}
P_{i j}\left(B_{i}, B_{j}\right)=\sum_{i=1}^{N} N_{i} f_{c}\left\|B_{i}-B_{j}\right\|_{F}\left\|B_{i}-B_{j}\right\|_{F}+\varphi=  \tag{3.15}\\
\operatorname{Tr}\left(B^{T} \Psi B\right)
\end{gather*}
$$

where $\varphi$ is a solution to the linear system [132]

$$
\left[\frac{0}{y} \left\lvert\, \frac{y^{T}}{\Psi+\tau^{-1} I}\right.\right]\left[\begin{array}{c}
\frac{c}{\alpha}
\end{array}\right]=\left[\begin{array}{c}
0  \tag{3.16}\\
y
\end{array}\right]
$$

$\left(y_{1}, \alpha_{1}\right), \ldots\left(y_{N}, \alpha_{N}\right)$ and $\alpha_{i}$ is a positional scalar.
To generate a maximal variance on the condition of orthonomality and that would achieve uniform ergodicity, (3.13) is expanded as follows

$$
\begin{gather*}
f_{n}\left(B_{i}, B_{j}\right)=\sum_{i=1}^{N} K_{i}\left(B_{i}-B_{j}\right)\left(B_{i}-B_{j}\right)  \tag{3.17}\\
=\sum_{i=1}^{N} K_{i}\left(\Lambda x_{i}^{-1}-B_{j}\right)\left(\Lambda x_{i}^{-1}-B_{j}\right) \\
=\sum_{i=1}^{N} K_{i}\left(\Lambda^{2} x_{i}^{-2}-\Lambda x_{i}^{-1} B_{j}-\Lambda x_{i}^{-1} B_{j}-B_{j}^{2}\right) \\
=\sum_{i=1}^{N} K_{i}\left(\Lambda^{2} x_{i}^{-2}-2 \Lambda x_{i}^{-1} B_{j}-B_{j}^{2}\right) \\
=\sum_{i=1}^{N} K_{i}\left(B_{i}^{2}-2 \Lambda x_{i}^{-1} B_{j}-B_{j}^{2}\right) \\
=\sum_{i=1}^{N} K_{i}\left(B_{i}^{2}-2 \Lambda x_{i}^{-1}\right) \\
=\sum_{i=1}^{N} K_{i} B_{i}^{2}-2 \sum_{i=1}^{N} K_{i} \Lambda x_{i}^{-1} \\
=\operatorname{Tr}\left(B^{T} B\right)-\operatorname{Tr}\left(\Sigma^{T} \Sigma\right)
\end{gather*}
$$

Lets define $\Psi$ as a collapse function that transforms and quantifies the endomorphic distance between $f_{n}$ and $f_{n-d}$ where $\Psi \in Z^{m \times n}, B=\left[B_{1}^{T}, B_{2}^{T}, \ldots B_{N}^{T}\right] \in Z^{N \times n}$, given a decay coefficient;

$$
\begin{gather*}
\delta=\operatorname{Tr}\left(\partial \Sigma^{T} D^{*}\right)+\left\|P_{i j}-x_{i}\right\|+\| P_{i j}-  \tag{3.18}\\
x_{j}\|+\| B_{i} \|
\end{gather*}
$$

further expansion of the collapse function becomes

$$
\begin{array}{r}
\Psi=\min _{f_{n}, i, j} \sum_{i=1}^{N} f_{n}\left(B_{i}, B_{j}\right)\left(\operatorname{Tr}\left(\partial H^{T} D^{*}\right)+\left\|P_{i j}-x_{i}\right\|+\right.  \tag{3.19}\\
\left\|P_{i j}-x_{j}\right\|+\left\|B_{i}\right\| \\
\text { subject to } B^{T} P_{i} B=I, \partial \Sigma^{T} P_{j} \partial \Sigma=I
\end{array}
$$

where $P_{i j}$ is a sparse approximation of a projection function $P$ and $\tilde{B}=f P$ which implies that $\operatorname{Tr}\left(\tilde{B}^{T} P_{i j} \tilde{B}\right)+\|f\|_{F}$. This further confirms the fact that the variance of the Hessian matrix as regards to the Newton Direction, defined by the KL divergence must meet the conditions of orthonomality of the subset sum of the basis and the dimensionality of the projection mapping which will in turn lead to resulting low dimensionality vectors being linearly independent. The objective of the reduction process is to minimize the class factor of the collapse function $\Psi$. The optimization problem is formulated as

$$
\begin{array}{r}
\min _{\Psi} \max _{f} \operatorname{Tr}\left(\tilde{B}^{T} \Psi \tilde{B}\right)+\|f\|_{F} \\
\text { subject to } B^{T} P_{i} B=I \& \partial \Sigma^{T} P_{j} \partial \Sigma=I
\end{array}
$$

An arbitrary noise matrix $W \in R^{n}$ is chosen. This noise term is equivalent to the dimensionality of the space that contains the dimensionality reduced basis. This would expand the Newton Direction function, which is a function of the log likelihood ratio. This ratio realigns the direction of the collapse function from the linear subspace to the low dimensional linearly independent subspace, the noise term and is given as

$$
\begin{align*}
& D^{*}=\arg \min \log \int \frac{\rho_{q}}{\rho_{\pi}} d \mu+\operatorname{Tr}\left(W^{T} B_{i} W\right)+  \tag{3.20}\\
& \frac{1}{2} \sum_{j} f b W^{T}
\end{align*}
$$

It can be seen that realignment is enhanced by the orthonormal columns of the arbitrary noise matrix $W$. To further test for invertibility, a regularization parameter is employed as follows

$$
\begin{equation*}
\max \operatorname{Tr}\left[\left(f_{n}+D I_{\mu}\right)^{-1} f_{n-d}\right] \leq \Delta \tag{3.21}
\end{equation*}
$$

where $\Delta$ is a regularization parameter and $I_{\mu}$ is the rate function . The overall
optimization problem becomes

$$
\begin{array}{r}
\operatorname{minmax}_{\Psi} \sum_{i=1}^{N\left(x_{i}\right)} \operatorname{Tr}\left(B^{T} \Psi B\right) f_{n}\left(B_{i}, B_{j}\right)\left(\operatorname{Tr}\left(\partial H^{T} D^{*}\right)+\right. \\
\left.\left\|P_{i j}-x_{i}\right\|+\left\|P_{i j}-x_{j}\right\|+\left\|B_{i}\right\|\right)+\operatorname{Tr}\left(\tilde{B}^{T} \Psi \tilde{B}\right)+\|f\|_{F} \\
\text { subject to } B^{T} P_{i} B=I \\
\partial \Sigma^{T} P_{j} \partial \Sigma=I
\end{array}
$$

$\left|\left|P_{i j}-x\right|\right|$ can be solved using lemma 3[133]

$$
\begin{align*}
& \sum^{N\left(x_{i}\right)}\left\|P_{i j}-x_{i}\right\|=\min \|P-B\|_{F}^{2}  \tag{3.22}\\
= & \min \left\|P^{2}\right\|_{F}+\min _{x \in Z / \Lambda} 2 x^{T} P+\|B\|_{F}^{2}
\end{align*}
$$

then the trace samples of the input point is solved as follows

$$
\begin{equation*}
\operatorname{Tr}\left(B^{T} \Psi B\right)=\sum_{i, j}^{N} f\left(B_{i}, B_{j}\right)+\Psi\left(\log \left(B_{i}\right)-\left(\log \left(B_{j}\right)\right)\right. \tag{3.23}
\end{equation*}
$$

Finally, the trace samples of the product of the hessian matrix and the Newton Direction is solved using lemma 2[134]

$$
\begin{gathered}
\operatorname{minmin} \operatorname{Tr}\left(\nabla H^{T} D^{*}\right) \leq-\operatorname{vec}\left(D^{* T} B^{T} \operatorname{sign}(\sigma) \operatorname{vec}\left(D^{*}\right)-\right. \\
\\
\left\|P_{i j}+D^{*}\right\|_{F}+\left\|P_{i j}\right\|_{F} \\
\text { subject to } D^{*} P D^{*}=I \\
\text { where } \operatorname{sign}(\sigma)\left\{\begin{array}{cll}
=1 & \text { if } & r_{i}>0 \\
\in[1,1] & \text { if } & r_{i}=0 \\
=-1 & \text { if } & r_{i}<0
\end{array}\right.
\end{gathered}
$$

```
Algorithm 6 Dimensionality Mapping
Require: Basis \(B=\left(b_{1}, \ldots b_{n}\right) \in Z^{n \times n}\), Random Matrix \(W \in R^{n}\),Affine Transfor-
    mation \(f\)
Ensure: Dimensionally Reduced Basis \(\tilde{B}=\tilde{B}=\left\{\tilde{b}_{1}, \ldots, \tilde{b}_{n}\right\} \in Z^{n \times m}\)
    \(D=\operatorname{Tr}\left(W^{T} B W\right)+\frac{1}{2} \sum_{j} f b W^{T}\)
    for \(i, j \leftarrow n\) do
        ComputeEmbedding \(P_{i j}\left(X_{i}, X_{j}\right)=\sum N_{i} f\left\|X_{i}-X_{j}\right\|\left\|_{F} \cdot\right\| X_{i}-X_{j} \|_{F}+=\)
    \(\operatorname{Tr}\left(B^{T} \Psi B\right)\)
        SolveOptimization \(\operatorname{Tr}\left(\tilde{B}^{T} \Psi \tilde{B}\right)+\|f\|_{F}\)
        checkforConvergence
        Return \(\tilde{B}\)
```

In line 1 , computing the trace of the weight matrix would require $n^{2}$ scalar operations and adding the noise term would amount to $O\left(n^{2} \log _{2} n\right)$ operations. Computing a sparse approximation of the projection as a function of the affine function
would result to $O\left(n^{2}\right)$ operations while in line 5 , computing an approximation of the optimization problem would result to $O\left(\log _{2} \frac{B}{n}\right)$ operations. This gives a total complexity of $O\left(n^{2}+n^{2}+\log \frac{B}{n}\right)$

### 3.3.1 Ergodicity

In this section, the extent to which the lattice reduction process from dimensionality mapping achieves uniform ergodicity to the theoretical approximation of the shortest vector problem is analyzed. The Lebesgue measure is chosen as $\mu \in\left(0, \frac{1}{2}\right)$. It is expected that after an infinite number of iterations, the asymptotic distance between the high dimensional space of the distribution converges on the condition that the concatenation of the projection matrix and the affine transformation generate a product that would force the collapse function to return a solution. This solution maps the vectors from linear dependency to linear independency. In other words, satisfy this condition $\lim _{i \rightarrow \infty}\left\|\lambda_{k, i}-x_{k, i}\right\|=0 \forall k, i \in F_{q}$, if $\lim _{i \rightarrow \infty}\left\|\lambda_{i}-P_{i j}\left(f_{j}\right)\right\|=0$. In clear terms, uniform ergodicity can be achieved if the vector are linearly independent. It can be shown that the $L_{2}$ norm of the error between the sparse approximation of the projection operator and the lattice basis can be defined in terms of the affine transformation $f$ and the preimage of the lattice basis $x_{k, i}$. Inspired by the approach [135], this becomes,

$$
\begin{gather*}
\left\|P i j-x_{i}\right\|=\left\|B_{i}\left(x_{k, i}-\mu_{k, j} \frac{f_{k, i}\left(x_{k, i}\right)}{\left\|f_{k, i}^{\prime}\left(x_{k, i}\right)\right\|^{2}} f_{k, i}^{\prime}\left(x_{k, i}\right)\right)-x_{k, i}\right\|  \tag{3.25}\\
\left.=\| B_{i} x_{k, i}-\mu_{k, j} \frac{f_{k, i}\left(x_{k, i}\right) B_{i}}{\left\|f_{k, i}^{\prime}\left(x_{k, i}\right)\right\|^{2}} f_{k, i}^{\prime}\left(x_{k, i}\right)\right)-x_{k, i} \|  \tag{3.26}\\
\leq\left\|\Lambda_{k, i}-\mu_{k, j} \frac{f_{k, i}\left(x_{k, i}\right)}{\left\|f_{k, i}^{\prime}\left(x_{k, i}\right)\right\|^{2}} f_{k, i}^{\prime}\left(\Lambda_{k, i}\right)-x_{k, i}\right\|  \tag{3.27}\\
=\left\|\mu k, j \frac{f_{k, i}\left(x_{k, i}\right)}{\left\|f_{k, i}^{\prime}\left(x_{k, i}\right)\right\|^{2}}\left(\Lambda_{k, i}\right)\right\|  \tag{3.28}\\
=\frac{\left\|\mu_{k, j} f_{k, i}\left(x_{k, i}\right)\left(\Lambda_{k, i}\right)\right\|}{\| f_{k, i}^{\prime}\left(x_{k, i} \|\right.}  \tag{3.29}\\
=\mu_{k, j} \frac{\left\langle f_{k, i}, \Lambda_{k, i}\right\rangle}{\left\|f_{k, i}^{\prime}\right\|_{F}} \tag{3.30}
\end{gather*}
$$

This shows that the error and linearly independent vectors results in an affine transformation that is orthogonal. This affine transformation can be said to be an image of the original lattice basis. If the condition of (3.15), $B^{T} P_{i} B=I$ holds true that means that $\lim _{i \rightarrow \infty} B^{T} P_{i} B-I=0$. This further becomes $\lim _{i \rightarrow \infty}\left\|\Lambda_{k, i}-x_{k, i}\right\|=0$. Therefore, it follows that if $\left\|\Lambda_{k, i}-x_{k, i}\right\|=B^{T} P_{i} B=I$, the expected solution would
converge at some point. If an update parameter is constructed to force the collapse function to return a solution as the iterations increases in size, it can be seen that the Newton direction moves in tandem with the regularization parameter in (17),

$$
\begin{gather*}
\| \Lambda_{k, i}-P_{i j}\left(\log \int \frac{\rho_{q}}{\rho_{\pi}} d \mu+\operatorname{Tr}\left(W^{T} B_{i} W\right)+\right.  \tag{3.31}\\
\left.\frac{1}{2} \sum_{j} f b W^{T}\right) \| \\
=\| \Lambda_{k, i}-P_{i j}\left(\log \int \frac{d \mu}{\rho_{\pi}} \rho_{q}+B_{i}(W \oplus W)+\right.  \tag{3.32}\\
\left.\frac{1}{2} \sum_{j} f b W^{T}\right) \| \\
\leq \| \Lambda_{k, i}-E_{\mu}\left[\left\langle\omega_{\mu}\left(x_{k, i}\right), v\left(x_{k, i}\right)\right] \log \frac{\rho_{q}}{\rho_{\pi}}+\right.  \tag{3.33}\\
\left.\left(\frac{1}{2} \sum_{j} f b+B_{i}\right) W^{2}\right)\|=\| \Lambda_{k, i}-E\left[\left\|\omega_{\mu}\left(x_{k, i}\right)-v\left(x_{k, i}\right)\right\|^{2}\right] \\
\log \frac{\rho_{q}}{\rho_{\pi}}+\frac{W^{2}}{2}\left(\sum_{j} f b+B_{i}\right) \| \\
=\left\|\Lambda_{k, i}+\frac{\partial^{2} J\left(x_{k, i}\right)}{\partial^{2} H_{\omega, k}} \frac{\rho_{q}}{\rho_{\pi}}+\frac{W^{2}}{2}\left(\frac{1}{2} \sum_{j} f b+B_{i}\right)\right\| \tag{3.34}
\end{gather*}
$$

where $J\left(x_{k, i}\right)$ is a special convex set that defines the convex property of the Projection map and can be expressed in terms of the update term as follows

$$
\begin{equation*}
J\left(x_{k, i}\right)=\frac{v_{k, i}^{T}}{\Delta}\left(\sum_{j=1}^{n} \alpha_{j} \Psi_{j}\right)-\left(\frac{1}{n} \sum_{i=1}^{n} \Psi_{i}\right) \tag{3.35}
\end{equation*}
$$

where $\alpha_{j}$ is a smoothing parameter and $v_{k, i}^{T}$ determines the geometry of the linear subspace. The role of the smoothing parameter is to limit the amount rate of change of the Legendre measure which would affect the divergence between classes and in the process keep the dimensionality reduced basis in a fixed point. The probability density function of the theoretical distribution can be expressed as a function of the absolute value of a covariance matrix $\Sigma$ which is usually expressed in relation to a transition matrix $T$ whose column is orthonormal as follows

$$
\begin{equation*}
\log \rho_{q}=-\frac{1}{2} \log \left((2 \pi)^{d}|\Sigma|\right)-\frac{1}{2}(x-\mu)^{T}(\Sigma)^{-1}(x-\mu) \tag{3.36}
\end{equation*}
$$

### 3.3.2 Experiment

The ideal lattice chosen are usually subsets of $Z^{n}$. At high dimensionality, samples of the subsets is projected to exponentially many lattice vectors which leads
to losses in the signal-to-noise ratio. The total number of vectors that leads to this losses is given by [136]

$$
\begin{equation*}
N_{k}=\sum_{k=1}^{k} S N R^{\frac{\varepsilon T}{k}} \tag{3.37}
\end{equation*}
$$

where $\frac{\epsilon T}{k}$ is the multiplying gain of the MIMO detector. The logarithm of the orthogonal diagonal coefficient as a function of Equation 3.10 can be used to define and parameterize the quality of basis [118]. To analyse the quality of the reduced basis using dimensionality mapping method, its Bit Error Rate(BER) performance when applied to reduce a parity check matrix is presented. This lattice reduction approach is applied to a MIMO(Massive Input Massive Output) detector systems. Its BER performance is compared with other lattice basis reduction methods. The signal-to-noise ratio is given as $S_{N R}=N_{T} * E_{S} / N_{o}$ where the average bit is $E_{S}$. A good performance implies the capability to approximate the basis vectors to a uniform distribution in essence solving the shortest vector problem with lesser complexity. The MIMO detector systems used are the $4 \times 4,6 \times 6,8 \times 8$ uncoded system with 4QAM, 16QAM and 64QAM constellation in a Zero-Forcing(ZF) detector system. The lattice reduction method considered are the LLL, Modified-LLL(MLLL)[137], Gram Schmidt Orthogonalization based reduction, QR decomposition. During the process of reducing the basis, the symbols of the constellation are shifted and scaled by an integer orthogonal matrix before projecting the zero forcing vector back to the constellation [138]. For a given signal-to-noise ratio, the projections are sparse and random at low dimensionality. For both the LLL and MLLL method, the trade-off factor $\delta$ is assigned a value $\frac{3}{4}$. The lattice based channel matrix used as basis in the simulation had entries from a complex i.i.d discrete Gaussian distribution with regularization parameter $\mu=0$, variance $\sigma=1$ generated over 100000 Monte Carlo runs. In addition, for the QR decomposition reordering the columns of the generator matrix of the lattice downgrades its performance overtime. From the Results, it can be seen that the Modified-LLL(MLLL) gives a better BER performance than dimensionality mapping due to the number of column swaps in the MLLL method. Furthermore, the condition of using the orthogonality of the basis vectors with the Projection as a means of finding a solution to the optimization problem impacts on the the BER performance of using dimensionality Mapping. However, dimensionality reduction gives a performance improvement of about 1 db on the $4 \times 4$ uncoded system using 4QAM constellation over the LLL algorithm for a Bit error ratio of $10^{-4}$ as shown in Figure 3.4 and a performance improvement of about 4 db on the
$6 \times 6$ uncoded system using 4QAM constellation over the LLL algorithm for bit error ratio of $10^{-4}$ as shown in Figure 3.5. It also outperformed other basis reduction methods; Orthogonalization and QR decomposition. It can be said that at lower signal-to-noise ratio, the optimization problem that is formulated to extract the mapping function is prone to more unknowns. This would lead to complexity in convergence thereby making the proposed method not ideal for reducing basis. It can be inferred that the proposed dimensionality mapping/reduction supports linear transformation rather than unimodular transformation. Also, the bit error rate result can be attributed to the proposition that the dimensionality mapping processes a certain number of independent vectors of the lattice that varies in a given permutation without breaking the constraints of the optimization problem. Furthermore, it would be stated that LLL performance degrades with increase in the orthogonality factor at high dimensional subspaces [139]


Figure 3.3: Bit Error Rate of various Basis reduction methods for Gaussian Sampler applied to ZF-MIMO detectors in $4 \times 4$ uncoded system using 16QAM constellation


Figure 3.4: Bit Error Rate of various Basis reduction methods for Gaussian Sampler applied to ZF-MIMO detectors in $4 \times 4$ uncoded system using 4QAM constellation


Figure 3.5: Bit Error Rate of various Basis reduction methods for Gaussian Sampler applied to ZF-MIMO detectors in $6 \times 6$ uncoded system using 4QAM constellation


Figure 3.6: Bit Error Rate of various Basis reduction methods for Gaussian Sampler applied to ZF-MIMO detectors in $6 \times 6$ uncoded system using 64QAM constellation


Figure 3.7: Bit Error Rate of various Basis reduction methods for Gaussian Sampler applied to ZF-MIMO detectors in $8 \times 8$ uncoded system using 16QAM constellation

### 3.4 Gaussian Sampler

A modified variant of the nearest plane approach is given in Algorithm 7. The single value decomposition is employed to reduce the covariance matrix $\Sigma$ expressed as $\Sigma_{1}=\sigma^{2} D C D^{T}$ where $D$ is a diagonal matrix and $C$ a correlation
coefficient matrix. The lattice points are sampled from an ellipsoidal discrete Gaussian distribution with covariance $\sigma^{2} D D^{T} C$. This makes the resulting sample $z$ to be sampled in a spherical discrete Gaussian distribution, thus making the complementary covariance matrix to become $\Sigma_{2}=\sigma^{2} I$. Then it is translated by adding a small distribution with covariance $\left(\sigma^{2} I-\sigma_{2} D C D^{T}\right)+\sigma^{2} D D^{T} C=\sigma^{2}$ for some $\sigma=\omega(\sqrt{\log n})$. In [26] the bound on the diagonal matrix $D$ was stated as $(2(D)+1)$, which results to the positive definite covariance matrix $\Sigma_{1}=\sigma^{2} D C D T=\sigma^{2}$ and $\Sigma_{2}=\sigma^{2} I+\sigma^{2} D C D^{T}=\sigma^{2}\left(D C D^{T}+I\right)$. The matrix $D$ and $C$ should have small entries to enable easier computation and eliminate the need for offline computation. The first $k-1$ columns of $C$ are orthogonal basis of $\Sigma_{1}$ column space. Consequently, the norm of $\Sigma_{1}$ approaches $\sigma^{2}$ as $k$ tends to infinity. The orthogonal structure of $C$ is in far contrast to the triangular structure because reduction with a triangular structure is not straightforward making computation exponentially high on input.

```
Algorithm 7 Gaussian Sampler
Require: Basis \(B=\left(b_{1}, \ldots b_{n}\right) \in Z^{n \times n}\), parameter \(\sigma\), target center \(c \in Z^{n}\), Low
    dimensional basis \(\tilde{B}=\left\{\tilde{b}_{1}, \ldots, \tilde{b}_{n}\right\} \in Z^{n \times m}\), norm \(r_{i}=\left\|b_{i}^{*}\right\|\)
Ensure: \(z_{i}\) drawn from a distribution statistically close to \(D_{\Lambda, \sigma, c}\)
    \(v_{n} \leftarrow(0, \ldots, 0), c_{n} \leftarrow c\)
    for \(\mathrm{i} \leftarrow n, \ldots, 1\) do \(\quad \mathrm{t}_{i}=\frac{\left\langle c_{i}, \tilde{b}_{i}\right\rangle}{\left\|b_{i}\right\|^{2}}-\sum_{j>i}^{m} a_{i, j} z_{j}-\sum_{j^{\prime}>i}^{n} a_{i, j^{\prime}} z_{j}\) where \(a_{i, j}\) is an
    integer coefficient close to \(c_{i}\)
        compute a covariance and complementary covariance matrix as a function of
    Gaussian parameter \(\Sigma_{1}=\sigma^{2} B B C^{T}, \Sigma_{2}=\sigma^{2} I+\Sigma_{1}=\sigma\left(B C B^{T}+I\right)\)
        \(z_{i} \leftarrow D_{Z, \sqrt{\Sigma_{i}}, t_{i}}\)
        \(t_{i-1}:\left(\alpha_{i, j}+z_{i}\right) b_{i}^{*} \leftarrow t_{i}\)
        \(t_{i-1}:\left(\alpha_{i, j}+z_{i}\right) b_{i}^{*} \leftarrow Z^{n}\)
        \(v_{i-1}: z_{i} b_{l}^{*} \leftarrow v_{i}\)
        Calculate probability rate
        if \(r<\) probability rate then
            Set \(y=t_{0}-v_{0}\)
            Return \(y\)
```

It is very important that the statistical distance between the proposed distribution where the lattice points are sampled from and the target distribution where the lattice points are ideal be minimized as possible. This can also be described using the concept of convergence. When the range of the center $c$ of the distribution is denoted by $[-0.5,0.5]$ and $\sigma>0$, the probability rate $\lambda(x, y)$ increases for $c$ fixed at $[0,0.5] \quad[140]$. In this proposed design $c \in Z^{n}$ would be chosen at [ 0,1$]$. The input to the proposed sampler would be a basis $B$, Gaussian parameter $\sigma$, the center
of the distribution $c \in Z^{m}$, the initial sample $x$ of the Markov chain and the tail cut parameter $\tau$. A new sample would be generated if $U$ a random number generated from a uniform distribution $[0,1)$ meets the following condition $U>\oslash[t]$ where $\oslash[t]$ is the cumulative distribution function and $t$ is the result of the reduced basis $\tilde{b}_{i}$ and the center with a norm $\left\|\tilde{b}_{i}\right\|$. The final sample is accepted if $U \leq \lambda(x, y)$. Based on the Gaussian sampler, the hardness of the learning with error problem can be redefined to finding $v \in \Lambda$ such that the distance between $c$ and $\left(z_{i} b_{i}^{*}\right)$ is short and also $\left|c_{i}-t_{i}\right| \leq\left|t_{0}-v_{0}\right|$. This is because the target vector is sampled from the required distribution $z_{i} \leftarrow D_{Z, \sqrt{\Sigma_{i}}, t_{i}}$ they are spaced at the norm $r_{i}$. Also, $\left|c_{i}-t_{i}\right|$ is the distance of $c_{i}$ from a plane in the distribution. From Babai's theorem, $\left|c_{i}-t_{i}\right| \leq \frac{\left\|b_{i}\right\|^{2}}{2}$. If $z \leftarrow D_{Z, \sqrt{\Sigma_{i}}, t_{i}}$, then $c_{0}-v_{0}$ is close to $z_{i} b_{i}^{*}$. Therefore,

$$
\begin{gather*}
\left|c_{i}-t_{i}\right|=\left|c_{i}-y+v_{0}\right| \leq \xi\left(t_{i}-z_{i}\right) \leq \xi\left|c_{i}-z_{i}\right| \frac{\left\|b_{i}\right\|^{2}}{2}  \tag{3.38}\\
\left|c_{i}-t_{i}\right|=\left(\left|t_{i}-t_{i-1}\right|^{2}+\left|c_{i}-t_{i}\right|^{2} \leq\left|c_{i}-z_{i}\right|(1+\xi)\right. \\
<\xi\left(c_{i}-z_{i}\right) \tag{3.39}
\end{gather*}
$$

Lemma 9. Let $B$ be a basis of a lattice, let $\Sigma=D D^{T} \sigma^{2}$ for $\sigma>0$ and $c \in Z^{n}$ over dimensionality Reduced basis $\tilde{B}$ to generate convolute $t$. The probability of outputting $v$ has distribution statistically close to $D_{Z, \sqrt{\Sigma}, t_{i}}$.

Proof. Let $\Sigma=B B^{-1} \sigma^{2}$ for $\sigma>0$, the probability that $z_{i}=\bar{z}_{i}$ is satisfied if $\Lambda+t_{i}=\bar{x}$ where $\Lambda+t_{i}$ is the support of $y=x-v_{0}$ which is a solution to the shortest vector problem. This resolves to $y=\bar{x}-z_{i} b i$. From Lemma 3[26], $\bar{x}=t-B \bar{z}$, which results to $y=t-B \bar{z}-\bar{z} B B^{-1}$. This satisfies the Gaussian distribution given as $\rho_{\sqrt{\Sigma_{i}}, t_{i}}\left(\bar{x}-z_{i} b_{i}\right)=\rho_{\sqrt{\Sigma_{i}}, t_{i}}\left(t-B \bar{z}-\bar{z} B B^{-1}\right)=\rho_{\sqrt{\Sigma_{i}}, t_{i}}(B \bar{z})=\rho_{\sqrt{\Sigma_{i}}, t_{i}, Z}(v)$

### 3.4.1 Statistical distance

This algorithm as expected samples the entire variable as a block $z_{i}$. This is because sampling a component at each step leads to inefficiency towards closing the gap in the statistical distance. Inspired by the convolution theorem [26], Theorem 3 is used to test for correctness of the constructed sampler. Readers are encouraged to reference it for more details

Theorem 3. For $\epsilon \in\left(0, \frac{1}{2}\right)$, let $\Sigma_{1}$ and $\Sigma_{2}$ be a positive definite matrices where $\Sigma_{1}=$ $\sigma^{2} B B^{T} C$ and $\Sigma_{2}=\sigma^{2}\left(B C B^{T}+I\right) \in \eta_{\epsilon}^{2}\left(\Lambda_{1}+\Lambda_{2}\right), \Lambda_{1}(B) \in Z^{n}$ and $\Lambda_{2}(B) \in Z^{m}$.

Given a basis $B=\left\{b_{1}, \ldots b_{n}\right\}$ and with two arbitrary distributions $x_{2} \leftarrow D_{\Lambda_{2}, c_{2}, \sqrt{\Sigma_{2}}}$ and $x_{1} \leftarrow D_{\Lambda_{1}, \sqrt{\Sigma_{1}}}\left(c_{1}+x_{2}\right)$ that produces a vector $x=\left(x_{1}, x_{2}\right) \in\left(\Lambda_{1}+\Lambda_{2}\right)$, the statistical distance $D_{\Lambda_{2}+c_{1}, x}$ is bounded by $1+4 \epsilon$.

Proof. It would be shown that the output distribution of the sampler is statistical close to the target discrete Gaussian distribution, $x_{2} \leftarrow D_{\Lambda_{2}, c_{2}, \sqrt{\Sigma_{2}}}$ and $x_{1} \leftarrow$ $D_{\Lambda_{1}, \sqrt{\Sigma_{1}}}\left(c_{1}+x_{2}\right)$ which follows that $\operatorname{Pr}\left[x_{1}=x_{/, 1}, x_{2}=x_{/, 2}\right]$

$$
\begin{gathered}
\frac{\rho_{\sqrt{\Sigma_{1}}}\left(x_{1}-c_{1}\right) \cdot \rho_{\sqrt{\Sigma_{2}}}\left(x_{2}-c_{2}\right)}{\rho_{\sqrt{\Sigma_{1}}}\left(\Lambda_{1}+B C^{-1}\left(c_{1}+x_{2}\right) \cdot \rho_{\sqrt{\Lambda_{2}}\left(x_{2}-c_{2}\right)}\right.} \\
\frac{\rho_{\sqrt{\Sigma_{1}}}\left(x_{1}-c_{1}\right) \cdot \rho_{\sqrt{\Sigma_{2}}}\left(x_{2}-c_{2}\right)}{\rho_{\sqrt{\Sigma_{1}}}\left(\Lambda_{1}-c_{1}-B C\left(c_{1}-x_{2}\right) \cdot \rho_{\sqrt{\Lambda_{2}}\left(x_{2}-c_{2}\right)}\right.} \\
\frac{\rho_{\sqrt{\Sigma_{1}}}\left(x_{1}-c_{1}\right) \cdot \rho_{\sqrt{\Sigma_{2}}}\left(x_{2}-c_{2}\right)}{\sum_{x_{2} \in \Lambda_{2}} \rho_{\sqrt{\Sigma_{1}}}\left(x_{2}-c_{1}\right)+B C\left(c_{1}-x_{2}\right) \cdot \rho_{\sqrt{x_{2}}\left(x_{2}-c_{2}\right)}} \\
\frac{\rho_{\sqrt{\Sigma_{1}}}\left(x_{1}-c_{1}\right) \cdot \sum_{x_{2} \in \Lambda_{2}}\left(\Lambda_{2}-c_{2}\right)}{\sum_{x_{2} \in \Lambda_{2}} \rho_{\sqrt{\Sigma_{1}}}\left(\Lambda_{2}\right)+B C\left(c_{1}+\Lambda_{2}\right) \cdot \rho_{\sqrt{x_{2}}\left(x_{2}-c_{2}\right)}} \\
\propto \frac{\rho_{\sqrt{\Sigma_{1}}}\left(x-c_{1}\right) \cdot\left[1, \frac{1-\epsilon}{1+\epsilon}\right]}{\sum_{x_{2} \in \Lambda_{2}} \rho_{\sqrt{\Sigma_{1}}}\left(\Lambda_{2}\right)+B C\left(c_{1}+\Lambda_{2}\right) \cdot \rho_{\sqrt{x_{2}}\left(x_{2}-c_{2}\right)}} \\
\epsilon\left[\frac{1-\epsilon}{1+\epsilon}\right],\left[\frac{1-\epsilon}{1+\epsilon}\right] \cdot \frac{\rho_{\sqrt{\Sigma_{1}}}\left(x-c_{1}\right)}{\rho_{\sqrt{\Sigma_{2}}}\left(x-\Lambda_{2}\right)} \\
\left.\left[\frac{1-\epsilon}{1+\epsilon}\right]\left[\frac{1-\epsilon}{1+\epsilon}\right] \cdot D_{\Lambda_{2}, c_{1}}(x)\right] \cdot D_{\Lambda_{2}, c_{1}}(x) \\
{[1-4 \epsilon, 1+4 \epsilon)}
\end{gathered}
$$

The preimage of the target center $c$ would be computed after $z$ is sampled from a distribution statistically close to $D_{Z, \sqrt{\Lambda_{i}}, t_{i}}$. The required sample $y$ from the sampler shown is accepted if the probability of acceptance $\lambda(x, y)$ is minimal.

Theorem 4. Let $\Lambda(B) \in Z$ and $\epsilon \in\left(0, \frac{1}{2}\right]$. Let there be a support $\Lambda+c$ where $|x-c|<$ $k \sigma$ for $k>0$, the bound on the probability rate of accepting a sample $y=x-v_{0}$ from the discrete Gaussian sample is given as $\min \left\{1, \frac{\left.\left.D_{\Lambda+c, \sigma(y)} \cdot \frac{D_{Z, \sigma_{i}, y(x)}}{D_{\Lambda+c, \sigma(x)}} \cdot \frac{D_{Z, \sigma_{i}, x(y)}}{}\right\} \leq 16 \epsilon+8 e^{-\frac{k^{2}}{2}}\right\} .}{}\right.$

Proof. The probability of acceptance is given by $\min \left\{1, \frac{D_{\Lambda+c, \sigma(y)}}{D_{\Lambda+c, \sigma(x)}} \cdot \frac{D_{Z, \sigma_{i}, y(x)}}{D_{Z, \sigma_{i}, x(y)}}\right\}$ which follows that

$$
\min \left\{1, \frac{D_{\Lambda+c, \sigma(y)}}{D_{\Lambda+c, \sigma(x)}} \cdot \frac{D_{Z-y, \sqrt{\Sigma_{i}}, y-c}}{D_{Z-x, \sqrt{\sigma}, x-c}}\right\}
$$

Expanding the distribution into its constituent Gaussian functions

$$
=\min \left\{1, \frac{\rho_{\sigma, 0}(\Lambda)}{\rho_{\sigma, c}(y)} \cdot \frac{\rho_{\sigma, c}(x)}{\rho_{\sigma, 0}(Z)} \cdot \frac{\rho_{\sqrt{\Lambda}, c}(y-x)}{\rho_{\sqrt{\Lambda}, t_{i}}(\Lambda)} \cdot \frac{\rho_{\sqrt{\Sigma}, t_{i}}(Z)}{\rho_{\sqrt{\Sigma}, c}(x-y)}\right\}
$$

Rearranging likely terms

$$
=\min \left\{1, \frac{\rho_{\sigma, 0}(\Lambda)}{\rho_{\sqrt{\Sigma_{i}}, t_{i}}(\Lambda)} \cdot \frac{\rho_{\sqrt{\Sigma_{i}}, t_{i}}(\Lambda)(Z)}{\rho_{\sigma, 0}(Z)} \cdot \frac{\rho_{\sigma, c}(x)}{\rho_{\sigma, c}(y)} \cdot \frac{\rho_{\sqrt{\Sigma}, c}(y-x)}{\rho_{\sqrt{\Sigma}, c}(x-y)}\right\}
$$

which satisfies

$$
\min \left\{1,\left(1+4 \epsilon+8 e^{-\frac{k^{2}}{2}}\right)^{2}\left(1+4 \epsilon^{2}\right)\right\}
$$

since $k \leq \infty$ and $\epsilon$ is $n g l(n)$ then

$$
\min \left\{1,\left(1+16 \epsilon+8 e^{-\frac{k^{2}}{2}}\right)^{2}\left(1+4 \epsilon^{2}\right)\right.
$$

### 3.4.2 Precision analysis

In this section, the bound on the floating point precision is shown, if the adversary makes $q$ private key queries to the challenger with a reduction factor $\epsilon$. This reduction factor enables the discrete probability density functions to be stored in a fixed table size in memory. This reduction factor is lower bounded as follows $\left|\epsilon_{i}\right| \leq 2^{-m} \rho_{\sigma, 0}$ [141]. Employing [111] theorem ,the correctness of precision can be tested as follows

$$
\left.\begin{array}{c}
k=m^{\prime}-\left(C \epsilon+2 \log _{2}\left(\left\|B^{-1}\right\|\right)+\log _{2}\left(\mu^{2} n^{3} \tau \sigma^{2} q\right)\right. \\
k=m^{\prime}-\left(\frac{\sqrt{\log \left(2 k\left(1+\frac{1}{\epsilon}\right)\right.}}{\pi}\right)+2 \log _{2}\left(\left\|B^{-1}\right\|\right)+\log _{2}\left(\mu^{2} n^{3} \tau \sigma^{2} q\right) \\
k=m^{\prime}-\left(\frac{\sqrt{\log \left(2 k\left(1+\frac{1}{\epsilon}\right)\right.}}{\pi}\right)+2 \log _{2} \sqrt{n} . \\
=m^{\prime}-\left(\frac { \sqrt { \sum _ { i \in [ n ] } g _ { i , i } ^ { 2 } } + \operatorname { l o g } _ { 2 } ( \mu ^ { 2 } n ^ { 3 } \tau \sigma ^ { 2 } q ) } { \pi } \left(2 k\left(1+\frac{1}{\epsilon}\right)\right.\right. \\
\pi
\end{array}+3 \log _{2} \cdot \sqrt{\sum_{i \in[n]} g_{i, i}^{2}}\left(\mu^{2} n^{3 / 2} \tau \sigma^{2} q\right)\right] . \sqrt{\sum_{i \in[n]} g_{i, i}^{2}}+3 \log _{2}\left(\mu^{2} n^{3 / 2} \tau \sigma^{2} q\right) \quad .
$$

To ensure $\lambda$-bits of security, the floating point precision should be bounded by $m^{\prime} \geq \lambda+\log _{2} \sum g_{i, i}\left(\mu^{2} \tau s q n^{3 / 2}\right)$ where $\mu^{2}$ is the precision of the perfect sampler and $n$ is the number of samples from the uniform vectors. Table 3.1 compares the bound on precision.

Table 3.1: Bounds on the Precision of Floating point arithmetic

| Bound |  |
| :---: | :---: |
| $m \geq \log (l m q / \epsilon)$ | $[141]$ |
| $m \geq \log \left(l m q e^{-2 \pi / s^{2}} / \epsilon\right)+1$ | $[141]$ |
| $m \geq \epsilon+2.3+\log _{2}(s m q)$ | $[103]$ |
| $m \geq \epsilon+\log _{2} \sum g_{i, i}\left(\mu \tau s q n^{3 / 2}\right)$ | This work |

### 3.4.2.1 Simulation result

The performance of the precision of the sampler was tested with $10^{5}$ samples. These samples is assumed to guarantee the success probability. The plot is shown in Fig 3.8. The parameters employed where from the BLISS[142] signature scheme. The tail cut parameter is expressed as $\tau=13.4 / \sqrt{2 \pi}=5.36$, the precision of the perfect sampler was taken as 1024 bits, the Gaussian parameter was taken as 254 . Consequently, computing the standard deviation becomes $s=\sqrt{2 \pi} 215.75=541$. Also, the success of probability of $2^{-128}$ for a security level of $2^{256}$ was taken into consideration. Finally, adversary adaptive queries to an oracle was given as $q=2^{64}$.


Figure 3.8: Precision of Gaussian sampler for 1400 samples per second, tail cut parameter $\tau=5.36, \sigma=541$, adaptive queries $q=2^{64}$

From the result it can be observed that at a sampling size of $10^{20}$, a precision of 105 bits was recorded. For the same sampling size, [141] recorded a precision of 188 and 180 bits while [103] recorded a precision of 100 bits. The precision is inversely proportional to the success probability of the system withstanding an attack and directly proportional to the security parameter.

## Chapter Summary

Gaussian sampling is one of the schemes that are employed in Lattice cryptography to approximate a vector with the shortest norm in Euclidean space. In other words to solve the shortest vector problem in a lattice. This method is a basis for the Learning with errors concept which is intractable in polynomial time. In order to approximate a solution to this problem, a Gaussian sampling pre-processing method where a basis is mapped from a high dimensional subspace to a Low dimensional subspace using a projection function is proposed. This method is analogous to the LLL method which reduces the basis to its Gram-Schmidt orthogonal equivalent with its attendant complexity. The security of these scheme is based on the adversary's lack of knowledge of the basis that generated the vectors. It is assumed the Gaussian distribution has the probability mass centred around vectors with huge norms. The random sampling of the basis vectors from a distribution depends on the geometry of linear subspace. The algebraic structure of the lattice points is still maintained for reduction to worst case assumptions using random oracles. The sampled vectors is a subset of the n-dimensional space. Its statistical distance is parameterized by the KL divergence.In order to further this approach, a "collapse" function was constructed as an optimization problem together with an affine transformation that would enable a smooth projection. BER performance of the reduced basis show that the proposed method outperforms the LLL method. However, with slightly less than the expected result compared the modified variant. Pierkert's Convolution theorem was extended to improve on Poppleman's approach to investigate the correctness of a proposed variant of Babai's plane algorithm where the next iteration of the center is a mapping process. On input of success probability $2 \epsilon$, the statistical distance between the simulated distribution and an ideal distribution is reduced from $32 \epsilon$ to $2 \epsilon$. Also tighter bounds on the precision of the distribution was derived and simulated using parameters from BLISS signature [142]. This shows our approach is efficient for algorithmic complexity purposes.

## Chapter 4

## Syndrome Decoding problem: Solution using Plücker coordinate of the Grassmannian

### 4.1 Introduction

In the key generation process of code based cryptosystem, the generator matrix $G$ is scrambled to $G^{*}$ using a combination of permutation matrices. Given a message bit to be encrypted $m$, the generated ciphertext can be represented as a syndrome $s=m G^{*}+x$. The vector $x$ indexes the columns of the parity check matrix $H$ of the code. In other words, $H s^{T}=H\left(m G^{\star}+x\right)=H x^{T}$. The goal of the adversary is to recover the vector $x$ of minimum weight $w$, then $G$ can be extracted using some form of interpolation thereby revealing $m$. To compute the vector $x$ given the syndrome $s$ and the parity matrix $H$ is an NP complete problem termed the syndrome decoding problem. Most approaches to solve this problem is to first lift this vector into a basis of a vector space. Then, construct a set of indices containing linearly independent columns of the parity matrix [143] or create a support containing the minimum codewords of a certain rank [10]. The dimension of the set corresponds with the dimension of the code. To prune the set, Gaussian elimination is employed. For the Grassmann, the parity matrix are parameterized by the Plücker coordinates. In addition, the scrambled generator matrix is a matrix representation of an isomorphism. In other words, the isomorphism hides the structure of the message symbol and in the process forms a code with minimum distance $d_{\text {min }}$. The minimum Grassmann weight of the vector $x$ is given as $G_{w t}(x) \leq \frac{d_{\text {min }}}{2}$.

Furthermore, the vector would be lifted as a basis of a subspace of a projective space. Therefore, the solution to the syndrome decoding problem reduces to a situation of creating set of linearly independent coordinates and iterating over this set to find a minimum distance $d_{\text {min }} \leq n-k+1$ of a lifted code. This thesis is more especially interested in the probabilities of enumerating this basis to find linearly independent Plükcer coordinates that will compute this minimum distance .

The hardness of decoding the syndrome of a linear code [144] has been useful in designing quantum safe encryption in the Hamming metric using Goppa codes [145] and in the rank metric using Gabidulin codes [67]. The syndrome decoding problem is the basis of cryptanalysis in code based cryptography. This is because on the input of certain code parameters and with the knowledge of the structure of the code, an attacker can decrypt the ciphertext and reveal the message in the process. This can also be done by the adversary, if it can find a vector of length $n$ and also if it has the ability to correct $k$ errors. Solutions to the problem in the Hamming metric have been presented using a set of indices [15] and its variants [146] to find the codeword with the smallest weight. Also, these solutions has been extended to the rank metric to guess the support that contains the error coordinates [10].

However, with available literature, no Post quantum based cryptosystem has been designed using codes associated with the Grassmannian under the Grassmann metric. Nevertheless, there is ample evidence that points to the fact there is a connection between the construction of a cryptosystem using a Grassmann based code and a Hamming based code. This is because of the link between the structure of these two codes as explained in this paper [147]. Also, no solution to the problem in the Grassmann metric has been proposed as regards to its use in cryptography. However, for coding applications, research on finding the minimum weight of codewords in the Grassmann metric has been proposed [148].

The Grassmannian can be divided into positive or negative depending whether the maximal minor of the generator matrix, in other words the determinant, is positive or negative. In other words, a negative Grassmannian has a negative minor while a positive Grassmannian has a positive minor. Furthermore, the positive Grassmannian has positive Plücker coordinates as well and the essence of using the positive Plücker coordinates as a solution to the syndrome decoding problem is to avoid changing the minor which would lead to erroneous results when swapping the columns of the generator matrix. Consequently, in the Grassmann metric, sets of Plücker coordinates are analogous to index sets used in the Hamming metric.

The Grassmannian defines a system of k -dimensional subspaces in an n -dimensional vector space of a finite field of Characteristic 2 . It also includes a projection of $n-k$ dimensional subspace that form unique pivot positions. These subspaces can be seen as vertices connected by edges, if and only if there is a trivial intersection between the subspaces. In the process a unit Grassmann distance is generated. Furthermore, for such a graph, sparse bi-adjacency matrix represents the nodes and the edges which can be decomposed into a set of positive Grassmannian Schubert cells [12]. These cells can be represented by a canonical matrix in a row echelon format with a leading one in each row. The missing element in each row can be modelled using Ferrer's diagram [149] which represents it as partitions. A relevant research question is this, are there codes associated to Grassmannian varieties with robust theoretical background that can be categorized as a sub family of Tanner graph codes? The synopsis to this question comes from the idea of using Grassmann support and its mathematical framework [10] on code based based cryptography in the rank metric. This parameter is usually used as a parameter for codes associated to Grassmann varieties. This inspires the thesis to connect the dot by expounding on the Grassmann support and its derivatives. Finally, in the theory of toric geometry [12], the planar graph that illustrates the totally non negative Grassmannian can be redesigned into a graph similar to a Tanner graph [150] and possessing the properties of such a graph. Consequently, Non-negative Grassmann codes is a graph based code that can be represented with vertices and nodes just like Tanner graph based codes. These nodes represent k dimensional subspaces and their intersections .

The solution of the syndrome decoding problem is generalized to the Grassmann metric by using Plücker coordinate. This is done by finding the subset of Plücker coordinate of codewords of minimum Grassmann weight and with minimum subspace distance. The Plücker coordinates of the totally positive Grassmnannian cells are the the columns of the Generator matrix of the code $C(k, n) \subset G_{r}(n, k)$ whose maximal minor is non-zero . As stated earlier, this matrix is a representation of an isomorphism. Such isomorphism has been studied in literature [151]. Families of codes associated to Grassmann varieties can be employed in the quantum safe code based cryptosystem because of its efficient decoding procedure [151] and probability to correct low weight codewords [149].

The adversary requires knowledge of the isomorphism in order to decompose the Generator matrix into its row echelon form. The boundary map would be
used as an isomorphism to map the $k$ subset elements of the generator matrix into a point in the Grassmannian in order to find non-negative Plücker coordinates with minimum Grassmann distance. Furthermore, an a priori approach is proposed to find the low Grassmann weight vector by enumerating the basis based on a bound that is expressed as function of the number of positroid cells in the Grassmannian $G r_{k, n}$ with weight $k$.

### 4.1.1 Contribution

The contribution of this chapter is to propose an alternative solution to the syndrome decoding problem in the Grassmann metric using Plücker coordinates. First, the theory of Plücker coordinates is extended with the transformation of planar graphs to non planar graph. Then, Gaussian decomposition is employed to reduce the generator matrix to form pivot columns of the parity check matrix. Thereafter, analytical bounds on the enumeration of the basis are presented together with numerical results on the failure probability and the cost of row operations. Finally, the shortest vector problem is generalized to the syndrome decoding problem and the probability mass distribution of the elements of the Grassmannian in their coordinate positions is analyzed using copula functions.

### 4.2 Preliminaries

### 4.2.1 Notation

In this section, a brief summary of some of the notation used in this chapter is provided. $F_{q}$ represents finite field of q elements, $F_{q^{m}}$ represents extension field of degree $m, F_{q}^{n}$ represents vector spaces of dimension $n$ over $F_{q}, A$ represents $n \times m$ matrix, $a$ represents a vector, $G_{q}(n)$ represents set of subspaces belonging to $F_{q}^{n}$ (Grassmann), $E \oplus F$ represents smallest subspace , $\langle A\rangle$ represents $F_{q}$ span of $A$.

### 4.2.2 Coding Theory in the Rank Metric

Given a bijective mapping between a vector $a$ and a matrix $A \in F_{q}^{m \times n}$, with a subspace of size $n-k$, the complexity of a combinatorics solution is given by $O(n-k)^{3} m^{3} q^{(n-k)}\left[\frac{(k+1) m}{n}\right]-m[10]$. Lifting can be performed on an interleaved code by transforming the linear matrix code to a subspace by multiplying its transpose with an identity matrix. The linear matrix code $C[m \times n, k] \in F_{q^{m}}$ is a linear code generated by $(m \times n)$ matrices. The linear matrix code can be represented as a function of its basis by $C_{j}=\sum_{i=1}^{m} X_{i j} \beta_{i} \forall j \in\{1, \ldots, n\}$ where $\beta_{i}$ is a basis
of a subspace $F$ over $F_{q^{m}}$. The basis of a subspace over $F_{q}$ multiplies $C$ by a non zero element which does not affect the rank distance between codewords. The basis can also be a row of a generator matrix $G \in F_{q^{m}}^{k \times n}$ which has the complexity of $k(n-k) m^{2} \log _{2} q$ bits [8]. The dimension of the subspace determines the weight of the codeword and the number of subspaces is given by the Gaussian coefficient expressed as

$$
\begin{equation*}
\binom{n}{w}_{q}=\prod_{i=0}^{k-1} \frac{q^{n}-q^{i}}{q^{w}-q^{i}} \tag{4.1}
\end{equation*}
$$

$w$ is the weight and $q^{m}$ and $q^{i}$ are monomials over $F_{q^{m}}$.

In information set decoding, the probability of finding the codeword given $\mathrm{a}[n, k, t+1]$ matrix code is given by

$$
\begin{equation*}
P_{d e c}=\frac{\binom{n-k}{t}}{\binom{n}{t}} \tag{4.2}
\end{equation*}
$$

with complexity $P_{\text {dec }}=O(1) \cdot 2^{n H_{2}(t / n)-(1-k) H_{2}(t /(n-k))}$ where $H_{2}(x)=-x \log _{2}(x)-$ $(1-x) \log _{2}(1-x)[16]$. If the parity check matrix $H$ is expressed with respect to $(n-k) \times n$ identity matrix, an $m \times k$ zero matrix and $(n-k-n) \times k$ random matrix code chosen uniformly as $H=(I / 0 / R)$ then the linear matrix code is called a simple code. The probability of decoding such a matrix when $m<\frac{m+n-\sqrt{(m-n)^{2}+4 k m}}{2}$ is given by $P_{f} \sim \frac{1}{q^{m-w+1}}$ as $q \rightarrow \infty$. The bound on the weight of the error vector $x$ is given by the Gilbert-Varshamov bound [152] which is defined as

Definition 8. The number of elements of a sphere $S$ given integers $n, m, q, t$ with radius $t \in F_{q^{m}}^{n}$ is equal to the number of spaces with $m \times n$ basis of dimension $t$. For $t \geq 1$, it follows that

$$
\begin{equation*}
S=\prod_{j=0}^{t-1} \frac{\left(q^{n}-q^{j}\right)\left(q^{m}-q^{j}\right)}{q^{t}-q^{j}} \tag{4.3}
\end{equation*}
$$

For a ball of radius $t$, the volume becomes $V=\sum_{i=0}^{t} S(i)$. Also, for a matrix code $C$, if $V \geq q^{m(n-k)}$ and $\sum_{j=0}^{d-2}\binom{n-1}{j}<2^{n-k}$ then the smallest integer
$t$ is referred to as the Gilbert-Varshamov bound.

### 4.2.3 Syndrome Decoding Problem

The Syndrome decoding problem is defined here in terms of complexity theory

Definition 9. The a priori probability of finding a codeword $x_{i}$ with non-zero codewords $\leq w$ given an integer which represent the ith column of an error that permutates Code $C$ to $C^{\prime}$, such that $H^{T} x=s$, where $s \in_{R} F_{q^{m}}^{n-k}$ is a syndrome and $H$ is a parity check matrix over $F_{q^{m}}$.

Consequently, to generalize this problem to the Grassmannian metric, it has to be reduced to an instance of finding the Plücker coordinates of codewords with lowest Grassmann weight.

Definition 10. Let Plücker coordinates be denoted as $\Delta_{I, J}(G)>0$ which forms the columns of the generator matrix. The syndrome decoding problem is to find linearly dependent subset of Plücker coordinate with $w$ columns such that $G_{i, j-k} \wedge v_{j}=u_{i}$ where a basis $B$ is defined thus; $B=\left\{u_{i}, v_{j} \mid i \in I, j \in J\right\}$, a $k \times n-k$ matrix $M_{v}$ and $a k \times n-k$ generator matrix $G$ with rank $k$.

### 4.2.4 Grasmmaninan theory

Definition 11. Totally non-negative Grassmanninan [12] is the point in the Grassmannian with positive Plücker coordinates $\Delta_{I} \neq 0$

In other words its maximal minor is positive and it can be combinatorially modelled into planar bipartite graph. The matroid of the totally positive Grassmannian is termed a positroid.

Definition 12. The boundary measurement map [12] is defined as $b: R_{>0} \rightarrow$ $G_{L_{k}} . A \in G r_{n, k}$ where $A$ is a $k \times n$ biadjacency matrix with a rank $k$ which are represented by incoming boundary edges. The map depends on the coloring of the vertices.

The matrix has a maximal minor $\Delta_{I}=1$ that forms the Plücker coordinates on $G r_{n, k}$ with column vectors $\frac{I}{A}$ that gives the basis of the subspace. Furthermore, the coordinates of $A$ can be defined as follows with slight abuse of notation as $\varphi(A)=\left\langle\left(u_{i}+\sum_{j=1}^{n-k} A_{i j} v_{j}\right)\right\rangle \forall 1 \leq i \leq k$.
$R_{>0}$ is characterized by the set of all the biadjacency matrix A. The subspace in this set is a graph of a map from a projection to its orthornormal. In other words, $V \rightarrow V^{\perp}$. The direct sum expression is given by $V \oplus V^{\perp} \cong R^{n}$ with a basis $V=\left\{v_{1}, \ldots, v_{a}\right\}$.

Let the map of a subspace $U$ to its local diffeomorphism be given as $\phi(u)=$ $\left(\phi_{1}, \ldots, \phi_{n}\right)\left(u_{1}, \ldots, u_{k}\right)$, then it follows that the tangential space at any point of the map has a basis with coordinates $\left\{\frac{\partial \phi}{\partial u_{1}}, \ldots, \frac{\partial \phi}{\partial u_{k}}\right\}$. In other words, the tangential space can also be represented by the derivative of the Grassmann. If there is an open subspace in the Grassmannian $G r_{n, k}$, then $U=\left\{W: W \cap V^{\perp}=\{0\}\right\} \subset R^{k} \times R^{n-k}$ for any $W \in U$.

There are complex numbers $c_{i j}$ such that $v_{i}+\sum_{j=1}^{b} c_{i j} v_{j} \in W$ which is linearly isomorphic. This implies that $U(S)=\{v+S v: v \in V\}$ such that $v \mapsto$ $(V, S(v))$. If $v=0$, then $U(C)=0$ from the nullity of maps. If $V$ is decomposed to subspaces $P$ and $Q$ where $Q \in U_{A}$ and $U_{A}$ is a set of all subspace $P \subset V$ such that $V \cap U_{A}=\{0\}$, then there exist $\left.P=(P \cap Q) \oplus P^{\prime}\right)$ for some $P^{\prime}$ isomorphic to $P /(P \cap Q)$.

Furthermore, for a direct sum decomposition, the intersection of $P$ and $Q$ is trivial which now becomes $P+\left((P \cap Q) \oplus P^{\prime}\right)=P \oplus Q^{\prime}$. If the subspace $E$ is decomposed, there exist $E=(E \cap V) \oplus E^{\prime}$ for some $E^{\prime} \subset R^{n}$ where the intersection $E \cap V[151]$.

Finally, a function $F_{k}(V)$ is equivalent to the injective transformation $T$ : $R^{k} \mapsto V$ and an open subset of $L\left(R^{k}, V\right)$ with a subspace of dimension $\operatorname{dim}\left(F_{k}(V)\right)=$ $k n$. In other words, $F_{k}(V)$ is the projective geometry of $V$ and its quotient space generates the Grassmannian space.

Proposition 2. Let $V$ be a linear subspace and $V^{\perp}$ its orthonormal projection. Let $U_{A}$ be a set of all projections $P_{V} \subset V$ through a map $U=v+S v$. Then $U_{A}$ lies in $L(V, E)$, if a linear isomorphism $T \in \pi^{-1}\left(U_{A}\right)$ exists.

Proof. If there is an open subspace in the Grassmannian $G_{n-k}$, then the following holds

$$
\begin{gather*}
U=\left\{E \cap V^{\perp}=\{0\}\right\}  \tag{4.4}\\
U(S)=\{v+S v: v \in V\}: v \mapsto(v, S(v)) \tag{4.5}
\end{gather*}
$$

where a subspace $S \subset V \oplus E$. This implies that $S \cap E=\{0\}$. Lets define two projections $P_{V^{\prime}}: V^{\prime} \mapsto V$ and $P_{V}: V \mapsto V^{\prime}$ where $P_{V}(v)$ is related to $P_{V^{\prime}}$ by the expression

$$
\begin{equation*}
P_{V}(v)=\left(P_{V^{\prime}}\right)^{-1}(v)-v \tag{4.6}
\end{equation*}
$$

. Given $U_{A}$ a set of all projections $P_{V} \subset V$, there is a linear isomorphism $T \in$ $\pi^{-1}\left(U_{A}\right)$ and a projective geometry $F_{K}(v)=\pi^{-1}\left(U_{A}\right)$ where $\pi^{-1}$ is an invertible function. Then it follows that the intersection of $T$ and the biadjacency $A$ is trivial that is $\pi\left(U_{A} \cap A=\{0\}\right.$, if the function $\pi$ can be inverted and if a map $f(T)=$ 0 . For $v \in V$, it is assumed that the k dimensional subspace is equivalent to its transformation for some $v^{\prime} \in V$ that is $v+S(v)=v^{\prime}+S^{\prime}\left(v^{\prime}\right)$. It follows that

$$
\begin{equation*}
v-v^{\prime}=S^{\prime}\left(v^{\prime}\right)=S(v) \in E \cap V^{\perp}=\{0\}, \Longrightarrow S(v)=S^{\prime}\left(v^{\prime}\right) \tag{4.7}
\end{equation*}
$$

. Concatenating the linear isomorphism $T$ with the projections $P_{V^{\prime}}$ and $P_{V}$, results to

$$
\begin{equation*}
f_{T}(v)=\left(P_{V^{\prime}} \circ T\right) \circ\left(P_{V} \circ T\right)^{-1} \forall v \in V \tag{4.8}
\end{equation*}
$$

and if $f$ restricts $S=S^{\prime}$ on $L(V, E)$ then it becomes

$$
\begin{equation*}
f_{T}: \pi^{-1}\left(U_{A}\right) \mapsto L(V, E) \Longrightarrow P_{V}(v)=\left(P_{V^{\prime}}\right)^{-1}(v)-v=v+S v \tag{4.9}
\end{equation*}
$$

. This results to

$$
\begin{gather*}
P_{V}(v)=S v  \tag{4.10}\\
f_{T}(v)=\left(P_{V^{\prime}} \circ T\right) \circ\left(P_{V} \circ T\right)^{-1}=i d_{V, V^{\perp}} \tag{4.11}
\end{gather*}
$$

### 4.3 Extending the theory on Non negative Grassmann

In this section, the totally non negative Grassmann would be illustrated using Tanner graph like constructions by transforming it from its planar structure to non-planar structure. This can be seen as intersecting the theory of distance transitive graph and coding theory based on the framework of Grassmann variety. First, the concept of boundary measurement maps is redefined and thereafter, a logical breakdown of how this map can be represented as a binary matrix is presented. The boundary measurement maps are designed as a mapping or transformation of vertex set in a planar bipartite graph to edge weights defined as a set of vertices in a cell in the Grassmannian graph. Given a set $I_{f} \subset I$, removing an element from the set, an embedding can be constructed from the bipartite to the Grassmannian as
$G_{r_{k, n}}(R) \rightarrow R P{ }^{\binom{n}{k}-1}$ which forms a gauge transformations expressed as a function of matroids Meas : $R_{>0} \rightarrow G_{r_{k, n}}(R)$ where $G_{r_{k, n}}(R)$ is $k$ planes on an n-dimensional space which is not affected by the ratios of $k \times k$ minors of a $k \times n$ code. Furthermore, an arbitrary edge function is selected such that $e: u \rightarrow v$ and if the vertex is coloured, another edge function is selected such that $e^{\prime}: v \rightarrow w$ by maximum revolution. Depending on the coloring, this maximum revolution can be clockwise or anticlockwise. This maximum revolution induces self intersections through the path. The boundary measurement can be defined as as $M_{i j}=\sum_{P: e \rightarrow e^{\prime}}(-1)^{\text {wind }(R)} w t(P, y)$ where the factor $(-1)^{\text {wind }(R)}$ is bound by the number of connection between sources to the planar bipartite graph which is made up of $n$ external nodes of perfect orientation and $k$ sources of perfect orientation. $w t(P, y)$ is the weight of the path.

The planar bipartite graph structure with perfect orientation[11],[12] would be employed to buttress the idea. This is shown in Figure 4.1 and Figure 4.2. First, the planar bipartite graph is transformed into non-planar bipartite graph taking note of the sources and external nodes while labelling them accordingly for convenience purposes. If the row and column are of the same node, the code entry is set to 1 , if there is no path connecting the nodes, the map code entry is set to 0 . Finally, the condition in literature is modified to support the objective of the idea by stating that if there is a negative sign then the entry is set to 0 and set to 1 if otherwise. Consequently, a boundary measurement mapping $A$ and $B$ produces the Grassmannian $G_{r>0}(2,4)$ and $G_{r>0}(2,6)$ respectively which is constructed using the flows as regards to whether it is clockwise or anticlockwise as follows;

$$
\begin{gather*}
A=\left[\begin{array}{cccc}
1 & 0 & -t+x & -(y+x z t) \\
0 & 1 & y & z t
\end{array}\right] \Longrightarrow\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 1
\end{array}\right] \\
\rightarrow G_{r>0}(2,4) \tag{4.12}
\end{gather*}
$$

The same procedure is extended to $B$ as well

$$
B=\left[\begin{array}{llllll}
1 & 1 & 0 & 0 & 0 & 0  \tag{4.13}\\
1 & 0 & 0 & 0 & 1 & 1
\end{array}\right] \rightarrow G_{r>0}(2,6)
$$



Figure 4.1: Non planar bipartite graph with perfect orientation containing 2 boundary vertices, 2 external nodes and a face transformed to its non planar structure


Figure 4.2: Non planar bipartite graph with perfect orientation containing 2 boundary vertices, 6 external nodes and 9 faces transformed to its non planar structure

The dimension of the Grassmanian parameterized from $G_{r>0}(2,4)$ is given as 4, then the number of boundary vertices $k$ is computed as follows $k(n-k)=4 ; k=2$ while that of the Grassmannian parameterized $G_{r>0}(2,4)$ is given as 6 , then the number of boundary vertices $k$ is computed as follows $k(n-k)=6 ; k=2$

For a set $I=\{1,2\}$ and a minor $J=2,6$, a modified Plücker coordinate for $\Delta_{2,6}$ can be computed as follows

$$
\begin{equation*}
\Delta_{26}=f / g=\frac{(1 b+C 2)(1 b+a b)}{1+C 2} \tag{4.14}
\end{equation*}
$$

### 4.4 Solution using Plücker coordinates

In this section, the concept of solving the syndrome decoding problem in the Grassmann metric using Plücker coordinates is presented.

Let $C \subset G_{r}^{+}(n, k) \in F_{2}^{k+l}$ be a code associated to the totally non-negative Grassmannian with a generator matrix $G \in F_{2}^{(k+l) \times l}$ and a subset of the matroid space Mat. Therefore, we have the matrix
$G=\left(\begin{array}{ccccc}g_{0} & g_{1} & g_{2} & \ldots & g_{n} \\ g_{0}^{q} & g_{1}^{q} & g_{2}^{q} & \ldots & g_{n}^{q} \\ \vdots & \vdots & \vdots & \ldots & \vdots \\ g_{0}^{q^{k-1}} & g_{1}^{q^{k-1}} & g_{2}^{q^{k-1}} & \ldots & g_{n}^{q^{k-1}}\end{array}\right)$.
The element of the Grassmannian are the $F_{q}$ linear span of the columns of the generator matrix which contains the subspace $V=\left\langle g_{i}, \ldots, g_{n}^{q^{k-1}}\right\rangle \in R^{k}$ and the $F_{q}$ linear span of the rows of the generator matrix contains the subspace $U=$ $\left\langle g_{i}, \ldots, g_{n}\right\rangle \subset R^{n}$. The subspace $V$ represents the isomorphism space while the subspace $U$ represents the syndrome space. By employing Gaussian elimination and taking an instance of the boundary map $\tau \in b$, the code is lifted to $C^{\prime}=\tau(C)$ with generator matrix $G^{\prime}$ in row echelon form $G^{\prime}=\left(\begin{array}{ccc}I^{l} & O^{l} & H^{\prime} \\ O^{n-k-l} & I^{n-k-l} & H^{\prime \prime}\end{array}\right)$ where $H^{\prime} \in F_{2}^{(k+l) \times(k+l)}, H^{\prime \prime} \in F_{2}^{(2 k+l) \times(k+l)}$ are formed with pivot columns of dimension $k+l$ and $2 k+l$ respectively. In addition, $I^{n-k-l}, I^{l}$ are identity matrices of size $n-k-l$ and $l$ respectively. $0^{n-k-l}, 0^{l}$ are zero matrices of size $n-k-l$ and $l$ respectively.

The identity matrix $I_{u}$ and the zero matrix $O_{V}$ are both restricted to $n-k-l$ Plücker coordinate positions, $I_{U}=\left[\begin{array}{c}I^{l} \\ I^{n-k-l}\end{array}\right]$ and $O_{U}=\left[\begin{array}{c}O^{l} \\ O^{n-k-l}\end{array}\right]$. The matrices $I_{U}$ and $O_{V}$ are permutated by the parity check matrix $H$ as follows $I_{U} H=\left[\begin{array}{cc}H^{\prime} & I^{l} \\ H^{\prime \prime} & I^{n-k-l}\end{array}\right]$ and $O_{V} H=\left[\begin{array}{cc}H^{\prime} & O^{l} \\ H^{\prime \prime} & O^{n-k-l}\end{array}\right]$. Furthermore permutation with error vector $x$ to both matrices where $x$ is generated by $k+l$ entries results to $I_{U} H x^{T}=\left[\begin{array}{c}H^{\prime} x^{\prime T}+x^{\prime \prime} T \\ H^{\prime \prime} x^{\prime T}+x^{\prime \prime} T\end{array}\right]$ and $O_{V} H x^{T}=\left[\begin{array}{c}H^{\prime} x^{\prime T} \\ H^{\prime \prime} x^{T}\end{array}\right]$. Concatenating the matrices becomes

$$
I_{U} O_{V} H x^{T}=\left[\begin{array}{l}
\left(H^{\prime} x^{\prime T} \cdot H^{\prime} x^{\prime} T\right)+\left(H^{\prime} x^{\prime} \cdot x^{\prime \prime} T\right)  \tag{4.15}\\
\left(H^{\prime \prime} x^{\prime T} \cdot H^{\prime} x^{\prime}\right)+\left(H^{\prime \prime} x^{\prime T} \cdot x^{\prime \prime T}\right)
\end{array}\right]
$$

let $s=\left(s^{\prime}, s^{\prime \prime}\right)$ be the pivot of the syndrome then we have

$$
I_{U} O_{V} s^{T}=\left[\begin{array}{c}
H^{\prime} x^{\prime}+O^{l} \\
H^{\prime \prime} x^{\prime T} s^{\prime}+O^{l}
\end{array}\right]=\left[\begin{array}{c}
H^{\prime} x^{\prime T} \\
H^{\prime \prime} x^{\prime T} s^{\prime}
\end{array}\right]
$$

Consequently, Plücker coordinates $\Delta_{I, J}(G)$ with size $k+l$ for $H^{\prime}$ are chosen and another Plücker coordinate $\Delta_{I, J}$ for $H^{\prime \prime}$ where $I=\left\{i_{1}<, \ldots,<i_{k}\right\}$ are $k$ elements of $G$ in monomial order. Thereafter, cycle shift to the columns of $H^{\prime}$ are implemented. Consequently, indices $i \in I$ is removed to form a basis of the subspace $V^{\prime}=\left\langle g_{2}, \ldots(-1)^{k-1} g_{n}^{q^{k-1}}, g_{1}\right\rangle$. The process is repeated for the columns of $H^{\prime}$ to form the basis of the extended subspace $U^{\prime}=\left\langle g_{2}, \ldots, g_{n}, g_{i}\right\rangle$. A linear combination of the the $k-1$ columns of the subspace $V^{\prime}$ will form a vector $\tau\left(V^{\prime}\right)$ and a linear combination of the $n$ columns of the subspace $U^{\prime}$ will form a vector $\tau\left(\Delta_{U^{\prime}}\right)$ with a pivot centered around $\tau \in b . \tau\left(V^{\prime}\right)+\tau\left(\Delta_{U^{\prime}}\right)$ is added. Finally, the Grassmann weight is checked if it satisfies the distance criteria $d\left(V^{\prime} \cap U^{\prime}\right) \leq w-n+k-1$ and the algorithm terminates if it does. if the condition is not satisfied, the process is repeated. It can be said that if the cyclic shift is applied, $I$ becomes $I^{\prime}$. The Gaussian decomposition operation is a function of the ordering of the Plücker coordinate vectors.

Let $\Delta_{B(k, n)}$ be the Plücker coordinate of all subspaces with restriction in the first $k$ Plücker coordinates $g_{1}, \ldots g_{k}^{q^{2 k-n}}$. The $k \times k$ minor $\Delta_{B(n, k)}$ of the generator matrix $G^{\prime}$ is the set of $k$ Plücker coordinates in $G_{r}^{+}(k, n)$. The instance of the boundary measurement map is validated by the adversary on the condition that $\Delta_{B(n, k)}(G) \neq 0$. It can be said that $B(k, n)$ which is the bounded affine permutations constitute the set of information sequences. The instance of the boundary measurement map can be represented by a Vandermonde matrix such that the Plücker coordinate is the column set of $I^{n-k-l} \in G^{\prime}$. Afterwards, the adversary selects an arbitrary subspace $V$ with basis $V=\left\langle 0, v_{1}, \ldots v_{k+t}\right\rangle \subset C^{\prime}$ and choose the codewords with minimum weight $w \leq q^{\frac{k(k-1)}{2}}$. Finally, the Adversary checks if $d(U \cap V) \leq w$ and stops. By induction, it can be seen that there are $q^{\frac{k(k-1)}{2}} \cdot\left[\begin{array}{l}k \\ r\end{array}\right]_{q}$ ways of choosing the basis of the subspace $V$ and $q^{\frac{k(k-1)}{2}} \cdot\left[\begin{array}{l}n-r \\ k-r\end{array}\right]_{q}$ ways of choosing subspace $U$.The proof of this claim is presented in Theorem 3. Therefore the probability of guessing
correctly the error free Plücker coordinates is given as $\frac{\left[\begin{array}{l}n-r \\ k-r\end{array}\right]_{q}}{\left[\begin{array}{l}k \\ r\end{array}\right]_{q}}$.

### 4.5 Bounds on Enumeration

In this section, bounds on the probability of enumeration of the basis of a lifted codeword $V^{\prime} \in V$ an element of the syndrome space and a lifted codeword $U^{\prime} \in U$ an element of the isomorphism that is a subset of the Grassmannian space in order to find the coordinates that indexes the elements of the vector with a minimum distance up to a Grassmann weight $w$ are presented. In proposition 3, the bound on the Grassmann distance that is close to the distance of the error vector is derived, given subspaces $U$ and $V$ and a projection $P_{v}$ that represents the isomorphism.

Proposition 3. Let $U, V \in F_{q^{m}}$. As $q \mapsto 1$ and defining a map $P_{v}: F_{q}^{n} \mapsto F_{q}^{n-1} / V^{\prime}$ then $d(U, V) \leq 2 q\left[\begin{array}{c}n \\ k\end{array}\right]_{q}$

Proof. Given $k$ dimensional subspaces $U, V$ of $F_{q^{m}}$, the Grassmann distance is given as $d(U, V)=k-\operatorname{dim}(U \cap V)$. For vector spaces over the same field, there exist $\operatorname{dim}(V \cap G)=\operatorname{dim}(V)+\operatorname{dim}(G)-\operatorname{dim}(V \cup G)$. Therefore it follows that $d(U, V)=k-(\operatorname{dim}(U)+\operatorname{dim}(V)-\operatorname{dim}(U \cup V)) \leq k-(k+k-(k-r)=r$ where $r$ is the rank of the representative matrix. Given a subspace with dimension $k$, $\left[\begin{array}{l}n \\ k\end{array}\right]_{q}=\prod_{i=0}^{k-1} \frac{q^{n}-q^{i}}{q^{k}-q^{i}}$, and selecting a $k-1$ dimensional subspace $V^{\prime}$ of $F_{q}^{n-1}$, the goal is to construct an arbitrary $k$ dimensional subspace such that $V \cap V^{\prime}=\{0\}$. A basis $v \in V^{\prime}$, given as $v^{\prime}=\left\{v_{1}<\ldots v_{k-1}\right\} \subset N$ of a linear map defined as $P_{v}: F_{q}^{n} \rightarrow F_{q}^{n-1} / V^{\prime}$ is chosen to construct a bundle $\phi^{-1}(1)=V$. If $\operatorname{dim} V^{\prime}=r$, then the number of bundles is equivalent to the number of enumerated basis of size $\{1, \ldots, n-k\}$ over $F_{q}$ which is $q^{n-k}$. This results in the identity

$$
\left[\begin{array}{l}
n  \tag{4.16}\\
k
\end{array}\right]_{q}=\prod_{i=0}^{k-1} \frac{q^{n}-q^{i}}{q^{k}-q^{i}}=\left[\begin{array}{c}
n-1 \\
k
\end{array}\right]_{q}+q^{n-k}\left[\begin{array}{l}
n-1 \\
k-1
\end{array}\right]_{q}
$$

It follows that for $0<k<n$, it becomes

$$
\begin{equation*}
\leq \frac{q^{n-1}-1}{q^{k}-1}+q^{n-k} \cdot \frac{q^{n-1}-1}{q^{k-1}-1} \leq \frac{q^{n-1}-1}{q^{k}-1}+\frac{\left(q^{n-k}\right)\left(q^{n-1}-1\right)}{q^{k-1}-1} \tag{4.18}
\end{equation*}
$$

Using a generalized identity [153] and doubling the right hand side of Equation (4.18), vectors except one of the $q$ multiples of $v$ can be computed as

$$
\begin{align*}
{\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=} & \sum_{i=0}^{k-1} q^{(n-k)(k-i)}\left[\begin{array}{c}
n-i \\
i
\end{array}\right]_{q} \leq  \tag{4.19}\\
& \prod_{i=0}^{k-1} \frac{q^{n-i+1}-q}{q^{i}-1} \tag{4.20}
\end{align*}
$$

factorize $q$ based on cardinality [154] Equation (4.12) becomes

$$
\begin{equation*}
\prod_{i=0}^{k-1} q \frac{q^{n-i}-1}{q^{i}-1} \tag{4.21}
\end{equation*}
$$

Remark 1. It can be seen that the error codewords can be formed by evaluating the monomials $q^{n-1}$ with degree at most given in (4.21).

Lemma 10. The basis of the intersection of given subspaces $U$ and $V$, induces a subset in $\Delta_{I}(G)$ that is linearly independent.

Proof. The minimum distance of the total path of the subset is equivalent to the Plücker coordinate of the Grassmannian in projective space. Given a permutation $f_{x}(i)=\min \left\{y \geq i / v_{i} \in \operatorname{span}\left\{v_{i+1}, v_{i+2}, \ldots v_{j}\right\}\right\}$ where $v_{i}$ are the columns of the arbitrary space of $S$, taking basis $\left.\left\{v_{i+1}, v_{i+2}, \ldots v_{j}\right\}\right\}$ and extend it to $U \cap V$ as follows $v_{i+1}, v_{i+2}, \ldots, v_{j}, e_{i-m+1}, \ldots, e_{i}$ and $\left\{v_{i+1}, \ldots, v_{j}, f_{i-m+1}, \ldots, f_{k}\right\}$ through the path of the disk divided by a face $f \in U$ then, $P=\left\{e_{i-m+1}, f_{i-m+1}, \ldots, e_{i}, f_{i}\right\}$ which forms a basis. The Plücker coordinate now becomes $\Delta_{I}(G)=\sum \prod_{P_{i}} w t\left(P_{i}\right)$, which implies that $\Delta_{I}(G)$ divides the vertex set $\Delta_{I}$ indexed by $I$ an identity matrix such that each elements $e \in E$ and $f \in F$ induces a subset in $\Delta_{I}(G)$

It is necessary to use the analogy of section 4.3 to support the proof of Lemma 10.
Theorem 5. The probability that $k$ dimensional subspaces with a minimum distance $d_{\text {min }}$ has $q^{i(i-1) / 2}$ codewords in the Grassmannian $G_{r}$ is bounded by $b_{r_{k}} \leq$ $q^{i(i-1) / 2}\left[\begin{array}{l}n \\ k\end{array}\right] q$.

Proof. Intersecting $k$ dimensional subspaces to $k+1$ dimensional subspaces with a minimum distance $d_{\text {min }}$ will give the the isomorphism that maps of a point within a sphere that meets the Gilbert-Varshamov bound from the planar bipartite graph $G$ to non-planar Grassmannian $G_{r}$, if $k+1 \in I$. For $k \notin I$ and with Plücker coordinate given as $\Delta_{I}(G)=\Delta_{I}\left(G_{r}\right)+w \Delta_{I}-\{k+1\} \cup\{k\}\left(G_{r}\right)$. This implies that $\Delta_{(I\{r\}) \cup\{k\}}=(-1)^{t} b_{r_{k}} \geq 0$ where $t=|I \cap[w+1, k-1]|$. This results in the probability given as

$$
(-1)^{i} \prod_{j=1}^{i} \frac{q^{j-1} q m-i+1-1}{q^{i}-1}=(-1)^{i} q^{i(i-1) / 2}\left[\begin{array}{c}
m  \tag{4.22}\\
i
\end{array}\right]
$$

Remark 2. It can be seen from Theorem 5 and by induction that this probability depends on the the set that contains $m-i$ elements of the syndrome space containing codeword spanned by the basis of subspace $V$. Iterating over this set increases the probability that there are $q^{i(i-1) / 2}$ neighbours in $G_{r}$ for $0 \leq r \leq D$ where $D$ is the maximum rank. Also, each row operation of the Gaussian elimination process preserves this probability.

Given lifted codewords $C_{1}$ and $C_{2}$ with rank $k_{1}$ and $k_{2}$ respectively. $C_{1}$ and $C_{2}$ have subspaces $V$ and $U$ with basis $V=\left\{v_{1}, \ldots, v_{k_{1}}\right\}$ and $U=\left\{u_{1}, \ldots, u_{k_{2}}\right\}$. The the product of the spaces is bounded by $\langle V U\rangle \leq k_{1} k_{2}$ where $k_{1}$ and $k_{2}$ are the dimensions of the support of $V$ and $U$. If $k_{1} k_{2}<m$ then there exist a probability that the dimension of this support is $\operatorname{Pr}(\operatorname{dim}\langle V U\rangle)<k_{1} k_{2} \leq \frac{q^{k_{1} k_{2}}}{q^{m}}$.

Corollary 1. If the basis of a permutated codeword $V^{\prime}$ is random and the basis of a permutated codeword $U^{\prime}$ is fixed, then the probability that a projective space $P_{u}$ and $V^{\prime}$ generates a random support with dimension $k_{1}$ is at least $1-k_{1} \frac{q^{k_{1} k_{2}}}{q^{m}}$ where $\operatorname{dim}\left\langle V^{\prime} P_{u}\right\rangle=k_{1} k_{2}$.

Proof. There exist a codeword $C \in P_{u}$ where $P_{u}$ is a space and $C \notin F_{q}$. Given $\operatorname{dim}\left\langle V^{\prime} P_{u}^{2}\right\rangle=k_{1} k_{2}$ and a vector $x \in\left\langle U^{\prime} V^{\prime}\right\rangle$ with $x \notin V^{\prime}$ then the product $C P_{u}$ is an element of the space $P_{u}$.

Theorem 6. Let $V^{\prime}$ be a subspace generated by a basis with dimension $k_{1}$ and $U^{\prime}$ is a subspace generated by a random basis such that the dimension $k_{2}^{\prime}=k_{1}^{\prime}\left(1-k_{2}\right)$. If $V^{\prime} \cup\left\langle U^{\prime} V^{\prime}\right\rangle=\beta$ then its probability of enumeration is given as $1-k_{2} \frac{q^{2 k_{1} k_{2}^{2}+k_{2}\left(k_{2}+1\right)}}{q^{m}}$.

Proof. Let $\cap_{i} \beta_{i}^{-1} s=V^{\prime}$, then $V^{\prime} \cup\left\langle U^{\prime} V^{\prime}\right\rangle=\beta$ where $\left\langle U^{\prime} V^{\prime}\right\rangle$ is the product of the space with basis $V^{\prime}$ and $U^{\prime}$ and which generates a new basis $\beta$. If $V^{\prime}$ is random the dimension becomes $k_{1}^{\prime} k_{2}-k_{2}=k_{2}\left(k_{1}^{\prime}-1\right)$. Therefore, a random space with a basis $U^{\prime}$ has a dimension $k_{2}^{\prime}=k_{1}^{\prime}\left(1-k_{2}\right)$ as given. If $\left\langle U^{\prime} V^{\prime}\right\rangle \cap\left\langle U^{\prime} V^{\prime}\right\rangle_{-1}=V^{\prime}$ such that the dimension of a fixed basis $U^{\prime}$ is given as $\operatorname{dim} U^{\prime}=\operatorname{dim}\left(k_{2}\right)+U^{\prime} \beta^{-1}$, then it becomes equivalent to $\frac{k_{2}\left(k_{2}+1\right.}{2}+U^{\prime} \beta^{-1}$. Multiplying both sides by 2 results to $k_{2}\left(k_{2}+1\right)+2 k_{1} k_{2}^{2}$ with the given probability

Remark 3. It can be seen from Theorem 6 that the probability scales with increase in the $k_{2}$ positions permutated by the enumerator.

Theorem 7. Given $U, V \in G_{r}(n, k)$ and $d(U, V)=\operatorname{dim}(U)+\operatorname{dim}(V)-2 \operatorname{dim}(U \cap$ $V)=k-r$ where $k$ is the dimension of the subspace and $r$ is the rank with integers $l, p, m$ then the bound from the Gaussian coefficient on $d(U, V)$ given by

$$
\left[\begin{array}{l}
n  \tag{4.23}\\
k
\end{array}\right]_{q}=\sum_{k=0}^{\infty} \frac{q^{\frac{k(k-1)}{2}}}{(1-q)(1-q)^{2} \ldots\left(1-q^{k}\right)} \cdot\left[\begin{array}{l}
n-r \\
k-r
\end{array}\right]_{q} \cdot\left[\begin{array}{c}
r \\
k-m
\end{array}\right]_{q} \cdot\left[\begin{array}{l}
k \\
r
\end{array}\right]_{q}
$$

Proof. Starting with a basis for $U, B_{1}=\left(e_{1}, \ldots, e_{m}\right)$, picking randomly linearly independent vector $x_{U_{i}} \in U$. Then a coordinate of $x_{U_{i}}$ is accessed by permutation and replaced to produce a new basis for $U$ after repetitive iterations to give $B_{1}=$ $e_{1}^{\prime}, \ldots e_{m}^{\prime}, x_{U_{1}}, \ldots x_{U_{k}}$. The count is updated as

$$
\begin{equation*}
\operatorname{Count}_{U}=\prod_{k=0}^{U_{i}-1} q^{k}=\sum_{k=0}^{U_{i}} q^{\frac{k-1}{2}}\binom{n}{k}_{q} \tag{4.24}
\end{equation*}
$$

The process repeats for subspace $V$ with basis $B_{2}=\left(f_{1}, \ldots, f_{m}\right)$. Random linearly independent vectors $y_{V_{i}} \in V$ are selected and $y_{V_{i}}$ is permuted for coordinates. This is replaced to produce a new basis for $V$ after repetitive iterations to give $B_{2}=$ $f_{1}^{\prime}, \ldots f_{m}^{\prime}, y_{V_{1}}, \ldots y_{V_{k}}$. The count is updated to yield

$$
\begin{equation*}
\text { Count }_{V}=\prod_{k=0}^{V_{i}-1} q^{k}-q^{k-r}=\sum_{k=0}^{V_{i}} q^{\frac{k(k-r)}{2}}\binom{k}{r}_{q} \tag{4.25}
\end{equation*}
$$

Finally, starting with a basis for the intersection of the subspaces, $U \cap V, B_{3}=$ $\left(g_{1}, \ldots, g_{m}\right)$, random linearly independent vector $z_{i} \in U \cap V$ are chosen to generate a new basis after repetitive iterations which are given as $B_{3^{\prime}}=\left(g_{1}^{\prime}, \ldots g_{m}^{\prime}, x_{U_{1}}, \ldots, x_{U_{k}}\right)$ and $B_{3^{\prime \prime}}=\left(g_{1}^{\prime}, \ldots g_{m}^{\prime}, y_{V_{1}}, \ldots, y_{V_{k}}\right)$. Sampling an integer $l_{i} \in L$ where $L=\operatorname{Vect}\left(x_{U}\right)$
and $p_{i} \in P$ where $P=\operatorname{Vect}\left(y_{V}\right)$ and updating the count results to

$$
\begin{gathered}
\text { Count }_{*}=\prod_{k=0}^{U_{i}-V_{i}-1} q^{k}-q^{k-r+t}-q^{k-r+p}=\sum_{k=0}^{U_{i}-V_{i}-1} q^{\frac{k(k-r)}{2}}\left[\begin{array}{l}
n-r \\
k-r
\end{array}\right]_{q} . \\
{\left[\begin{array}{c}
r \\
k-t
\end{array}\right]_{q} \cdot\left[\begin{array}{l}
k \\
r
\end{array}\right]_{q}}
\end{gathered}
$$

The bound can be computed from the total of the counts as, Count $=\operatorname{Count}_{U}+$ Count $_{V}+$ Count $_{*}$. It follows that $U=\operatorname{span}\left\{g_{i}, x_{U_{i}}\right\}, V=\operatorname{span}\left\{g_{i}, y_{V_{i}}\right\}$ and $U \cap V=$ $\operatorname{span}\left\{g_{i}\right\}$

Corollary 2. Let the linear parity check equation of a lifted Grassmann code with basis $\alpha_{i j}$ be $H^{\prime} x^{T}=\sum_{l=1}^{n} \sum_{j=1}^{k} \alpha_{i j} H_{l}^{\prime} V_{j}=0$, there exist a probability

$$
\begin{equation*}
\operatorname{Pr}(U \cap V)=\frac{q^{\frac{k-1}{2}}\binom{n}{k}_{q}}{q^{\frac{k(k-r)}{2}}\binom{k}{r}_{q}} \propto q^{\frac{k(k-r)}{2}(n-k)} \tag{4.27}
\end{equation*}
$$

with complexity $O\left(\frac{(n-k)^{2}}{2} q^{\frac{k(k-r)}{2}(n-k)}\right)$.
Theorem 8. if the dimension of the vector space $\forall d \leq 2$, then the number of monomials to be evaluated by the enumerator is given by $\sum_{\alpha=1}^{d}\binom{n}{l}\binom{\alpha}{n}^{d}(1-$ $\left.\frac{\alpha}{n}\right)^{n-l} x^{d}$.

Theorem 8 gives a closed form expression for the average number of iterations and the proof is given in Appendix C.

### 4.6 Experiment on failure probability and cost of enumeration

In this section, we test the failure probability of enumerating these basis and compare the results with code that employs the hamming metric. It is also important the algorithm runs with as much sets as possible to make the iteration process smooth and efficient. Data collection through simulations had an impact on the memory of the Computer used. In these experiments, an AMD Ryzen 3 2200U laptop was used with Radeon Vega Mobile Gfx graphic card. The processor speed of the computer was 2500 MHz with 2 cores and 4 logical processors. The
clock speed was 2.5 GHz . Due to the limitation of the memory, the experiments were conducted with little amount of code sizes. However, these experiments can be scaled up without much impact on the fidelity of the result obtained.

### 4.6.1 Probability of failure

In this section, the results of experiments on the probability of failure while finding codewords of minimum distance are presented. The implementation [155] was optimized for this purpose. Theoretical analysis on the comparison between codes from the Grassmann and Hamming metric has been studied [147]. This thesis goes further by experimentally analysing the implication of this comparison on the security of a code based cryptosystem. The importance of this property on semantic security based on Indistinguishability using a Chosen ciphertext attack cannot be overemphasized. This is due to the presence of negligible error patterns in the received word. The lower this probability, the higher chance of the quantum adversary to distinguish between random instances of the ciphertext. In this experiment, the number of coordinate sets is given as $2^{l}$ for each level of security under investigation where $l$ is the size of the set. For 128 -bit security level, it becomes 32,768 and the result is shown in Figure 4.3. For 256 -bit, the number of coordinate sets becomes 1048576 and the result is shown in Figure 4.4. For 512-security level, it becomes $33,554,432$ and the result is shown in Figure 4.5. Finally, for 1024 -security level, it becomes 1073741824 and the result is shown in Figure 4.6. The standard deviation of the distribution $\sigma$ for all security levels is varied from 0.30 to 0.85 for cryptography purposes. To compute the amount of Gaussian elimination operation carried out, the formula $\frac{1}{2}(n-k) k^{2}$ is used. This is shown in Table 4.1. This formula relates the number of coordinate sets to the Gaussian decomposition operations. It can be seen from Table 4.1, that the number of rows to be reduced increases as the security level increases. This is due to size of the coordinate set for each security level which is bounded by $n-k$. The reason for this, is to limit the frequent failure of the algorithm due to the probabilistic approach of permutating the columns. However, this comes at a great computational cost. From the result shown, It can be seen that the failure probability of the Non-negative Grassmannian code is smaller than the failure probability of the LDPC code. The implication of this is that the Non-negative Grassmannian code based cryptosystem is more secured than the LDPC code based cryptosystem under the IND-CPA(Indistinguishability under the Chosen Plaintext Attack) model. This is because in the IND-CPA model, the probability error must
be negligible in order for the probability polynomial adversary to find it hard to be able to distinguish a message symbol sampled from a theoretical distribution from that sampled from an arbitrary distribution. In Figure 4.3, at a standard deviation of 0.50 , the failure probability of the Non-negative Grassmann code is less than that of the LDPC code by 1.18 percent, In Figure 4.4, at a standard deviation of 0.50, the failure probability of the Non-negative Grassmann code is less than that of the LDPC code by 3.23 percent. In Figure 4.5, at a standard deviation of 0.50, the failure probability of the Non-negative Grassmann code is less that of the LDPC code by 2.34 percent. Finally in Figure 4.6 at a standard deviation of 0.50 , the failure probability of the Non-negative Grassmann code is less than that of the LDPC code by 3.17 percent. As the security level increases, the probability that $k$ subspace has $q^{i(i-1) / 2}$ connected subspaces increases which induces some level of randomness on the choice of Plücker coordinates and in the process expanding the probability that a zero error pattern is contained in the syndrome space. This can be seen in the reduction in the error floor as the security level increases.

Table 4.1: Row reduction operations as a function of Security level

| Security level | Row reduction |
| :---: | :---: |
| 128 | 131072 |
| 256 | 1048576 |
| 512 | 8388608 |
| 1024 | 67108864 |



Figure 4.3: Probability of failure for 128 -bit security, security parametr $l=15$


Figure 4.4: Probability of failure for 256 -bit security,security parameter $l=20$


Figure 4.5: Probability of failure for 256 -bit security,security parameterl $=25$


Figure 4.6: Probability of failure for 1024-bit security, security parameter $l=30$

### 4.6.2 Cost of Enumeration

The experiment continues in this section were the implementation [156] was optimized to test the cost of iterating over the rows of the code with increase in code length. The results are presented in Figure. 4.7 for finite field of characteristic 2 and in Figure 4.8 for a finite field of characteristic 2 and extension 2. The result shows that the cost of iterating over rows of the Non negative Grassmann code is higher than of the LDPC code with increasing code length. At a code length of $n=100$, the cost of row operations is higher by 5.81 percent. This shows that Non negative Grassmann code based cryptosystem is stronger against ISD attack than LDPC code. This is good for Post quantum security. In Figure 4.8, the field size was extended by 2 and a difference of 29.4 percent was recorded. The huge difference is a result of the large size of the coefficients of the polynomial linear equations with variable $q$, the field size which in turn increases the size of the basis of $k+1$ subspaces of dimension $n=1$.

Quantum security can be obtained by dividing the security bits by 2 . This implies that for 128 bit security, the equivalent quantum security is 56 bits and in order to make the density of the syndrome close to 1 , the parameters must satisfy the conditions specified by Bernstein et al [157]. The data size and computational time are linear in $\log q$ while the complexity of combinatorics are polynomial on $q$ making it difficult to break the encryption key. The decoding error with failure probability is equivalent $\frac{1}{q^{l^{\prime}-2 w r+1}}[158]$ and the key size increase inversely to an increase in the


Figure 4.7: Cost of row ISD operations, field size $q=2$


Figure 4.8: Cost of ISD row operations,field size $q=2^{2}$
probability of the decoding failure. In the presence of cyclic vectors, classical attacks makes it possible to obtain the Plücker coordinates of the permutated codewords. In Table 4.2, proposed parameters are presented for code in the rank metric where $n$ is the code length, $k$ is the code dimension, $m$ is the degree of extension field, $q$ is the prime, $w$ is the error weight which is compared to other parameters from related works. The works compared in the table were variants of ISD employed in cryptanalyzing Code based cryptography in the rank metric. From the complexity derived from Theorem 3 and Remark 2, it can be deduced that the complexity of the ISD decomposition on the input of the proposed parameters is $2^{23}$ which is below the claimed security level of $2^{128}$. This proves that the complexity of using the Plücker coordinates depends on the minimum distance as derived from proposition 2.

Table 4.2: Comparison with Parameters in the Rank metric

| $\mathbf{n}$ | $\mathbf{k}$ | $\mathbf{m}$ | $\mathbf{q}$ | $\mathbf{w}$ | Security |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 67 | 7 | 89 | 2 | 5 | 128 | $[159]$ |
| 100 | 80 | 96 | 2 | 5 | 192 | $[158]$ |
| 100 | 80 | 96 | 2 | 5 | 192 | $[69]$ |
| 67 | 22 | 71 | 2 | 11 | 133 | $[160]$ |
| 110 | 7 | 18 | 2 | 12 | 128 | proposed parameters |

### 4.7 Generalizing from the Shortest Vector Problem

The syndrome decoding problem can be transformed to an instance of the shortest vector problem. In this case, the shortest vector is the vector with the smallest weight that produces a syndrome in a code. The enumeration process of finding this vector is transformed to decoding the vector using the probability distribution of the vector. It is assumed the vector is transmitted through a communication channel. In this section, the probability distribution of the coordinate positions are modelled using copula functions. This analogous to the weight distribution property used in Information set decoding to analyze different coordinate positions in order to find the minimum weight vector. The assumption is that the vector with the minimum weight vis a vis distance must also have the lowest probability of being decoded for all instances. Consequently, the probability of failure results obtained in the previous section depends on the probability distribution of the random vectors of the generator matrix of the code. There is the possibility of linking the theory of probability with the weight finding problem of the syndrome decoding problem
which would be a focal point for future study. This stems from the dependency between coordinate positions with various weight distributions. Here, the probability of either failure or success depends on the probability distribution of the columns with the weight distribution of the vector that solves the problem. The elements of the Non negative is assumed to be dependent and also sampled from a Gaussian distribution. In order to estimate the distribution of the coordinate positions, copulas are employed. The disadvantage of using Markov chains is because the sum over all transitional probabilities is not adequate to estimate the dependence of the positroid cells of the Non-negative Grassmann code. However, in experimentation, Markov chain are used for comparison. From research carried out, the probability distribution of graph based codes cannot be neglected in analyzing its usefulness for cryptographic purposes. The tail dependence coefficient is uniformly distributed and if the Legendre measure $\lambda_{u}=0$, then the component are independent. The partial derivatives of the marginal cumulative distribution acts as a function of the elements of the transformation. This results in the product of the copula density and the marginal probability density function of the positive Grassmannian cells given as

$$
\begin{gather*}
\frac{\partial F\left(x_{1}, \ldots, x_{n}\right)}{\partial\left(u_{1}, \ldots, u_{n}\right)}=  \tag{4.28}\\
\frac{\partial^{n} C\left(x_{1}, \ldots, x_{n}\right)}{\partial\left(u_{1}, \ldots, u_{n}\right)} \times \prod_{i=1}^{n} f_{i}\left(x_{i}\right)
\end{gather*}
$$

Families of copulas are defined based on the underlying distribution vis a vis standard multivariate normal distribution. This is defined by a correlation matrix $R_{G}$ denoted as follows $C\left(\phi_{R G}\left(x_{1}\right), \ldots, \phi_{R G}\left(x_{n}\right)\right)$ and given by

$$
\begin{gather*}
C\left(\phi\left(x_{1}\right), \ldots, \phi\left(x_{n}\right)\right)=\frac{\left.\frac{1}{(2 \pi)^{\frac{n}{2}} \sqrt{|\Sigma|}} \exp \left(\frac{-x^{T} x}{2 \Sigma}\right)\right)}{\prod_{i=1}^{n} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x_{i}^{2}}{2}\right)}=  \tag{4.29}\\
\frac{1}{\sqrt{|\Sigma|}} \exp \left(-\frac{1}{2} x^{T}\left(R^{-1}-I\right) x\right)
\end{gather*}
$$

Given 2 distributions, the divergence can be modelled using Kullback Leiber divergence as [17]

$$
\begin{gather*}
K L D\left(f\left(x ; \phi_{1}\right) \| g\left(x ; \phi_{2}\right)\right)=\sum_{i=1}^{d} K L D\left(f_{i}\left(x_{i} ; \phi_{i, 1}\right) \| g_{i}\left(x_{i} ; \phi_{i, 2}\right)\right)+  \tag{4.30}\\
0.5\left(\operatorname{Trace}\left(\Sigma_{2}^{-1} \Sigma_{1}+\log \frac{\left|\Sigma_{2}\right|}{\left|\Sigma_{1}\right|}-d\right)\right.
\end{gather*}
$$

The properties of copula can be defined as follows; if there exists $k \in\{1, \ldots, n\}$ such that the component of the transformation at the $k$ th position is equal to zero, then $C(u)=0$. This is for all component of the transformation sampled from a uniform distribution. Also, if all the components of the transformation are approximated as unity, except the $k$ th position, then $C(u)=u_{k}$. Finally if each component of the transformation in the $k$ th position is increasing, then $C(u)$ increases by an equal amount. Furthermore, the conditional posterior distribution of the marginal of the syndrome space in the rank metric is given as $f_{x / y}\left(x_{1}, \ldots, x_{n}\right)=\prod_{i=1}^{m} f_{y_{i} / x} \times$ $\prod_{i=1}^{n} f_{x_{i} / x_{i}}$ where $H_{i j} \neq 0, \forall E=0$ and $\prod_{i=1}^{n} f_{x_{i} / x_{i}}$ is the independent realization. By exploiting the dependency between subspaces as shown in Figure 4.9, copula function can be applied to approximate the joint distribution of the coordinate positions. The following lemma supports this idea;

Lemma 11. Given quotient space of the projective geometry as $P_{v}, F_{K}(v)$ is orthogonal to the support of the copula $\sup (C)$, if there exists a Legendre measure $\lambda_{n}$ that is stochastic based on the magnitude of the copula function.



Figure 4.9: Dependency modeling of subspaces given a basis with span $\left\langle x_{U}\right\rangle$ and $\left\langle y_{V}\right\rangle$ using Copula functions

Proof. Given a subset, $F_{K}(v) \subseteq R^{n+m}$ such that $\lambda_{n}\left(P_{V}(G \cap F)\right)=0$, for some subspace $F$, then we have $P_{V}(G \cap F) \supset P_{V^{\prime}}(G \cap F)=\{0\}$. $\exists$ a subspace $V \subseteq$ $R^{n}$ such that $P_{V}(V \cap F) \subseteq U$ where $U$ parameterizes the Grassmannian space. Consequently, the copula is defined as the function that characterizes the dependency
as $C=C_{U, F}$. This implies that the volume that spans the copula, $\operatorname{Vol}(C)=P(U \in$ $P_{V}\left(F_{K}(v) \cap F\right)=P((U, F)) \in F_{K}(v)$ where $\lambda_{n} \ll \operatorname{Vol}(C)$, if $n \geq 2$. By definition, $\operatorname{supp}(C) \subseteq F[161]$ which follows that for a subspace $E, \lambda_{n}\left(P_{V}(V \cap F)\right)>0$. This implies that $F_{K}(v) \cap \operatorname{supp} C \neq 0$

From the above proof, it can be concluded that if $F_{K}(v) \in U_{A}$ such that $\lambda\left(P_{V^{\prime}}\left(F_{K}(v)\right) \cap \operatorname{supp}(C)\right)=0$ is satisfied, then for a random point of the Grassmannian, $x \not \subset \operatorname{supp}(C)$. The dependency property states the intersection cannot be a subset of the $k-1$ dimensional projection orthornormal to the subspace $V$.

The conditional distribution would be utilized as a smoothing function to find the coordinate with zero error positions.

$$
\begin{align*}
& \zeta\left(x^{(k)}\right)=E_{y / x, \hat{x}} \ln f\left(x ; \hat{x}, P(y / x)=-\frac{n}{2} \ln |\hat{x}|\left\{\operatorname{Tr}\left[R_{G}^{-1}-I\right]+\right.\right.  \tag{4.31}\\
& \left.P(y) \int \exp \operatorname{Trace} \frac{\left(-\frac{1}{2} y^{T} x\left(S_{N R} I-v x(1-\pi)\right) y\right)^{-1}}{-\frac{1}{2} y^{T} y+\frac{1}{2} y^{T} x x^{T} y+\|\pi\|^{2}} d \pi(x)\right\}
\end{align*}
$$

and update on the $k$ th position is given by

$$
\begin{equation*}
\hat{x}^{(k+1)}=x^{(k)}+\Delta_{k}\left(\int f(x ; \hat{x}) d \pi(x)\right) \tag{4.32}
\end{equation*}
$$

if the corresponding message is proportional to the conditional probability defined, each update in the iteration process leads to a better approximation of the coordinate with zero error positions. If $\hat{x}^{k+1} \geq x^{k+1}$ the copula monotonically reaches a point of convergence to its global maxima.

### 4.7.1 Distribution estimation

The approach in this paper by Gohary [13] was adapted to approximate the conditional distribution. This was done by estimating the reliable positions that maximizes the probability of estimating the codeword through splitting the generator matrix . By splitting the matrix, the upper triangular structure contains the information that enables the location of coordinate positions of minimum distance. With an arbitrary reference point, the distance between the positions that maximizes the conditional distribution is computed. The probability of avoiding decoding failure is if the codewords with minimum distance is within a bound $\hat{Q}_{i}-\hat{Q}_{j}$ where $\hat{Q}_{i}$ and $\hat{Q}_{j}$ are the chosen threshold values. By employing Cauchy Schwartz inequality, the probability that the codewords is within the subspace can be computed as follows;

Given a set of codewords $\left\{X_{i}\right\}_{i=1}$ generated by $h_{0}=\hat{E} S^{-\frac{1}{2}} \omega_{o}$, then we have

$$
\begin{gather*}
\left\|\omega_{l}-x_{l}\right\|=\left\|\omega_{l}-\hat{E} S^{-\frac{1}{2}} \omega_{l}\right\| \leq \|\left(I-\hat{E} S^{-\frac{1}{2}}\left|\left\|\mid \omega_{l}\right\| \leq\right.\right.  \tag{4.33}\\
\max \left\{\left|1-\frac{\hat{E}}{\hat{Q}_{i}}\right|, \left\lvert\, 1-\frac{\hat{E}}{\hat{Q}_{j}}\right.\right\}
\end{gather*}
$$

It is proposed in this thesis that the optimal values of $\hat{Q}_{i}$ and $\hat{Q}_{j}$ contain the codewords that maximizes the conditional distribution. The conditional distribution of $y$ with respect to $x$ as a function of projection $\pi_{T}$ is given as follows

$$
\begin{gather*}
P(y / x)=P(y) \int \exp \operatorname{Tr} \frac{\left(-\frac{1}{2} y^{T} x x^{T} y\left(S_{N R}{ }^{-1} d \pi(x)\right)\right.}{-\frac{1}{2}(y-x)^{T}(y-x)+\|\pi\|^{2}}=  \tag{4.34}\\
P(y) \int \exp \operatorname{Tr} \frac{\left(-\frac{1}{2} y^{T} x\left(S_{N R} I-v x(1-\pi)\right) y\right)^{-1}}{-\frac{1}{2} y^{T} y+\frac{1}{2} y^{T} x x^{T} y+\|\pi\|^{2}}
\end{gather*}
$$

The codeword that maximizes the probability of decoding success can be found by solving the equation

$$
\begin{equation*}
\hat{x}=\arg \min \operatorname{Tr}\left(-\frac{1}{2} y^{T} x x^{T} y+\|\pi\|^{2}\right) \tag{4.35}
\end{equation*}
$$

where $\pi=H\left(H^{\prime} S_{N R}^{-1} H\right) y$ is the projection onto the column space of $y^{T}$
Lemma 12. Given the decomposition of the received codeword $y=Q_{y} R$, the correlation $R$ is given by $\left(X \lambda X^{T}+\mu_{r} I\right)$ if $I(X, R)=0$ and $I\left(H, Q_{y}\right)=0$,

Proof. It follows by induction that

$$
\begin{gather*}
\left.R=X[\mu I+\lambda]^{-1}-\hat{G}(\lambda)^{-1} X^{T}+\lambda\right)^{-\frac{1}{2}}  \tag{4.36}\\
=X \mu_{r} I+\frac{X \lambda}{G \lambda}-\sqrt{X^{T}+\lambda}= \\
{\left[X \mu I+X(G)^{-1}-X^{T}\right]+\lambda=\varphi+\lambda .}
\end{gather*}
$$

where $\hat{G}$ is the orthonormal basis for $R$ while $\lambda$ is signal eigenvalue and $\varphi$ is the projection.

The projection onto column space defines a spherical ball with a radius characterizing the projective distance. This can also be generalized to be the minimum distance between the reference point and the codeword close to it. This codeword maximizes the distribution which can correct up to $\mu-1$ errors where $\mu$ is the radius. If the radius is large, the decoding failure occurs which results in finding the codeword with the minimum distance inefficient.

Lemma 13. The probability of finding the coordinate positions for a received codeword with minimum distance based on the expectation of the BIAWGN channel,
if the nth central moment is about the mean of the distribution is given by $\mu_{n}=$ $\frac{x-\mu}{4 \mu} \cdot e^{\frac{-(x-\mu)^{2}}{\sqrt{4 \mu}}} d x$

Lemma 14. Given the syndrome, the probability of generating an output vertex is bounded by the discrete analog of the derivative of the dimension of the vector space $\forall d \geq 2$.

The proof of lemma 13 and lemma 14 is found in Appendices A and B respectively.

Theorem 9. Given the marginals of the basis that span the subspaces $U$ and $V$ as $\mathbf{x}=\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]$ and the correlation coefficient $\rho, 0<\rho<1$ sampled from a Gaussian distribution in unit cube $\left[\begin{array}{ll}0 & 1\end{array}\right]$, the bound on the probability density function of the syndrome for the codewords is given by

$$
\begin{equation*}
\int_{-\infty}^{\infty} N\left(\rho x, 1-\rho^{2}\right) d x=\frac{1}{\sqrt{1-\rho^{2}}} \exp \left(\frac{-\rho^{2} x_{1}^{2}+2 \rho x_{2} x}{2\left(1-\rho^{2}\right)}\right) \tag{4.37}
\end{equation*}
$$

The proof is found in Appendix D.

### 4.8 Experiment

Bit error rate performance experiment was carried out to simulate the probability distribution of the codewords of the Non negative Grassmann code based on coordinate positions using copula functions. The probability distribution of LDPC code using Markov chain for index sets and the probability distribution of fountain codes using marginals from belief propagation was also simulated. The simulations were carried out over 10000 Monte Carlo iterations. A bi-adjacency matrix of size 32 and dimension 64 was used. The Constellation size $M$ was increased in steps of 5 to a maximum of 20 . From the results, it could be seen that increasing the size improves the error correction capability. Furthermore, it can be observed from the plots that using marginals from belief propagation [162] has a slightly better BER performance than the Copula based simulation. In Figure 4.10, at a bit error rate $10^{-3}$, the BER of using marginals performs at 0.6 dB better than that of using copula. However, using copula performs within 0.4 dB better than using index set based Markov chains. This is due to the complexity of modeling the dependency between the subspaces using the copula function. This also means that the subspaces might not be dependent, however further methods of improving the performance based on the dependence criteria might be considered.


Figure 4.10: BER performance with constellation size $M=5$


Figure 4.11: BER performance with constellation size $M=10$


Figure 4.12: BER performance with constellation size $\mathrm{M}=15$


Figure 4.13: BER performance with constellation size $M=20$

In the first subset of coordinates with size $k \times k$, the Bit error rate value is directly proportional to the $p$ columns of the lifted Non negative Grassmann code . As the weight of the columns increases, the bit error rate increases. It can be seen that the weight of the Non Grassmann code is higher than that of the fountain code but slightly less than that of LDPC code. This is due to the presence of cycles in the LDPC code. This weight translates to the weight of the vectors. In order words, finding the smallest weight codeword depend on the bit error rate. The lower the
bit error rate, the higher the probability of finding the lowest codeword and solving the syndrome decoding problem.

### 4.9 Chapter Summary

The syndrome decoding problem as a computationally hard primitive has been used in code based cryptosystem to secure information systems from quantum based solutions. In this chapter, solution to the problem using Plücker set is generalized to the Grassmann metric for codes associated with the totally non negative Grassmanninan. To visualize the rows and columns of the parity matrix of the totally non negative Grassmannian, a planar framework is employed. This planar structure can be transformed to non planar structure which is akin to a Tanner graph. The Boundary measurement mapping can be seen as gauge transformations expressed as a function of matroids. To form this image, edge weights are selected at random and grouped using a colouring function. The bounds on probability of finding the vector coordinates with the smallest Grassmann weight using exhaustive search of the basis by enumeration was presented. Consequently,the Generator matrix was decomposed into positroid cells using Gaussian elimination to find linearly dependent subsets of the Pl"ukcer coordinates with minimal non-zero coordinates and in which the the maximal minor is totally positive. Finally, numerical results presented showed that the Non negative Grassmann code had a low probability of failure when compared with an LDPC code. This implies that the error floor of the LDPC code is higher than that of the Non-negative Grassmann code. Also, for increase in the code length, the decoding cost for the totally non negative Grassmann code was higher than the LDPC code. This validates the notion that the Non negative Grassmann code in the Grassmann metric was more secure under the Chosen ciphertext model when compared to the LDPC code in the Hamming metric. Due to its robust security credentials, this code is recommended to construct future post quantum encryption schemes.

## Chapter 5

## Isomorphism of Polynomial problem : Solution using New Mersenne Number transform

### 5.1 Introduction

Isomorphism is defined as a vector space mapping that preserves the unique mathematical properties of the space. A multivariate quadratic polynomial is defined as a system of univariate equations and variables that lie in a base field or an extension field. Isomorphism of polynomial problem is a computational hard assumption employed in multivariate polynomial cryptography[23]. The computational hardness assumption of Multivariate polynomial cryptography lies in the hardness of solving random non-linear multivariate quadratic equations over finite fields. An instance of the multivariate encryption scheme using Hidden Field equation has been developed which employs a small field of characteristics 2 and a degree extension $m[22]$. These schemes involves translating the multivariate polynomial to a univariate polynomial over the degree $m$ extension field in order to generate a public key. The core quadratic map that makes up the public key is masked by two invertible affine transformations over a finite field[22]. The system of equations in $n$ variables that make up the public key is constructed using functional composition of the affine transformation with the core map. However, such polynomial systems can be easily decomposed if the degree $d$ of the core map is known[163]. Due to its vulnerability to attacks, variants of the HFE have been developed which employ layers of vinegar equations[88]. Unfortunately, the map of the variants suffers from
the limitations of bijectiveness. This is because of the randomness of the affine transformations which is bounded by the degree of the extension field. Due to the bijective property of the map, it becomes difficult to invert. An injective map with large codomain have been proposed as an alternative leading to efficient masking and inversion. Techniques have been proposed to increase the codomain size of the public key using specialized matrices with a large algebraic structure. This makes it simple to hide the structure of the injective map[40]. Key recovery attacks exploit the rank of the representative matrix of the quadratic form that make up the core map. They also exploit the ease of inverting the injective affine map. The disadvantage of using affine transformation as a trapdoor that preserves the isomorphism of polynomial problem is its ease of inversion (which makes the core map easy to attack) and its density (which leads to increase in key size) [164].

In this chapter, an isomorphism is constructed using the orthogonal kernel function of the New Mersenne Number transform[20] to hide the structure of the core map. This process works efficiently for core maps from monic polynomial sequence with rational coefficients. Using functional composition of the New Mersenne Number transform with the core map, the public key can be generated. Using the New Mersenne Number Transform provides an efficient method of evaluating the $n$ coordinates of the core map which is the secret key of the multivariate cryptosystem. It can be said that the multivariate polynomial is orthogonal if and only if the polynomial is isomorphic. This is because the rank of the kernel matrix is equal to the rank of its transpose. Also the kernel matrix is of full rank and is equal to the dimension of the vector space. However, the reverse of the statement is not always the case. The security of the isomorphism proposed in this chapter is based on the orthogonality of the kernel matrix which makes it full rank. Furthermore, It is shown that the Q-rank of the quadratic form is bounded by the rank of the kernel matrix. This increases the difficulty of interpolating the coefficients of the core map.

### 5.2 Preliminaries

### 5.2.1 Core Map

The core map is a multivariate quadratic map defined mathematically as

$$
\begin{gather*}
f_{1}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} f_{i j}^{(1)} x_{i} x_{j}+\sum_{i=1}^{n} f_{i}^{(1)} x_{i}+f_{o}^{(1)} \\
f_{2}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} f_{i j}^{(2)} x_{i} x_{j}+\sum_{i=1}^{n} f_{i}^{(2)} x_{i}+f_{o}^{(2)}  \tag{5.1}\\
\vdots \\
f_{m}\left(x_{1}, \ldots, x_{n}\right)=\sum_{i=1}^{n} \sum_{j=1}^{n} f_{i j}^{(m)} x_{i} x_{j}+\sum_{i=1}^{n} f_{i}^{(m)} x_{i}+f_{o}^{(m)}
\end{gather*}
$$

They can also be defined as a function of the coefficients and univariate monomials as

$$
\begin{gather*}
f_{1}\left(x_{1}, \ldots, x_{n}\right)=\sum_{0 \leq i, j<n} \alpha_{i j} X^{q^{i}+q^{j}}+\sum_{0 \leq i<n} \beta_{i} X^{q^{i}}+\gamma  \tag{5.2}\\
\vdots \\
f_{m}\left(x_{1}, \ldots, x_{n}\right)=\sum_{0 \leq i, j<n} \alpha_{i j}^{(m)} X^{q^{i}+q^{j}}+\sum_{0 \leq i<n} \beta_{i}^{(m)} X^{q^{i}}+\gamma^{(m)}
\end{gather*}
$$

where $X^{q^{i}+q^{j}}$ are univariate monomials and $X^{q^{i}}$ is the Frobenius automorphism over $F_{q}$.

### 5.2.2 Multivariate Quadratic problem

Definition 13 (MQ Problem). Given a polynomial $f=f^{(1)}\left(x_{1}, \ldots, x_{n}\right), \ldots, f^{(m)}\left(x_{1}\right.$, $\left.\ldots, x_{n}\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]$ where $F_{q}$ is a finite field of size $q$ and $F_{q}\left[x_{1}, \ldots, x_{n}\right]$ is a polynomial ring with $m$ equations of degree 2 and $n$ variables, the goal is to find $\bar{x} \in F_{q}^{n}$ such that $f\left(\bar{x}_{o}\right)=0$.

The MQ problem has proven to be NP-Hard for quadratic polynomials over the field $G F(2)$ [165]. If an invertible quadratic map is defined as $F: F^{n} \mapsto F^{m}$ where $F \in F_{q}^{n}$, then two invertible affine transformations $S: F^{m} \mapsto F^{m}$ and $T: F^{n} \mapsto F^{n}$ can be constructed to hide the algebraic structure of the map $F$. This map is a core component of the public key. By employing functional composition the public key is generated as $P_{k}=S \circ F \circ T$. Furthermore, constructing a canonical isomorphism of vector spaces as $\phi: F^{n} \mapsto F_{q}^{n}, F$ is transformed into a quadratic map. Consequently,
this quadratic map is defined as $\tilde{F}=\phi^{-1} \circ F \circ \phi$. The result is a public key with the structure $P_{k}=S \circ \tilde{F} \circ T=S \circ \phi^{-1} \circ F \circ \phi \circ T: F^{n} \mapsto F^{n}$.

### 5.2.3 NTT

The Number Theoretic transform is a transform where the twiddle factors are sampled from a finite field. Point wise multiplication of a polynomial $f$ and a polynomial $g$ can be computed using number theoretic transform as

$$
\begin{equation*}
f . g=N T T^{-1} \omega\left(N T T \omega\left(f^{\prime}\right) \circ N T T \omega\left(g^{\prime}\right)\right) \quad \bmod M \tag{5.3}
\end{equation*}
$$

where $\omega$ is the primitive nth root of unity. Furthermore, the primitive root of unity can be written as $\omega^{n}=1$ where $\operatorname{gcd}(\omega, q)=\operatorname{gcd}(N, q)=1$ and $M$ is the modulo of the polynomial. The modulo of the polynomial can assume any form. $f^{\prime}$ and $g^{\prime}$ are transformed from a degree $n$ polynomials to $2 n$ degree polynomials defined as $f=\sum_{i=0}^{n-1} \alpha_{i} X^{i}$ where $\alpha_{i} \in F_{q}$. For a transformed polynomial the invertibility probability is given as $1-q^{-n}[166]$. The primitive root of unity can be expressed as $\omega=(a+i b)^{\frac{2^{m+1}}{N}}$ where $a \equiv 2^{2^{m-2}}, b \equiv-3^{2^{m-2}} \bmod \left(2^{m}-1\right)[167]$. Furthermore, NTT can be generalized to a set of integers of a finite field of $q$ elements as follows[168];

Definition 14. If the modulo is given as $q \equiv 1(\bmod 2 n)$ were $n$ is a power of 2 then $F_{q}$ has $2 n$-th roots of unity $\omega^{i}$ where $i=1,3, \ldots, 2 n-1$ indexes the coefficients of polynomials $x-\omega^{i} \in F_{q}$.

Example 1. Let an irreducible polynomial be given as $1+3 x^{2}+6 x^{4}+3 x^{6}+x^{8}$, where the highest degree is $d=8$. A prime given as $q=n k+1$ where $k=1$ is chosen. Zero padding the coefficients of the polynomial to length $q-1$ results in $(1,3,6,3,1,0,0,0)$. This is to make the reverse of the transform to be congruent to the original array of coefficient with a given choice of nth root of unity. Selecting the 8 th root of unity in $Z_{9}$. Consequently, the forward NTT is given by Equation 5.11, 5.12 and 5.13.

$$
\begin{align*}
& \left(\begin{array}{cccccccc}
2^{0} & 2^{0} & 2^{0} & 2^{0} & 2^{0} & 2^{0} & 2^{0} & 2^{0} \\
2^{0} & 2^{1} & 2^{2} & 2^{3} & 2^{4} & 2^{5} & 2^{6} & 2^{7} \\
2^{0} & 2^{2} & 2^{4} & 2^{6} & 2^{8} & 2^{10} & 2^{12} & 2^{14} \\
2^{0} & 2^{3} & 2^{6} & 2^{9} & 2^{12} & 2^{15} & 2^{18} & 2^{21} \\
2^{0} & 2^{4} & 2^{8} & 2^{12} & 2^{16} & 2^{20} & 2^{24} & 2^{28} \\
2^{0} & 2^{5} & 2^{10} & 2^{15} & 2^{20} & 2^{25} & 2^{30} & 2^{35} \\
2^{0} & 2^{6} & 2^{12} & 2^{18} & 2^{24} & 2^{30} & 2^{36} & 2^{42} \\
2^{0} & 2^{7} & 2^{14} & 2^{21} & 2^{28} & 2^{35} & 2^{42} & 2^{49}
\end{array}\right)\left(\begin{array}{l}
1 \\
3 \\
6 \\
\\
\\
\left(\begin{array}{lllllllll}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 2 & 4 & 8 & 7 & 5 & 1 & 2 \\
1 & 4 & 7 & 1 & 4 & 7 & 1 & 4 \\
1 & 8 & 1 & 8 & 1 & 8 & 1 & 8 \\
1 & 7 & 4 & 1 & 7 & 4 & 1 & 7 \\
1 & 5 & 7 & 8 & 4 & 2 & 1 & 5 \\
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1 \\
1 & 2 & 4 & 8 & 7 & 5 & 1 & 2
\end{array}\right)\left(\begin{array}{l}
1 \\
3 \\
1 \\
0 \\
0 \\
6 \\
3 \\
0 \\
1 \\
0 \\
0 \\
0
\end{array}\right)=
\end{array}={ }_{9}=\right. \tag{5.4}
\end{align*}
$$

$$
\left(\begin{array}{l}
14  \tag{5.6}\\
62 \\
62 \\
56 \\
56 \\
86 \\
14 \\
62
\end{array}\right) \equiv_{9}\left(\begin{array}{l}
5 \\
8 \\
8 \\
2 \\
2 \\
5 \\
5 \\
8
\end{array}\right)
$$

To recover the array, the modular inverse is computed using Euler's theorem [169] where $a^{-1} \equiv a^{q-2} \bmod q$. The inverse NTT is applied with bit ordering. Removing the extra padded bits recovers the original vector.

$$
7^{-1}\left(\begin{array}{cccccccc}
1 & 1 & 1 & 1 & 1 & 1 & 1 & 1  \tag{5.7}\\
1 & 2^{-1} & 4^{-1} & 8^{-1} & 7^{-1} & 5^{-1} & 1^{-1} & 2^{-1} \\
1 & 4^{-1} & 8^{-1} & 1^{-1} & 4^{-1} & 7^{-1} & 1^{-1} & 4^{-1} \\
1 & 8^{-1} & 1^{-1} & 8^{-1} & 1^{-1} & 8^{-1} & 1^{-1} & 8^{-1} \\
1 & 8^{-1} & 4^{-1} & 1^{-1} & 7^{-1} & 4^{-1} & 1^{-1} & 7^{-1} \\
1 & 5^{-1} & 7^{-1} & 8^{-1} & 4^{-1} & 2^{-1} & 1^{-1} & 5^{-1} \\
1 & 1^{-1} & 1^{-1} & 1^{-1} & 1^{-1} & 1^{-1} & 1^{-1} & 1^{-1} \\
1 & 2^{-1} & 4^{-1} & 8^{-1} & 7^{-1} & 5^{-1} & 1^{-1} & 2^{-1}
\end{array}\right)
$$

### 5.3 Key recovery attacks

In this section, key recovery attacks employed to recover the affine isomorphism are reviewed and in the process a multivariate quadratic polynomial cryptosystem can be broken.

### 5.3.1 Linearization attack

Given a polynomial $f=\left(f_{1}, \ldots, f_{m}\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]^{m}$ that forms a linearization equation given as $\sum_{i=1}^{n} \sum^{m} \alpha_{i j} x_{i} x_{j}+\sum_{i=1}^{n} b_{i} x_{i}+\sum_{i=1}^{m} c_{i} y_{i}+d \in F_{q}$. Given a multivariate polynomial based encryption algorithm, we have $\sum^{n} \sum^{n} \alpha_{i j} y_{i} y_{j}+$ $\sum_{n} b_{i}^{(k)} y_{i}+\sum^{n-b} \sum^{n} \alpha_{i j}^{(k)} y_{i} y_{j}+c_{i}^{(k)}=0$ where $\alpha_{i j}, b_{i}^{(k)}, \alpha_{i j}^{(k)}$ are unknown coefficients of the core map. The number of these coefficients are given in [170] as $n \sum_{j=0}^{n}\binom{m}{j}+m+$
 encryption scheme, the algebraic constant $\omega$ should be $\leq 2.8$.

### 5.3.2 Minimum Rank Attack

The central polynomial $F=f^{(k)}\left(x_{1}, \ldots, x_{n}\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]^{m}$ can be exploited through Min. Rank attack with information on the rank of the linear combination of variables that make up $F[171]$. The goal is to find a solution $x \in F_{q}^{m}$ such that the rank of $F=\sum_{i=1}^{m} x_{i} f_{i} \leq 2$. In other words, $F=f^{(k)}\left(x_{1}, \ldots, x_{2 n}\right)$. The affine transformation $S$ can be extracted if the number of equations $m$ of $F$ and $P$ with low rank are computed. Extracting $S$ can give the adversary the opportunity to retrieve the public key. If the variables that make up the two isomorphic maps $T$ and $S$ are small, an adversary can employ high rank attack to detect the last $n-b$ variables and the algebraic structure of the affine map $S$. For security against high rank attack, the number of queries of the last variable should be bounded by $q^{n} \geq 2^{80}$ for $2^{80}$ bit security[172]. The high rank attack sets the kernel of the central map to zero and checks for solution. Thereafter, it sets the transformed kernel for the coefficient that has dimension $n-2 n$. If the kernel has a probability that an inverse of the affine transformation $T$ of a variable with rank $n-2 n$ gives the solution then $T$ can be extracted, consequently the private key. The complexity of the Min. Rank attack on a core map is given as $O\left(q^{n .(r+v+a-1)} .(n-a)^{3}\right)$ where $v$ is the number of vinegar variables.

### 5.4 New approach using NMNT

The New Mersenne number transform of the central polynomial $f(n)$ for a transform length $N=2^{k}$ chosen for efficient random butterfly operation is given as

$$
\begin{equation*}
N T T(x)=\sum_{n=0}^{N-1} f(n) \omega_{N}^{\frac{n(2 k+1)}{2}} \bmod \left(x^{n}+1\right) \tag{5.8}
\end{equation*}
$$

where $F(x)=\left[\sum_{n=0}^{N-1} \alpha_{i j}\left(\omega_{N}^{q}\right)^{i}\right]_{n=0}^{N-1}$. This is composed with the core map to generate the public key as follows $P_{k}=N T T(X) \circ F$. Such a multivariate cryptosystem can be described as an Isomorphism of polynomial with one secret[173]. The kernel matrix made up primitive root of unity and imbued with an orthogonal property is represented as follows

$$
T_{d}=\left[\begin{array}{cccc}
\omega_{N}^{0} & \omega_{N}^{0} & \omega_{N}^{0} & \omega_{N}^{0} \ldots \omega_{N}^{0}  \tag{5.9}\\
\omega_{N}^{\frac{1}{2}} & \omega_{N}^{\frac{3}{2}} & \omega_{N}^{\frac{5}{2}} & \omega_{N}^{\frac{7}{2}} \ldots \omega_{N}^{2 N-1} \\
\omega_{N} & \omega_{N}^{3} & \omega_{N}^{5} & \omega_{N}^{7} \ldots \omega_{N}^{2 N-1} \\
\omega_{N}^{\frac{3}{2}} & \omega_{N}^{\frac{9}{2}} & \omega_{N}^{\frac{15}{2}} & \omega_{N}^{\frac{21}{2}} \ldots \omega_{N}^{\frac{3(2 N-1)}{2}} \\
\vdots & \vdots & \vdots & \vdots \\
\omega_{N}^{\frac{N-1}{2}} & \omega_{N}^{2} & \omega_{N}^{\frac{3(N-1)}{2}} & \omega_{N}^{\frac{7(N-1)}{2}} \ldots \omega_{N}^{2}
\end{array}\right]
$$

The rank of $T_{d}$ is $N-1$ if and only if $T_{d}$ has at least $N-1$ rows. To invert the transform, the transpose of the kernel matrix is multiplied by the inverse of the transform length to generate the original polynomial sequence given by

$$
\begin{equation*}
N T T^{-1}(x)=N^{-1} \sum_{n=0}^{N-1} F(x) \omega_{N}^{\frac{n(2 k+1)}{2}} \bmod \left(x^{n}+1\right) \tag{5.10}
\end{equation*}
$$

The maximum degree of the polynomial sequence for transform length $N=2^{k-1}$ is equivalent to $d=\frac{2^{k+1}}{k-1}$ and it is expected that the rank of the polynomial sequence should be bounded by the logarithm of the degree of the core map $\log _{q} d$. However, this condition makes it easier to attack the core map. The Chinese remainder theorem describes the NMNT as natural ring isomorphism where the monomials $X^{q^{i}+q^{j}}$ are mapped into non linear orthogonal univariate polynomials $X^{\omega^{i}+\omega^{j}}$ over $Z_{q}$. In the $n t h$ iteration, $\sum_{i=0}^{n} \alpha_{o} \omega^{q^{i}+q^{j}}, \ldots, \sum_{i_{n-1}=0}^{n-1} \alpha_{n-1} \omega^{q^{i_{n-1}}+q^{j} n-1}$ is transformed into $\sum_{i=0}^{n} \alpha_{o} \omega^{q^{i}+q^{j}}, \ldots, \sum_{i_{n-1}=0}^{n-1} \alpha_{n} \omega^{q^{i_{n}}+q^{j_{n}}}$ which results in a complexity of $N \log N$ for polynomial sequence of size $N+1[174]$. It can be inferred that, $\left.f \mapsto f(\omega), f\left(\omega^{3}\right), \ldots, f\left(\omega^{2 n-1}\right)\right)$ for coefficients $\left(\alpha_{0}, \ldots, \alpha_{n-1}\right)$. To find the interpolation of $f(n)$ at $\omega(X \equiv \omega \bmod (X-\omega))$ the decomposition of the primitive root
of unity given in $[167]$ is used as follows

$$
\begin{aligned}
f(x) \equiv & \left.b_{k} \bmod \left(X-a_{k}\right): f(x) \equiv \sum_{k=0}^{n-1} \prod_{j \neq k}\left(X-a_{j}\right)\right) \\
& \left.\prod_{j \neq k}\left(a_{k}-a_{j}\right)\right)^{-1} b_{k} \bmod \prod_{k=0}^{n-1}\left(X-a_{k}\right)
\end{aligned}
$$

Furthermore, reducing $f(n) \bmod (X-\omega)$ is equivalent to evaluating $f(n)$ at $\omega(X \equiv \omega$ $\bmod (X-\omega)$ ). A key recovery attack on the orthogonality of the isomorphism can only be successful if the complement of the orthogonal kernel is projected to the codimension one subspace of the kernel with complexity $O\left(q^{\log _{q}+a+1}\right)$ where $a$ is a vinegar variable[175]. In masking the core map for security purpose, the Number theoretic transformed polynomials must be invertible. The necessary condition is that the inverse of the degree of the polynomial belongs to the ideals in the ring of the form $Z[x] /(f)$ where $f$ is the degree $n$ irreducible polynomial and the primitive root of unity $\omega$ satisfies the orthogonality condition $[176] \Omega$.

$$
\begin{equation*}
\Omega_{q}=\sum_{i=0}^{n-1} \omega^{q^{i}}=n \delta(q)\left(\bmod x^{n}+1\right), q=0,1, \ldots, n-1 \tag{5.12}
\end{equation*}
$$

In other words, if $q \neq 0$, then $\left(\omega^{q}-1\right)$ must be a zero divisor of $\Omega_{q}(\omega)$. This means that the relation $\left(\omega^{q}-1\right) \Omega_{q}(\omega)=0$ where $\left(\omega^{q}-1\right) \in Z[x] /(f)$. The implications of this is that if there was an actual zero divisor then the transform is non-invertible which leads to consequence in cryptanalysis. To reinforce its invertibility, then non of the representatives $r^{\prime}$ are zero divisors in $Z[x] /(f)$. This leads to the theorem which seeks to explain the impact of applying the full rank NMNT isomorphic map to the rank of the representative matrix of the quadratic form that make up the core map.

Theorem 10. The $Q$-rank of the quadratic form is bounded by the rank of the orthogonal kernel $T_{d}$, if the dimspan $\left(F^{(0)}, \ldots, F^{(d-1)}\right) \geq d-1$ where $d$ is the degree of the core map.

Proof. A matrix representation of the public key is defined as

$$
\hat{F}_{d}=\left[\begin{array}{cc}
T_{d} & 0  \tag{5.13}\\
0 & I_{o}
\end{array}\right]
$$

The matrix representation of the core map is represented by the $i$ th Frobenius power $f^{i}$. Let $F^{(0)}, \ldots F^{(d-1)} \in F^{(d+o) \times(d+o)}$ be the row vector of the matrix representation of the functional composition. If the row vector is multiplied by the orthogonal kernel matrix, it will produce the product of the matrix representation of the $i$ th Frobenius power and the coordinate matrix representation of the
public key[177]. In other words, $\left(F^{(0)}, \ldots, F^{(d-1)}\right) T_{d}=\left(\hat{F}_{d} f^{i} \hat{F}_{d}^{T}, \ldots, \hat{F}_{d} f^{d-1} \hat{F}_{d}^{T}\right)$. Recall that the functional polynomial composition of the public key is given as $P=$ $N T T(x) \circ F$ which is equivalent to and as a function of the kernel $\left(P_{0}, \ldots, P_{n-1}\right)=$ $\left(T_{d} F^{(o)} T_{d}^{T}, \ldots, T_{d} F^{(d-1)} T_{d}^{T}\right)$. Combining it with its matrix representation becomes $\left(P_{0}, \ldots, P_{m-1} \hat{F}_{d}\right)=\left(T_{d} \hat{F}_{d} f^{i} T_{d}^{T} \hat{F}_{d}^{T}, \ldots, T_{d} \hat{F}_{d} f^{d-1} T_{d}^{T} \hat{F}_{d}^{T}\right)$. This results to $\sum_{i=0}^{m-1} \hat{f}_{d} P_{i}=$ $V f^{i} V^{T}$ where $V=T_{d} \hat{F}_{d}$ and $V f^{i} V^{T}$ is termed an identification of the form $X_{i}=$ $\phi(\hat{x})^{q^{i}}$.

Using an iterative approach in designing NTT algorithm, the coefficients of the polynomial are reversed using the function Bitreverse( $\alpha$ ). This means that the structure of the coefficients are maintained while checking if the degree of the product of the monomial and the core map is bounded by an arbitrary degree using consistency check of Macaulay matrices. During the process of reducing the modulo, the Hensel remainder is congruent to $\alpha M \bmod q$ where $M$ is the modulo. In Montgomery reduction, input coefficients are greater than $q^{2}$ and less than $q M$. $q M$ is a product of two unreduced words mapped to a residue which is less than $2 q$ where $M>q$. In the process, the $\bmod q$ operation is converted to $\bmod M$ operation in which the scaling factor $n^{-1}$ leads to efficient implementation up to $\frac{n}{2}$ modular multiplication. The standard representation can be produced by rounding up and multiplying with the prime number. The implementation can be done in constant time, If the representative less than $2 q$ is subtracted from $q$. Thereafter, an arithmetic shift $N-1$ where $N$ is the length of one word signed integer is then used to compute logical $A N D$ and the result is added to the representative[168]. If $n$ is a coprime to the prime $q$ and if two signed words $x$ and $y$ are transformed then there exist $x^{\prime}=x n^{-1} \bmod q, y^{\prime}=y n^{-1} \bmod q$. The high product becomes $x^{\prime} y^{\prime}=x y n^{-1}$ $\bmod q$. This is if and only if $x \equiv y(\bmod q)$ where $x$ is a representative of the class $y \bmod q$. This translates to $\frac{x-y}{q}=E$ where $E$ is a multiple of $q[168],[178]$.

### 5.4.1 Modulo reduction

In reducing the modulo of the polynomial, a modulo $M=2^{N} k+1$ and a prime $q<M$ is selected. This leads to wide choices for word length where $N$ is the transform length. The coefficient $\alpha$ is expressed as a product of two words $\alpha=x . y$ such that for word $x$,there is a range $0 \leq x \leq \frac{M}{2}$ and for word $y$, there is a range $0 \leq y \leq q$. Let a coefficient $\alpha \in F_{q}$, there exist a range $0 \leq \alpha<q \frac{M}{2}=k 2^{N}+1$ where $k$ is the odd positive integer Proth number, $N$ is

```
Algorithm 8 NTT
    Input: \(f \in R_{p}, \omega \in Z_{p}\)
    Output: \(f^{\prime} \in R_{p}\) in bit reversed order
    \(m \leftarrow 0\)
    for \(\left(i \leftarrow 0, i<\frac{m}{2}, i++\right)\) do
        \(\omega \leftarrow(2 . i)^{\frac{n}{m}}\)
    if m is even then
        for \((j=-m, j<m, j++\) ) do
            \(A_{1} \leftarrow R_{\text {educt }} A\left[-j+\frac{m}{2^{\alpha}}+1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            \(B_{1} \leftarrow R_{\text {educt }} B\left[l+j+\frac{m}{2^{\alpha}}+1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            else
            \(A_{2} \leftarrow R_{\text {educt }} A\left[-j+\frac{m}{2^{\alpha}}-1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            \(B_{2} \leftarrow R_{\text {educt }} B\left[l+j+\frac{m}{2^{\alpha}}-1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            \(f^{\prime}\left[-j+\frac{m}{2}\right]=A_{1}-B_{1}\)
            \(f^{\prime}[l+j+m]=A_{1}-B_{1}\)
        Return \(f^{\prime}\)
```

```
Algorithm 9 INTT
    Input: \(f^{\prime} \in R_{p}, \omega^{-1} \in Z_{p}, \beta^{-1}\)
    Output: \(T_{x}\)
    \(m \leftarrow 1\)
    for \(\left(i \leftarrow 0, i<\frac{m}{2}, i++\right.\) ) do
        \(\omega \leftarrow(2 . i)^{\frac{n}{m}}\)
    if m is even then
        for \((j=-m, j<m, j++\) ) do
            \(A_{1} \leftarrow R_{\text {educt }} A\left[-j+\frac{m}{2^{\alpha}}+1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            \(B_{1} \leftarrow R_{\text {educt }} B\left[l+j+\frac{m}{2^{\alpha}}+1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            else
            \(A_{2} \leftarrow R_{\text {educt }} A\left[-j+\frac{m}{2^{\alpha}}-1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{\alpha^{\alpha}}}+1\right)\)
            \(B_{2} \leftarrow R_{\text {educt }} B\left[l+j+\frac{m}{2^{\alpha}}-1\right] \omega_{\frac{n}{2}}^{2} \bmod \left(x^{\frac{n}{2^{\alpha}}}+1\right)\)
            \(T_{x}\left[-j+\frac{m}{2}\right]=A-B\)
            \(T_{x}[l+j+m]=(A-B)^{-2 n l}\)
    for \(l \leftarrow 0, l<i^{2}, l=i+n\) do
        \(T_{x}[l] \leftarrow T_{x}[l] \beta^{-1} \bmod q\)
        Return \(T_{x}\)
```

the transform length and $M$ is the modulo. If $f=d M+r^{\prime} q$ where $d \in F_{q}$ is the quotient, then the Hensel representative satisfies $-q<r^{\prime}<\frac{M}{2}$ for $0 \leq d<\frac{M}{2} q$. The goal is to reduce $f M \bmod q$ and to compute $r^{\prime}$. This will eventually make the result congruent to $f \bmod q$. First, it is pre-computed with $M^{-1} \bmod q$ which gives $f=d M(\bmod q)$. Consequently, $f M^{-1}=d(\bmod q)$ becomes $d=f M($ $\bmod q)$ and further computation results to $M^{-1} d=f(\bmod q)=\beta m$. Also, there exist $k^{2} N=-1(\bmod q)$, which implies that $k^{2} N$ is prime and $-M^{-1} d-k^{2} N=0$ ( $\bmod q$ ). This leads to $r^{\prime}=\frac{a-\beta m}{q}>\frac{M q}{2 M}=-q$. Assuming $\alpha$ is split into two words, then $\alpha=\alpha_{o}+\alpha_{i} M 2^{N}$ where $0<\alpha_{0}<M .2^{N}$.Therefore, the representative becomes

$$
\begin{equation*}
r^{\prime}=\frac{\alpha-d}{q M}>\frac{\beta q k 2^{N}+1}{2 M \cdot 2^{N}}=-q \tag{5.14}
\end{equation*}
$$

### 5.5 Experiment

### 5.5.1 Key generation

The NMNT was implemented in the Key generation and signature generation algorithm of the Round 1 Post Quantum submission for Gui algorithm[179] against the affine transform implemented in the algorithm using Array manipulation methods and bit-wise shift operations. The implementation was done in an AMD Ryzen 3 2200U with Radeon Vega Mobile Gfx graphic card with processor speed of $2500 \mathrm{MHz}, 2$ cores, 4 logical processors and clock speed of 2.5 GHz . The Operating system used was the Microsoft Windows 10 Home version 10.0.18362 with Build 18362 and there was no use of special instruction set. The results were recorded from the Windows Power shell. The variables of the core map were stored in blocks and copied to the temporary buffer of the output block before swapping the blocks in the reverse order. The transform size and the variables of the core map is declared as an unsigned integer type with 64bits size where the representative $r=2^{64}$ for compiler optimization. The twiddle factors and the irreducible polynomials were pre-processed offline before feeding them into the algorithm. The parameters for implementing the signature generation scheme include; the degree extension $m$, the degree of the core map $d$, the number of equations $a$, the number of variables $v$ and the repetition factor $k$. These parameters were adapted from [179]. The repetition factor $k$ was chosen in order to reduce the rank of the linear combination of the variables that make up central polynomial. This would speed up the signature computation time. However, care was taken in order to make the rank as small to be easily decomposed by a Minimum rank attack. The hash function for
the signature generation algorithm was implemented using the Openssl Secure hash function library [180]. To avoid overflow during multiplication of the polynomials, the size of the array for storing the coefficients ranged from -9007199254740992 to 90071992547401894 . From the results, it can be seen that the public key size using NMNT isomorphism is bigger than using affine isomorphism by a difference that increases with increasing field size. The increase in the public key size is due to the complexity of the butterfly operation in NMNT as a result of modular multiplication. This in turn increased the number of variables in the core map. In other words, NMNT modification of the core map comes at a cost of increased key size. There are different butterfly operations which can be applied and is effect on the key size noted. However, this is beyond the scope of the thesis. Furthermore, the verification time increased due to the complexity of field arithmetic as result of the number of variables in the core map and the selected prime. This can be reduced by using specialized processor instruction set. However, because of the absence of specialized instruction set in the implementation, we proposed reducing the complexity of butterfly operation by employing efficient modular reduction and multiplication methods like the Russian peasant multiplication [181]. In addition, the modular reduction process can be improved further and the twiddle factors and irreducible polynomials should be further reduced. Nevertheless, applying NMNT isomorphism performs better than affine isomorphism in terms of the secret key size and signature bits. The smaller key size is as a result of the sparse nature of the coefficient matrix of the core map. Finally, the public key size can be determined by the storage of equations and variables over the extension field. Generally, for reduction in the key size, the number of variables of the core map should be reduced as possible while keeping the degree constant. The timings of execution was also recorded and presented in Table 2. The time results is categorized by the platform of implementation.

Table 5.1: Key Sizes and Signature bits

| Isomorphism | m | d | a | $\mathbf{v}$ | $\mathbf{k}$ | $\mathbf{p k}(\mathbf{K B})$ | sk(KB) | signature bits |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Affine | 184 | 33 | 16 | 16 | 2 | 416.3 | 19.1 | 360 | $[43]$ |
| Affine | 312 | 129 | 24 | 20 | 2 | 1955.1 | 59.3 | 504 | $[43]$ |
| Affine | 448 | 513 | 32 | 28 | 2 | $5,789.2$ | 155.9 | 664 | $[43]$ |
| NMNT | 184 | 33 | 16 | 16 | 2 | 422.1 | 15.0 | 45 | This work |
| NMNT | 312 | 129 | 24 | 20 | 2 | 1990.0 | 41.8 | 63 | This work |
| NMNT | 448 | 513 | 32 | 28 | 2 | $5,903.4$ | 94.7 | 83 | This work |

Table 5.2: Timings

| Isomorphism | $\mathbf{m}$ | $\mathbf{d}$ | $\mathbf{a}$ | $\mathbf{v}$ | $\mathbf{k}$ | Key gen. | Sig. | Ver. |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Affine | 184 | 33 | 16 | 16 | 2 | 343 ms | 16.1 ms | 0.057 ms | $[43]$ |
| Affine | 312 | 129 | 24 | 20 | 2 | 2360 ms | 864 ms | 0.256 ms | $[43]$ |
| Affine | 448 | 513 | 32 | 28 | 2 | $71,485 \mathrm{~ms}$ | $42,156 \mathrm{~ms}$ | 0.542 ms | $[43]$ |
| NMNT | 184 | 33 | 16 | 16 | 2 | 43.72 ms | 20.0 ms | 58.889 ms | This work |
| NMNT | 312 | 129 | 24 | 20 | 2 | 61.02 ms | 45.2656 ms | 38.406 ms | This work |
| NMNT | 448 | 513 | 32 | 28 | 2 | 73.75 ms | 67.0491 ms | 31.484 ms | This work |

### 5.5.2 Minrank attack

To test the complexity of key recovery attacks on isomorphism, the Sidon cryptosystem was attacked and the implementation given in [44] was optimized for this purpose. The platform of implementation was the SageMathCloud [182] with 16GB of Random Access Memory, 3 shared CPU clusters and 20GB of hard disk. The mean success times of each computation was recorded for different prime values 2,3 and 5 with degree $k \leq 12$. This implies that the number of variables $v=21$ and number of equations $m=24$. The plot is shown in Figure 5.1, 5.2 and 5.3 respectively. The execution of the attack was difficult to terminate at degree $k \geq 12$ after several hours. To compute the ideal of the linearized system using Gröbner basis, the F4 library [183] was used. From the results, it can be seen that at field with prime 2, the NMNT isomorphism performs better than the affine invertible isomorphism in terms of complexity to the Minrank attack with increase in the degree of the polynomial. However, on increase of the field size, both isomorphism have equivalent performance, for increasing degree. The presence of isomorphism with large kernel introduces some element of complexity when reducing the homogeneous equations to a linear equation where the ideal is generated through Gröbner basis operation. Homogeneous equations with degree 3 monomials are equivalent to multiples of leading monomials with non zero coefficients. A homogeneous polynomial $F\left(k, x_{i}\right)$ can be reduced to $x_{i+1}=\lambda x_{i}^{d}+\lambda_{n-1} x_{i}^{d-1}+\wedge(x)$ where $\wedge(x)$ is the vectorized representation of the isomorphism. If $\operatorname{gcd}\left(k, 2^{n}-1\right)=1$, then the non leading monomial of an element of the ideal becomes the permutation in the field $F_{2^{n}}$ and also forms a basis to $F_{q^{n}}$ over $F_{q}$. This also forms a linear combination with the central map. This permutation forms the number of solutions. The number of equations that lie in the plane of the isomorphism for $1 \leq i, j \leq k-2$ is given by $F\left(k, x_{i}\right)-y_{i}=k^{2}-2 k-\binom{k}{2}$ where $\binom{k}{2}$ is the number of leading monomials of the form $x_{i} y_{j}$. If the coefficient of the leading term is not zero then $F\left(k, x_{i}\right)$ reduces to zero [44]. Further complexity is due to computing degree of regularity which is
explained in the next section. It can be said that for field size with prime $p=2$, elements of the true solution with basis $\left(\beta_{i} \beta_{j}\right)$ for $i \leq j$ lies in the span of the kernel of the linearized equation for affine isomorphism than for NMNT isomorphism for increasing degree. This is shown in Figure 5.1


Figure 5.1: Complexity of Key recovery attack,field size $p=2$


Figure 5.2: Complexity of Key recovery attack,field size $p=3$


Figure 5.3: Complexity of Key recovery attack,field size $p=5$

### 5.6 Multivariate Quadratic Solvability

In this section, we expound on the approaches of interpolating the core map of a quadratic polynomial cryptosystem. This approach works if the polynomial has been reduced to its ideal using an efficient reduction process [184].

### 5.6.0.1 Degree of Regularity

The definition of the maximal degree of $m$ equations of a multivariate polynomial for an index $i \subset\{1, \ldots m\}$ is given as

Definition 15. For an index $i, 1 \leq i \leq m$, the maximal algebraic degree of the product of the coefficients of a map $F: F_{2}^{n} \mapsto F_{2}^{m}$ is given as

$$
\delta_{k}(F)=\max _{i \subset\{1, \ldots, m\}} \operatorname{deg}\left(\prod_{i} F_{i}\right)
$$

Given a homogeneous polynomial $\left.h_{1}\left(x_{1}, \ldots x_{n}\right), \ldots h_{m}\left(x_{1}, \ldots x_{n}\right)\right) \in F_{q}\left[x_{1}, \ldots x_{n}\right]^{m}$ and a non-homogeneous polynomial $f_{1}\left(x_{1}, \ldots x_{n}, \ldots f_{m}\left(x_{1}, \ldots x_{n}\right)\right) \in F_{q}\left[x_{1}, \ldots x_{n}\right]^{m}$, a homogeneous ideal is defined as $I=\left\langle h_{1}, \ldots, h_{m}\right\rangle$ and a non-homogeneous ideal is defined as $\tilde{I}=\left\langle f_{1}, \ldots f_{m}\right\rangle$. The degree of regularity of a polynomial ideal $I$ is defined as

$$
\begin{aligned}
& \delta_{i}(F)=\left\{h_{i} \in F_{q}\left[x_{1}, \ldots x_{n}\right]^{m} / h \in I, \operatorname{deg}(f)\right. \\
& \left.\leq d\binom{n+d-1}{d}\right\}
\end{aligned}
$$

The degree of regularity of a polynomial ideal $I$ in a semi regular sequence can be related to the first negative coefficient in the Hilbert series [185] $H_{s}$ as

$$
\begin{equation*}
H_{s}=\sum_{i \geq 0} c_{i k} z^{i}=\frac{\prod_{i=1}^{m}\left(1-z^{d i}\right)}{(1-z)^{n}} \tag{5.15}
\end{equation*}
$$

when given degrees of regularity $\bar{d}_{i} \forall 1<i<m$ and where $\prod_{i=1}^{m}\left(1-z^{d i}\right)$ is equivalent to the Hilbert function $H F_{m, n}$. For an invertible matrix $G_{(a)}$ over $F_{q}$, the distribution of the degree of variables in $G_{(a)}$ is given by

$$
\begin{equation*}
\lambda(n)=\prod_{i=1}^{m}\left(1-\frac{1}{q^{i}}\right) \tag{5.16}
\end{equation*}
$$

The expression that defines the relation between the dimension of the kernel and the differential of the function $f$ with respect to the solution $x$ is given in Lemma 17 [39]

Lemma 15. The probability that the differential $D_{x f}$ has kernel of dimension $i \geq 1$ given a function $f:\left(F_{q}\right)^{n} \mapsto\left(F_{q}\right)^{k}$ and where $F_{q}^{k}$ is a $k$ dimensional vector space with $q^{k}$ elements and a solution $x \in F_{q}$ is given by

$$
\begin{equation*}
\frac{\lambda(n) \lambda(n-1)}{\lambda(k) \lambda(k-1) \lambda(n-k)} q^{-k(k-1)} \tag{5.17}
\end{equation*}
$$

A semi regular sequence is a sequence in which the homogeneous ideal does not belong to the finite field with $q$ elements. For random undetermined systems, the sequence is regular. In multivariate cryptography, applying a generic change of coordinates to affine transformations that make up the private key or overdetermined systems with zero dimensions specifies the ideal. This is defined in Theorem 11 [185]

Theorem 11. Let $I \subseteq F_{q}\left[x_{1}, \ldots, x_{n}\right]$ be a homogeneous ideal and $\tilde{I} \subseteq F_{q}\left[x_{1}, \ldots, x_{n}\right]$ a non homogeneous ideal with I defined by coordinates that are modified in generic terms in zero dimensions(overdetermined) then

$$
\begin{equation*}
\text { solv.deg } g_{D R L}(I) \leq \delta(\tilde{I}) \tag{5.18}
\end{equation*}
$$

The degree of regularity of Gröbner basis is given by Theorem 12
Theorem 12. Let $d_{\text {reg }}$ be the degree of regularity of the polynomial $F$ of $\operatorname{ZHFE}(q, n, D)$. If $q>2, D \leq q+2 q s$, then

$$
\begin{equation*}
d_{\text {reg }} \leq \frac{(q-2)(s+2)}{2}+2 \leq \frac{(q-1)\left\lfloor\log _{2} D\right\rfloor+3}{2}+2 \tag{5.19}
\end{equation*}
$$

If $q=2, D \leq 2+2^{s-1}+2^{s}$ then

$$
\begin{equation*}
d_{\text {reg }} \leq \frac{s+3}{2}+2 \leq \frac{\left\lfloor\log _{2} D\right\rfloor+4}{2}+2=\frac{1}{2}\left\lfloor\log _{2} D\right\rfloor+4 \tag{5.20}
\end{equation*}
$$

Theorem 13 improves on the bound of the algebraic degree from the result in [186] which states that for $F$ a permutation over $F_{2}^{n}$, there is an integer $k$ and $l$ such that $\delta_{k}(F)<n-l$. Review of the algorithm is given as follows; Let $h: \mapsto \prod_{i \in k} F_{i}(x)$ with $|k| \leq k$ then for any $l \subset\{1, \ldots, k\}$, show that $\alpha_{i j k}=0$ for a monomial $\prod_{j \notin l} x_{j}$. It follows that $\alpha i j k=\sum h(x)$ where $x \in F_{2}^{n}$ is such that $x_{j}=0$ for $j \in l$ and the permutation $F(x)=1 \bmod 2$ for $i \in k$. Since $y=F(x)$ where $y \in F_{2}^{n}$ then $F j^{-1}(y)=0$ for $j \in l$. Consequently, a function $\pi_{k, l}$ is defined as $\pi_{k, l}:\left\{\begin{array}{c}x_{i \in k} \mapsto F_{2} \\ x \mapsto \prod_{i \in l}\left(F_{i}^{-1}(x)\right)\end{array}\right.$ where $\pi_{k, l}$ is a function of $n-l$ variables and $\delta_{k}(F)<n-l$.

Theorem 13. Given a function $h: F_{q}^{n} \mapsto F_{i}(x)$ A multivariate system with $m$ equation and $n$ variables can be solved with degree bounded by $\operatorname{deg} F_{i}(x) \leq n-k$, if $\delta_{k}(F) \geq \frac{n-1}{n-k} \forall$ monomial $_{j}$.

Proof. Let $x \in F_{2}^{n}$ such that $x_{j}=0, F_{j}(x)=0$ and for $0 \leq i, j \leq k$. Let a function $h:\left\{\begin{array}{c}F_{q}^{n} \mapsto F_{i}(x) \\ F_{q}^{n} \mapsto \prod_{n}^{k}\left(f_{i}\left(x_{i}\right), \ldots, f_{m}\left(x_{n}\right)\right)\end{array}\right.$ where $F_{i}(x)=\sum_{i, j \leq k}^{n} \alpha i j k x_{j} x_{k}+\sum_{j}^{n} \beta_{i j} x_{j}+\gamma_{i}$ for coefficients $\alpha_{i j k}, \beta_{i j}, \gamma_{i} \in F_{q}$ and degree $\operatorname{deg} F_{i}(x) \leq n-k$. From theoretical results in [186],

$$
\begin{equation*}
F_{i}(x)=\sum_{x \in F_{q}^{n}}(-1)^{\beta_{i j} F(x)+\alpha_{i j k} \cdot x} \tag{5.21}
\end{equation*}
$$

This defines the Walsh coefficient and dividing the equation with $2^{k}$ gives

$$
\begin{equation*}
F_{i}(x)=\sum_{x \in F_{q}^{n}}(-1)^{\beta_{i j} F(x)}\left(\bmod 2 \frac{\lceil n-1\rceil}{\operatorname{deg} F(x)}+1\right) \tag{5.22}
\end{equation*}
$$

It follows that a linear combination of the quadratic form becomes

$$
\alpha_{i j k} \cdot x: \begin{cases}\prod_{j}^{n} F_{i}(x) \mapsto & \bmod 2 \frac{\lceil n-1\rceil}{\operatorname{degF(x)}}+1 \forall x_{j}=0  \tag{5.23}\\ & x \mapsto F_{j}(x)\end{cases}
$$

This results to

$$
\begin{gather*}
\bmod 2 \frac{\lceil n-1\rceil}{\operatorname{deg} F(x)}+1=0  \tag{5.24}\\
\frac{n-1}{n-k} \leq 1 \quad \bmod 2 \tag{5.25}
\end{gather*}
$$

### 5.6.0.2 Evaluation of $f \& F$

Let a set of multivariate polynomials be defined as $f^{(k)}\left(x_{1}, \ldots, x_{n}\right)=$ $\sum_{i=1}^{n} \sum_{j=i+1}^{n} \alpha_{i j}^{(k)} x_{i} x_{j}+\sum_{i=1}^{n} \beta_{i}^{(k)} x_{i}+c_{i}^{(k)}$ where $F=\left(f_{1}, \ldots, f_{m}\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]^{m}$ and the coefficients $\alpha_{i j}^{(k)} x_{i} x_{j}, \beta_{i}^{(k)} x_{i}, c_{i}^{(k)} \in F_{q}$. The function $f$ with variables $y_{1}=$ $y_{n-b+1}, \ldots, y_{n}$ containing the last $b$ variables where $f^{(k)}\left(y_{n-b+1}, \ldots, y_{n}\right)=\sum_{i=n-b+1}^{n}$ $\sum_{j=i+1}^{n} \alpha_{i j}^{(k)} y_{i} y_{j}+\sum_{i=n-b+1}^{n} \beta_{i}^{(k)} y_{i}+c_{i}^{(k)}$ where $f^{(k)}\left(y_{n-b+1}, \ldots, y_{n}\right) \in F_{q}^{n}$ can be evaluated which gives an isomorphic map. The function $F$ again with $y_{2}=y_{1}, \ldots, y_{n}$ containing the first $n-b$ variables and the last $b$ variables can be evaluated. It follows that $f^{(k)}\left(y_{1}, \ldots, y_{n}\right)=\sum_{i=1}^{n-b} \sum_{j=n-b+1}^{n} \alpha_{i j}^{(k)} y_{i} y_{j}$. Transforming the function $F$ with $y_{i}$ now becomes $\tilde{F}=\left(f_{1}\left(y_{n-b+1}, \ldots, y_{n}\right), \ldots f_{m}\left(y_{n-b+1}, \ldots, y_{n}\right)\right) \in F_{q}\left[x_{1}, \ldots, x_{n}\right]$. This results to,

$$
\begin{equation*}
\tilde{F}=\left(f_{1}\left(x_{1}, \ldots x_{n-b}, y_{1}, \ldots y_{n}\right), \ldots f_{m}\left(x_{1}, \ldots f_{m}\left(x_{1}, \ldots, x_{n-b}, y_{1}, \ldots y_{n}\right) \in F_{q}\left[x_{1}, \ldots\right.\right.\right. \tag{5.26}
\end{equation*}
$$

$$
\left.x_{n-b}\right]^{m}
$$

which satisfies the equation

$$
\begin{equation*}
\sum^{n} \sum_{n b(b+1)} n \alpha_{i j}^{(k)} y_{i} y_{j}+\sum^{n} \beta_{i}^{(k)} y_{i}+\sum_{(k)}^{n-b} \sum^{n} \alpha_{i j}^{(k)} y_{i} y_{j}+c_{i}^{(k)}=0 \tag{5.27}
\end{equation*}
$$

where $1 \leq i, j \leq \frac{n b(b+1)}{2}$. Let the coefficients $\alpha_{i j}^{(k)}, \beta_{i}^{(k)}, c_{i}^{(k)}$ be the linear combination equations of the columns of the Macaulay matrices $A$, the condition is checked whether $u A=(F \circ \tilde{F})=1$

### 5.6.0.3 Complexity

The F5 algorithm is employed to cryptanalyze multivariate cryptosystem after reducing the non linear system to a linear determined system through extraction of variables in as many iterations as possible. The complexity of solving the
system of $n(n-b)$ equations $n-b+1$ variables over $F_{q}$ is given as $q^{n-b} O((n(n-$ b) $\left.\left.\left(\begin{array}{c}n+\begin{array}{c}\text { dreg }-1 \\ d r e g\end{array}\end{array}\right)\right)\right)^{\omega}$ where $\omega$ is the measure of entropy with $2 \leq \omega \leq 3$. The linear algebra constant and $q^{n-b}$ is the probability of guessing a solution to $n-b+1$ variables. If the number of equations is equivalent to the number of variables for any positive $\epsilon$, in a semiregular system, a deterministic approach to testing consistency of the Macaulay matrices and employing the quantum oracle gives a bound on the complexity as $O\left(2^{(0.47+\epsilon) n}\right)$ quantum gates while a probabilistic approach gives a bound as $O\left(2^{(0.462+\epsilon)}\right) n$ quantum gates [38]. By extension, based on the complexity for an $r$ string, a semiregular system is given by $O\left(2^{(1-2 r+2 F \alpha(r) \epsilon) n}\right)$ for a deterministic approach. The probabilistic approach is given by $O\left(2^{\left(\frac{1-r}{2}+2 F \alpha(r)+\epsilon\right) n}\right)$ where $\gamma=1-\frac{k}{n}, F \alpha(r)=r \log \left(D^{d}(1-D)^{(1-D)}\right)$ with $D=M\left(\frac{\alpha}{r}\right)$ and $M(x)=$ $-x+\frac{1}{2}+\frac{1}{2} \sqrt{2 x^{2}-10 x-1+2(x+2) \sqrt{x(x+2)}}$. Therefore, the complexity becomes

$$
\begin{equation*}
O\left(q^{n-b}\left(n(n-b) n^{\omega}+2^{0.47+\epsilon) n}\right)=O\left(q^{n-b}\left(n(n-b)^{(0.4+\epsilon) \omega}\right)=O\left(q^{n-b} m^{(0.4+\epsilon) \omega}\right)\right.\right. \tag{5.28}
\end{equation*}
$$

The asymptotic cost component of employing brute force search to guess a variable when a function belonging to a quadratic map is given by $\log _{2} q$ while that of the Grover's algorithm is given by $0.5 \log _{2} q$ which is half of the cost exponent obtained when using brute force search. In the probabilistic approach, the cost component is given by $2^{(0.4+\epsilon) n}$ as $n$ towards infinity, therefore the complexity becomes $O\left(q^{n-b} m 0.5\left(\log _{2} q\right)^{\omega}\right)$.

### 5.6.1 Sparse Approximation Solution

In this section, a sparse approximate approach to solve the reduced basis using the gradient descent method is presented. The major operation is to compute $f^{m}(\bar{x})$, where $f^{m}$ is the sparse matrix which is a row echelon form of the matrix representing the non-linear system. If the number of non-zero elements is given by $\left[f^{m}(\bar{x})\right]_{>0}$, then the complexity of solving the sparse system using the gradient method becomes $O\left(\left[f^{m}(\bar{x})\right]_{>0}\right)$.

### 5.6.1.1 Problem Formulation

The optimization problem is formulated as

$$
\begin{gather*}
\left\|f^{m}(\bar{x})\right\|_{F}=\frac{1}{2} x^{T} x+\partial f(x)^{T} x+\|u(x) v(x)\|_{F}^{2}=\frac{1}{2} x^{T} x+  \tag{5.29}\\
\partial f(x)^{T} x+\frac{1}{N} \sum_{i=1}^{N} u_{i}(x) v_{i}(x)-2 \sum u_{i}(x) v_{i}(x) \\
=\frac{1}{2} x^{T} x+\operatorname{Tr}\left(D(x)^{T} x D(x)\right)+\frac{1}{N} \sum_{i=1}^{N} u_{i}(x) v_{i}(x)- \\
2 \sum_{i=1}^{N} u_{i}(x) v_{i}(x)
\end{gather*}
$$

where $D(x)$ is convex and differentiable which signifies that $\forall x, y \in X, \forall t \in[0,1] P(t x+$ $(1-t) y \leq t f(x)+(1-t) f(y)$. If $P(x)$ is differentiable, it signifies that $\partial F(x)$ has a definite gradient at $x[187]$. The term $u(x) v(x)$ defines the gradient vector.

### 5.6.1.2 Convergence

The Wolfe-Powell's rule [188] is employed to compute the descent and test for convergence. The descent direction $d_{k}$ can be obtained for the objective function $\left\|f^{(m)}(\bar{x})\right\|_{F}$ which is a trace of the multivariate polynomials that contain the root of the equation. This is done by finding the negative definiteness of the differential of the core map $F(x)$ which is $-\partial F(x)$. In order to converge to a solution, the optimization problem formulated would need to be reduced accordingly by employing a factor (step length) which describes the difference between the original and reduced objective function. The optimization problem is further mapped to a tangent line at the root $\bar{x}$, where the tangent line points in the direction of the decent $d_{k}$. A choice of step length is paramount in order to ensure convergence. The reduced objective function is bounded by

$$
\begin{equation*}
\left.\| f^{(m)}(\bar{x})+\alpha d_{k}\right)\left\|_{F} \leq\right\| f^{(m)} \|_{F}+\beta \alpha \partial f^{(m)}(\bar{x})^{T} d_{k} \tag{5.30}
\end{equation*}
$$

where $\alpha$ is the step length and $0<\beta<1$. A check for optimal solution is carried out as a consequence of the updated optimization problem as the step length increases.

$$
\begin{array}{r}
f^{(m)}\left(\bar{x}+\alpha d_{k}\right)=f^{(m)}(\bar{x})+\beta \alpha \partial f^{(m)}(\bar{x})^{T} d_{k} \\
d_{k}=f^{(m)}\left(\bar{x}+\alpha d_{k}\right)-\left(f^{m}(\bar{x})+\beta \alpha \partial f^{(m)}(\bar{x})^{T}\right) \\
\frac{\partial d_{k}}{\partial f^{m}}=\partial f^{m}\left(\bar{x}+\alpha d_{k}\right)-\partial f^{m}(\bar{x})+\beta \alpha \partial^{2} f^{(m)}(\bar{x})^{T} \\
=\partial f^{m}\left(\bar{x}+\alpha d_{k}\right)-\partial f^{(m)}(\bar{x})+\beta \alpha H^{T} \\
=\partial f^{(m)}(\bar{x})+\partial f^{m}\left(\alpha d_{k}\right)-\alpha f^{m}(\bar{x})+\beta \alpha H^{T} \\
=\partial f^{m}\left(\alpha d_{k}\right)+\beta \alpha H^{T} \\
=\alpha\left(\partial f^{m} d_{k}+\beta H^{T}\right) \tag{5.37}
\end{array}
$$

For optimal solution $\frac{\partial d_{k}}{\partial f^{m}}=0$. This results in

$$
\begin{equation*}
\alpha\left(\partial f^{m} d_{k}\right)=\alpha \beta H^{T} \tag{5.38}
\end{equation*}
$$

where $H$ is the hessian matrix. This verifies the assertion that if the step length $\alpha$ is controlled and given suitable choice of $\beta \in\{0,1\}$, an optimal descent can be computed. This improves the distance of deviation of the Hessian matrix from $\mathrm{O}\left(p^{3}\right)$ flops to $\mathrm{O}(p)$. The condition of optimality can be extended to the Mercer's theorem [189] in which $\alpha \& \beta$ will solve the linear system

$$
\left[\begin{array}{c|c}
0 & 1^{T}  \tag{5.39}\\
\hline \overrightarrow{\mathrm{i}} & \Psi+\tau^{-1} I
\end{array}\right]\left[\begin{array}{c}
\beta \\
\alpha
\end{array}\right]=\left[\begin{array}{c}
0 \\
y
\end{array}\right]
$$

where $\left(y_{1}, \alpha_{1}\right), \ldots\left(y_{N}, \alpha_{N}\right)$ and $\alpha_{i}$ is the step length. Since the core map is differentiable, it can be written that

$$
\begin{equation*}
\partial f^{m}\left(\bar{x}+\alpha d_{k}\right)-\partial f^{m}(\bar{x})+\beta \alpha \partial^{2} f^{(m)}(\bar{x})^{T} \leq \delta\left\|(\bar{x})-\left(\bar{x}+\alpha d_{k}\right)\right\|_{2}^{2} \tag{5.40}
\end{equation*}
$$

Consequently,

$$
\begin{equation*}
\partial f^{m}\left(\bar{x}+\alpha d_{k}\right) \geq \partial f^{m}(\bar{x})+\beta \alpha \partial^{2} f^{(x)}(\bar{x})^{T}\left(\bar{x}+\alpha d_{k}\right)-(\bar{x})+\frac{\delta}{2}\left\|\left(\bar{x}+\alpha d_{k}\right)-(\bar{x})\right\|_{2}^{2} \tag{5.41}
\end{equation*}
$$

The choice of the 2-norm is to improve convergence in the presence of variables in the input space of a set of solutions. If the hessian matrix $H$ was to deviate by a distance $\|\Lambda\|_{F}^{2}$, then the variable $\delta$ would satisfy $\delta \leq \frac{\|\Lambda\|_{F}^{2}}{(N M)^{2}}$. It is recommended that the standard deviation in relation to the distance $\|\Lambda\|_{F}^{2}$ be kept minimum. This is analogous to the proposal by [190]. The update of the descent $d_{k}$ as an expression of the Hessian matrix can be computed as follows.

$$
\begin{equation*}
\frac{1}{2}\left(H_{i j}^{2}+H_{i i} H_{j j} \varphi^{2}+\left(x_{i j}-H_{i j}+h_{i}^{T} D h_{j}\right) \varphi+\lambda\left|\overline{x_{i j}}+d_{k}+\varphi\right|\right. \tag{5.42}
\end{equation*}
$$

which results to

$$
\begin{equation*}
\operatorname{Tr}\left(H d_{k}^{\prime} H d_{k}^{\prime}\right)=\operatorname{Tr}\left(H d_{k} W d_{k}\right)+2 \varphi_{i} w_{i}^{T} d_{k} w_{i}+\varphi^{2}\left(H_{i i}\right)^{2} \tag{5.43}
\end{equation*}
$$

The optimization problem is therefore reduced as a result of the step length as follows

$$
\begin{gather*}
\left\|x^{T} \partial F x\right\|\left(1-\frac{\alpha}{\beta}-\left\|u v^{T}\right\|\left(\frac{\alpha}{1+\beta}\right)\right.  \tag{5.44}\\
\leq\left\|x^{\partial} F x\right\|\left(1-\frac{\alpha}{\beta}\right)-\|u\|\left(\frac{\alpha}{1+\beta} \cdot\|v\|\left(\frac{\alpha}{1+\beta}\right)\right.  \tag{5.45}\\
\leq\left\|s^{T} v\right\|_{F}^{2}\left(\frac{\beta+\alpha}{\beta}\right)-\left\|\partial F^{T} v\right\|_{F}^{2}\left(\frac{\beta-\alpha}{\beta}\right)  \tag{5.46}\\
\leq\|x v\|_{F}^{2} \epsilon_{o}(\alpha+\beta)-\left\|\partial F^{T} v\right\|_{F}^{2}  \tag{5.47}\\
\leq \epsilon_{o}\left(\beta^{2}-\alpha^{2}\right)\left(\|x v\|_{F}^{2}-\left\|\partial F^{T} v\right\|_{F}^{2}\right)  \tag{5.48}\\
\leq \epsilon_{o}(\alpha+\beta)(\alpha-\beta)\left(\|x v\|_{F}^{2}+\sum_{i, j} \partial F^{T}\|v\|-\right.  \tag{5.49}\\
\frac{\Xi}{2} \sum_{i, j}\|x v\|_{F}^{2}\left\|\partial F^{T} v\right\| \\
\leq \epsilon_{o}(\alpha+\beta)(\alpha-\beta)\left(\|x v\|_{F}^{2}+\sum_{i, j} \partial F^{T}\|V\|-\frac{\Xi}{2} \operatorname{Tr}\left(x^{T} \partial F v\right)\right. \tag{5.50}
\end{gather*}
$$

### 5.6.1.3 Minimizer

The minimizer defines a point where the solution exists. It can be constructed from $\operatorname{Tr}\left(S^{T} \partial P V\right)$ and $\operatorname{Tr}\left(\partial P^{T} V\right)$. Let variables $A=\frac{1}{2}\left(S+V^{T}\right)$ and $B=\frac{1}{2}\left(\partial F+V^{T}\right)$ be defined and a Jacobian matrix $J=B^{-1} A$. Consequently, $A$ and $B$ is transformed to new variables $a$ and $b$ as follows

$$
\begin{equation*}
a=\operatorname{Tr}\left(\bar{x}^{T} A \bar{x}\right) b=\operatorname{Tr}\left(\bar{x}^{T} B \bar{x}\right) \tag{5.51}
\end{equation*}
$$

The new variables are differentiated as follows

$$
\begin{align*}
d a & =2|A \bar{x}||d \bar{x}|  \tag{5.52}\\
d b & =2|B \bar{x}||d \bar{x}|
\end{align*}
$$

By constructing a function $\Xi=a b$, further differentiation results in

$$
\begin{equation*}
d \Xi=b(d a-\Xi d b)=2 b|A \bar{x}||d \bar{x}|-2 \Xi|B \bar{x}||d \bar{x}| \tag{5.53}
\end{equation*}
$$

Consequently, the descent becomes

$$
\begin{equation*}
\frac{\partial \Xi}{\partial \bar{x}}=2 b|A \bar{x}|-2 \Xi|B \bar{x}| \tag{5.54}
\end{equation*}
$$

On conditions of optimality

$$
\begin{equation*}
\frac{\partial \Xi}{\partial \bar{x}}=0 \tag{5.55}
\end{equation*}
$$

it follows that

$$
\begin{gather*}
2 b\|A \bar{x}\|=2 \Xi\|B \bar{x}\|  \tag{5.56}\\
b J\|\bar{x}\|=\Xi\|\bar{x}\|  \tag{5.57}\\
b J \lambda \overrightarrow{1}=\Xi \lambda \overrightarrow{1} \tag{5.58}
\end{gather*}
$$

where $\lambda$ is the eigenvector and $\overrightarrow{1} \in\left[1, \ldots 1^{N}\right]$. Equation (5.66) must satisfy the following conditions

$$
b J\left\{\begin{array}{ccc}
=\lambda_{i j} & \text { if } & \bar{x}_{i j}>0  \tag{5.59}\\
\left.\in-\lambda_{i j}, \lambda_{i j}\right] & \text { if } & \bar{x}<0 \\
=-\lambda_{i j} & \text { if } & \bar{x}_{i j}=0
\end{array}\right.
$$



Figure 5.4: Quadratic map function $f(x)$ in (32) and (33) reduced to $1.3614 e-12$ with gradient method after reduction to its ideal after iterations $n=365$

## Chapter Summary

In this chapter, the New Mersenne Number transform was used as a masking function in the key generating process of multivariate based cryptosystem to hide the structure of the quadratic forms that make up the core map. The kernel function of the New Mersenne Number transform can be functionally composed with the central core map to generate the public key used for encryption in a multivariate polynomial cryptosystem. This can be termed as a cryptosystem with one secret. The kernel function is orthogonal and can be inverted, if the inverse of the transform length is multiplied with it. The rank of the kernel is a function of the degree of the core polynomial sequence. However, because of this bound, it can be easily inferred, if the linear combination of the kernel is equal to its rank. This is a necessary condition for its attack by key recovery algorithms. Furthermore, another condition worthy of note is the image of the codimension one subspace of the kernel. The inverse of the degree of the core polynomial sequence belongs to the ideals in the ring. This would enable the kernel of the New Mersenne Number transform to be invertible. In addition, the residue must not be zero divisors in the ring. An isomorphism which is robust against key recovery attacks was generated. This isomorphism is complex against permutation and inversion as compared to affine isomorphism. It is also robust against key recovery attacks by reason of its orthogonal property which makes it full rank. A modified version of Montgomery approach was applied to reduce the modulo of the form $M=2^{n} k+1$. From the result of applying the proposed method as a map to the Gui Post quantum algorithm, a considerable reduction in secret key size and signature bits was observed. Furthermore, the complexity of using the key recovery attacks on isomorphism was presented using an implementation of the Sidon cryptosystem. It was discovered that both transforms realized equivalent performances against the attack with increasing degree as the field size scales up. This is due to the nature of the homogeneous non-linear equations whose ideal has been reduced using variant of Gröbner basis. Also, the degree of regularity parameter also plays a significant role in this observation. This parameter was analyzed and discussed in detail in this chapter. Finally, a sparse approximate solution of the ideal using gradient descent method was proposed. If the number of non-zero elements is given by $\left[f^{m}(\bar{x})\right]_{>0}$, then the complexity of solving the sparse system using the gradient method is given as $O\left(\left[f^{m}(\bar{x})\right]_{>0}\right)$.

## Chapter 6

## Conclusion and Further work

### 6.1 Conclusion

The sigmoid function of support vector machine kernel is chosen which defines the non-linear separability of the points in $Z^{n}$. The columns of an arbitrary chosen noise matrix was employed to expand the log likelihood ratio. This constructs a function that maps the vectors from the linear subspace to the low dimensionality linearly dependent subspace. Approximating this function would result to $O\left(n^{2}\right)$ operations. The lattice basis vectors converges if the projection and the affine transformation concatenate to find a solution to the optimization problem. Consequently, the basis vectors are projected into linear dependent positions, to meet the condition $\lim _{i \rightarrow \infty}\left\|\lambda_{k, i}-x_{k, i}\right\|=0 \forall k, i \in F_{q}$. Bit Error rate results of using the proposed method was obtained. The results were compared with variants of the LLL reduction method. The lattice basis in this experiment was a Quadrature Amplitude Modulation channel matrix. From the results, the proposed approach gave a 1db improvement over the LLL algorithm. It also outperformed the Orthogonalization and QR lattice reduction methods. Furthermore, It was noted that the statistical distance between the lattice point distribution and the ideal Gaussian distribution should be as minimum as possible in order to analyze the scheme's security under the indistinguishability criterion. This can be achieved, if the target vector is sampled from a distribution $z_{i} \leftarrow D_{Z, \sqrt{\Sigma_{i}}, t_{i}}$, spaced at the norm $r_{i}$ and $\left|c_{i}-t_{i}\right| .\left|c_{i}-t_{i}\right|$ is the distance of $c_{i}$ from a plane in the distribution. In addition, a new basis vector can be sampled, if $U$ a random number generated from a uniform distribution $[0,1)$ satisfies the condition $U>\oslash[t]$ where $\oslash[t]$ is the cumulative distribution function and $t$ is the result of reduction of the basis $\tilde{b}_{i}$ with a norm
$\left\|\tilde{b}_{i}\right\|$. Furthermore, to ensure $\lambda$-bits of security, the floating point precision should be bounded by $m^{\prime} \geq \lambda+\log _{2} \sum g_{i, i}\left(\mu^{2} \tau s q n^{3 / 2}\right)$ where $\mu^{2}$ is the precision of the perfect sampler and $n$ is the number of uniform vector samples. Finally, the precision is inversely proportional to the success probability of withstanding an attack and directly proportional to the security parameter.

It was observed that by employing Gaussian elimination and taking an instance of the boundary map, the generator matrix that represents the isomorphism can be reduced into its row echelon form. Furthermore, this reduction is a function of the ordering of the Plücker coordinates. The enumeration over the basis terminates, if the codewords with minimum distance $d_{\text {min }} \leq q^{\frac{k(k-1)}{2}}$ is found. Given the size of the coordinate, there is a bound on the enumerator with respect to the number of vectors that are indexed in a linearly independent set. In order words, using the analogy of section 4.3 , there is a bound on the path weight of the subgraph induced by the intersection of the subspaces. Subsequently, the probability that $k$ vertices with rank $r$ has $q^{i(i-1) / 2}$ adjacent vertices is given by $b_{r_{k}} \leq q^{i(i-1) / 2}\left[\begin{array}{l}n \\ k\end{array}\right]_{q}$. This was proved in Theorem 5. This probability depends on the set that contains $m-i$ elements of the syndrome space. Theorem 8 was employed to derive the bound on the number of monomials to be evaluated. The complexity of solving the syndrome decoding problem in the Grassmann metric was given by $O\left(\frac{(n-k)^{2}}{2} q^{\frac{k(k-r)}{2}(n-k)}\right)$. From the results on the experiment on probability of failure, the non-negative Grassmannian code performed better than the LDPC code under IND-CPA model. This is because of the random choice of Plücker coordinates and the better pruning of the generator matrix that represents the isomorphism. Furthermore, on cost of Enumeration, Nonnegative Grassmannian performed better than the LDPC code for smaller field sizes. The Plücker coordinates of the codewords of the parity matrix of the Non-negative Grassmannian code is assumed to be linearly independent and the vector with the minimum distance are also assumed to be sampled from a Gaussian distribution. The dependence between subspaces is modelled using copula functions. The function can be expressed as the degree distribution of the boundary measurement map as follows.

$$
\begin{equation*}
f\left(x / G_{i}\right)=\prod_{i=1}^{n} f_{i}\left(x_{i}\right) \times \prod_{i, j \in E} C_{i, j}\left(U_{i}, U_{j}\right) \tag{6.1}
\end{equation*}
$$

From Lemma 12 in chapter four, it was shown that if $x \not \subset \operatorname{supp}(C)$, then $\lambda\left(P_{V^{\prime}}\left(F_{K}(v) \cap\right.\right.$ $\operatorname{supp}(C))=0$. From the results, the number of errors is directly proportional to the $p$ columns of the Non negative Grassmann code. Also, the lower the bit error rate,
the higher the probability of solving the syndrome decoding problem. The shortest vector problem can be generalized to the syndrome decoding problem. To find the syndrome using its probability distribution, the distribution of the error coordinate positions is modeled using copula functions. For a copula function, if there exists index $k$ such that the component of the transformation sampled from a uniform distribution at the $k$ th position is zero, then the copula function becomes zero.

It was proven that the q-rank of the quadratic form of the core map is bounded by the rank of the kernel function, if the dimension of the map is greater or equal to its degree. Using solution check of the Macaulay matrices, the bound on the product of the degree of the monomial and the core map can be derived. A variant of Montgomery reduction was employed to reduce the modulus of the polynomial sequence. It was also noted that this transform works for monic polynomial sequence with rational coefficients. The coefficients is expected to have a size that is greater than the square of the field size and less than the product of two unreduced words. The selected modulo was $M=2^{N} k+1$ where $N$ is the transform length. In reducing the modulus, the rational coefficients are expressed as the product of two words with varied ranges. The reduction process reduces $f M \bmod q$ and computes a Montgomery residue. Experiments comparing the affine isomorphism with the kernel of New Mersenne Number transform was conducted using the Key generation algorithm of a variant of the Hidden Field scheme. From the result, NMNT performed less than the affine transform in terms of the cost of the public key which is due to the complexity of the butterfly operation. However, it performs better in terms of the secret key cost and signature bits. This is because of the size of the kernel of the NMNT as compared to the size of the affine matrix. The size of the kernel can be reduced further by manipulating the primitive roots of unity. Furthermore, the complexity of the Min-rank attack using the kernel of the NMNT isomorphism was compared to that of the affine isomorphism. Sidon spaces based cryptosystem was used in this experiment. The ideal of the linear system was computed using Gröbner basis. From the results, it can be seen at small field sizes, the kernel of the NMNT isomorphism performs better than the affine isomorphism. This is because of the size of the kernel of the affine isomorphism which scales poorly when system of non-linear equations is transformed to a linear system. Also, the computation of the degree of regularity can impact on its complexity to the Min-rank attack. These non-linear equations have multiples of leading monomials with non-zero coefficients. A basis in the field can be formed if $\operatorname{gcd}\left(k, 2^{N}-1\right)=1$ where $k$ is an index. The
relationship between the degree of regularity and the first negative coefficient in the Hilbert series was defined. The last $b$ variables of the core map was evaluated which generates an isomorphism. If the number of equations in the linear system is equal to the number of variables, there are different bounds on the quantum oracle which depends on the approach. In other words, whether the approach is deterministic or probabilistic. The cost of guessing a solution to the $n-b+1$ variable using Grover's search is twice that of guessing using brute force method. This leads to complexity in computing the Gröbner basis using the F5 algorithm. To solve the sparse reduced basis, a gradient descent method was employed. The gradient descent method used Wolfe-Powell's rule to test for convergence. The complexity of using this iterative method was obtained as $O\left(\left[f^{m}(\bar{x})\right]_{>0}\right)$.

### 6.2 Future work

In this thesis, the shortest vector oracle has been the Gaussian sampler and its precision has been analyzed using the convolution theorem [26]. Further research effort will concentrate on applying the dimensionality mapping lattice reduction algorithm to other oracles such as enumeration with pruning [191] over mapping sets given random basis. Most importantly, the dimensionality mapping approach using linear programming approach whereby a mapping function is reduced to solving an optimization problem might not be the best approach as was observed from the result of the BER experiment. This is because such equations contains several variables and unknowns which affects computation time. In the future, the proposed method would be modified so as to eliminate the solution to an optimization problem step completely.

Furthermore, parameters for the basis norm where derived in Equations 3.10, 3.11, 3.12 and 3.17. Further derivation of the norm will take into consideration how the Hermite constant $\gamma$ and the lattice volume scales with each block of the lattice vector. Future experimentation will take into consideration the orthogonality factor of the basis as a criteria of the quality of basis which is very important for cryptography. This is because the BER experiment basically tests the capacity of the basis to be used in solution to signal processing problems. In addition, other lattice reduction algorithms that are most especially applicable to cryptography would be considered most especially the Blockwise Korkine-Zolotarev (BKZ) reduction method [192]. The BKZ approach uses a block-size parameter that scales with reduction in lattice dimension or the rank of the lattice basis to produce clean basis
with better approximation factor. Furthermore, the convolution theorem needs some improvement to produce significant results on statistical distance.

In the solution to the syndrome decoding problem, probabilities of enumerating the bases as a function of the number of codewords was derived. There is a possibility that a linearly independent Plücker coordinates can be selected using specialized methods without necessary creating such columns using Gaussian elimination method. These selection methods would be studied further. This is because eliminating the Gaussian elimination process leads to reduction in complexity. The criteria for enumerating the basis would be expanded from success probability distribution to the probability of convergence or ergodicity.

In the creation of isomorphic map from the New Mersenne number transform, it was observed with the increase in the field, the degree of the leading monomials increased. This degraded the performance of the isomorphism to withstand key recovery attacks. In the future, the New Mersenne number isomorphism would be strengthened using a reduction process in order to reduce the degree of the monomials due to evaluation from functional composition. In addition, the effect of the butterfly operation on the key size will be a focus of further experimentation. This thesis, spent effort on the sparse solution of multivariate polynomials when the polynomials have been reduced to its ideal. In the future, improved variant of Gröbner basis computation would be studied extensively in order to create ideals that are solvable using linearization methods.
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## Appendix

## 6.A Appendix A

Proof. The expectation of the BIAWGN channel that defines the distribution between the intermediate vertex and output vertex is dependent on the expansion of the mean of the distribution to its central of origin where the mean is given by $\mu_{n}=\frac{x-\mu}{4 \mu} \cdot e^{\frac{-(x-\mu)^{2}}{\sqrt{\mu \mu}}} d x$

$$
\begin{equation*}
E(B I A W G N)(\sigma))=\frac{1}{2 \sqrt{\pi \mu}} \int_{-\infty}^{\infty} \zeta\left(x^{(k)}\right) e^{\frac{-(x-\mu)^{2}}{4 \mu}} d x \tag{6.2}
\end{equation*}
$$

For simplicity we take $P \zeta\left(x^{(k)}\right)=X$, then we have

$$
\begin{align*}
& =\frac{1}{2 \sqrt{\pi \mu}}\left(\int_{-\infty}^{\infty} \frac{e^{X}-e^{-X}}{e^{X}+e^{-X}} e^{\frac{-(x-\mu)^{2}}{4 \mu}} d x-\right.  \tag{6.3}\\
& \left.\int_{-\infty}^{\infty} \frac{e^{-X}}{e^{X}+e^{-X}} \cdot e^{\frac{-(x-\mu)^{2}}{4 \mu}} d x\right) \\
& =\frac{1}{2 \sqrt{\pi \mu}}\left(\int_{-\infty}^{\infty} \frac{1}{1+e^{-2 X}} e^{\frac{-(x-\mu)^{2}}{4 \mu}} d x-\right. \\
& \left.\int_{-\infty}^{\infty} \frac{1}{e^{2 X}+1} \cdot e^{\frac{-(x-\mu)^{2}}{4 \mu}} d x\right) \\
& =\sqrt{4 \mu} \int_{-\infty}^{\infty} \frac{1}{1+e^{-2\left(\sqrt { 4 \mu } \left(\frac{x-\mu}{\sqrt{4 \mu})}+\mu\right.\right.}} e^{\frac{-(x-\mu)^{2}}{\sqrt{4 \mu}}} d x+ \\
& \sqrt{4 \mu} \int_{-\infty}^{\infty} \frac{1}{1+e^{-2\left(\sqrt{4 \mu\left(\frac{x-\mu}{\sqrt{4 \mu}}\right.}+\mu\right.}} e^{\frac{-(x-\mu)^{2}}{\sqrt{4 \mu}}} d x \\
& =\int_{-\infty}^{+\infty} \ln \left(e^{2 \sqrt{4 \mu}\left(\frac{x-\mu}{\sqrt{4 \mu}}\right)+\mu}+\frac{x-\mu}{4 \mu} \cdot e^{\frac{-(x-\mu)^{2}}{\sqrt{4 \mu}}} d x\right.
\end{align*}
$$

taking the $n t h$ central moment about the mean of the distribution

$$
\begin{equation*}
\mu_{n}=\frac{x-\mu}{4 \mu} \cdot e^{\frac{-(x-\mu)^{2}}{\sqrt{4 \mu}}} d x \tag{6.4}
\end{equation*}
$$

then expanding the central moment to its centroid of origin[193], we have

$$
\begin{equation*}
=E_{i n}+\sum_{j=0}^{n}\binom{n}{j}(-1)^{n-j} \mu_{j}^{\prime} \mu^{n-j} \tag{6.5}
\end{equation*}
$$

where $E_{\text {in }}$ is the decoding error probability and
$\mu_{j}^{\prime}=\left(1-\frac{\alpha}{n}\right)^{n-l}$

## 6.B Appendix B

Proof. Given the probability of generating an output vertex as follows $\sum_{\alpha=1}^{d}\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l} x^{d}$ where $\binom{n}{l}$ is the parametrization of the subspace, in which $n$ is the dimension of the vector space and $l$ is the initial dimension of the output subspace and $\binom{\alpha}{n}$ is the parametrization of the received syndrome space . This follows that

$$
\begin{align*}
& \forall d \geq 2  \tag{6.6}\\
& =\sum_{\alpha=1}^{d}(l(l-1)+l)\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l} \\
& =\sum_{\alpha=1}^{d}(l(l-1))\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l}+\sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d} \\
& \left(1-\frac{\alpha}{n}\right)^{n-l} \\
& =n(n-1)\binom{\alpha}{n}^{2} \sum_{\alpha=2}^{d}\binom{n-2}{l-2}\binom{\alpha}{n}^{l-2}\left(1-\frac{\alpha}{n}\right)^{n-2-(n-l)}+ \\
& \sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l} \\
& \forall d \in\{1, \ldots, j\}  \tag{6.7}\\
& =n(n-1)\binom{\alpha}{n}^{2} \sum_{j=0}^{d-2}\binom{n-2}{j}\binom{\alpha}{n}^{j}\left(1-\frac{\alpha}{n}\right)^{n-2-j}+ \\
& \sum_{\alpha=1}^{d} l\binom{n}{l}\binom{n}{l}\left(1-\frac{\alpha}{n}\right)^{n-l} \\
& =n(n-1)\binom{\alpha}{n}^{2}+\sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l}+ \\
& \sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l}\left((n-1) \frac{\alpha}{n}+1\right) \\
& =\sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d}\left(1-\frac{\alpha}{n}\right)^{n-l}\left((n-1) \frac{\alpha}{n}+1\right) \\
& \left(\sum_{\alpha=1}^{d} l\binom{n}{l}\binom{\alpha}{n}^{d}-\left(\frac{\alpha}{n}\right)+1\right) \\
& =\Delta^{k} \alpha_{d}
\end{align*}
$$

where $\Delta^{k} \alpha_{d}$ is the discrete analog.

## 6.C Appendix C

Proof. We start with a basis for $U, B_{1}=\left(e_{1}, \ldots, e_{m}\right)$, picking randomly linearly independent vector $x_{U_{i}} \in U$. Then search for a coordinate of $x_{U_{i}}$ and replace to pro-
duce a new basis for $U$ after repeated procedures to give $B_{1}=e_{1}^{\prime}, \ldots e_{m}^{\prime}, x_{U_{1}}, \ldots x_{U_{k}}$ and update count as

$$
\begin{equation*}
\operatorname{Count}_{U}=\prod_{k=0}^{U_{i}-1} q^{k}=\sum_{k=0}^{U_{i}} q^{\frac{k-1}{2}}\binom{n}{k}_{q} \tag{6.8}
\end{equation*}
$$

Then the same process follows for $V$ as we start also start with a basis, $B_{2}=$ $\left(f_{1}, \ldots, f_{m}\right)$. Then we pick random linearly independent vectors $y_{V_{i}} \in V$ and search for coordinate of $y_{V_{i}}$ and replace to produce a new basis for $V$ after repeated procedures to give $B_{2}=f_{1}^{\prime}, \ldots f_{m}^{\prime}, y_{V_{1}}, \ldots y_{V_{k}}$ and update count as

$$
\begin{equation*}
\text { Count }_{V}=\prod_{k=0}^{V_{i}-1} q^{k}-q^{k-r}=\sum_{k=0}^{V_{i}} q^{\frac{k(k-r)}{2}}\binom{k}{r}_{q} \tag{6.9}
\end{equation*}
$$

Then, finally we start with a basis for $U \cap V, B_{3}=\left(g_{1}, \ldots, g_{m}\right)$, then we pick random linearly independent vector $z_{i} \in U \cap V$ to produce a new basis after repeated procedures $B_{3^{\prime}}=\left(g_{1}^{\prime}, \ldots g_{m}^{\prime}, x_{U_{1}}, \ldots, x_{U_{k}}\right.$ and $B_{3^{\prime \prime}}=\left(g_{1}^{\prime}, \ldots g_{m}^{\prime}, y_{V_{1}}, \ldots, y_{V_{k}}\right)$. Sampling an integer $l_{i} \in L$ where $L=\operatorname{Vect}\left(x_{U}\right)$ and $p_{i} \in P$ where $P=\operatorname{Vect}\left(y_{V}\right)$ and updating the count as

$$
\text { Count }_{*}=\prod_{k=0}^{U_{i}-V_{i}-1} q^{k}-q^{k-r+t}-q^{k-r+p}=\sum_{k=0}^{U_{i}-V_{i}-1} q^{\frac{k(k-r)}{2}}\left[\begin{array}{l}
n-r  \tag{6.10}\\
k-r
\end{array}\right]_{q} \cdot\left[\begin{array}{c}
r \\
k-t
\end{array}\right]_{q} \cdot\left[\begin{array}{l}
k \\
r
\end{array}\right]_{q}
$$

From the total of the Counts, Count $=$ Count $_{U}+$ Count $_{V}+$ Count $_{*}$, we can compute the bounds. It follows that $U=\operatorname{span}\left\{g_{i}, x_{U_{i}}\right\}, V=\operatorname{span}\left\{g_{i}, y_{V_{i}}\right\}$ and $U \cap V=$ $\operatorname{span}\left\{g_{i}\right\}$

## 6.D Appendix D

Proof.

$$
\begin{gather*}
\int_{0}^{\infty} C_{1}\left(1-u_{1 n}\right)\left(1-u_{2 n}\right) d u_{1} \int_{0}^{\infty} C_{2}\left(1-u_{1 n}\right) u_{2 n} d u_{2}+  \tag{6.11}\\
\int_{0}^{\infty} C_{3} u_{1 n}\left(1-u_{2 n}\right) d u_{1} \int_{0}^{\infty} C_{4}\left(u_{1 n}\right)\left(u_{2 n}\right) d u_{2}
\end{gather*}
$$

taking partial derivatives and sampling the copulas from a uniform distribution parameterized by the coordinates

$$
\begin{gather*}
u_{1 n}\left[\frac{\partial C_{3}\left(u_{1 n}\right)}{\partial u}-\frac{\partial C_{1}\left(u_{2 n}\right)}{\partial u}\right] d u_{1}+  \tag{6.12}\\
u_{2 n}\left[\frac{\partial C_{2}\left(u_{1 n}\right)}{\partial u}-\frac{\partial C_{1}\left(u_{2 n}\right)}{\partial u}\right] d u_{2}+ \\
u_{1 n} u_{2 n}\left[\frac{\partial C_{1}\left(u_{1 n}\right)}{\partial u}+\frac{\partial C_{4}\left(u_{2 n}\right)}{\partial u}\right]-\frac{\partial C_{2}\left(u_{1 n}\right)}{\partial u}- \\
\frac{\partial C_{3}\left(u_{2 n}\right)}{\partial u} d u_{1} d u_{2}
\end{gather*}
$$

taking Equation (24) and normalizing the other terms we have

$$
\begin{equation*}
\int \frac{1}{2 \pi \sqrt{1-\rho^{2}}} \exp \left(\frac{-\rho^{2}\left(x_{1}^{2}+x_{2}^{2}\right)-2 \rho x_{1} x_{2}}{2\left(1-\rho^{2}\right)}\right) d x \tag{6.13}
\end{equation*}
$$

integrating the exponential term

$$
\begin{gather*}
\int \exp \left(\frac{-\rho^{2}\left(x_{1}^{2}+x_{2}^{2}\right)-2 \rho x_{1} x_{2}}{2\left(1-\rho^{2}\right)}\right) d x  \tag{6.14}\\
\frac{\partial C(u, v)}{\partial u}=\frac{d x_{2}}{d u} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\left(\rho x_{2}\right)^{2}}{2} \frac{1}{x_{2}} \frac{x_{1}-\rho x_{2}}{\sqrt{\left(1-\rho^{2}\right)}}\right)=  \tag{6.15}\\
\sqrt{2 \pi} \exp \left(\frac{2}{\left(\rho x_{2}\right)^{2}}\right) \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\left(\rho x_{2}\right)^{2}}{2} \frac{1}{x_{2}} \frac{x_{1}-\rho x_{2}}{\sqrt{\left(1-\rho^{2}\right)}}\right)=\frac{1}{x_{2}} \frac{x_{1}-\rho x_{2}}{\sqrt{\left(1-\rho^{2}\right)}}  \tag{6.16}\\
\frac{\partial^{2}}{\partial u \partial v} C(u, v)=\frac{1}{\sqrt{1-\rho^{2}}} \frac{d x_{1}}{d v} \frac{1}{\sqrt{2 \pi}} \frac{x_{1}-\rho x_{2}}{\sqrt{1-\rho^{2}}}=  \tag{6.17}\\
\frac{1}{\sqrt{1-\rho^{2}}}\left(\frac { 1 } { \sqrt { 2 \pi } } \operatorname { e x p } \left(-\frac{\left(\rho x_{1}\right)^{2}}{2} \frac{1}{\sqrt{2 \pi}}\left(\frac{-x_{2}+2 \rho x_{2} x_{1}-\rho^{2} x_{2}^{2}}{2\left(1-\rho^{2}\right)}\right)=\right.\right.  \tag{6.18}\\
\frac{1}{\sqrt{1-\rho^{2}}} \exp \left(-\frac{\left.\left(\rho x_{1}\right)^{2}\right)}{2} \frac{-x_{1}^{2}+2 \rho x_{2} x_{1}-\rho^{2} x_{2}^{2}}{2}\right)=  \tag{6.19}\\
\frac{1}{\sqrt{1-\rho^{2}}} \exp \left(\frac{-\rho^{2} x_{1}^{2}+2 \rho x_{2} x}{2\left(1-\rho^{2}\right)}\right) . \tag{6.20}
\end{gather*}
$$


[^0]:    ${ }^{1}$ padding $\mathrm{n}-\mathrm{m}$ zeros to l

[^1]:    ${ }^{2}$ BIAWGN channel modeled as $y_{j}=x_{j}+e_{j}$ where $x_{j}=(-1)^{-2 c_{j}}$ and channel estimate $L\left(c_{j}\right)=2 y_{j} S N R$ where $S N R=\frac{1}{\sigma_{e}^{2}}$ and $\sigma$ is the variance of the distribution $\mathcal{N}\left(-1, \sigma^{2}\right)$. The channel estimate can be extended to represent the channel log likelihood ratio as follows $L\left(c_{j}\right)=\log \frac{\rho_{c_{j}}\left(0 / y_{j}\right)}{\rho_{c_{j}}\left(1 / y_{j}\right)}$ where $\rho_{c_{j}}$ is the probability density function as a function of the channel output symbol

