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Abstract 

Retinal vein occlusion (RVO) represents the second highest cause of retinal vascular blindness 

after diabetic retinopathy. The most common cause of vision loss in eyes associated with RVO 

is macular oedema (MO). In many cases, MO can be successfully treated by intravitreal 

injections of VEGF agents which has become widespread to improve clinical outcomes in RVO 

patients. Nevertheless, many RVO patients show a well response, poorly response, or no 

response to the treatment. This has serious implications, as the treatment is costly and has risks 

to blindness. It would be better for patients and more efficient use of National Health Service 

(NHS) funds to avoid unnecessary injections. Making-decisions to continue the treatment is a 

challenging. Most previous studies have focused on diagnosing and classifying RVO. This 

work presents four novel methods that can help using computer aids to make decisions in RVO. 

These novel methods predict visual acuity (VA) after one year of anti-VEGF treatment for 

RVO patients. In the first method, linear regression and Random Forest regression (RF) were 

performed to improve treatment discussions with patients using Electronic Medical Records 

(EMRs). It is proved that linear regression produced a model accounting for 57% of the 

accuracy seen in 1-year VA. Using the same data, RF surpassed this, with the model accounting 

for 62% of the accuracy. The second method investigated different machine learning techniques 

to compare with linear regression, and two feature extraction techniques were considered to 

analyse Optical Coherence Tomography (OCT) images and combined with EMRs. It has been 

shown that machine learning methods overcome linear regression, and RF Regressor performs 

best with its highest score, R2= 0.75. Thirdly, pre-processing OCT images were presented using 

morphological transformation and sharpened images. Then, OCT scans were analysed using 

feature extraction techniques and fused with EMR to generate the input data fed to the CNN 

model. To evaluate the model’s performance, 11 ophthalmology doctors provided similar VA 

forecasts for two subsets (n=41) of the model testing data set (n=82). The CNN proposed 

method outperformed all the doctors, with an MAE of 13.65. Fourthly, two binary 

classifications were trained to predict the probability of an eye showing High and Low anti-

VEGF demand using three machine learning methods. In addition, the Random Forest regressor 

model is analysed and designed to predict anti-VEGF demand after 12 months. Furthermore, 

High-demand treatment was determined with reasonable accuracy already at baseline before 

the start of treatment with AUC=0.78 and AUC =0.64 for Low-demand using a Random Forest 

classifier which demonstrated a higher AUC for prediction using baseline information. In 

summary, novel methods to address the problem are proposed using several machine learning 

techniques and the CNN model for treatment discussion. By evaluating the results with the 

number of ophthalmologists, this work can be considered a dependable prognostic technique 

for patients deciding whether to commit to treatment. 
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1.1 Motivation 

Retinal Vein Occlusion (RVO) is the most common retinal vascular occlusive disorder and 

is usually associated with visual loss to variable degrees. The most common cause of vision 

loss in eyes associated with RVO is macular oedema. In many cases, macular oedema (MO) 

can be successfully treated or managed with intravitreal injections of anti-VEGF agents[1, 

2]. However, while many patients with RVO show an excellent response to treatment, others 

show no or only a partial response. Ophthalmologists at present have no way of predicting 

who will improve and who will not. This has profound implications, as treatment is costly 

and an injection into the eyeball carries a risk of blinding the eye in every 1:1000 cases. It 

would be better for patients and make more efficient use of NHS funds to avoid injections 

that are not necessary. Following an extensive literature review, it appears that most previous 

studies have focused on the diagnosis and classification of RVO. This may not be 

particularly useful since it is usually an easy diagnosis to make clinically[3]. Moreover, in 

many recent studies, the volumes of data exploited[4, 5]were relatively small, leading to low 

statistical power in confirming any robust prediction of vision. Additionally, methods 

involved in informing risk prediction are relatively complex. Therefore, it is unrealistic to 

expect ophthalmologists to replicate these methodologies for each patient, and such methods 

may not benefit them in their current state. Alternatively, if each optical coherence 

tomography (OCT) comes to a clinician with information about risk in terms of biomarkers, 

this could be more useful. Clinicians widely use OCT images, and they play an essential role 

in predicting the visual outcome in RVO. The proposed study applies novel methods using 

EMR and OCT scans for prognosis prediction that can help clinicians in decision-making 

regarding RVO. The novel proposed methods are investigated which uses feature extraction 

methods to predict prognosis. 
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1.2 Scope of Research 

The present research concerns prognosis prediction that can help clinicians in decision 

making regarding RVO according to regression of visual acuity (VA) after 12 months of 

anti-VEGF treatment for RVO patients at the Newcastle Eye Centre, Royal Victoria 

Infirmary, Newcastle Upon Tyne, UK. Two types of RVO, central and branch, are 

considered in this study. Several machine learning algorithms and CNN algorithms are used 

in conducting the research. 

1.3 Aims and objectives of the Work 

The aim of this thesis is to investigate a novel deep learning architecture for prognosis 

prediction that can help clinicians in decision-making regarding RVO treatment. The 

objectives of this thesis are as follow: 

1. To accumulate OCT scans from the eye clinic at the Newcastle Eye Centre at the Royal 

Victoria Infirmary, Newcastle Upon Tyne, with OCT images acquired during routine 

treatment with anti-VEGF injections and graded at months 1, 6, and 12  each patient’s 

visit. This objective is covered in Chapter 4.  

2. To analyse and design a new method using learning regression and machine learning 

technique to predict 1-year VA during anti-VEGF treatment for RVO patients from 

baseline data only. This objective is covered in Chapter 5. 

3. To examine several machine learning approaches, including Ridge Regression[6], 

LASSO Regression[7], Multi-layer Perceptron (MLP) Regression Neural Network[8], 

PLS Regression[9], and Random Forest Regression[10], and feature extraction 

methods to analyse biomarkers in OCT scans and electronic medical record (EMR) 

datasets. This objective is covered in Chapter 6. 

4. To develop a new method to improve the regression performance for the prediction of 

1-year VA in anti-VEGF treatment for RVO patients using the CNN regression 

approach and a hybrid feature extraction method in the analysis of OCT scans. This 

objective is covered in Chapter 7. 

5. To analyse and design a new method using machine learning approaches to predict 

high and low anti-VEGF demand after 12 months of treatment for RVO patients. This 

objective is covered in Chapter 8.  
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1.4  Contributions 

This thesis offers main contributions that can be summarised as follows: 

• This study introduces a new method to predict 1-year VA at baseline, which increases 

the accuracy of prognosis in RVO complicated by MO and improves treatment 

discussions with patients. Linear regression and Random Forest regressions were 

performed to predict 1-year VA from baseline data. 

• Another new method is used to predict 1-year VA using five machine learning 

techniques.  Optical coherence tomography (OCT) stacks taken at baseline were 

collected for each case, and OCT slice was identified for analysis using histograms of 

oriented gradients (HOG) and local binary patterns (LBP). OCT slices were then 

vectorised and added for analysis. Linear regression of all independent variables 

established the performance of traditional statistical techniques to predict 1-year visual 

outcomes. The following machine learning (ML) techniques were then applied: 

Random Forest regression, Ridge regression, the multi-layer perceptron (MLP) 

regression neural network, Partial least squares regression (PLS), and LASSO 

regression. 

• A new method is used to investigate a CNN technique for the prediction of VA after 

12 months of anti-VEGF treatment. OCTs scans were pre-processed.  A hybrid method 

using HOG, LBP, and a grey level co-occurrence matrix (GLCM) to extract features 

from OCT images was examined. The regression system was studied by employing 

different local feature representations of OCT images. These features were then 

combined to improve the recognition rate. The hybrid feature provides a good 

representation of OCT images to complement EMR. It is input to the CNN regressor, 

which generates a forecast of VA after one year of anti-VEGF treatment. 

• A new machine learning method predicts high and low anti-VEGF demand in patients 

with RVO. OCT images were cropped and changed to grayscale, and LBP, HOG, and 

GLCM extraction methods were used for OCT analysis. Hybrid features and EMR 

were merged and used as input for training and testing the model, where the anti-VEGF 

injections after one year represent the target of the model. Random Forest regression 
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was investigated to predict anti-VEGF demand after 12 months of therapy. In addition, 

two binary classifications were trained to predict the probability of an eye showing 

high demand (HvO) and low demand (LvO). Several classification methods were 

implemented, including Logistic regression and the Random Forest and CatBoost 

classifiers. 

1.5 Thesis Outline 

This dissertation is organised as follows. Chapter 1 includes the research motivation and 

scope, the aims and objectives of the work, and the research contributions. The rest of the 

thesis is arranged in eight chapters as follows. 

Chapter 2: Research Background: The Eye and the Retina 

This chapter presents an overview of the human eye’s anatomical components, and the 

retina’s structure and function are explained.  A description of the retina vascular occlusion 

decreases, including RVO is provided. Risk factors for RVO are also reported and its clinical 

presentations are shown before diagnostic imaging techniques and treatments for RVO are 

discussed. 

Chapter 3: Literature Review 

This chapter presents the existing techniques for the detection and analysis of RVO. These 

techniques are categorised to base on the techniques used for RVO analysis medical studies, 

machine learning, deep learning, machine learning technique for prediction Anti-VEGF 

treatment demand, existing OCT database, and CNN. 

Chapter 4: Data Set 

This chapter describes the data sets utilised in the research which represent EMR and optical 

coherence tomography (OCT) scans. 

Chapter 5: Visual Prognosis Prediction in Retinal Vein Occlusion using Learning 

Regression and Machine Learning Approach 

This chapter briefly introduces learning regression (LR) and Random Forest regression (RF). 

Challenges in the prognosis prediction of VA after 1-year of anti-VEGF treatment for RVO 

patients using LR and RF models is evaluated using a baseline data set. 
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Chapter 6: Predicting the Visual Acuity of RVO Patients after 1 Year using 

Several Machine Learning Techniques and  Feature Extraction methods 

In this chapter, a brief introduction is given of several machine learning approaches. Random 

Forest regression, Ridge regression, the multi-layer perceptron (MLP) regression neural 

network, Partial least squares regression (PLS), and LASSO regression are described. An 

overview of HOG and LBP feature extraction methods are also provided. Finally, an 

evaluation of these machine learning techniques for prognosis prediction of VA after 12 

months of anti-VEGF treatment for RVO patients is discussed, and their performance with 

LR is compared. 

Chapter 7: Predicting the Visual Acuity of RVO Patients after 12 Months of 

Treatment using the LBP-HOG-GLCM Hybrid and CNN 

This chapter briefly introduces gray level co-occurrence matrix (GLCM) feature extraction 

method. The architectures of convolutional neural networks (CNN) are then explored in 

detail. Image processing techniques, morphological transformation and sharpened images 

are briefly introduced. Pre-processing OCT images are analysed and a hybrid method for 

extracting features from OCT scans is proposed. Finally, a CNN architecture is proposed for 

the prognosis prediction of VA after 1 year of VEGF treatment for RVO patients. 

Chapter 8: Machine Learning for the Prediction of Anti-VEGF Treatment 

Demand for RVO Patients 

In this chapter, a brief introduction to Random Forest classifiers is provided. Then, LBP, 

HOG, and GLCM feature extractions are used to extract features from OCT scans and 

associated clinical data. Next, a Random Forest regression model to predict VEGF demand 

after 12 months is analysed and designed. Also, two binary classifications are trained to 

predict the probability of an eye showing high demand versus others (HvO) and low demand 

versus others (LvO). 

Chapter 9: Conclusions and Future Work 

This chapter summarises the main findings and conclusions drawn in this thesis and 

discusses future research directions that could be investigated based on this work. 
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2.1 Introduction 

The retina is the light-sensitive tissue covering the eye’s interior surface: the cornea and the 

lens direct light rays onto the retina. The retina then converts the light received into electrical 

impulses and sends them to the brain via the optic nerve. After that, a person interprets those 

impulses as images. The cornea and lens in the eye behave like the lens of a camera, while 

the retina is analogous to the film[11]. 

This chapter gives a brief overview of anatomy of the eye, the function of the retina and 

retinal vascular occlusions. In addition, pathogenesis of retinal vein occlusions (RVO), 

diagnostic imaging techniques for RVOs and its types, and the treatments for the RVOs will 

be discussed. Finally, the motivation, aims, and the contributions of this work are listed, and 

the structure of the thesis is outlined. 

2.2 Anatomy of the Eye 

Visual perception represents light that passes through the pupil of the eye. The appropriate 

amount of light is directed towards the lens with help of the eye’s structures such as the tear 

film, cornea, and iris. [12]. As in Figure 2.1, the conjunctiva and cornea direct contact with 

the environment, their role is to protect the eye from chemical or mechanical trauma. The 

iris, anterior chamber, and posterior chamber lie behind the cornea, all these components are 

filled with or in contact with the aqueous fluid. The cornea is transparent because of its 

microscopic architecture: there are no blood vessels, thin-diameter collagen is laid out in a 

highly regular fashion, and water is actively transported out of the tissue. Whilst its main 

role is refraction of light, the lens separates the aqueous fluid from the vitreous, which is a 

gel-like fluid that occupies a majority of the eye posterior to the lens [13]. 

 

Figure 2.1:Gross anatomy of the eye [14]. 
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2.3 Structure of the Retina 

The retina includes many different types of nerve cells, a pigmented epithelium and blood 

vessels. It covers the internal surface of the posterior part of the eye. The retina has several 

layers, as shown in Figure 2.2 which can be ordered anatomically from inner-most to outer-

most: The inner limiting membrane is the boundary between the vitreous body and the retina. 

The nerve fibre layer contains axons of the ganglion cell bodies. The inner plexiform layer 

contains the synapses between the dendrites and bipolar cell axons of the ganglion and 

amacrine cells. The inner nuclear layer contains bipolar cells, horizontal cells, and amacrine 

cells. The outer plexiform layer represents the first area of neuropil, where the joining between 

cones and rod and vertically running bipolar cells, and horizontally cells occur. The outer 

nuclear layer includes the cell bodies of the cones and rods. The outer limiting membrane (or 

external limiting membrane) is one of the ten distinct retina layers formed from adherens 

junctions between Müller cells and photoreceptor cell inner segments. This layer has a 

network-like structure and is located at the bases of the cones and rods. The Photoreceptor 

layer contains small photoreceptors cells located in the retina and play a vital role in night 

vision and affect how the eye sees colour. The photoreceptor cells are anchored to retinal 

pigment epithelium cells, which provide nutrients and phagocytose light-damaged cells. Due 

to the photoreceptors, including the outermost layer of the neurosensory retina, any loss of 

retinal transparency in the inner layers, for example, a breach of the blood-retinal barrier, can 

negatively affect vision[14]. 

 

Figure 2.2 : Schematic of the microscopic structure of the retina [14].   
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2.4 Function of the Retina 

As shown in Figure 2.2, the retina consists of millions of cells which work together to detect 

light. Of the previously mentioned cells in the neurosensory retina, the photoreceptor cells 

are responsible for transforming light into the electrical impulses which allow vision. There 

are two types of photoreceptor cells and both kinds transform light energy into electrical 

energy through structural and chemical intracellular changes. These photoreceptor types are 

called rods and cones. Together they permit differences between dark and light, as well as 

colours to be perceived. Rods are responsible for vision and recognition of movement in low 

light condition, whereas cones function optimally in a bright environment and are 

responsible for high acuity colour vision[15]. The location of these photoreceptor types also 

affects vision. All cones are located in the central region of the retina called the macula and 

are the only photoreceptor type in the central 500 microns known as the fovea. In contrast, 

rods are located throughout the retina except in the fovea. The function of the macula is to 

support central vision, while the rest of the retina provides circumferential vision. The optic 

disc is the exit point for ganglion cell axons, which come together to form the optic nerve as 

they leave the eye. The optic disc acts as the beginning of the optic nerve and is the point 

where the axons of retinal ganglion cell joined together. 

2.5 Retinal Vasculature 

Before birth, the most superficial or inner-most retinal vascular layer is created first, starting 

from the optic nerve head and growing toward the peripheral edge of the retina. The vessels 

reach the nasal extreme of the retina by 36 weeks of gestation. When this most superficial 

layer is complete, retina vessels develop deeper/outward into the retina to form the deep 

retinal vascular layer at the outer-most aspect of the outer plexiform layer. The retina’s blood 

supply arrives from two sources derived from the ophthalmic artery. The posterior outer 

third of retinal layers and the entire fovea thickness are supplied by the network of capillaries 

within the choriocapillaris of the choroid. The central retinal artery supplies nutrients and 

oxygen to the anterior, inner two-thirds of the retina from the nerve fibre layer to the outer 

plexiform layer. The main retinal artery enters the eye within the optic nerve and ultimately 

branches into capillary networks, which are eventually drained by the central retinal vein. 

The central retinal vein exits the eye adjacent to the main retinal artery in the optic nerve. A 

non-fenestrated epithelium bounds the capillaries within these networks between the retinal 

vein and artery with tight junctions to form the inner blood-retinal barrier [16]. 
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2.6 Retinal Vascular Occlusions 

The vascular system consists of blood vessels called veins and arteries, the role of the vessels 

is to transport blood throughout the body, including the eyes. To make the cells within the 

retina obtain enough oxygen and nutrients, the retina requires a constant supply of blood. 

However, in some pathological circumstances these vessels carrying blood from or to the 

retina can become blocked. This is known as a vascular occlusion. Retinal vascular 

occlusions are separated to two main categories determined by the vessel types: Retinal 

Arterial Occlusions and Retinal Vein Occlusions[17].  

 

2.6.1 Pathogenesis of Retinal Arterial Occlusion (RAO) 

Retinal Artery Occlusion is the blockage of one of the retinal arteries and is the ocular 

analogue of cerebral stroke. The blockage is usually caused by thrombus (blood clot) or a 

small piece of cholesterol which blocks blood flow and is associated with painless sudden 

catastrophic visual loss. The blockage is divided to two categories, the more damaging of 

which is central retinal artery occlusion (CRAO) which occurs when the main artery 

supplying blood to the eye is blocked. CRAO is an ocular emergency. Patients usually 

present with acute, deep, painless monocular visual loss[18]. Another type is branch retinal 

artery occlusion (BRAO). It occurs when the branches of the arterial supply to the retina 

becomes occluded. The affected area is not in the centre of the retina and is comparatively 

small. Emboli secondary to either cardiac or carotid plaques are the most common cause by 

BRAO [19]. 

 

2.6.2 Pathogenesis of Retinal Vein Occlusion (RVO)  

RVO occurs when a vein in the retina becomes blocked. This can lead to backflow of blood 

in the retina. The retina then becomes deprived of oxygen and nutrients, which can result in 

permanent damage[20]. RVO is the second most common retinal vascular disease after 

diabetic retinopathy, affecting around 0.5% of adults over 30 years of age [20] and often 

associated with variable degrees of loss of vision. There are two main types of the condition: 

branch retinal vein occlusion (BRVO) and central retinal vein occlusion (CRVO). It has been 

estimated in population-based studies that the prevalence of CRVO is between 0.1 to 0.4%. 

The most common complaint in patients with CRVO is a sudden painless worsening of 

vision. It may present as mild, transient obscurations, and persistent blurring [21]. 
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Meanwhile presenting symptoms in BRVO depend on the severity and site of occlusion. 

Sudden painless loss of vision is the commonest presentation [3]. 

 

2.6.2.1 Risk factors for retinal vein occlusion 

Retinal vein occlusion occurs due to occlusion within retinal veins, but it remains unclear 

whether this is a primary or secondary effect. Established cardiovascular risk factors are the 

predominant medical associations for both central and branch vein occlusions, as 

summarised below [22, 23]: 

• Hypertension: This is the predominant risk factor, with up to 64% of patients having 

hypertension in the older age group (more than 50 years). Inadequately controlled 

hypertension is associated with the recurrence of RVO [24]. 

• High cholesterol: This is the main association in the younger age group (less than 65 

years) of patients with retinal vein occlusion [25]. 

• Diabetes mellitus: This association with retinal vein occlusion may be due to an 

increase in other cardiovascular risk factors (for example, where 70% of type II 

diabetics are hypertensive) [23]. 

• Glaucoma: Prospective  surveys showed that glaucoma is an important risk factor for 

the development of RVO, and especially CRVO [26, 27]. 

 

Additionally, heamatological, vascular diseases and advanced age are considered as the other 

main risk factors for RVO  [28]. A recent meta-analysis retrieved epidemiological studies of 

RVO prevalence and risk factors. It identified hypertension and age as a most robust risk 

factors for the disease. The study reported that in 2015 the RVO prevalence in people aged 

30 to 89 years was 0.77%. Stroke history, heart attack history, high cholesterol and higher 

level of creatinine were also significantly correlated with RVO[29]. 

 

2.6.2.2 Types of Retinal Vein Occlusions 

❖ Central retinal vein occlusion (CRVO) 

CRVO is due to an obstruction of the main retinal vein. It is commonly seen in elderly 

people, with incidence rising sharply above 65 years of age. However, prevalence does not 
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vary with gender. This severe event that can cause persistent visual loss through macular 

oedema. Vision loss is also derived from damage to the inner retinal cells carrying visual 

information from the macula, ultimately causing irreparable damage to the macula’s  

photoreceptors [17]. A subcategory of CRVO can be labelled as ischaemic, which is 

associated with an inferior visual prognosis and carries a risk of iris neovascularisation 

(rubeosis), which results in high ocular pressures if untreated (rubeotic glaucoma), which 

leaves the eye painful as well as blind [30]. 

 

❖ Branch retinal vein occlusion (BRVO) 

This second type of RVO is caused by the occlusion of one of the branches of the central 

retinal vein which drains a subsection of the retina[31]. BRVO is more commonly found in 

the temporal and superior quadrants of the retina than in the nasal and inferior quadrants. In 

addition to sight loss, patients with BRVO can present with floaters if a vitreous 

haemorrhage occurs. Although less common than in CRVO, retinal or iris 

neovascularization may also develop [32]. 

❖ Hemiretinal Vein Occlusion (HRVO) 

HRVO was first described by Hayreh and Hayreh [33] as it is a clinical variant of CRVO 

which occurs less frequently RVO. The authors stated that a two-trunked CRVO in the 

anterior part of the optic nerve persists in several human beings as an anatomic variant. As 

in CRVO, one of the two trunks may become occluded to produce an HRVO [34]. It remains 

unclear in the era of intravitreal injections whether HRVO ought to be considered as a 

CRVO, BRVO, or as a different entity but with modern treatment protocols this is largely 

an academic distinction. According to the clinical findings of HRVO, the occlusion occurs 

at the optic disc, involving either the inferior or superior hemifield, but is otherwise observed 

as a mild form of CRVO with the similar history and the same underlying aetiology[35]. 

2.7 Clinical Presentation of RVO  

According to [36], RVO is a relatively common, sight threatening retinal vascular eye 

disorder. A recent pooled study of data from many countries estimated the global of RVO 

to be 16.4 million adults. Of these patients, 13.9 million are thought to have BRVO, while 

2.5 million are thought to have CRVO[20, 29]. Ophthalmoscopic examinations reveal 

differing degrees of tortuous and dilated retinal veins, retinal oedema, intraretinal 
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haemorrhages, exudates, and cotton wool spots. In the absence of a prior diagnosis, chronic 

RVO may be difficult to identify on clinical evaluation , though this study [37] has suggested 

several clinical signs which may be present including vascular sheathing and venous 

collateral formation. Fluorescein angiography (FA) (described later in 2.8) can be used to 

detect delayed retinal  ischemia and the presence of retinal neovascularization with 

fluorescein leakage in chronic and acute RVO [38]. It is also suggested that RVO patient 

should be assessed for diabetes during examination as the clinical manifestations of diabetic 

retinopathy can be quite similar to RVO[[39]. Among subtypes of RVO, CRVO usually has 

the greater severity of symptoms, it causes greater degrees of vision loss acutely and in 

general carries a worse visual prognosis with a greater risk of neovasularisation [39], BRVO 

patients tend to present with mild symptoms compared with CRVO and it is likely that many 

cases never present to a clinician to be diagnosed [40].  

2.8 Diagnostic Imaging Techniques for RVO 

There are several diagnostic imaging techniques that ophthalmologists can use in the 

diagnosis of RVO. A brief overview of imaging techniques will be provided in this section. 

2.8.1 Fluorescein angiography (FA) 

FA has been valuable in the evaluation of human retinal circulation since its development in 

the 1960s [41] and has become the standard and classic method for the assessment of 

chorioretinal vascular disease. Ophthalmologists put drops into the eyes in order to dilate the 

pupil. The yellow-coloured fluorescein dye is injected into the arm of the patient, and after 

a few seconds the dye can be observed in the retina. Following the injection of the dye, A 

fundus camera captures serial photographs. Although, FA can provide a way of visualising 

areas of vascular leakage and occlusion, it is an invasive method and hard to replicate 

imaging studies precisely [42]. In occasional cases, FA may also cause severe side effects 

[43]. 

2.8.2 Optical coherence tomography (OCT) 

Optical coherence tomography (OCT) is a non-invasive imaging modality which can discern 

the structure of the retina in vivo. It was developed in 1991 and has become crucial in 

ophthalmology for the diagnosis and assessment of many vision-threatening conditions. This 

imaging technology uses light waves to take cross-sectional images of the retina[44]. 
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Moreover, spectral domain OCT (Heidelberg Engineering, Inc., Heidelberg, Germany), 

which became available for clinical use in 2005, can provide detailed anatomical data 

allowing the ophthalmologist to see each of the retina’s distinctive layers. This allows the 

measurement and mapping of their thickness [45]. These measurements have a central role 

in diagnosis and OCT images are widely used by clinicians in the decision-making process 

concerning Anti-Vascular Endothelial Growth Factor (Anti-VEGF) treatment [46]. OCT 

also provides the fast identification of macular oedema, epiretinal membranes, macular 

holes, and morphological changes in the layers of the retina[47]. Swept-source OCT was 

introduced to clinical practice in 2012 to improve on  spectral domain OCT by allowing a 

greater depth of tissue penetration and faster data acquisition [48]. Further extensions to 

OCT technique include Doppler Fourier-domain. This technology uses Doppler shift for 

retinal blood flow measurement [49]. Another recent improvement in OCT is OCT 

angiography (OCTA), this a technique that provides a high-resolution map of the retinal 

vasculature and detects ocular blood flow [50]. 

2.8.3 Laser Speckle Flowgraphy (LSFG) 

LSFG is non-invasive technology allows for the quantitative characterizing blood flow in 

the retina and optic nerve head using the laser speckle phenomenon. The laser speckle 

phenomenon is an interference event noticed when coherent light sources such as lasers are 

scattered by a diffusing surface. Comparing with other laser techniques, the measurement of 

the LSFG can cover a much larger field and provides two-dimensional observation of the 

overall hemodynamic condition of the tissue. LSFG-NAVI (Softcare Co., Ltd., Fukuoka, 

Japan) is an update version of LSFG, it was approved by the Japanese Pharmaceuticals and 

Medical Devices Agency in 2008. They demonstrated a superior spatial resolution of the 

blood flow map of ocular fundus. Using this improved technique can expand the observation 

area to 24 times larger than the original model[51]. However, it has little clinical use as the 

major focus of RVO management is anti-VEGF injection which is prescribed on the basis 

of the central part of the retina, the macula. 

2.8.4 Other Technologies 

Numerous other technologies have been utilized for the analysis of retinal blood flow and 

vasculature [52]. Several non-invasive techniques include laser doppler velocimetry (LDV) 

and blue-field entoptic simulation. The LDV technique is used for red blood cell 
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measurement and is based on the optical Doppler effect [53], while the blue-field entoptic 

simulation technique measures the number and velocity of leukocytes in the human macula 

based on the entoptic phenomenon of tracking the movement of leukocytes when looking 

into a blue background [54]. Laser Doppler flowmetry (LDF) is a relatively new technique 

which is similar in principle to LSFG. It is a non-invasive measurement of the tissue blood 

flow. The main advantage of LDF is its ability to measure the microcirculatory flux of the 

retina, their non-invasiveness, and fast changes of perfusion during light exposure. 

However, the major disadvantages are motion artifact noise, the influence of the optical 

properties of tissues, a lack of quantitative units for perfusion, and lack of knowledge of the 

depth of measurement and the biological zero signal[55].  

For this study, OCT is well suited because the anatomical location of imaging is entirely 

reproducible as the software allows images to be taken in the same position using retinal 

vasculature as landmarks. It is quick, does not require pupil dilation, and is non-invasive. 

OCT has been recommended in the monitoring, diagnosis and assessing treatment response 

of MO secondary to RVO[56]. In addition, OCT has also been established as standard of care 

for monitoring treatment response to anti-VEGF agents, in fixed interval, treat-and-extend 

and pro re nata (PRN) treatment regimes[57-60].  

2.9 Treatments for Retinal Vein Occlusion 

Once patient present with RVO, they receive anti-vascular endothelial growth factor (anti-

VEGF) injections and laser treatment for prevent reducing in VA and increase in macular 

oedema. Further treatment options include gas inhalation therapies, close observation, and 

surgery [61]. 

2.9.1 Injection 

Anti-VEGF and corticosteroids are the two primary intravitreal injections for treating RVO 

patients. Retinal tissue hypoxia resulting from RVO leads to the upregulation of VEGF, 

which promotes vascular leakage. This Fluid from leaking vessels leads to macular oedema 

[62]. Anti-VEGF injections are used to prevent this leakage through the retinal blood barrier. 

Many studies have addressed the effectiveness of three anti-VEGF agents: bevacizumab, 

ranibizumab, and aflibercept. Bevacizumab injection can temporarily improve central 
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macular oedema and VA in RVO patients over a 3-to-9-week period [63, 64]. Bevacizumab 

has also been shown to reduce central macular oedema in patients with ischemic CRVO, but 

without improvement in visual outcomes [65]. There continues to be significant controversy 

about which of these anti-VEGF agents should be used in clinical practice as the market cost 

varies approximately 20-fold. A landmark trial evaluated the three anti-VEGF agents’ 

treatment for macular oedema due to CRVO at 100 weeks. They suggested that mean 

changes in visual outcomes after treatment with ranibizumab were non-inferior compared to 

treatments with aflibercept. Mean changes in vision using bevacizumab compared to 

ranibizumab appeared equivocal but did not meet the statistically significant threshold for 

non-inferiority. Pragmatically this means there is little evidence to support a strong 

preference for any of these three anti-VEGF agents[66]. Corticosteroids work differently 

from anti-VEGF agents by broadly targeting the inflammatory pathway. This anti-

inflammatory role reduces vascular permeability, suppressing homing and migration of 

inflammatory cells, inhibiting leukocyte movement, and stabilizing tight endothelial 

junctions[67]. Triamcinolone acetonide is an injectable corticosteroid for improving macular 

oedema over a 10–12-month duration in patients with CRVO [68]. However, triamcinolone 

is a less effective than bevacizumab for RVO patients[69]. Between anti-VEGF and 

corticosteroid, anti-VEGF is the standard of care for RVO treatment due to is more efficiency 

and superior risk profile as teroid increases the rate of cataract development and risks of 

ocular hypertension and glaucoma[70] 

2.9.2 Laser 

Laser photocoagulation is the standard therapy for other retinal vascular diseases, most 

notably proliferative diabetic retinopathy. Panretinal photocoagulation (PRP) is also 

established for treating RVO patients with neovascularisation or marked retinal ischaemia 

[71]. PRP cannot improve macular oedema in patients with BRVO and CRVO. In fact, it 

may worsen it acutely [72]. Its prominent role is in ischemic RVO to prevent or regress 

neovascularization of the retina and iris [71]. The use of macular grid laser therapy does not 

appear to improve macular oedema in BRVO patients, but there is no complete consensus, 

and some experts continue to use it [73]. According to [74]this technique may destroy retinal 

neurons and cause side effects, for example, impaired night vision and reduced VA, so 

careful balancing of risks and benefits required. 
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2.9.3 Gas Inhalation 

Blockage of a retinal vein prevents an area of tissue from blood flow and the delivery of 

oxygen. It was found that lower oxygen saturation in the occluded retinal vein is associated 

with the level of ischemia in CRVO, representing a potential treatment mechanism [75]. 

Several studies have examined this effect of hyperoxia to help resolve macular oedema. The 

reasons behind this are that oxygen causes constriction of vessels, which may decrease 

leakage and that oxygen can reduce tissue ischemia. Further study in a mouse model of 

ischemic retinopathy confirmed oxygen can downregulate the VEGF pathway, which can 

help to reduce macular oedema [74]. Carbogen is an alternative to pure 100% oxygen, a 

mixture of 95% oxygen and 5% carbon. It may counteract oxygen-induced vasoconstriction 

and allow for maximal oxygen delivery to the retina. Coupling carbogen inhalation with 

acetazolamide injection in a porcine model of ischemic retinopathy help to decrease 

ischemia due to BRVO [76]. This treatment remains experimental and seems unlikely to 

supersede current standards of care soon.  

2.9.4 Other Therapies 

As RVOs can be caused by thrombosis, several studies have tested the efficiency of systemic 

anticoagulant and antiplatelet therapies with drugs including ticlopidine, streptokinase, and 

heparin [77-79]. Surgical intervention and the intravitreal injection of tissue plasminogen 

activator (tPA) have also been investigated on animal models and humans [80, 81]. 

However, although these therapies can in theory deliver a way to address a substantial cause 

of RVO, the risks of haematological disorders with ticlopidine and vitreous haemorrhage 

with streptokinase seem to exceed the advantages of these medicines [82]. Also, studies have 

investigated the benefits of combining injection with laser therapies [83]. In addition, recent 

improvements in mass-spectrometry have allowed scientists to uncover changes in protein 

dynamics associated with RVO. This, in turn, has led to the development of new treatments. 

[84]. 

According to [46] the recent standard guidelines in the UK for RVO treatment, Intravitreal 

injections of licensed anti-VEGF are recommended for treatment of MO secondary to RVO. 

In addition, OCT is recommended in diagnosing, monitoring, and assessing treatment 

response of MO secondary to RVO. The guidelines stated that just over a third of patients 
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require three anti-VEGF injections to reach the highest VA, whereases other patients may 

require six consecutive anti-VEGF injections. However, some patients show no 

improvement in VA or OCT central subfield thickness after three loading injections at 

monthly intervals. Therefore, treatment is not recommended if no response occurs after six 

injections. 

In many cases, MO can be successfully managed with intravitreal injections of VEGF agents. 

However, treatment response is variable. It is costly and carries a risk of blinding. Additionally, 

humans have no way of reliably predicting good responses. It would be great if there were a 

standardised approach in clinical practice. This approach can help ophthalmologists and 

patients making a decision regarding RVO treatment.  
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While large number of studies have demonstrated great promise in the classification and 

detection of many eye diseases including RVO disease which anti-VEGF is a standard 

treatment for such disease, less research has been conducted towards patient response to anti-

VEGF therapy [85-89]. One of these models is to predict the anti-VEGF demand. These 

models predict whether a patient will show  good or poor response, with low or high 

treatment demand respectively[90]. To my knowledge only one study has used machine 

learning classification technique to predict the anti-VEGF demand for RVO disease [90]. 

This study used OCT volumes at baseline and after two consecutive visits. The literature 

review below is divided into five sections regarding the techniques that related to the 

proposed   work including medical studies, machine learning, deep learning, convolutional 

neural networks, prediction techniques for Anti-VEGF treatment demand, existing OCT 

databases.  

3.1 Medical Studies 

An active learning approach has been proposed to evaluate the use of the quantitative 

contrast sensitivity function (qCSF) in patients with RVO [4] in an observational, 

prospective study. The patients involved in the study had a history of RVO in one or both 

eyes. During regularly scheduled visits, they were tested using the Manifold Platform 

(Adaptive Sensory Technology, San Diego, CA) and SD-OCT. The study estimated a CSF 

model using an information-gain strategy to provide a global functional vision metric 

through the area under the CSF (AULCSF). In addition, contrast sensitivity was compared 

with previous data collected for 62 eyes from age-matched healthy controls. Twenty-one 

eyes with RVO were tested. The presence of MO markedly reduced contrast sensitivity 

relative to eyes with RVO but no macular oedema. The effect of anti-VEGF injection was 

also measured for a small set of eyes, and it was found that AULCSF improved. At the same 

time, logMAR VA comprised of rows of letters used by ophthalmologists to estimate VA 

did not show equivalent significant improvements. This study confirmed the occurrence of 

reduced contrast thresholds in patients with RVO.  

A retrospective cohort study was conducted using sequential data from patients obtained 

from EMR at the Newcastle Eye Centre at the Royal Victoria Infirmary, Newcastle upon 

Tyne. The study aimed to determine the real-world visual outcomes of intravitreal injection 

(IVI) of anti-VEGF for CRVO complicated by macular oedema. Two-hundred-and-thirty-

one eyes with CRVO complicated by MO were treated, with 6-48 months of follow-up. The 



22 
 

mean gain in VA after two years was 8.9 (SD 19.0) Early Treatment of Diabetic Retinopathy 

Study (ETDRS) letters. The authors observed that there were improvements in vision 

following anti-VEGF treatment; but more modest than those reported in clinical trials[91]. 

A further study evaluated the status of the ellipsoid zone (EZ) as measured by optical 

coherence tomography (SD-OCT) and its association with VA [92]. The research looked at 

eyes with MO secondary to CRVO or HRVO in a large clinical trial of RVO called SCORE2. 

SD-OCT macular cube scans of a randomly selected subset of 75 eyes were stratified by 

baseline. VA data and the EZ layer was segmented using customised software. At month 1, 

42 eyes were found to have gradable images and the scans from these eyes were graded at 

months 1, 6, and 12. EZ layer thickness was measured within the central subfield (CSF) from 

the top of the EZ layer to the top of the retinal pigment epithelium (RPE). It was found that, 

at month 1, thinner EZ and larger areas of EZ defect were associated with worse VA in eyes 

with secondary macular oedema. Also, no significant relationship was found between 

changes in EZ thickness or the area of EZ defect and changes in VA from months 1 to 6. 

However, there was a considerable association between changes in EZ thickness and those 

in VA between months 1 to 12. 

Work on retinal reflectivity (RRF) in healthy eyes and eyes with retinal artery occlusions 

(RAOs) and ischemic or non-ischemic RVO has also been carried out [93]. This study 

evaluated 100 eyes with branch or central RAO and 34 eyes with branch or central RVO. 

Fluorescein-angiography (FAG) was used to distinguish between ischemic and non-

ischemic RVO. SD-OCT scans were treated as black-on-white JPEG images in Adobe 

Photoshop. Areas of vitreous body (VB), ganglion cell layer (GC), outer nuclear layer (ONL) 

and inner plexiform layer (IPL) 1000 µm away from the fovea were marked and mean 

grayscale was calculated to quantify RRF in which 0: black (high reflectivity), and 255: 

white (low reflectivity). SD-OCT measured RRF changes in inner retinal layers according 

to the type and severity of occlusions. According to the results, OCT may detect different 

levels of ischemic changes in the retina, while a weak association was found between RRF 

changes and ischemic areas. 

Another review analysed data collected from a number of randomized clinical trials (RCTs) 

where anti-VEGFs were considered the primary treatment for CRVO patients, including 

CRUISE [94], RETAIN [95] and HORIZON [96]. Additionally, the authors looked at 

GENEVA and SCORE which used intravitreal steroids as a first-line therapy rather than 
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anti-VEGF. Alternative treatment regimens such as switching between anti-VEGF agents 

and/or steroids and laser therapy were also explored. Finally, a simplified modified treatment 

algorithm for CRVO patients was proposed. It showed that not all visual gains are 

maintained beyond the first year. Moreover, patients exhibit varying behaviour patterns. 

Some showed a full response with few recurrences, whereas other patients showed partial or 

even no response with several recurrences of anti-VEGFs. Based on the data, there are two 

main groups of patient response: early responders, and partial- or non-responders. It was 

concluded that robust clinical trials show that anti-VEGF alone is the standard treatment and 

forms the basis of modern treatment protocols. 

Work has also been undertaken to identify a relationship between initial and final VA with 

changes in choroidal thickness [97]. A retrospective clinical analysis of macular ischemia 

was performed using fundus examination, clinical records, OCT, and fluorescein 

angiography in 35 eyes of patients with RVO from January 2011 to December 2013 who 

were followed over 6 months. The study evaluated the range and location of macular 

oedema, macular ischemia, choroidal thickness, initial and final VA, and treatment. In 

addition, changes in sub-foveal choroidal thickness were analysed. According to the results, 

choroidal thickness increased in RVO eyes; however, 6 months after treatment, average 

choroidal thickness had decreased but was still thicker than in fellow eyes. Also, a significant 

correlation was found between quantitative differences in the choroidal thickness of RVO 

eyes and fellow eyes with final visual outcome. 

A recent study [98] aimed to examine the impact of ranibizumab and aflibercept IVIs in a 

real world of patients with BRVO complicated by macular oedema, and to evaluate the 

benefit of switching from ranibizumab to aflibercept in refractory cases. A cohort of 259 

treatment naive eyes from 258 patients receiving ranibizumab, aflibercept or a combination 

of both from 2013 to 2018 with 6 months or more follow-ups were examined. The main 

outcome measure of this study was change in VA from baseline at 12 months following 

treatment initiation. Secondary outcomes involved VA at a range of time points, and the 

presence or absence of MO and type and number of IVIs given. The conclusion drawn in 

this study was that this real-world cohort study of BRVO complicated by MO presented 

more modest improvements in VA from anti-VEGF IVIs than those reported in clinical 

trials. Also, it was shown that, although aflibercept produced superior anatomical outcomes, 

ranibizumab was similar to aflibercept in terms of visual outcomes. 
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A retrospective study [99] aimed to determine whether or not foveal bulge was significantly 

correlated with VA after resolution of the MO associated with BRVO. A foveal bulge is a 

term utilised for the bulge in the inner segment-outer segment (IS-OS) line at the centre of 

the fovea seen on SD-OCT images. (Figure 3.1) 

 

Figure 3.1: Foveal bulge in Optical Coherence Tomography[99] 

Also, the macular status was investigated at the first visit and the factors influencing VA 

after resolution of the MO were assessed. The researchers examined the medical records 

of patients with resolved MO and IS/OS line at the central fovea in the SD-OCT images. 

A set of 31 eyes with MO associated with BRVO were studied, and 31 unaffected fellow 

eyes were controls. Of the 31 eyes with BRVO, 27 received an intravitreal injection of 

bevacizumab and a posterior sub-Tenon injection of triamcinolone acetonide for 

treatment. The horizontal cross-sectional images that were recorded at the initial and final 

visits after resolution of the MO were evaluated. The central foveal thickness (CFT), 

which is the distance between the internal limiting membrane (ILM) and the outer border 

of the retinal pigment epithelium (RPE) at the central fovea, was measured. Furthermore, 

the CFT was measured automatically with the caliper measurement tool embedded in the 

SD-OCT system. The findings indicated that the presence of the foveal bulge in the SD-

OCT image is a good indicator of better BCVA after the resolution of MO associated with 

BRVO. The percentage of eyes with foveal bulge after resolution of the MO was only 

22.6% in the BRVO group but was 100% in the control group. In addition, the BCVA in 

the BRVO group was better in the eyes with foveal bulges than those without. Thus, 
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according to this study, the foveal bulge can be considered as a good marker of the 

functional properties of the fovea in eyes with resolved MO associated with BRVO. 

However, foveal bulge is only assessed after the MO has resolved. Therefore, this marker 

may have a little prognostic value at the initial presentation.  

A prospective study [100]examined 25 patients with unilateral acute major BRVO in the 

Department of Ophthalmology at Kyoto University Hospital during 2011 and 2012. This 

study aimed to illustrate the pathogenesis of BRVO by examining the clinical relevance 

of the morphological changes of retinal vasculature in BRVO and studying the 

morphologic changes of BRVO-affected retinal veins by sequential thin sectioning with 

OCT. All of the eyes had BRVO symptoms within six months and the BRVO was 

diagnosed based on fundus examination and the fluorescein angiography findings of 2 

retina specialists. Arteries, veins, and arteriovenous (A/V) crossing was examined using 

sequential thin sectioning by Heidelberg Retinal Angiograph (HRA) and OCT. 

Additionally, retinal blood flow was simulated in vitro and scanned with HRA and OCT. 

In OCT images of healthy eyes, most retinal vessels are noticed as oval configurations 

with heterogeneous reflectivity and usually with four distinctive hyperreflectivities in 

vitro. To simulate the blood flow in the retinal vessels in vitro, blood samples were 

pumped through a fine glass tube at various flow velocities. The OCT of the glass tube 

without blood flow showed homogeneous internal reflectivity. Their findings suggest that 

BRVO can occur through different mechanisms depending on the relative anatomic 

positions of crossing vessels. Additionally, the authors detected the clinical relevance of 

the presence of thrombus in eyes with acute BRVO that was significantly correlated with 

the retinal perfusion status (ischemic BRVO). 

3.2 Machine Learning 

Another paper [85] investigated 5 machine learning algorithms (gradient boosting, 

AdaBoost.R2, extremely randomized trees, Random Forest, and LASSO) in order to predict 

the outcome of VA (VA) after 1 year of anti-VEGF treatment in patients with diagnosed 

neovascular age-related macular degeneration (AMD). The clinical dataset came from EMR 

and OCT measurement data, but not OCT images. The dataset included measurement values 

such as VA and an aggregated version with different timeframes of 3 months and 12 months 

and different aggregation functions using mean, variance, minimum, and maximum. To 

evaluate the performance of the system 10-fold cross validation was used and the data were 
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randomly split into 10 equally sized datasets. This system aimed to predict VA in patients 

with AMD undergoing anti-VEGF injection after three months.  By comparing the ML 

techniques, the best performing algorithm was LASSO.  

Another research group has evaluated vitreomacular adhesion (VMA) in patients receiving 

ranibizumab for MO secondary to branch and central RVO by using the fully automated 

computational segmentation and classification of SD-OCT images [86]. In this study, they 

investigated the effect of VMA on anti-VEGF therapy for RVO. Machine learning and a 

graph cut segmentation algorithm were designed with data from 391 CRVO and BRVO 

patients were included in the study. The results suggested that machine learning represents 

a promising path in assessing imaging biomarkers in OCT. 

3.3 Deep Learning 

Other researchers have investigated the performance of two machine learning methods in 

detecting CRVO using ultra-wide-field fundus images from 202 normal retina and 125 

CRVO patients [87]. Training was provided to the CNN algorithms using ultra-wide-field 

fundus images. The diagnostic abilities of the support vector machine (SVM) algorithm and 

deep learning (DL) were determined by assessing their specificity and sensitivity. The results 

showed that the deep learning model outperformed the SVM in the diagnosis of CRVO. DL 

exhibited a sensitivity of 98.4%, in contrast to 84.0% for SVM, while DL had a specificity 

of 97.9% whereas for the SVM it was 87.5%. It is worth mentioning that specificity and 

sensitivity techniques are used to measure the diagnosis accuracy. Theoretically, the perfect 

diagnostic technique can discriminate cases with and without disease. Subjects with a perfect 

test above the cut-off diagnose disease, while the values below indicate no disease. To 

explain the calculation of these measurements, Table 3.1 below shows the population of 

examined subjects with and without disease divided into four subgroups: true positive (TP) 

represents the subjects of disease with the value of a parameter of interest above the cut-off. 

False positive (FP) represents the subjects without disease above the cut-off. True negative 

(TN) represents subjects without disease below the cut-off. False negative (FN) represents 

subjects with the disease indicated below the cut-off. Sensitivity defines the percentage of 

true positive subjects with the disease over a whole group of subjects with disease 

(TP/TP+FN). At the same time, Specificity describes a proportion of subjects without the 

disease with a negative test in a total of subjects without disease (TN/TN+FP)[101]. 
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 Subjects with the disease Subjects without the disease 

Positive  TP FP 

Negative  FN TN 

Table 3.1: illustrates the population of subjects with and without disease. 

Further research by a previous group used a similar methodology with DL and the SVM to 

detect BRVO[88]. The study included 237 images from 236 patients with BRVO and 229 

images from 176 non-BRVO healthy subjects. In order to construct the DL model, the CNN 

was trained using ultra-wide field fundus images. The positive predictive value (PPV), 

sensitivity, specificity, negative predictive value (NPV), and area under the curve (AUC) 

were calculated in comparing the diagnostic abilities of the DL and SVM models.  Where 

the PPV defines a proportion of patients with positive test result in total of states with 

positive results (TP/TP+FP). Whereas NPP =(TN/TN+FN). AUC used for estimation of how 

high the discriminative power of a test is.  When AUC =1 indicates a perfect diagnostic test, 

while a non-discrimination test has an area 0.5.  Figure 3.2 explains how AUC works; a 

higher x-axis value indicates a higher number of false positive than true negative. 

Nevertheless, higher y-axis value represents a higher number of true positive than false 

negative.  Where TPR is true positive rate, and FPR is false positive rate[101].   

 

Figure 3.2: Area under the curve (AUC). 

From the results, deep learning outperformed the SVM model for all of these parameters. 

They also tested the effects in the two patient groups of sex, age, right or left eyes, 

hypertension, and diabetes. No significant differences in terms of these factors were 

detected. However, there were significantly higher rates of diabetes, hypertension or arterial 
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occlusive disorders in the BRVO images than in the non-BRVO images [88]. This led to the 

conclusion that diabetes, hypertension, and arterial occlusive disorders are risk factors for 

BRVO. 

A retrospective study presented a novel deep learning model that analyses OCT scans and 

makes referral suggestions that is comparable to clinical experts. A deep learning 

architecture has been applied to a clinically heterogeneous set of OCT scans obtained from 

patients referred to Moorfields Eye Hospital, London [89].  A total of 14,884 OCT scans 

were used for training, and a deep segmentation network was implemented to create device-

independent tissue-segmentation mapping. A three-dimensional U-Net architecture was 

used in the segmentation network to translate the raw OCT scan into a tissue map with 15 

different tissue classes. Then, a deep classification network was applied to analyse the 

segmentation map and to provide diagnoses and referral suggestions. The decisions 

generated used a framework with four clinical referral suggestions: urgent, semi-urgent, 

routine, and observation only.  The model was compared with the two highest performing 

retina specialists; it performed comparably to the two best retina specialists without making 

serious wrong decisions. Model performance was reported with AUCs that were 99% for 

most of the diseases.  

In another study, a DL algorithm was applied for the automated detection of retinal vein 

occlusion (RVO) features in fundus photographs [5]. The algorithm was trained using a 

retrospective dataset of fundus images graded independently from 1 to 49 for the presence 

of RVO by a group of 122 ophthalmologists. One hundred images were used for validation 

which were acquired from 86 eyes of 90 patients with a mean age of 58 years. The 

performance results achieved were sensitivity at 81.36% and specificity 82.76% at the 

selected operating point. Deep learning has also been utilised to discriminate between 

normal OCT images and images of patients with age-related macular degeneration (AMD) 

[102]. OCT images were extracted using an extraction tool from the Heidelberg Spectralis 

imaging database (Heidelberg Engineering, Heidelberg, Germany). These images were 

merged later with data from patient medical records. Cross-validation was achieved using a 

random subset of patients. Receiver operating characteristic (ROC) curves were constructed 

at macular OCT level, independent image level, and patient level. The deep learning network 

investigated achieved AUC of 93.83% with an accuracy of 88.98%. At patient level, the 

study achieved AUC of 97.45% with an accuracy of 93.45%, and at image level, accuracy 
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was 87.63% AUC of 92.78%. According to this study, deep learning techniques represent 

promising and reliable methods as image classification techniques. 

Other variations of such techniques have been added to deep leaning methodologies and 

CNN architectures. Most notably, the hierarchical local binary pattern LBP (HLBP) was 

introduced in a study which claimed to be the first to achieve the automatic recognition of 

BRVO using fundus images[103]. The architecture of HLBP is based on the LBP feature 

representation method which acts as the coding operator for BRVO recognition. The dataset 

comprised a total of 200 fundus images obtained from 200 persons, 100 normal fundus 

images and 100 BRVO fundus images. The accuracy of the method was found to be 97%. 

3.4 Convolutional Neural Networks (CNNs) 

A pilot study evaluated two retinal blood vessel (RBV) segmentation algorithms, both of 

which are based on directional response vector similarity and region growing [104]. Fundus 

images were evaluated for both healthy retinas and those affected by RVO disease. The study 

presented two methods. The first used a RBV segmentation algorithm which generates a 

vascular binary map of the fundus image utilised as input. It carries out region growing and 

makes the use of directional response vector similarity instead of relying on the maximal or 

other aggregated measures such as averaged or summed, and stores and handles all the 

directional vectors of each pixel. In the second method, calculations of response vectors and 

the template machine were carried out with a generalised form of Gabor filters. Instead of 

using matched Gabor filtering with only a few specific Gabor filters, this method depends 

on a large set of such templates in different sections of the retinal vascular system. The 

fractal properties of blood vessels were computed and compared to distinguish normal 

retinae and those affected by RVO. The methods were trained on images from the DRIVE 

and STARE databases. Experimental results showed that one of these methods was 

computationally effective and suitable for real-time computer-aided diagnosis applications, 

and the other method was robust against unexpected inputs. This advantage renders it 

potentially useful in retinopathy screening systems[104]. 

Convolutional neural networks (CNN) have been used for BRVO recognition, and image-

based as well as image patch-based voting methods have been proposed for recognition 

[105]. Augmentation of the number of images was achieved by the addition of noise flipping 

and image rotation. Green channel images were used for processing because haemoglobin 

absorbs light more around the green spectrum [106]. Global and local enhancement were 
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tested, with the former performing histogram equalisation on whole images, while the latter 

processed the image first and divided it into patches. Histogram equalization was 

implemented on each patch, and then the patches were joined with some overlap to form the 

whole image again. The same dataset was then used in a further study [103] of 100 BRVO 

and 100 normal fundus images. In the image-based method, image pre-processing was 

implemented to resize the images to 60*60 for CNN recognition. In addition, the CNN input 

size was 50*50 for the patch-based method. Both methods used a CNN with 3 convolutional 

layers. A comparison with the hierarchical local binary pattern (HLBP) recognition method 

was conducted to demonstrate the superior performance of the proposed method, which 

yielded an accuracy rate of 97% according to experimental results. 

A CNN method for the recognition of CRVO has also been proposed [11]. The authors 

collected 108 CRVO images from the STARE, DRIVE and Dr Hossein Rabbani databases 

and the Retinal Image Bank. The CNN used was based on a pre-trained network, LeNet 

[107]. The images were pre-processed to enhance their quality since they were collected 

from different databases containing different sized images in different formats. They were 

then converted into TIFF format and resized to a standard size of 60×60. In addition, 

contrast-limited adaptive histogram equalization (CLAHE) was applied in order to enhance 

the contrast of grayscale retina images. The proposed CNN consists of 12 layers, including 

three convolution layers, three pooling layers, 4 rectified linear units (ReLUs) and two fully 

connected layers. From two classes of normal and CRVO images, an accuracy rate of 

97.56% was obtained. 

Other advances in the field include a pilot study to assess a proposed multi-categorical 

classification of retinal diseases [108]. The STARE retinal image database was used to train 

a CNN using MatConvNet for the automated detection of multiple retinal diseases from 

fundus images. The database consists of 397 images divided into 10 categories, including 

normal retinas and nine retinal diseases including BRVO and CRVO. Four types of deep 

learning models were compared: transfer learning with an SVM-based Gaussian kernel, 

transfer learning with Random Forest, VGG-19, and AlexNet. It was found that the 

performance of the deep learning models decreased as the number of categories increased, 

and the size of datasets was small regarding classification performance. This led to the 

conclusion that the deep learning techniques used were ineffective for clinical application 

due to the considerable numbers of patients suffering from different types of retinal diseases 

visiting for diagnosis and treatment. 
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Another study proposed a CNN architecture to work specifically with retina images and to 

detect diabetic retinopathy (DR) and RVO [109]. It was found that the CNN can detect DR 

at the earliest stages and graded as mild, moderate, non-proliferative DR (NPDR), severe 

NPDR, or proliferative DR (PDR). The model was shown to detect DR in the early stages 

or mild-NPDR, with accuracy rates of 98.11% for the Messidor and 96.6% for the Kaggle 

databases. Additionally, both types of RVO (CRVO and BRVO) were detected. The images 

were collected from STARE and the Retinal Image Bank. The algorithm can classify normal, 

CRVO and BRVO images with 97% accuracy. A cascaded convolutional neural network 

(CCNN) was used in this study, which is a chain of three CNNs with the same configuration. 

3.5 Machine Learning Techniques for Prediction Anti-VEGF 

Treatment Demand  

Various algorithms have been suggested to predict low and high anti-VEGF treatment 

demand. A retrospective cohort study was used to assess the potential of machine learning 

for the prediction high and low treatment demand in real life in patients with three eye 

diseases: diabetic MO, neovascular age-related macular degeneration (nAMD), and retinal 

vein occlusion (RVO) [90]. Patients were treated according to a treat-and-extend regimen 

(TER). According to a predefined TER from 2014 to 2018 at the University Hospital of Bern, 

Switzerland, 340 patients with nAMD, 155 eyes with RVO related MO, and 178 eyes with 

DMO were included. The study considered ME-related RVO and DME in a single 

pathological group named the retinal vascular diseases group. The study aimed to observe 

the practical feasibility of such a prediction tool in practice to detect the long-term demand 

for anti-VEGF medication at the early stage of a 1-year TER in a routine clinical setting. 

Two binary classifiers were used: high versus others (HvO), which predicts the probability 

of an eye showing high treatment demand; and low versus others (LvO) to predict the 

probability of an eye showing low treatment demand. A Random Forest classifier was used 

for both LvO and HvO. Patient data, including age and sex, and the OCT volume data of the 

registered eyes gained at each visit were included. A morphological technique was used to 

extract features from OCT volumes. Existing retina and layer segmentation algorithms and 

biomarker presence detection algorithms were utilised to construct meaningful and compact 

morphological input features. The HvO and LvO classifiers were computed at three-time 

points: firstly, using baseline information only; secondly, from baseline information and 

subsequent consecutive visits; and thirdly from the baseline information and two consecutive 
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visits. Several limitations were encountered in this study, including the consideration of MO-

related RVO and DMO as a single group since their specific behaviour and demand for the 

VEGF injections may differ. In addition, patients involved in the study were elderly, which 

may prevent the generalisation of the algorithm to younger patients. The results showed that 

machine learning could predict 12-month VEGF treatment demand. The nAMD-trained 

models produced over the 10-fold crossovers gave AUCs of 0.79 and 0.79 for high and low 

demand respectively. Models for RVO and DMO demonstrated matching results, with mean 

values of AUC of 0.76 and 0.78 for low and high demand respectively. 

A deep learning strategy has also been investigated to predict the response of DME patients 

to anti-VEGF after every three months of injection treatment using 49 B-scan volume OCTS 

for each eye at baseline visits [110]. 127 subjects treated for DME with anti-VEGF injections 

were recruited in this retrospective study. The classification of the responder classes was 

based on the change in the thickness of the retina relative to the third injection. Patients were 

categorised in two groups: a responsive group with a decrease of 10% of retinal thickness at 

the fourth visit; and a non-responsive group for the remaining patients. The proposed 

algorithm reached an average AUC of 0.866 in distinguishing between responsive and non-

responsive patients. However, the sample size was relatively small and divided for training 

and testing. Additionally, the study considered only OCT scans as input while using 

complementary features, for example, gender, age, and duration of diabetic disease. 

Furthermore, the responder classification only depends on the information at the baseline 

and the fourth visit. 

Feng et al. [111] utilized a technique based on pre-trained CNN to predict the effectiveness 

of anti-VEGF treatment for choroidal neovascularization (CNV) and cystoid MO patients 

using OCT images. The study investigated 228 patients assessed at the Second Affiliated 

Hospital of Xi’an Jiaotong University, China, from 2017 to 2019 with diagnoses of CNV, 

MO or symptoms of both. Their method workflow comprised three stages: pre-processing 

in order to remove noise from the OCT scans, followed by augmentation of the dataset using 

rotation, flipping, translation, and Gaussian blurring. As a result of this step, the dataset 

increased from 228 images to 912 images. Finally, four CNNs pre-trained were fine-tuned 

in the last layers, including AlexNet, VGG-16, GoogLeNet, and ResNet-50. They found that 

accuracy was similar for the dataset with or without augmentation. Among the four CNNs, 

ResNet-50 had the highest AUC of 0.81, which means that esNet-50 is more appropriate to 

use for the prediction of the effectiveness of anti-VEGF. 
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Another study [112] used a machine learning approach to predict low and high anti-VEGF 

injection demand for eyes with nAMD, utilising OCT images obtained during a PRN 

treatment regimen. OCT scans were analysed at baseline, after 1 month, and after 2 months. 

Demographic characteristics were employed, including age, gender, and baseline visual 

acuity. A Random Forest classifier was trained to predict treatment categories and the results 

were evaluated using cross-validation. Three hundred and seventeen eyes were used, and 71 

patients presented low, 176 medium, and 70 high injection requirements from months 3 to 

23. The study predicted high and low anti-VEGF treatment needs, with AUCs of 80% and 

70% respectively. 

In another study by Sil Kar et al.[113], texture-based radiomics features were identified 

within an individual fluid and retinal tissue compartments of baseline spectral-domain 

optical coherence tomography (SD-OCT) images, and the specific spatial compartments that 

contributed to the most pertinent features were investigated in order to predict therapeutic 

response in MO secondary to RVO disease. The study extracted 962 texture-based radiomics 

features from each of the fluid and retinal tissue compartments of OCT scans, which were 

acquired from the PERMEATE study. After selecting top-performing features using 

different feature selection methods, four machine learning classifiers, Random Forest (RF), 

quadratic discriminant analysis (QDA), linear discriminant analysis (LDA), and the support 

vector machine (SVM), were investigated with a cross-validation approach in predicting 

responses to anti-VEGF therapy. The principal findings were that texture-based radiomics 

features were most closely related to responses to anti-VEGF injections. Also, the IRF sub 

compartment’s texture features distinguished rebounders from non-rebounders. Gathering 

features of fluid and retinal tissue provoked a cross-validated area under receiver operating 

characteristic curve (AUC) of 0.78±0.08 in distinguishing rebounders from non-rebounders 

applied using the LDA classifier. 

A pre-trained deep learning algorithm has also been examined [114] for the prediction of 

anti-VEGF treatment indications based on central retinal OCT scans of eyes with or without 

retinal disease. A total of 183,402 retinal OCT B-scans obtained between 2008 and 2016 

were collected from the image archive of a university hospital. OCT images were pre-

processed and split in a 9:1 ratio into training and testing datasets. OCT images following 

intravitreal injection during the first 21 days after image acquisition were labelled as the 

‘injection’ group, while ‘no injection’ groups were assigned to the same amount of OCT 

scans without intravitreal injections. The accuracy of the CNN classifier correctly predicted 
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16,166 of the 17,112 images in the test dataset as either belonging to the ‘injection’ or ‘no 

injection’ groups, giving a prediction accuracy of 94.5%. 

3.6 Existing OCT Databases 

Publicly available databases are potentially valuable for research and health care innovation. 

The following brief overview describes several popular datasets used for various eye 

diseases. According to a global review [115], only 94 of the 140 unique datasets were open 

access so that the raw data can be downloaded, while the rest of the datasets are categorised 

as open access with barriers which can include governance, cost, and time barriers. In 

addition, usability issues include data format and quality barriers as well as image labelling 

barriers. Ophthalmological conditions represented in the datasets were diabetic eye disease 

(37%), glaucoma (20%), age-related macular degeneration (16%), hypertensive retinopathy 

(6%), cataracts (4%) and healthy eyes (62%). Furthermore, the main imaging modalities 

were retinal fundus photographs (57%), OCT (19%) containing 2- and 3-dimensional 

images, external eye photographs (7%), in vivo confocal microscopy (5%), scanning and 

adaptive optics-scanning laser ophthalmoscopy (5%), and fluorescein angiography (4%). 

Table 3.2 illustrates examples of publicly available datasets for OCT imaging. 

A comprehensive open-access database containing more than 500 high resolution OCT 

images has been created which categorises different pathological conditions[116]. These 

images include age-related macular degeneration, macular hole, normal, diabetic 

retinopathy, and central serous retinopathy. The images were obtained from a raster scan 

protocol with a 2mm scan length and 512x1024 pixel resolution at Sankara Nethralaya (SN) 

Eye Hospital, Chennai, India. Each dataset has images at different stages in each of the 

diseases, including less severe, medium severe, and more severe phases, and 25 normal 

images along with the corresponding ground truth delineations that had already been 

determined by an expert. The study provided a user-friendly graphical user interface (GUI) 

which can be used by clinicians and researchers for manual or semi-automated segmentation. 

Another study [117] launched open-access raw optic disc tilt (ODT) OCT images for the 

analysis of new images processed using segmentation algorithms. This dataset of ODT 

images includes both vertical and horizontal cross-sectional images obtained using spectral-

domain optical coherence tomography (SD-OCT). All images are aligned with the centre of 

the optic nerve head. The dataset contains 121 each of clear and manually marked images. 

This public open access database is available online at the ICPSR website of the University 
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of Michigan. The dataset also consists of optic disc images from 67 subjects (33 male, 34 

female) imaged by OCT covering images of both clinically normal and myopic subjects. 

A new rat OCT database has also been presented [118], and the segmentation of the retinal 

layers was manually reviewed by experts. The proposed database contains two image 

batches, the first for use in performance evaluation and the second to analyse the 

generalisation ability of the method when applied to an image set with different conditions 

to be used for training. The images in the first batch of the database include follow-up 3, 7 

and 14 days after injection performed on 10 rats, totalling 129 OCT images of 1024 × 1024 

pixels with a resolution of 0.9775 µm/pixel. For the second batch, follow-up 3 and 7 days 

after injection was applied to 12 rats, obtaining a total of 115 OCT images with the same 

size and resolution. 

Merging three-dimensional (3D)-optical coherence tomography (OCT) and fundus colour 

images has also been proposed [119]. Firstly, these two modalities are combined to register 

colour fundus images with an en-face representation of OCT. A curvelet transform is applied 

to extract vessels for both modalities. In the second step, the extracted vessels from two 

modalities are registered together in two phases. At first, scaling and translation 

transformations are used for image registration. Then a quadratic transformation model is 

applied between two pairs of images, and 22 pairs of images (5 peripapillary and 17 macular) 

were obtained from random patients with a variety of retinal diseases. Each pair includes 

one OCT image acquired with the Topcon 3D OCT-1000 instrument and a colour fundus 

image. OCT images consist of 650 different slices with a size of 650 × 512 × 128 voxels and 

a voxel resolution of 3.125 µm × 3.125 µm × 7 µm. 

Another collection of OCT image data can be obtained from the Dongaonkar eye hospital 

[120]. These images were captured in clinic using the Cirrus HD-OCT (Carl Zeiss Meditec, 

Dublin, CA). The images were analysed using optic nerve head analysis (ONH) and retinal 

nerve fibre layer analysis (RNFL). The database contains 10 patients’ OCT images which 

are two-dimensional with a size of 526×790. Then, after converting OCT colour into 

grayscale, various noise removal techniques were applied to the images. Furthermore, 

segmentation and classification were also investigated. 

A publicly available retinal OCT-angiography vessel segmentation (ROSE) dataset has also 

been introduced [121]. This dataset comprises two subsets named ROSE-1 and ROSE-2 



36 
 

which were acquired using two different devices. ROSE-1 set contains of a total of 117 

OCTA images from 26 subjects with Alzheimer’s disease (AD) and 13 healthy controls, 

with a mean age of 68.4 ± 7.4 years for the AD group and 63.0 ± 10.2 years for the control 

group. Participants with eye diseases included age-related macular degeneration, glaucoma, 

and high myopia. All the OCTA scans were captured by the RTVue XR Avanti SD-OCT 

system (Optovue, USA) equipped with AngioVue software, with an image resolution of 

304×304 pixels. The scan area was 3 × 3 mm2 centred on the fovea within an annular zone 

of 0.6 mm-2.5 mm diameter around the foveal centre. The ROSE-2 subset contains a total 

of 112 OCTA images taken from 112 eyes, acquired by a Heidelberg OCT2 system with 

Spectralis software (Heidelberg Engineering, Heidelberg,Germany) from eyes with various 

macular diseases. All the images in this dataset are en-face angiograms of the SVC within a 

3×3 mm2 area centred at the fovea. These images have been reconstructed from 512 × 512 

repeated A-scans, with the Heidelberg automated real time (ART) and Trutrack system 

employed to reduce noise. 

 

Dataset Name 

Number 

of 

Images 

Country of 

Origin 
Image Type Disease included 

BIOMISA Retinal 

Image Database 
2,561 Pakistan 

Fundus and OCT 

photography 
 

Glaucoma, AMD, macular 

oedema, and healthy eyes 

BIOMISA AMD 6,900 Pakistan 
Fundus and OCT 

photography 
 

AMD and healthy eyes, 

diabetic eye Disease. 

BIOMISA 

Glaucoma 

Fundus and OCT 

132 Pakistan 
Fundus and OCT 

photography 
 Glaucoma and healthy eyes 

Retinal OCT 

Fluid Challenge 
112 Canada OCT  AMD; retinal vein occlusion 

Detection 

 Of diabetic 

retinopathy in 

primary care 

offices 

819 USA 
Fundus and OCT 

photography 
 

Diabetic eye disease and 

healthy eyes 

Hong Kong OCT 4,877 China OCT  Glaucoma and healthy eyes 
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Moorfields 16,990 UK OCT  

Diabetic eye disease; AMD; 

 Choroidal 

neovascularisation; 

multiple retinal pathologies 

and healthy eyes 

 Yang OCT 10,100 
South 

Korea 
OCT  AMD and Healthy eyes 

Contact Lens 

Anterior 

Segment–Optical 

Coherence 

Tomography 

Understanding 

Dataset 

112 Spain  OCT  NR 

Srinivasan 2014 3231 USA  OCT  

 Diabetic eye disease, age-

related macular degeneration, 

healthy eyes 

Corneal 

Heidelberg OCT 
579 Iran  OCT Healthy eyes 

Retinal Fundus 

and OCT 
44 Iran  

OCT and fundus 

photography 
Various retinal diseases 

Fang 2013 195 USA  OCT Healthy eyes 

Fang 2012 51 USA  OCT 

Age-related macular 

degeneration and healthy 

eyes 

Duke OCT 38400 USA  OCT 
Age-related macular 

degeneration and healthy eye 

Kermany/ 

Guangzhou 
109312 

USA 

China 

a

n

d 

OCT 

Diabetic eye disease, drusen, 

choroidal 

neovascularisation, healthy 

eyes 

Noor Hospital 4142 Iran  OCT 

Diabetic eye disease, age-

related macular 

degeneration, healthy eyes 

Chiu 2015 10 USA  OCT Diabetic eye disease 
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Healthy OCT and 

Fundus 
100 NR  

OCT and fundus 

photography 
Healthy eyes 

OCT Glaucoma 

Detection 
1100 NR  OCT Glaucoma and healthy eyes 

Optical 

Coherence 

Tomography 

Retinal Image 

Analysis 

3D 

10 NR  OCT Healthy eyes 

Canada OCT 

Retinal Images 
470 India  OCT 

Diabetic eye disease, age-

related macular 

degeneration, macular hole, 

central serous retinopathy, 

healthy eyes 

Project 

Maculopathy 

Unveiled by 

Laminar 

Analysis 

239 USA  
OCT and fundus 

photography 

Age-related macular 

degeneration and healthy 

eyes 

Retinal Optical 

Coherence 

Tomography 

Classification 

Challenge 

165 Iran  OCT 
Diabetic eye disease and 

healthy eyes 

Investigative 

Ophthalmology 

and Visual 

Science; 

Chiu 2011 

220 USA OCT 
Age-related macular 

degeneration 

Table 3.2: Examples of publicly available datasets for OCT imaging [115]. 
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4.1 Electronic Medical Records (EMRs) 

This section describes the EMR at the Royal Victoria Infirmary (RVI), Newcastle upon 

Tyne, which was interrogated for cases that received anti-VEGF intravitreal injections over 

1 year. 244 eligible eyes were identified (129 left eye, 115 right eye, 110 central, 134 branch, 

133 male, 111 female, mean age 71.94, mean delay between diagnosis and treatment 117.49 

days) with a mean VA at treatment initiation of 49.85 ETDRS letters and a mean acuity at 

1-year of 58.20 letters following treatment. 

 

Table 4.1: Sample of electronic medical records at the Royal Victoria Infirmary. 

 

Table 4.1 shows a sample of EMR for RVO patients including 6 features: left and right eye 

(L=1, R=2), RVO types (BRVO=1, CRVO=2), gender (F=1, M=2), age, VA at the first 

injection (VA at first injection), and delay between diagnosis and treatment (days of 

treatment delay). The target represents VA after 12 months of the treatment (VA one year). 

Figure 4.1 shows the relationship between the features of the EMR with the target VA after 

12 months of treatment. It is clear in Figure 4.1(a) that there were more BRVO than CRVO 

cases, with CRVO representation 47% and BRVO 53%. From Figure 4.1(b), left eyes were 

more affected at 52%, while right eyes affected with RVO were 51% female and 49% male. 

However, increases were found among elderly people, as Figure 4.1(d) shows RVO 

prevalence representation ranging with age from 45-90 years old. It is observed from Figure 

4.1(e) those patients with high VA recorded in the first visit have more ability to improve 

their VA after 12 months of VEGF treatment. Additionally, it is clear from Figure 4.1(f) that 

delay to the start of treatment can affect the responses of RVO patients to the treatment. 

 

 

L=1, 

R=2 

BRVO=1, 

CRVO=2 

F=1, 

M=2 
Age 

VA at 1st 

Injection 

Days Of 

Treatment 

Delay 

VA One 

Year 

1 2 1 75.89 68 53 60 

1 2 2 82.64 37 0 52 

2 1 2 69.51 35 0 36 

2 1 1 79.75 63 20 79 

2 2 1 71.7 75 0 38 
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(a) The occurrence of Branch 

and centre retinal vein 

occlusion. 

(b) Occurrence in the left and 

right eyes of the retinal vein 

occlusion patients. 

(c) Occurrence of RVO 

patient’s sex. 

 

 

Figure 4.1: Distribution of EMR features over the target of VA after 12 months of 

VEGF therapy. 

4.2 Optical Coherence Tomography (OCT) 

Each row in the structure of EMR data has a unique number which represents the 

identification number for a specific patient’s information. The role of this ID is to connect 

the patient’s information with their images. In preparing the dataset, patients with missing 

OCT data were identified and excluded. Additionally, each image has two parts: an en-face 

and a cross-sectional image. Each OCT scan set contains either 6 or 25 different cross-

sectional images arranged radially or orthogonally and centred on the fovea. The images are 

labelled from 0-5 or 0-24 respectively. These two styles represent a transition in OCT 

(d) Relationship between 

the RVO patient ‘s age and 

VA after 12 months 

treatment. 

(e) Relationship 

between the VA in the 

first visit and VA after 

12 months treatment. 

(f) Relationship between 

the delay between 

diagnosis and treatment 

and VA after 12 months 
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protocols which occurred during the period in which the patients presented to the RVI. 

Images with the numbers 3 and 15 on each scale were chosen, as shown in Figure 4.2 (a) 

and (b) respectively, and these images were cropped to obtain only the retina part, as shown 

in Figures 4.2 (c). Several recent studies have found potential biomarkers for prognosis from 

OCT scans which can help to predict the vision outcome in cases of RVO. From the 

literature, a number of automated studies have focused on detection and classification for 

one or both types of RVO using OCT scans. Experimental results from these studies 

demonstrate good diagnostic accuracy; however, there is no published work using such an 

approach to predict prognosis or inform treatment plans. 

 

 

 

Figure 4.2:  OCT images containing 6 and 25 different cross-sectional images arranged radially 

and orthogonally: (a) OCT image with scale 3 chosen from 6 cross-sectional images; (b) OCT 

image with scale 15 chosen from 25 cross-sectional images; (c) OCT image after cropping. 

 

 

 

 

 

 

(a) OCT image with scale 3.        (b) OCT image with scale 15.         (c) OCT cropped image. 
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RVO is the second most common retinal vascular disease and can cause sight loss through 

MO [61]. With anti-VEGF intravitreal injections (IVI), many patients regain vision but 

around a third suffer from persistent MO and limited visual improvement despite treatment 

in real-world settings[1]. Given the expense, inconvenience to patients and clinical risk from 

IVI it would be valuable to identify patients who are unlikely to gain visually from treatment. 

Over the past two decades, machine learning has progressed dramatically. It has been widely 

employed in both imaging, categorical and scalar data analysis [122-124]. Most recent 

publications on ophthalmic data analysis have focused on machine learning, which 

outperforms legacy algorithms in different applications in the grading and detection of 

diseases, where classification and segmentation are the two problems most commonly 

addressed[125].  The aim of this chapter is to apply a machine learning technique and 

compare its performance with that of linear regression using an EMR dataset to improve 

prognostication in RVO complicated by MO and to better inform treatment discussions with 

patients. 

This chapter gives a brief overview of linear regression and machine learning, and 

particularly the Random Forest regression technique. Then, experiments and their results are 

illustrated. Finally, a summary concludes the chapter. 

5.1 Linear Regression 

Linear regression is one of the most commonly used techniques to determine correlations 

between two or more variables and to make predictions for a topic by utilising such relations 

(Figure 5.1). It helps to find linear relationships between a target and one or more predictors. 

Linear regression is popular in many applications because it provides the most 

straightforward technique to model a regression function as a linear combination of 

predictors. Moreover, the model parameters are easily interpretable. In addition, linear 

regression is the foundation for many modern modelling techniques. Notably, it provides a 

satisfactory approximation of the underlying regression function when the sample size is 

small[126, 127]. The basic idea of regression is to observe two things: firstly, does a set of 

predictor variables do a good job in predicting an outcome (dependent) variable? Secondly, 

which variables can be significant predictors of the outcome variable?  Of two types of linear 

regression, simple linear regression is used to find the relationship between an independent 

variable and a dependent variable. Regression using a single independent variable is called 
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univariate regression, whereas using two or more independent variables is called 

multivariate regression [128]. Simple linear regression is as stated in equation 5.1: 

 

𝑦 = 𝛽0 + 𝛽1𝑥+∈                   (5.1) 

where 𝑦 is the dependent variable or target, 𝑥 is the independent variable or predictor, 𝛽0 is the 

𝑦 intercept or constant, and 𝛽1 is the slope of 𝑥 that can be interpreted as the change in the mean 

of 𝑦 for a unit change in 𝑥. The values 𝛽0 and 𝛽1 should be selected so as to minimise error and 

the goal is to obtain a line that best reduces the error. Ordinary least squares regression (OLS) 

is the standard approach for the estimation of the coefficients (𝛽0and 𝛽1) of linear regression, 

describing the relationship between one or more independent quantitative variables and a 

dependent variable. The OLS technique attempts to minimise the residual sum of squares (𝑅𝑆𝑆), 

which is a measure of the variance between the actual data and estimated data. The goal of OLS 

is to minimise the differences between the observed responses in the dataset and the responses 

predicted by the linear approximation of the data [129]. Thus, the objective of OLS is to 

minimize: 

   𝑅𝑆𝑆 = ∑𝑖=1
𝑛  (𝑦𝑖 − 𝛽0 − ∑𝑗=1

𝑝
   𝛽𝑗𝑥𝑖𝑗)

2
                                                             (5.2) 

 

 

Figure 5.1: Linear regression and the least squares method [130].  
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The least-squares criteria are explained in equations 5.3 and 5.4: 

        𝛽0 = 𝑦‾ − 𝛽1𝑥‾                                                                 (5.3) 

𝛽1 =
∑𝑖=1

𝑛  (𝑥𝑖−𝑥‾)(𝑦𝑖−𝑦‾)

∑𝑖=1
𝑛  (𝑥𝑖−𝑥‾)2                                                      (5.4)                                

𝑥‾ =
1

𝑛
∑𝑖=1

𝑛  𝑥𝑖                                                                       (5.5) 

   𝑦‾ =
1

𝑛
∑𝑖=1

𝑛  𝑦𝑖                                                                       (5.6)                                    

where  𝑥‾ and 𝑦‾ (equations 5.5 and 5.6 respectively) are the means of the independent 

variable 𝑥 and dependent variables 𝑦 respectively for 𝑖= 1, 2, ..., 𝑛.                                                                         

Multiple linear regression (MLR) is a statistical technique that utilises several dependent 

variables to predict the outcome of an independent variable. In fact, MLR is based on several 

assumptions, including that there is a linear relationship between dependent variables and 

independent variables [131]. Also, the independent variables may not be highly correlated 

with each other. The general equation for MLR is:  

𝑦𝑖 = 𝛽0 + 𝛽1𝑥𝑖1 + 𝛽2𝑥𝑖2 + ⋯ + 𝛽𝑝𝑥𝑖𝑝 + 𝜖                               (5.7) 

The purpose of most applications that can be applied using linear regression fall into the 

following three categories: 

1. The establishment of a causal relationship between a response variable y and 

independent variables  𝑥1, 𝑥2, … , 𝑥𝑛. 

2. In cases where the target is prediction, linear regression is used to fit a predictive model 

to an observed dataset of 𝑦 and  𝑥 variables. Having completed the development of 

such a model, for any additional value of 𝑥 given without its accompanying value of 

𝑦, the fitted model can be used to make a prediction of the value of 𝑦. 

3. Independent variables 𝑥1,𝑥2, …,𝑥𝑛 are filtered to identify which are more important 

than others to help determine variable 𝑦  more accurately and efficiently. This means 
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that linear regression can be applied to quantify the strength of the relationship between 

𝑥 variables and 𝑦 .   

5.2 Machine Learning 

It is a subset of artificial intelligence (AI) and computer science that enables systems to learn 

and improve automatically through experience without being explicitly programmed. It uses 

data and algorithms to imitate how humans learn, gradually improving its accuracy. ML has 

dramatically progressed over the past two decades and has emerged as a method of choice 

in the development of practical software for computer vision, natural language processing, 

speech recognition, robot control, and many other applications. ML algorithms build a 

model based on sample data known as training data to make predictions or classifications 

without human intervention or assistance. To perform machine learning, firstly, we must 

have a data set and 𝐷 = 𝑥1, 𝑥2 … , 𝑥𝑚 is a data set where each record contains a description 

of an object or event, and m represents several records also called instances or samples. The 

object’s description is called the attributes d of features, and their values are called attribute 

values. Each instance  𝑥𝑖 = (𝑥𝑖1, 𝑥𝑖2, … , 𝑥𝑖𝑑) 𝜖 𝑥 is a vector in the d-dimensional sample 

space 𝑥, where 𝑑 is called the dimensionality of the instance 𝑥𝑖, and 𝑥𝑖𝑗 is the value of the 

𝑗th attribute of the instance 𝑥𝑖. Learning or training is the mechanism used by ML algorithms 

to build models from data. The data used in the training stage is called training data, and the 

set of all training examples is called a training set. The learned model corresponds to the 

rules about the data, and these rules are called a hypothesis and the actual underlying rules 

are called ground truth or facts. For training an effective prediction model, outcome data 

must be available. The outcome of a sample is called a label, which can be written for the 

𝑖th sample as (𝑥𝑖, 𝑦𝑖), where 𝑦𝑖∊𝑦 is the label of the sample 𝑥𝑖, and 𝑦𝑖 is the set of all 

labels[132]. The goal of ML algorithms is to detect or approximate ground truth. In the field 

of ML, there are two fundamental learning types, namely supervised and unsupervised 

methods. In supervised learning, the data set contains the input or features as well as the 

output labels (also known as the target responses). This type of learning method seeks to 

learn a function that approximates the relationship between the feature values and the labels 

so that good predictions can be generated for all possible inputs. However, unsupervised 

learning is appropriate when labels are not provided and is suitable for problems that demand 

algorithms to find and extract similarities among inputs so that similar inputs will be 
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categorised together. Unsupervised learning can be further grouped into two types: 

clustering and association. In the clustering method, objects are divided into clusters 

depending on their similarities and dissimilarities. Association is a rule-based ML technique 

used to discover the possibility of the co-occurrence of items in a collection. It is found that 

most practical ML utilises supervised learning in most applications, which can be separated 

into classification and regression problems. In case the prediction output is discrete, it is 

called a classification problem, whereas when the prediction output is continuous it is called 

a regression problem[133]. In the present study, supervised learning and regression 

algorithms have been used. In particular, the Random Forest regressor has been applied to 

detect VA after 12 months of VEGF treatment. 

5.3.1 Random Forest (RF) 

A Random Forest is a collection of tree predictors. The fundamental idea behind this 

approach is to combine multiple decision trees in determining the final output instead of 

relying on an individual decision tree [10]. RF is a ‘bagging’ technique and supervised 

learning algorithm that utilises ensemble learning for regression and classification. In other 

words, RF uses multiple decision trees and a technique called bootstrap and aggregation 

(Figure 5.2), usually known as bagging, to perform both classification and regression tasks. 

Random row and feature sampling are performed from the dataset to generate sample 

datasets for every model, and this technique is called bootstrapping. In the case of a 

classification problem, the final output is taken by using the majority voting classifier for all 

the outputs generated from the bootstrap. In the case of a regression problem the final output 

is the mean of all the outputs and this stage is called aggregation. Every decision tree has 

high variance; however, when all of them are combined together using the RF technique in 

parallel then the resulting variance is low since each decision tree is trained on that particular 

sample data. Hence the output does not depend on one decision tree but on multiple decision 

trees[134]. Given a training set 𝑋 = 𝑥1 , 𝑥2  , … , 𝑥𝑛 with target 𝑌 =  𝑦1, 𝑦2  , … , 𝑦𝑛 

repeatedly bagged B times, selects a random sample with replacement of the training set and 

fits trees to these samples. For 𝑏 = 1, … . , 𝐵 in which, at first, sample with replacement, 𝑛 

training samples from X, Y, call these 𝑋𝑏, 𝑌𝑏. Then, a classification or regression tree 𝑓𝑏 on 

𝑋𝑏, 𝑌𝑏. After finishing the previous steps, predictions for unseen samples x′ can be found by 

averaging the predictions from all individual regression trees on x′, as shown in equation 

5.8: 
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𝑓 =
1

𝐵
∑𝑏=1

𝐵  𝑓𝑏(𝑥′)                                                                                  (5.8) 

Alternatively, a majority vote can be taken in the case of classification trees. This procedure 

can lead to superior performance because it reduces the variance of the model without 

increasing the bias (Figure 5.3). One of the advantages of Random Forest is that it ensures 

that the model does not rely heavily on any individual feature, and the number of features 

which can be separated to each node is limited to some percentage of the total (known as the 

hyperparameter). Additionally, each tree generates a random sample from the original data 

set when producing its splits, adding extra random elements which can help in preventing 

overfitting. These advantages help avoid the tree from being highly correlated. It is very 

simple and parallelised, and relatively strong against outliers and noise [135]. A further 

advantage is that Random Forest can be considered as one of the most accurate learning 

algorithms available, generating highly accurate detectors for many datasets. Also, it 

provides estimates of what variables are important in regression or classification[136]. RF 

generated feature importance by calculating the decrease in node impurity using Gini index 

that results from splitting on a particular feature. When a random forest is built, at each spilt 

in each tree, a random subset of features is considered for the split. For each feature 

considered, the Gini index is calculated before and after the spilt. The difference in Gini 

index, averaged over all trees in the forest, is used to determine the importance of that 

feature.  

Feature Feature importance 

Baseline visual acuity 0.6303 

Age 0.1881 

Delay between diagnosis and treatment 0.1186 

Central and branch RVO diagnosis 0.0267 

Left and right eye 0.0197 

Male/female 0.0126 

Table 5.1:Feature importance of the main six features. 
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Figure 5.2: Bootstrap and aggregation parts used in the Random Forest technique. 

 

 

                                   Figure 5.3 : Random Forest classifier/ regressor. 
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Input: training set 𝐷 = (𝑥1, 𝑦𝑖), …(𝑥𝑛,𝑦𝑛), features F, and number of trees M. Output: prediction 

of the Random Forest at y. 

    for k=1 to F do 

1. Randomly select k features with (or without) replacement from total F features. 

2. Among the “k” features, calculate the node “d” using the best split point. 

3. Split the node into children nodes using the best split. 

4. Repeat 1 to 3 steps until “l” number of nodes has been reached. 

5. Build forest by repeating steps 1 to 4 for “n” number times to create “n” number of 

trees. 

6. end for 

7. For prediction: take the test features and use the rules of each randomly created 

decision tree to predict the outcome and stores the predicted outcome y. 

8. Compute the average (MAE) for each predicted target, which is considered as the final 

prediction from the Random Forest algorithm. 

 
 

5.3 Experiment and Results 

5.3.1 Data Set 

The EMR at the Royal Victoria Infirmary were interrogated for cases that received anti-

VEGF intravitreal injections over 1 year or more for MO secondary to RVO. 428 eligible 

eyes were identified (222 left eyes, 200 central RVO, 213 males, mean age 72.6, mean 

interval between diagnosis and treatment 118 days). Mean baseline VA was 50.6 ETDRS 

letters improving to 59.0 letters following 1 year of anti-VEGF treatment. 

5.3.2 Feature Importance  

The RF algorithm has a built-in feature importance function which is computed using several 

approaches, one of which is called Gini importance (mean decrease in impurity), which is 

calculated from the RF structure. The RF is a set of decision trees, and each decision tree 

has a set of internal nodes and leaves. The features for internal nodes are selected with a 

Algorithm Random Forest  
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specific criterion which may be Gini impurity or information gain for classification and 

variance reduction for regression. Therefore, it can be determined how each feature, on 

average, decreases impurity. The average over all trees in the forest is the measure of feature 

importance, in which a higher value signifies the greater importance of the feature. This 

technique is available for both the classifier and regressor in the scikit-learn implementation 

in Python. Scikit-learn is an open-source data analysis library and the key library for the 

Python programming language that is employed in ML projects. It is a free software focuses 

on ML tools including statistical, mathematical, and many various types of algorithms which 

developed for ML and related technologies[137].    

The most significant advantage of this method is the speed of computation, where all values 

needed are computed during RF training. When training a tree, a calculation is required of 

how much each feature diminishes the impurity. The more a feature reduces impurity, the 

more influential that feature is. In random forests, the decline in impurity for each feature is 

averaged across trees to determine the final importance of the variable. A feature’s 

importance defines its contribution towards the output of the Random Forest regression 

model. This helps in giving the developer knowledge of the features and gaining a better 

understanding of the model’s logic, so that the improvement of the model focuses only on 

the important variables and avoids the ‘black box’ effect. In this work, which involves a 

regression problem, scikit-learn in Python is utilised to calculate the reduction variance using 

the mean square error (MSE) as follows[138]: 

𝑀𝑆𝐸 =
1

𝑁
∑𝑖=1

𝑁  (𝑦𝑖 − 𝜇)2                                                         (5.9) 

Where 𝑦𝑖  is the label (target variable) for an instance, N is the number of instances, and µ 

is the mean given by 
1

𝑁
∑𝑖=1

𝑁  𝑦𝑖 .  

From this [139], the mean absolute error (MAE) is: 

𝑀𝐴𝐸 =
1

𝑁
∑𝑖=1

𝑁  |(𝑦𝑖 − 𝜇)|                                                     (5.10) 

Where  𝑦𝑖  is a target variable for an instance, N is the number of instances, and µ is the 

mean given by 
1

𝑁
∑𝑖=1

𝑁  𝑦𝑖. 
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The features used in this work are the following: 

1. Baseline visual acuity: VA was assessed on the first visit to a clinic for RVO 

patients. 

2. Age: the age of RVO patients at the first clinic visit. 

3. Delay between diagnosis and treatment: the delay between the diagnosis of RVO 

patients and taking the first anti-VEGF injection. 

4. Central and branch RVO diagnosis: the type of RVO disease.  

5. Left and right eye: the eye affected by RVO disease, either left eye or right eye.                

6. Male/female: the RVO patient’s sex. 

The response variable (target variable) is the visual acuity of RVO patients after 12 months 

of VEGF treatment. Table 5.1 explains the importance of each feature used in the method. 

The Random Forest regressor and linear regression have been utilised, as contained within 

the scikit-learn package (“sklearn.linear model. Linear Regression”, “sklearn.ensemble. 

Random Forest Regressor”, version 1.1.1, jupyter-notebook version 6.0.3) to predict VA for 

RVO patients after 12 months of anti-VEGF treatment. The regression analysis was carried 

out using the dataset of EMR collected from the Royal Victoria Infirmary in Newcastle upon 

Tyne. The dataset consists of 428 instances and in turn contains 6 features. The dataset is 

automatically separated into 80% (342 eyes) for the training and 20% (86 eyes) for the 

testing datasets. In implementing Random Forest regressor, the number of trees in the model 

was 300, the number of features were the 6 described above. To calculate the correctness of 

predications made by the model, R-squared (R2) coefficient used to measure the accuracy of 

the Linear regression and Random Forest regression. This metric quantifies the difference 

between the predicted values and the actual values of the target variable. Values of R-squared 

(R2) were used to assess the method’s performance. R2 is calculated as shown in equation 

5.11 below: 

𝑅2 = 1 −
∑(𝑌(actual ) − 𝑌(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) )

2

∑(Y(actual ) − 𝑌(𝑚𝑒𝑎𝑛))
2                   (5.11)                     

 

 Linear regression produced a model accounting for 57% of the accuracy seen in 1-year 

visual acuity (R2=0.57). Using the same data, Random Forest regression surpassed this with 

the model accounting for 62% of accuracy (R2=0.62). Other measures of the Random Forest 

model’s prognostic ability include a mean absolute error of 9.8 (MAE) and mean squared 
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error (MSE) of 163.02. MAE represents the number of ETDRS letters of disagreement that 

can be expected between the predicted and observed 1-year VA levels for an individual, 

whereas the MSE highlights outliers where VA was predicted particularly poorly. This 

description helps in understanding the viability of such prognostic models in the clinic, but 

also facilitates external comparison. Notably, this application of machine learning has 

already demonstrated comparable prognostic capabilities to similar methods applied to age-

related macular degeneration when imaging also contributed data [85]. Machine learning can 

provide clinicians with individualised visual prognosis at baseline. Given the significant 

minority of individuals found to have little visual gain from serial IVIs, a dependable 

prognostic tool could be of real value to patients in deciding whether or not to commit to 

treatment. 

5.3.3  Adding Extra Features to the Experiment 

It is worth mentioning that the fundamental goal of this research is to help RVO patients and 

ophthalmologists in deciding whether or not to continue having the VEGF injections. This 

decision should be taken in relation to the baseline EMR representing the six features 

investigated above.  Two experiments have been investigated. Firstly, by joining VA after 

three months of treatment to the initial six features (gender, age, RVO’s type, left or right 

eye, delay between diagnosis and treatment, and baseline visual acuity). In the second 

experiment, VA after six months has been combined to the initial six features.   

5.3.3.1 Adding Visual Acuity after Three Months of VEGF Treatment 

 In addition to these six features, VA after three months of treatment is added to the 

algorithm. After implementing the Random Forest and linear regression, the accuracy of the 

model accounts for 74% (𝑅2=0.74) and 67% (𝑅2=0.67) respectively. 

5.3.3.2  Adding Visual Acuity after Six Months of VEGF Treatment 

Adding the feature of VA after six months to the main six features improves the model with an 

accuracy of 87% (𝑅2=0.87) for Random Forest regression and 84% (𝑅2=0.84) for linear 

regression. The results showed a noticeable improvement in both regression techniques by 

adding these features. Meanwhile, the Random Forest (RF) still outperforms linear Regression 

in all cases. Although the complexity of RF is higher than Linear Regression as it requires 

building multiple decision trees and combining their results, the strength of RF comes from the 

following reasons: in terms of accuracy, RF can handle non-linear relationships and noisy data 

better than Linear Regression, making it more accurate in many cases. In contrast, Linear 
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Regression can perform well when a linear relationship exists between the input features and 

the target variable. However, it may need to capture non-linear relationships better [140]. 

Random Forest Regression can help avoid overfitting by combining the results of multiple 

decision trees and using ensemble learning techniques. Linear Regression is prone to 

overfitting when there are many input features, and the number of training samples is low. 

Linear Regression is a parametric approach that assumes a linear relationship between the 

input features and the target variable. Its complexity increases linearly with the number of 

input features [141, 142]. Table 5.2 describes the feature importance of all eight features. 

Figure 5.4 illustrates distribution of the feature variables with respect to the target variable 

 

Table 5.2: Feature importance for the eight features. 

 

 

 

 

 

 

 

 

 

Feature Feature importance 

Baseline visual acuity 0.6303  

Visual acuity after three months of treatment 0.8537 

Visual acuity after six months of treatment 0.9289 

Age 0.1881 

Delay between diagnosis and treatment 0.1186 

Central and branch RVO diagnosis 0.0267 

Left and right eye 0.0197 

Male/female 0.0166 
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Figure 5.4:Distribution of the feature variables with respect to the target variable: visual acuity 

of RVO patients after 12 months of treatment. 

5.4 Summary  

In this study, Random Forest and linear regression were compared to predict VA after 12 

months of anti-VEGF treatment for RVO patients using EMR only as a dataset. The study 

firstly analysed EMR features at the baseline visit. Then, VA after three months of VEGF 

therapy was included in the analysis and following this, another experiment was investigated 

by adding VA after six months of treatment. In all cases, the performance of Random Forest 

regression outperformed linear regression. To conclude, when using primary demographic 

data, machine learning techniques demonstrate a superior ability to predict visual prognosis 

for patients with RVO. Unlike traditional statistical techniques, this approach also has the 

potential to draw on retinal imaging to improve its performance even further. Such an 

enhanced tool could help clinicians to personalise patient information and commissioners to 
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tailor cost-utility analyses for each case. Analysing OCT images, combing them with EMR 

and using the combination as input into machine learning techniques could improve the 

system's performance. The next chapter aims to employ feature extraction methods to 

analyse OCT images and evaluate several machine learning techniques by comparing their 

performance with linear regression for predicting VA after one year of treatment. 
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Chapter 6 PREDICTING VISUAL ACUITY OF RVO 

PATIENTS AFTER 1-YEAR USING SEVERAL 

MACHINE LEARNING TECHNIQUES AND HOG AND 

LBP FEATURE EXTRACTION METHODS 
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This study aimed to apply machine learning techniques to improve prognostication in RVO 

complicated by MO to better inform treatment discussions with patients. Five machine 

learning techniques and linear regression were implemented for the prediction of VA after 

one year of anti-VEGF treatment for RVO patients. Two common feature extraction 

methods were used to extract important information from OCT images, and these feature 

vectors were combined with the EMR data structure which represents the input data for 

machine learning techniques and linear regression. The rest of this chapter is organised as 

follows; the next section presents the materials and proposed method; the experiments and 

results are introduced in Section 6.3 and Section 6.4 concludes the chapter. 

 

6.1 Materials and Method 

The proposed method is outlined in Figure 6.1. The methodology is formulated as a 

regression procedure. First, the EMR data structure described in detail in Section 6.2.1, is 

prepared and any cases with missing data are eliminated. Then, the OCT images as presented 

in detail in Section 6.2.2 are cropped and their useful information is extracted using HOG 

and LBP methods. Next, the feature vectors generated from the OCT images by the feature 

extraction methods and EMR are combined to represent the input data for the machine 

learning techniques and linear regression. Several machine learning techniques are described 

in section 6.2.3. Finally, a regression step is implemented using linear regression and a 

number of machine learning methods are performed to predict VA after 1 year after 

treatment, as discussed in detail in section 6.3. The dataset is split into 80% for training and 

20% for testing the system. 
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Figure 6.1:Proposed technique for predicting the variability of individual prognosis from the 

anti-VEGF treatment of RVO. 

Left eye 

=1, Right 

eye=2 

BRVO=1, 

CRVO=2 

female=1, 

meal =2 
Age 

Visual 

acuity at 

1st_injection 

Days of 

treatment 

delay  

Visual 

acuity 

1 year 

1 2 1 75.89 68 53 60 

1 2 2 82.64 37 0 52 

2 1 2 69.51 35 0 36 

2 1 1 79.75 63 20 79 

1 1 2 71.17 0 16 39 

1 1 1 73.30 47 0 83 

2 1 2 71.06 54 140 71 

2 2 1 46.19 69 405 85 

2 2 1 70.85 0 0 5 

2 1 1 68.13 67 0 74 

2 1 1 62.51 59 1713 78 

Table 6.1:Sample of the electronic medical record at the Royal Victoria Infirmary hospital. 
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6.1.1 Data Structure (DS) of Electronic Medical Records. 

This section described the EMR at the Royal Victoria Infirmary which were interrogated for 

cases that received anti-VEGF intravitreal injections over 1 year. 244 eligible eyes were 

identified (129 left eye, 115 right eye, 110 central, 134 branch, 133 male, 111 female, mean 

age 71.94, mean delay between diagnosis and treatment 117.49) with a mean visual acuity 

at treatment initiation of 67.5 ETDRS letters and a mean VA at 1 year of 58.20 letters. Table 

6.2 shows a sample of the electronic medical records at the Royal Victoria Infirmary. 

6.1.2 OCT Image preparation  

Each row in the structural data has an ID number which represents the identification of a 

specific patient’s information. The role of this ID is to connect the patient’s information with 

their images. To prepare the images, a comparison of the available data structure and image 

dataset has been conducted. Cases of missing data and unmatched imaging data are the 

omitted in order to make sure that each row in the data structure is complete. Additionally, 

each image has two parts, the cross-sectional OCT retina image, and the infra-red en-face 

scout image of the retina, where the position of each associated cross-sectional OCT image 

is denoted by a green line and given a number.  During the time period over which the study 

images were taken, two different OCT scanning protocols were in use at the RVI and so 

there are two configurations of OCT cross-sectional image placements on the en-face scout 

images. OCT images with the numbers 3 and 15 for each scale have been chosen as shown 

in Figure. 6.2 (a) and (b) respectively, while Figure. 6.2 (c) illustrates a separate OCT image 

after cropping. 

 

 

Figure 6.2: Sample of OCT images used to predict a particular value based on a set of a 
previous data: (a) scale 3 image; (b) scale 15 image; (c) cropped image. 

 

(a)                                                                         (b)                                                                (c) 
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6.1.3 Machine Learning Techniques 

For the prediction of 1-year VA of cases that received anti-VEGF intravitreal injection, 

learning regression and different machine learning techniques were applied, including Ridge 

Regression, LASSO Regression, Multi-layer Perceptron (MLP) Regression Neural Network, 

PLS Regression, and Random Forest Regression. These regression methods fall within the 

category of supervised machine learning. These ML techniques will be briefly explained 

below, except Random Forest because it has been illustrated in chapter 5. 

1. Ridge Regression 

Ridge regression is a common and widely used parameter estimation technique employed to 

address the collinearity issue repeatedly arising in multiple linear regression. When this 

happens, least squares estimates are unbiased. However, their variances can be significant, 

and could be far from the actual value. Ridge regression performs L2 regularisation to reduce 

overfitting. This decreases the error by adding a degree of bias to the regression estimates. 

Ridge regression addresses some of the problems of ordinary least squares (OLS) by 

composing a penalty on the size of the coefficients[6] . The term ridge regression refers to a 

linear regression model whose coefficients are estimated by a ridge estimator instead of 

OLS, as explained in the previous chapter. Even though the ridge estimator is biased, it still 

gives lower variance than the OLS estimator. Ridge regression utilises a slightly different 

formula as described in equation 6.1: 

∑𝑖=1
𝑛  (𝑦𝑖 − 𝛽0 − ∑𝑗=1

𝑝
 𝛽𝑗𝑥𝑖𝑗)

2
+ 𝜆∑𝑗=1

𝑝
 𝛽𝑗

2 = 𝑅𝑆𝑆 + 𝜆∑𝑗=1
𝑝

 𝛽𝑗
2   (6.1) 

where a set of training data (𝑥1 , 𝑦1)...( 𝑥𝑛 , 𝑦𝑛) is used from which the parameters β are 

estimated and 𝑥𝑖 = (𝑥𝑖1 , 𝑥𝑖2   , … , 𝑥𝑖𝑝 )
𝑇
 is a vector of features of the ith case, and the 

coefficients 𝛽 = (𝛽0, 𝛽1, … , 𝛽𝑝)𝑇. 𝜆 ∑ 𝛽𝑗
2𝑝

𝑗=1   represent the L2 penalty (or regularisation) as 

a penalty term for the loss function. Here, if 𝜆 = 0  then the formula reverts to OLS, whereas 

if λ is very large this will add too much weight and leads to underfitting. Therefore, the 

choice of λ is very important in obtaining accurate results [143]. 

 

2. LASSO Regression  

LASSO (least absolute shrinkage and selection operator) regression is a regularisation 

method. It is a type of linear regression that uses shrinkage and a variable selection method 
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for regression models. Shrinkage is where the values of the data are shrunk towards a central 

point. The L1 regularisation technique is performed to avoid the overfitting of data. The goal 

of regularisation is to reduce the magnitude of the coefficients instead of reducing the 

number of features, and the aim of LASSO is to identify the variables and corresponding 

regression coefficients that lead to a model which minimises prediction errors. The LASSO 

technique achieves this by imposing a constant on the parameters which shrinks the 

regression coefficients towards zero; that is, by imposing the sum of the absolute value of 

the regression coefficients to be less than λ. The selection of λ uses an automated k-fold 

cross-validation method. The idea behind this approach is that the dataset is partitioned 

randomly into k sub-samples of equal dataset size, whereas the (k−1) sub-samples are 

employed for the development of a prediction model and the remaining sub-sample is 

utilised for validation. This process is executed k times, with each of the k sub-samples in 

turn being used for model validation and the rest for the development. Then, the separate k 

validation results are combined for a range of λ values and the preferred λ is chosen and 

applied to determine the final model [7]. This process is utilised to perform feature selection 

automatically, adding a penalty equal to the absolute value of the magnitude of coefficients. 

For a dataset (𝑥𝑖𝑗  , 𝑦𝑗  ), 𝑖 = 1,2, … . , 𝑛 , and 𝑗 = 1,2, … , 𝑝, 𝑥𝑖𝑗 are the independent variables, 

and 𝑦𝑖 represents the responses. The mathematical equation for LASSO regression that 

solves the 𝑙1 penalized regression problems in finding 𝜆 =  𝜆𝑗 to minimise the residual sum 

of squares (RSS)+λ (sum of the absolute value of the magnitude of coefficients) is: 

∑𝑖=1
𝑛  (𝑦𝑖 − ∑𝑗  𝑥𝑖𝑗𝛽𝑗)

2
+ 𝜆∑𝑗=1

𝑝
 |𝛽𝑗|                                                                       (6.2) 

where λ represents the amount of shrinkage (the coefficient used to penalize the weights). 

When λ= 0, all features are considered which means that it is equivalent to linear regression, 

while if λ = ∞ this denotes that no features are considered, which means more features are 

eliminated. With increases in λ the bias also increases, whereas with decreases in λ, the 

variance increases [144]. It is worth mentioning that LASSO and ridge regression are part 

of the linear regression family where input variables and output are assumed to have a linear 

relationship. Linear regression is considered as a basic form where a model is not penalised 

for its choice of weights. This means that, in the training stage of a model investigating one 

particular feature as most important, the model often ascribes a large weight to the feature. 

This may lead to overfitting problems. However, the ridge regression technique penalizes 

the model for the sum of squared value of the weights. So, not only are the weights likely to 
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have smaller absolute values, but instead, the extremes of the weights will tend to be 

penalised. In the LASSO technique, the model is penalised for the sum of absolute values 

of the weights, which means that the absolute weight values will be reduced and many of 

them will tend towards zero during the training stage [145]. 

3. Multi-layer Perceptron (MLP) Regression Neural Network 

The MLP is a supervised learning technique which learns a function by training on a dataset,  

𝑓(. ): ℛ𝑚 → ℛ0 where m is the number of dimensions for input and o is the number of 

dimensions for output. Significant benefits over other statistical models are asserted for these 

networks in that they can ‘learn’ response relationships of arbitrary complexity between 

input and output variables without human intervention and can be employed for predicting 

and controlling complex nonlinear systems [8]. For a set of features  

𝑋 = 𝑥1, 𝑥2, … , 𝑥𝑚  and a target y, MLP can learn a non-linear function approximator for 

either regression or classification[146]. In MLP Figure 6.3, there can be one or more non-

linear layers between the input and the output layer called hidden layers. The input layer 

contains a set of neurons 𝑥1, 𝑥2, … , 𝑥𝑚called the input features. Each node computes a 

weighted sum of its inputs and passes the sum through a soft non-linearity process and passes 

this activation level through a transfer function to generate output. Each neuron in the hidden 

layer transforms a biased weighted summation 𝑤1𝑥1 + 𝑤2𝑥2 + ⋯ + 𝑤𝑚𝑥𝑚, and passes this 

activation level to a transfer function to create an output. Hyperbolic tangent sigmoid and 

logistic activation functions are considered to be most commonly used in MLP[147].  

 

Figure 6.3: MLP with two hidden layers. 
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4.  PLS Regression  

PLS (partial least squares) regression is an algorithm which decreases the number of 

predictors to a small set of uncorrelated components and performs least squares regression 

on these components instead of the original input. A set of components is extracted that 

describes the closest relationship between the predictors and response variable. Cross-

validation is usually utilised to recognise the smaller set of components which offer the 

greatest predictive ability. This technique is useful when the predictors are very collinear 

[9]. PLS is a hybrid combination of multiple regression and principal component analysis 

(PCA) [148].  

The advantages of PLS are its ability to deal with multicollinearity, allowing it to take into 

account the data structure for both input variables and the target. It provides visual results 

that help in interpretation and is also called projection to latent structures which is a 

technique that reduces the number of explanatory variables to a smaller set of uncorrelated 

variables. The basic idea behind this is to find a low-dimensional set of input space variables 

that is most correlated with a given set of output data [149]. 

PLS regression searches for components from X that are also relevant for Y. Specifically, 

PLS try to find a set of components called latent vectors and performs a simultaneous 

decomposition of X and Y with the restriction that these components should explain as much 

as possible of the covariance between X and Y. This step generalises PCA and is followed 

by a regression where the decomposition of X is employed to predict Y. PLS regression first 

extracts a set of A latent variables  T = [𝑡1, … , 𝑡𝐴] from an N × K measurement matrix X of 

N samples and K variables demonstrating significant covariance with the response. Then, y 

is regressed against the N × A matrix T to establish the functional relationship between 

measurements and responses. PLS regression starts by using the response variable to 

estimate the weights w for the X matrix such that the covariance between 𝑋𝑤 and y is 

maximised. The weight vector is further normalised to the unit norm and the X-scores are 

then estimated as t = 𝑋𝑤 and y is regressed against t. Eventually, X and y are reduced to 

withdraw the variation explained by the current latent variable. The process is repeated until 

a cross-validation statistic indicates that no increase in model performance occurs when 

extracting additional latent variables [150]. 
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6.1.4 Feature Extraction 

6.1.4.1 Histogram of Oriented Gradients 

The histogram of oriented gradients (HOG) is a feature descriptor used for the detection of 

objects in computer vision and image processing. The idea behind this technique is to 

calculate occurrences of gradient orientation in localised portions of an image. The HOG 

descriptor concentrates on the shape of the object or its structure. To compute features, it 

uses the magnitude as well as angle of the gradient, and for an image’s region it creates 

histograms using the magnitude and orientations of the gradient. The first presentation of 

the HOG by Dalal and Triggs was in the context of detecting the human presence in images 

[151]. The descriptor of the image is computed by dividing it into small cells and computing 

histograms of oriented gradients for each cell and then integrating all of the resulting 

histograms. This approach was adopted in the present study to extract new features from 

local patches. The calculation of a HOG features is summarized to the following steps: 

 

1. Resizing of OCT image Figure 6.4 into an image of 128x64 pixels Figure 6.5. This 

dimension was suggested by the authors in the original paper since they obtained 

better results in their task of detection[151]. However, it is optional and depends 

on the problem that needs to be solved. 

2. Calculation of the gradient of the image. The gradient is obtained by joining 

magnitude and angle from the image. First, horizontal gradients  𝐺𝑥 and vertical 

gradients 𝐺𝑦 are calculated for each pixel. This can be accomplished by filtering 

the image using the kernels Figure 6.6.  Then, the magnitude and the direction of 

the gradients can be calculated using the following formula: 

Magnitude(𝜇) = √𝐺𝑥
2 + 𝐺𝑦

2                                             (6 .3) 

     Angle(𝜃) = |tan− 1 (
𝐺𝑦

𝐺𝑥
)|                                                 (6 .4) 
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3. The magnitude and angle matrices that are calculated in step 2 are divided into 8x8 

cells to generate a block. For each block, a histogram is computed using nine bins, 

where each bin has an angle of 20 degrees, in order to obtain the intensity of each 

bin.  

4. Once the histogram was calculated for all blocks, four blocks from the nine-bins 

histogram matrix were combined to form a new block (2x2). This grouping is 

obtained based on an overlapping manner with a stride of 8 pixels. Finally, all nine-

bin histograms for each constituent cell are concatenated to form a 36-feature 

vector for all four cells in a block. 

5. All histograms are normalised within a block of cells using the L2 norm to reduce 

the effect of changes in contrast among images of the same object. Based on the 

size of the image, there are 7 blocks in the horizontal direction and 15 blocks in the 

vertical direction, and each block 36-point feature vector is collected, so the total 

length of HOG features is 7 x 15 x 36 = 3780 HOG features in an image.  Figure 

6.7 shows the HOG features descriptor on OCT image. 

 

 

  

Figure 6.4: OCT image. 
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Figure 6.5 : Resized OCT image (128x64 pixels). 

 

Figure 6.6: Kernel for filtering an image. 
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Figure 6.7: HOG features descriptor on an image. 

 

6.1.4.2 Local Binary Patterns (LBPs) 

Another type of feature extraction is called the Local Binary Pattern (LBP) method, which 

is type of visual descriptor used in computer vision. It was originally designed for the 

description of texture. The fundamental concept in developing the LBP operator is that two-

dimensional surface textures could be represented by two complementary measures: local 

spatial patterns and greyscale contrast. The original LBP operator [152] forms labels for the 

image pixels by thresholding the 3 x 3 neighbourhood of each pixel with the centre value 

and considering the result as a binary number. The histogram of these 28 = 256 different 

labels can then be employed as a texture descriptor. This operator when utilised jointly with 

a simple local contrast measure delivered good performance in unsupervised texture 

segmentation [153]. In its simplest form, the LBP vector feature vector is created as follows. 

The image is divided into patches (such as with 16x16 pixels for each patch). For each pixel 

in a patch, the pixel is compared to each of its 8 neighbours and if the centre pixel’s value is 

smaller than or equal to the neighbour’s value, it is written as ‘1’ or if not as ‘0’. This gives 
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a result which is an 8-digit binary number. Then, the histogram over the cell is computed, 

and this histogram becomes a 256- dimensional feature vector, normalizing the histogram. 

The final process is to concatenate the histograms of all patches so that the occurrences of 

the LBP codes in an image are collected into a single histogram, as shown in Figure 6.8 for 

an illustration of the computation of the LBP descriptor. An example of applying LBP on 

OCT image is shown in Figure 6.9. This introduces a feature vector for the entire image 

which can then be utilised in regression and classification. The LBP operator was later 

extended to employ neighbourhoods of different sizes [154]. Here a local neighbourhood is 

described as a group of sampling points spaced on a circle centred at the pixel to be labelled, 

which permits any radius and number of sampling points. Bilinear interpolation is utilised 

when a sampling point does not fall in the centre of a pixel. The notation (P, R) is used for 

pixel neighbourhoods, which means P sampling points on a circle of radius of R. To obtain 

the LBP code using equation 6.5.  

𝐿𝐵𝑃 = ∑  

𝑃−1

𝑃=0

𝑠(𝑔𝑝 − 𝑔𝑐)
2𝑝

                                          (6.5) 

Where  

𝑠(𝑥) = {
1    𝑥 ≥ 0
0     otherwise 

 

where gc is the intensities of the central pixel, gp is a given neighbouring pixel, and P is the 

number of sampling points in the circle of radius R. Figure 6.10 shows several sizes of LBP 

resolutions with corresponding P and R. 

 

 

 

 

Figure 6.8: Computation of the local binary pattern (LBP). 

(a)                           (b)                                  (c)                                        (d) 
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Figure 6.9:Local Binary Pattern Histogram. 

 

 

Figure 6.10: Radius R with corresponding neighbourhood pixels P. 
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6.2 Experiments and Results 

The five machine learning approaches were evaluated against the linear regression algorithm 

for their performance in predicting VA after one year. The two-feature extraction methods 

LBP and HOG are employed in the analysis of OCT images and fused to improve the 

performance of the system. The evaluation is conducted by combining the EMRs and LBP 

and HOG features. 194 samples were used for training and 50 samples for testing. Values of 

R-squared (R2) were used to assess the method’s performance. R2 is calculated as shown in 

equation 6.6 below: 

𝑅2 = 1 −
∑(𝑌(actual ) − 𝑌(𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑) )

2

∑(Y(actual ) − 𝑌(𝑚𝑒𝑎𝑛))
2                                     (6.6)   

 

 

6.2.1 Analysis of Machine Learning Techniques for Prediction using the 

LBP Method 

To obtain the optimal parameter setting for LBP, various samples of the neighbourhood (P) 

and radius of the circle R are considered. After the pre-processing stage, values of P 

equivalent to 4,6, and 8 and of radius R equivalent to 2 and 4 have been investigated in this 

experiment. Table 6.2 illustrates the machine learning techniques considered in this study, 

and that merging EMR and LPB (P=4, R=2) gained higher accuracy where R2 = 74% (0.74) 

was achieved using the Random Forest algorithm. It can be observed from the whole table 

that machine learning techniques outperformed traditional linear regression. This is true for 

all different samples of neighbourhood and radius and, in particular, the performance of the 

Random Forest method was superior among the four machine learning techniques used. 
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      Model 

EMR + LPB 

P = 8, 

   R = 2 

EMR + LPB 

  P = 8, 

 R = 4 

EMR + LPB 

P = 6, 

R = 2 

EMR + LPB 

P = 6, 

R = 4 

EMR + LPB 

P = 4, 

R = 2 

EMR + LPB 

P = 4, 

R = 4 

Linear Regression 0.6883 0.7187 0.6614 0.6923 0.6947 0.6976 

Ridge Regression 0.7206 0.7208 0.7206 0.7207 0.7205 0.7207 

Neural network (MLP 

Regressor) 
0.7218 0.7226 0.7217 0.7222 0.7217 0.7219 

PLS Regression 0.6967 0.7189 0.6794 0.6997 0.6982 0.7006 

LASSO Regression 0.7068 0.7068 0.7068 0.7068 0.7068 0.7068 

Random Forest 

Regressor 
0.7344 0.7349 0.7375 0.7378 0.7414 0.7374 

Table 6.2:  Illustration of the accuracy of linear regression and 5 ML techniques fusing EMR 

and LBP with different samples of various values of neighbourhood (P) and radius of the 

circle (R).  

6.2.2 Analysis of Machine Learning Techniques for Prediction using the 

HOG Method 

As shown in Table 6.3, several HOG descriptors have been considered in examining the 

performance of linear regression and machine learning techniques. As can be seen, the 

Random Forest regressor provided the best performance in both methods and its highest 

score was R2 = 0.7514 when using the HOG descriptor with 8 features. Again, machine 

learning techniques showed superior performance compared to traditional regression, and 

the Random Forest regression demonstrated higher accuracy than the other machine learning 

algorithms. 

 

 

 

 

 

 
 



74 
 

Model 

EMR +HOG 

descriptor with 8 

features 

EMR +HOG 

descriptor with 12 

features 

EMR +HOG 

descriptor with 16 

features 

EMR +HOG 

descriptor with 

20 features 

Linear Regression 0.6996 0.7078 0.6174 0.6829 

Ridge Regression 0.7193 0.7193 0.7193 0.7190 

Neural network (MLP Regressor) 0.7200 0.7205 0.7122 0.7095 

PLS Regression 0.6996 0.7088 0.6336 0.6865 

LASSO Regression 0.7068 0.7068 0.7068 0.7068 

Random Forest Regressor 0.7514 0.7495 0.7228 0.7057 

Table 6.3 :  Performance of linear regression and 5 ML techniques using various HOG 

descriptors fused with EMR. 

 

6.3 Summary 

The work described in this chapter investigated several machine learning algorithms and 

linear regression to predict VA after one year of treatment using baseline EMR and OCT 

images. Two feature extraction methods have been utilised in the analysis of OCT images, 

fused with the EMR dataset to improve the performance of the method. A number of 

experiments have been conducted to evaluate the performance of learning regression for the 

prediction of the variability seen in visual acuity 12 months after treatment. The machine 

learning techniques studied demonstrated superior ability than multivariate linear regression 

to predict visual prognoses for patients with RVO. The Random Forest algorithm achieved 

the best performance using EMR fused with the HOG descriptor. Such algorithm could allow 

a consulting physician to offer a personalised prediction of treatment outcomes in order to 

support patient-centred decision-making in routine practice. Additionally, the need to 

benchmark against clinical performance to understand the threshold of performance could 

offer clinical value. The next chapter aims to increase the system’s performance by pre-

processing OCT images, adding a feature extraction method called GLCM to previous 

methods (LBP and HOG) to analyse the images, fusing with EMR and feeding them to the 

CNN model. The final step is evaluating the outcomes against ophthalmologists’ 

performance.  
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Chapter 7 PREDICTING THE VISUAL ACUITY OF 

RVO PATIENTS AFTER 12 MONTHS OF 

TREATMENT USING AN LBP-HOG-GLCM HYBRID 

AND CNN 
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In previous chapters machine learning models and linear regression have been addressed to 

predict VA after 12 months of ant-VEGF injection.  EMR data has been used and two feature 

extraction methods for OCT image analysis have been investigated.  From the results, it is 

proved that the machine learning approaches examined presented a superior ability than 

linear regression to forecast visual prognoses for RVO patients. For improving the predicting 

system’s performance this chapter introduce an approach used CNN model and compare the 

model performance against clinical performance.  

In the present research, a novel solution is proposed to provide RVO case-specific VA 

forecasts to support ophthalmologists in making better treatment decisions. Firstly, relevant 

features are extracted from OCT scans in two different ways to represent the disease region 

more efficiently. Then, the extracted features and corresponding parts of EMR are combined 

to feed into CNN model to train the predictor. Finally, the VA of RVO patients after one 

year of treatment is predicted by the trained model. The major contributions of this 

experimental study are as follows: 

 

1. Based on HOG, LBP and the grey level co-occurrence matrix (GLCM), a hybrid vision 

feature extraction method is proposed which shows better feature representation ability 

in capturing VA information. 

2. The vision features extracted from OCTs are fused with their corresponding EMR data 

to generate the new hybrid features. A CNN model is trained based on the hybrid 

features to predict the VA of RVO patients after 12 months of anti-VEGF treatment. 

3.   The prediction performance of the proposed method is then compared with VA 

forecasts from 11 different ophthalmology specialty registrars, and 1 specialist retina 

consultant.  

Figure 7.1 shows the pipeline of the proposed method and the entire procedure of treatment 

prediction. The pipeline comprises of four stages of pre-processing, feature extraction and 

fusion, regression model training, and model evaluation. Next sections will explain these 

stages in mor details.  

The rest of this chapter is structured as follows.  Section 7.2 illustrates in details image 

processing methods, extraction method, and CNN used for this experiment. Section 7.3 
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describes the proposed novel system in detail. Evaluations and results are then provided in 

Section 7.4 and conclusions are drawn in Section 7.5. 
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Figure 7.1:Pipeline of the proposed method and the procedure of treatment prediction, 
comprising four stages of pre-processing shown in different colours: feature extraction 

and fusion, regression model training, and model evaluation. 

7.1   Image processing Methods 

In order to enhance OCT images and to obtain extra some useful information from them,   

image processing operations has been performed to improve the system’s performance. 

Morphological Transformation Technique, sharpening technique and Gaussian Blurring 

have been investigated for OCT images analysis.  

 

7.1.1 Morphological Transformation Technique 

Morphology transformation is a technique of image processing based on the form and shape 

of objects. The technique applies a structuring element to an input image. Each pixel’s value 

is based on a comparison of the corresponding pixel in the input image with those of its 

neighbours. The construction of a morphological operation that is sensitive to specific shapes 
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in the input image can be applied by choosing the shape and the size of the neighbour. 

Morphological transformation operations such as opening, dilation, erosion, and closing are 

based on the image shape. The concepts of the morphological profile are then used to create 

a feature vector from a single image. Combinations of these operations are usually utilised 

in performing morphological image analysis [155, 156]. The morphological profile and the 

derivative of the morphological profile (DMP) are used to generate a feature vector from a 

given image. These concepts are based on the repeated use of the closing and opening 

operators which are very commonly utilised in mathematical morphology [157]. 

 

1. Dilation 

The main idea behind dilation is that it adds pixels to the boundaries of images’ objects. The 

number of pixels added relies on the shape and the size of the structuring element. As the 

structuring element is scanned over the image, the maximal pixels value overlapped by the 

structuring element is computed and replaced with the image pixel in the centre of that 

structuring element. This operation causes bright regions within the image to grow. This 

transformation produces an image with the same shape as the original but of a different size. 

The dilation of A by the structuring element B is defined in equation (7.1) 

 

𝐴 ⊕ 𝐵 = {𝑧 ∣ [(𝐵̂)𝑍 ∩ 𝐴] ∈ 𝐴}                                          (7.1) 

The equation illustrates that when the A dilated by B, the outcome element z could be that 

there will be at least one element in B that intersects with an element in A.  

 

The structuring element B is positioned with its origin (x, y), the following rule is used to 

determine the new pixel:  

 

𝑔(𝑥, 𝑦) = {
 1  if    𝐵   hits   𝐴
 0   otherwise 

 

Figure 7.2 demonstrates the dilation on the grayscale image. The dilation function uses the 

maximum value of all pixels in the neighbourhood as the value of the corresponding pixel 

in the output image. In the case of a binary image, if any pixels are set to 1, the output pixel 

is set to 1[158]. Figure 7.3 shows applying morphological dilation method to an OCT image.  
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Figure 7.2: Dilation process of Grayscale Images[158]. 

 

Figure 7.3:Application of the dilation method to an OCT image (5,5) kernel. 

 

2. Erosion 

This operation is the exact opposite of dilation. It erodes the boundaries of a foreground 

object. This means that it reduces the sizes of objects in the image. In this operation, in a 

grayscale image, the value of the corresponding pixel in the output image is the minimum 

value in the input pixel’s neighbourhood as illustrated in Figure 7.4. In a binary image, the 

output pixel is set to 0 if any of the pixels are set to 0.   Erosion is defined by the equation 

(7.2)[158]: 

 

     𝐴 ⊝ 𝐵 = {𝑧 ∣ (𝐵̂)𝑍 ∈ 𝐴}                                                                           (7.2) 
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The equation indicates that the erosion of image A by the structuring element B, shifted by 

z, represents a subset of A that is B is entirely contained within A. This process decreases 

the number of pixels from object boundary. Figure 7.5 shows applying erosion method to an 

OCT image.  

 

Figure 7.4: Erosion process of a Grayscale Image[158]. 

 

Figure 7.5:Application of the erosion method to an OCT image (5,5) kernel. 
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3. Opening 

This operation is simply another name for erosion followed by dilation as explained above. 

This operation has been applied with the OCT images in the present study as the system 

achieved better performance.  Figure 7.6 shows applying opening method to an OCT image. 

Opening process of image, A by B can be obtained by the erosion of A by B, followed by 

the dilation process as illustrated in equation 7.3[158]: 

𝐴 ∘ 𝐵 = (𝐴 ⊝ 𝐵) ⊕ 𝐵                                        (7.3) 

 

Figure 7.6:Application of the opening method to an OCT image (5,5) kernel.           

4.Closing 

This transformation is simply the opposite of the opening operation in that it is dilation 

followed by erosion. Applying closing function on an OCT image is showed in figure 7.7.  

It is useful to close a small hole in the object. followed by erosion of the resulting structure 

by B as shown in equation 7.4 [158]: 

𝐴 · 𝐵 = (𝐴 ⊕ 𝐵) ⊝ 𝐵                                (7.4) 
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Figure 7.7:Application of the closing method to an OCT image (5,5) kernel. 

7.1.2  Sharpening Technique and Gaussian Blurring 

Prominent techniques for image enhancement are commonly separated into pixel domain 

and frequency domain methods. In the former, the grey value of every pixel is altered based 

on statistical information about the digital image while, in the latter, high-frequency 

components of the image are divided from low-frequency content in two distinct signals. 

Each signal is processed independently and then combined to reconstruct the sharpened 

signal. The basic idea is to add a fraction of the high pass filtered version of the input image 

to the original image itself. The unsharp masking technique belongs to the second group and 

is one of the most widely utilised image enhancement processing tools improving the 

sharpness of images. The operation of this tool is divided into the following steps. Firstly, a 

low-pass filter such as a Gaussian blur filter is applied, and the resulting filtered image is 

called the base layer that contains the main structure of the original image. Alternatively, a 

high-pass filter such as the Laplacian filter is employed to extract the detail layer. The 

subtraction of the base layer from the original image results in the detail layer that contains 

the fine details of the original image. Next, the detail layer is amplified by multiplication 

with a scaling factor λ and then the result is added back to the original image to generate an 

enhanced version [159], and this process can be defined by the following equation 7.5: 

𝐹 = 𝐼 + 𝜆(𝐼 − 𝐵)                                                                   (7.5) 
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where λ > 0, I is the original image, B is the filtered image, and F is the final image which 

represents the sharpened or enhanced version of the image. Figure 7.8 illustrates the 

sharpening process implemented for an image of ‘Lena’. 

The low-pass filter that has been used for sharpening OCT images in the present study is the 

Gaussian blur (or Gaussian smoothing). This is a linear shift-invariant low-pass filter which 

assigns various weights to the pixels inside each kernel area and replaces the central element 

with the Gaussian weighted sum. In each kernel, the central pixels tend to have higher 

weighting, which is reduced in both the x and y directions by keeping close to the kernel’s 

edge. This technique is used as a pre-processing phase to enhance image structures and 

reduce the image noise and details. It is a type of image blurring filter which uses a Gaussian 

function, the formula of which in one dimension is: 

𝐺(𝑥) =
1

√2𝜋𝜎2
𝑒

−
𝑥2

2𝜎2                                                                              (7.6) 

and in two dimensions is: 

   𝐺(𝑥, 𝑦) =
1

2𝜋𝜎2
𝑒

𝑥2+𝑦2

2𝜎2                                                                          (7.7) 

where x is the distance on the horizontal axis from the origin and y is the distance in the 

vertical axis from the origin, where the origins of these axes are at the centre (0,0); and σ  

represents the standard deviation of the Gaussian distribution assuming that the distribution 

mean = 0. Figures 7.9 and 7.10 show one- and two-dimensional Gaussian distributions with 

a mean of 0 and σ =1 and a mean of (0,0) and σ=1 respectively. Figure 7.11 illustrates 

applying the gaussian smoothing filters to an image by specifying a scalar value for sigma. 
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Figure 7.8:Sharpening process implemented for image of ‘Lena’. 

 

Figure 7.9:One-dimensional Gaussian distribution with mean 0 and σ=1. 
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Figure 7.10:Two-dimensional Gaussian distribution with mean (0,0) and σ=1. 

 

Original image 

 

Smoothed image, 𝝈 = 𝟐 

 

Smoothed image, 𝝈 = 𝟒 

 

Smoothed image, 𝝈 = 𝟖 

 

Figure 7.11:Application of Gaussian smoothing filters to an image by specifying a scalar 

value for sigma. 
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7.2  Grey Level Co-Occurrence Matrix (GLCM) Feature Extraction 

Method 

The GLCM is considered to be one of the most coherent techniques used for textural feature 

analysis and was proposed by Haralick et al. [160]. It is a statistical method used to examine 

texture that investigates the spatial relationships among pixels. A corresponding GLCM for 

a given image is calculated by: 

𝑃(𝑖, 𝑗, 𝑑, 𝜃) = ∑𝑥=0
𝑛  ∑𝑦=0

𝑚   {
1, if 𝐼(𝑥, 𝑦) = 𝑖 and 𝐼(𝑥 + 𝑑cos 𝜃, 𝑦 + 𝑑sin 𝜃) = 𝑗
0, otherwise 

       (7.8) 

 

Where 𝑃(𝑖, 𝑗, 𝑑, 𝜃) illustrates the relative frequencies with which two pixels are separated by 

a particular distance d and a specified angle θ occurring on the image, one with grey level i 

and the other with grey level j.  This approach involves the two major parameters of direction 

and distance. The GLCM is applied by the selection of pairs of distance and angle. It 

computes how often pairs of pixels occur with a specific value and offset in the image in 

order to find its GLCM matrix. Figure 7.12 explains how the GLCM is calculated from a 

grey comatrix of a 4-by-5 image for d = 1 and θ=0°. In the method proposed in the present 

study, various combinations of directional angles and distances were used for the calculation 

of the GLCM by recognizing particular patterns based on their textural features. The GLCM 

is used with distance d, which is equal to 1, 2,3,5,6, while θ is measured in four directions 

of 0°, 45°, 90° and 135°.This process will give seven GLCM matrices. Later, to estimate the 

similarity between the various GLCM matrices, five of the statistical features (constant, 

homogeneity, energy, correlation, and dissimilarity) were selected and features and formulae 

are briefly described in Table 7.1 [161]. Here, G represents the number of the grey levels in 

the frame, and  𝑃𝑑
(𝑖,𝑗)

 indicates the (𝑖, 𝑗)th entry in the GLCM which symbolises the 

probability of specific pixel pairs at specific distances and angles.  

 

Figure 7.12:GLCM calculation from a 4-by-5 image [162].  
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Feature description Formula 

Contrast: 

To compute the intensity contrast between a 

pixel and its neighbour over the image. A high 

amount of variation, the contrast will be high. 

 

Homogeneity: 

Calculate the similarity in the image. A value 

of 0 indicates a high similarity in the image.    

∑𝑖=0
𝐺−1  ∑𝑗=0

𝐺−1  
1

1 + (𝑖 − 𝑗)2
𝑝𝑑

0(𝑖, 𝑗) 

Dissimilarity: 

Is similar to Contrast and will be high if the 

local region has high contrast.  

∑𝑖,𝑗−0
𝑁−1  𝑝(𝑖, 𝑖) ∗ |(𝑖 − 𝑗) 

Energy: 

Can be used to measure the textural uniformity 

of the image. It provides the sum of squared 

elements in the GLCM. 

 

Correlation: 

Measure the combined probability incidence 

of the certain pixel pairs. 

 

Table 7.1: GLCM Feature descriptions and formulae 

7.3 Convolutional Neural Network (CNN) 

Fundamentally, a CNN is a computational model inspired by the characteristics of the human 

brain’s neural system, which comprises numerous interconnected nodes organised in stacked 

layers to achieve simple operations on input data. Like the traditional neural network, the 

CNN consists of an input layer, middle layer, and output layer. However, in a traditional 

neural network, middle layers are described as hidden since their inputs and outputs are 

masked by the activation function and final convolution (Figure 7.13). In the CNN, the 

hidden layers include layers that perform convolutions and are the main building block of 

CNNs which computes the convolution of a set of learnable filters and 3D input data. The 

vital difference between a convolutional layer and a densely connected layer is that dense 

layers learn global patterns in their input feature space, whereas convolution layers learn 

local patterns [163]. The term convolutional neural network indicates that the neural network 

utilises a mathematical operation called convolution. The convolution kernel corresponds to 

a neuron, and its size is named the neuron’s receptive field. The convolution kernel is a two-

dimensional matrix with a size n×n in which each point has a corresponding weight. In a 
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convolutional layer, each neuron receives input only from its receptive field in the previous 

layer. This considerably diminishes the number of free parameters and allows convolution 

layers to be applied to extensive data such as images [164]. The convolution operation 

generates a feature map which contributes to the next layer’s input. Following the 

convolution operation, a pooling layer is conducted to reduce computation and avoid 

overfitting. This layer is independently performed on every depth slice of the input volume. 

It is a pooling operation that computes the maximum value for patches of a feature map and 

utilises it to produce a pooled feature map (Figure 7.14) and is often used after a 

convolutional layer. Next, the generated feature maps are sent to activation functions that 

perform non-linear transformations. After several convolution and pooling layers, fully 

connected layers are performed. The final layer is the loss layer to determine how training 

penalises the error between the actual and predicted values in regression or classification 

problems. The input is a tensor with a shape: a number of inputs × input height × input width 

× input channels. In the first calculation process, convolution kernels in the network perform 

convolution calculations on the image. Here, the pixel values at the corresponding positions 

of the image and the weight values in the convolutional kernel are added to the receptive 

field. Next, the convolutional kernels slide to the following location of the image according 

to the step size and the process is repeated until all of the image’s pixels have been counted. 

This calculation results from a feature map of the original image [165]. 

In order to improve the fitting ability of the CNN, the non-linear function is applied to map 

the output characteristic graph of the CNN. This is a ReLU function because this function 

can simulate the brain environment. It is expressed as in equation 7.9: 

𝑓(𝑥) = {
𝑥, 𝑥 > 0
0, 𝑥 ≤ 0

 

 

Figure 7.13:Convolutional Neural Network (CNN) Architecture. 

(7.9) 
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Figure 7.14:Computation of max pooling. 

7.4  Proposed Method 

A CNN-based method has been designed to predict VA after 12-months of anti-VEGF 

treatment, and the proposed method is explained in this section. The pipeline comprises of 

three major steps. Firstly, the pre-processing of OCT scans is required. Then, based on the 

pre-processed scans, feature extraction and fusion operations are applied, after which the 

CNN model is trained using the training data and target. Details of each step are provided in 

the following sections. 

7.4.1 Pre-processing 

7.4.1.1 Cropped Images 

In the collected OCT scans, each image has two parts: an en-face and a cross-sectional image. 

Each OCT scan set contains either 6 or 25 different cross-sectional images arranged radially 

or orthogonally and centred on the fovea. The images are labelled from 0-5 or 0-24 as shown 

in Figures 7.15 and 7.16 respectively. These two styles represent a transition in OCT imaging 

protocol which occurred over the period of time in which data were recorded at the RVI. We 

selected images with the numbers 3 or 15 on each scale to include a fovea-centred cross-

section and cropped these images to obtain the region of interest where only images with 

retina parts remained, as shown in Figure 7.17.  
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Figure 7.15: OCT scans (1008×496 pixels) including: (a) the scale of 6 different cross-sectional 

images; and (b) one example of an en-face OCT image. The OCT image with scale number 3 has 

been selected as this slice maps onto the patient’s central vision and so is likely to hold much 

of the visual information of prognostic value represented by the OCT imaging as a whole. 

 

 

Figure 7.16: OCT image: (a) scale of 25 different cross-sectional images (1008×496 pixels); and 

(b) an example of an en-face OCT image. The OCT image with scale number 15 has been 

selected as this slice maps onto the patient’s central vision and so is likely to hold much of the 

visual information of prognostic value represented by the OCT imaging as a whole. 

 

Figure 7.17:Original OCT scan 1008×496 pixels in size and cropped to select the region of 
interest resized to 513×513 pixels. 
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7.4.1.2 Morphological Transformation 

The enhancement of medical images is considered to be a significant step in achieving better 

object recognition. Enhancement improves the visual perception of unclear images, enabling 

better diagnosis and treatment[166]. Enhancement techniques utilise mathematical 

principles to extract the features of an image that are useful in describing the shapes of zones, 

applying a structuring element to an input image and creating an output image at the same 

size [167]. Each pixel’s value is based on an evaluation of the corresponding pixel in the 

input image with its neighbours. Morphological operators have two sets of input. The first 

set represents the original image which is binary or in grey level, while the second input 

contains the structural element (mask) which is a matrix containing binary values. The main 

morphological transformations in the pre-processing steps are erosion, dilation, opening and 

closing. The concepts of the morphological profile are used to create a feature vector from a 

single image. Combinations of these operations are usually utilised to perform 

morphological image analysis [155, 156]. In the method proposed here, the opening and 

closing operations are used to achieve the morphological transformation required. The 

opening and closing operations comprise both erosion and dilation steps. Firstly, erosion is 

applied to thin the boundaries of the foreground object; hence, it reduces the object’s size in 

the image by reducing the peaks and enlarging the widths of minimum regions. Positive 

noise is removed but impulsive noise is only slightly affected. However, the erosion 

operation removes noise but at the same time shrinks the object. Therefore, a dilation 

operation is utilised to resize the shape to ensure that the sizes of the raw OCT and pre-

processed scans are identical. This transformation is beneficial to join up broken parts in an 

object. A closing operation is applied to the OCT images, which involves simple dilation 

followed by erosion, to remove minor holes, fill cracks, and fully preserve the shape (Figure 

7.18). By examining the results of all of the above operations, opening and closing operations 

contribute to improving the results of the method. 
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(a)                                                 (b)                                        (c) 

Figure 7.18: Application of the closing operation, involving dilation followed by erosion 
operations with the structuring element using an elliptically shaped kernel: (a) original OCT 
image; (b) image after dilation, with increases in both the white region and the size of the 
foregrounded object; (c) image after the subsequent erosion process which removes the white 
noise and shrinks the interesting part of the image. 

7.4.1.3 Sharpened Image and Grey Image 

To enhance the quality of the images and to reduce the noise in the OCT scans, a sharpening 

operation is applied. This process involves firstly applying a Gaussian filter to smooth any 

sharp edges in the image while minimising blurring. Here, most of the high frequency 

components are subtracted and the smoothed image from the original image is retained. The 

output of this process called ‘mask’. This mask is then enhanced and added to the original 

image as shown in Figure 7.19.  If Figure 7.19 (a) and (b) are compared, the image is seen 

to be enhanced by sharpening its edges, thus overcoming some of the blurring in the original 

image. To speed up and reduce the complexity of the code used, the OCT images were 

converted to grey scale. 

 

                                           (a)                                                                         (b) 

                       Figure 7.19: Sharpening: (a) original OCT image; (b) the 
corresponding sharpened image. 
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7.4.2 Feature Extraction and Fusion 

Several methods exist for the extraction of the most useful features from OCT images. In 

the proposed method, three techniques are utilised to extract pattern feature information from 

the OCT scans. The first one is called the local binary pattern (LBP) method. This approach 

was introduced by Ojala et al [168] to describe the local texture patterns in an image. In its 

simplest form, the LBP feature vector is created by dividing the image into patches (such as 

8x8 pixels for each patch), and each pixel in a patch is compared with its neighbours, as 

described in detail in chapter 6. The second method is the histogram of oriented gradients 

(HOG), which is a feature descriptor used for object detection in computer vision and image 

processing. It is a shape descriptor which chooses the local object’s appearance and shape. 

The idea behind this technique is to calculate occurrences of gradient orientation in localised 

portions of an image. HOG was first presented by Dalal and Triggs in the context of the 

detection of the presence of a human in images [151] (also described in detail in chapter 6). 

The third technique is GLCM (described above). In order to better describe the local and 

overall features of the image, a fusion of LBP, HOG, and GLCM method is investigated. To 

fuse the HOG, LBP, and GLCM features, the pre-processed image which is 513×513 in size 

is fed to the HOG algorithm, and Figure 7.20 shows the results of the magnitude and angle 

calculations. Their matrices are then obtained and divided into 8×8 cells to form a block. 

Nine points of the histogram are calculated for each block and, after computing histograms 

for all blocks, four blocks from the nine-point histogram were joined together to form a new 

block. The 9-point histograms for each cell have been concatenated to form a 9-feature 

vector. For each block, a 9-point feature vector was collected, and in both the vertical and 

horizontal directions there are 64 blocks. So, the total length of the HOG features are 

64×64×9= 36,864 dimensions. Secondly, the uniform pattern LBP is applied to calculate the 

histogram of each block and, taking into consideration the 20 neighbours on a circle with a 

radius of 8, the resulting histograms have 22 dimensions. Thirdly, by applying five statistical 

features of the GLCM (correlation, constant, homogeneity, energy, and dissimilarity) on the 

7 GLCM matrices obtained using the various distances and angles described in Table 7.2, 

the table illustrates different parameters of angles and distances used in this work. This 

process generates 35 GLCM features. Later, the block HOG’s detailed features, LBP texture 

features, and GLCM features are joined together to enhance the performance of feature 

extraction. Finally, these features are fused with EMR data, which contributes 6 features, 

and hence the total is 36864+22+35+6=36927 features. Fusion in the order of (EMR, LBP, 
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HOG, and GLCM) gives better performance. This step generates hybrid features for the 330 

patients which are then fed to the CNN for the regression of VA after 12 months of treatment. 

Figures 7.21, 7.22 show the visualisation of the HOG, LBP. Table 7.2 describes the 

parameter settings for the three techniques. 

A key feature of CNNs is their ability to learn and extract relevant features automatically 

from row data by applying convolutional filters to the input image. These filters detect 

patterns and features at different spatial locations in the input image and transform them into 

a new representation, which is then used as input to the next layer. However, there are some 

scenarios where we may want to use pre-extracted features as input to CNNs. One common 

reason to use pre-extracted features is when we have a limited amount of training data 

available. Training a CNN from scratch requires a large amount of labelled data to learn the 

relevant features and weights of the network. In some cases, we may not have enough data 

to train a CNN from scratch. Another reason to use pre-extracted features is to improve the 

efficiency of the training process. Training a CNN from scratch can be computationally 

expensive and time-consuming, especially for large datasets or complex architectures. By 

using pre-extracted features as input, we can reduce the number of parameters that need to 

be learned during the training process, making the training faster and more efficient[169, 

170].In this method as the amount  of  medical data  that has been provided is limited,  pre-

extracted features are used to improve the efficiency of the training process.  
 

 

 

 

Figure 7.20: Visualisation for one example of an OCT image: (a) magnitude of the 

image; (b) angle of the image. 

(a)                                                                              (b) 
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Table 7.2: GLCM, LBP and HOG parameter settings. 

 

Figure 7.21: (a) Input OCT image; (b) visualization of LBP image; (c) LBP histogram. 

 

 

 

GLCM LBP HOG 

Distance Angle Parameter Value Parameter Value 

1 90° 
Number of Points 20 Number of orientations 9 

1 135° 

2 0° 
Radius 8 Pixels per cell (8,8) 

3 45° 

4 0° 

Method Uniform Cells per block (1,1) 5 90° 

6 0° 

Fre
q

u
e

n
cy 

 

(a)                                                 (b)                                                  (C) 
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Figure 7.22: (a) OCT image; (b) visualization of HOG features applied on OCT image; (c) 

visualization of LBP representation for OCT. 

 

7.4.3 Convolutional neural network (CNN) model 

Once the hybrid features have been obtained from the OCT scans, they are fed to the CNN 

regressor to predict VA for RVO patients after 12 months of anti-VEGF treatment. The CNN 

model in this study is shown in Figure 7.23. The first layer of a 2-dimensional CNN is a 

convolutional layer which has a filter size of 16, a stride size of 1, and the padding = ‘same’, 

followed by a max-pooling layer with a size of 3 × 3 and a stride size of 2. The next layer is 

a convolutional layer with a filter size of 4 and a stride size of 1, which is followed by a 

max-pooling layer with size of 2×2 and a stride of 1. The third layer is a convolutional layer 

with a filter size of 4 and the stride is 1. It is followed by a max-pooling layer with a size 

1×1 and a stride of 1. Each of the convolutional layers is followed by an activation layer that 

uses a rectified linear unit (ReLU). The subsequent layers are flattened, with each followed 

by a fully connected layer. The final layer is a linear function layer. Momentum term is 0.9 

and learning rate 0.001. In the dataset, the input shape fed into the CNN model is 330 ×36927 

pixels, and the output is a value that represents the VA of RVO patients after 12 months of 

treatment. Table 7.3 illustrated the layers’ structure and their parameter values used in the 

CNN model. As the problem to be solved was set as a regression model, the evaluation 

metric was used to predict VA after 12 months of treatment using the mean absolute error 

(MAE) loss function, and the MAE formula is given in Equation 7.10: 

(a)                                                     (b)                                                              (c) 
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𝑀𝐴𝐸 =
1

𝑁
∑𝑗−1

𝑁  |𝑌𝑗 − 𝑌̂𝑗|                                                                   (7.10) 

                                                                     

Figure 7.23: A CNN sequence to predict VA after 12 months of Anti-VEGF treatment for RVO 

patients. 
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Table 7.3: CNN structure used in the regression model. 

 

7.5 Evaluations and Results 

This section evaluates the proposed method using the real clinical dataset to demonstrate its 

efficiency and compares the prediction results with the forecasts made by the 

ophthalmologists. 

7.5.1 Experimental Settings 

In the experiments, all of the OCT scans and accompanying EMR data were collected from 

the RVI for cases that received anti-VEGF intravitreal injections, over 1 year for MO 

secondary to RVO. In this experiment, 412 eligible eyes were identified (212 left eye, 194 

CRVO, 205 males, mean age 72.6, mean delay between diagnosis and treatment 111.78 

days) with a mean VA at treatment initiation of 50.3 early treatment diabetic retinopathy 

study (ETDRS) letters and a mean VA of 58.8 letters following 1 year of treatment. Figures 

Layer array Parameters and values 

Input Layer 

 

Two-dimension size (330 ×36927) 

First Convolutional Layer 

 

Kernel size (3 × 3), Filters (16) with stride 1 and padding =’same’ 

 

Output after of the first Convolution 99×371×16 

ReLU 

 

- 

MaxPooling 

 

Kernel size 3× 3 with stride 1 

Second Convolutional Layer 

 

Kernel size (3 × 3), Filters (4) with stride 1 and padding =’same’ 

Output after of the second Convolution 95 ×369×4 

ReLU 

 

- 

MaxPooling 

 

Kernel size 3× 3 with stride 1 

Third Convolutional Layer 

 

Kernel size (3 × 3), Filters (4) with stride 1 and padding =’same’ 

Output after of the third Convolution 93×367×4 

ReLU 

 

- 

MaxPooling 

 

Kernel size 1× 1 with stride 1 

Flatten 

 

136524 

Fully Connected 

 

16 

Fully Connected 

 

8 

Linear activation 

Function 

 

1 

Regression Output values 
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7.24 and 7.25 show the distribution of the target values of VA after 12 months of the 

treatment for the training and testing datasets. Both plots visualize histograms with 30 bins 

with kernel density plot overlaid on top of the target in training and testing dataset.  

The data sets were split into two subsets with a ratio of 80/20, giving a training dataset of 

330 subjects and a test dataset of 82 subjects. To evaluate the performance of the proposed 

method, 11 different ophthalmology medical staff were provided with the same test data for 

82 subjects and exactly the same patient details. These data were divided in two subsets. The 

first subset for subjects 1 to 41 were given forecasts by 7 ophthalmology doctors, while the 

second subset for subjects 42 to 82 were given forecasts by another 4 ophthalmology doctors, 

as shown in Table 7.4.  

Table 7.5 shows the descriptive statistics of the electronic medical records details of subjects 

in the training dataset. It includes information on the left/right eye, branch/central RVO 

diagnosis, male/female, age, baseline visual acuity, the Delay between diagnosis and 

treatment, and visual acuity after 12 months. In the first column, the Left/Right eye 

represents whether the patient's left or right eye was affected by the condition being studied. 

The value of 1 represents the left eye, while the value of 2 represents the right eye. Secondly, 

the Branch/central RVO diagnosis column represents whether the patient was diagnosed 

with branch retinal vein occlusion (BRVO) or central retinal vein occlusion (CRVO). The 

value of 1 represents BRVO, while the value of 2 represents CRVO. There are 330 patients 

in the sample, so the counts of 1s and 2s should add up to 330. The third column, 

Male/female, represents the gender of the patient. The value of 1 represents male, while the 

value of 2 represents female. There are 330 patients in the sample, so the counts of 1s and 

2s should add up to 330. The column Age represents the age of the patients being studied. 

The mean age is 72.57 years, with a standard deviation of 10.86 years. The youngest patient 

in the sample is 36.57 years old, and the oldest is 94.61 years old. The fifth column is 

Baseline visual acuity, which represents the patients' visual acuity at the beginning of the 

study before any treatment was administered. The mean visual acuity is 50.33, with a 

standard deviation of 23.13. The lowest recorded visual acuity is 0, which could indicate that 

some patients had no visual acuity in one or both eyes. The sixtieth column, Delay between 

diagnosis and treatment, represents the amount of time that passed between the diagnosis of 

the condition being studied and the start of treatment. The mean Delay is 111.78 days, with 

a standard deviation of 263.18 days. The most extended Delay recorded is 1713 days, which 

is over 4.5 years. The last column, Visual acuity after 12 months (the target), represents the 

patients' visual acuity after 12 months of treatment. The mean visual acuity after 12 months 
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is 58.95, with a standard deviation of 21.07. The highest recorded visual acuity after 12 

months is 85, which could indicate that some patients had a full or near-full recovery of their 

vision. Table 7.6 shows the dispersion and shape of subjects' electronic medical records 

details in the testing dataset. The table shows that the testing dataset includes 82 subjects. 

The mean values for the variables are similar to those in the training dataset. However, the 

standard deviation values for Age, Baseline visual acuity, Delay between diagnosis and 

treatment, and Visual acuity after 12 months are lower in the testing dataset, indicating less 

variability in these variables compared to the training dataset. 

 

 

 

 

Figure 7.24: Shows a histogram of the dataset with 30 bins with a kernel density plot overlaid 

on top and distribution of target values of VA after 12 months of the treatment in the training 

dataset. 
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Figure 7.25: Shows a histogram of the dataset with 30 bins with a kernel density plot overlaid 

on top and distribution of the target values of VA after 12 months of treatment in the testing 

dataset. 

 

Forecasting ophthalmology 

specialty clinician 

Mean 

Absolute 

Error  

Data set 

ORS 1 16.07 Top subset (from 1 to 41) 

ORS 2 16.32 Top subset (from 1 to 41) 

ORS 3 15.49 Top subset (from 1 to 41) 

ORS 4 15.95 Top subset (from 1 to 41) 

ORS 5 17.98 Top subset (from 1 to 41) 

ORS 6 14.76 Top subset (from 1 to 41) 

ORS 7 17.27 Top subset (from 1 to 41) 

ORS 8 16.34 Bottom subset (from 42 to 82) 

ORS 9 16.80 Bottom subset (from 42 to 82) 

ORS 10 18.49 Bottom subset (from 42 to 82) 

ORS 11 18.51 Bottom subset (from 42 to 82) 

 

Table 7.4: Clinician Forecasting of VA after 12 months of VEGF treatment for RVO patients, with 

82 cases divided into subsets. The top subset is forecast by 7 ophthalmologists for patients 1 

to 41; The bottom subset is forecast by another 4 ophthalmologists for patients 1 to 41; The 
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bottom subset is forecast by another 4 ophthalmologists for patients 42 to 82 (OSR = 

ophthalmology speciality registrar.) 

 
Left/Right 

eye 
Branch/central 
RVO diagnosis 

Male/female Age 
Baseline 

visual 
acuity 

Delay 
between 

diagnosis and 
treatment 

Visual 
acuity 

after 12 
months 

Count 330 330 330 330 330 330 330 

Mean 1.49 1.47 1.49 72.57 50.33 111.78 58.95 

Std 0.50 0.49 0.57 10.86 23.13 263.18 21.07 

Min 1 1 1 36.57 0 0 0 

Max 2 2 2 94.61 85 1713 85 
 

 

 
Table 7.5: Dispersion and shape the electronic medical records details of subjects in training 

dataset. 

 

 

 

 
Left/Right 

eye 
Branch/central 
RVO diagnosis 

Male/female Age 
Baseline 

visual 
acuity 

Delay 
between 

diagnosis and 
treatment 

Visual 
acuity 

after 12 
months 

Count 82 82 82 82   82 82 82 

Mean 1.46 1.49 1.5 72.76   50.34 107.61 58.51 

Std 0.50 0.50 0.50 11.81   21.07 222.53 22.79 

Min 1 1 1 34.76   0 0 0 

Max 2 2 2 94.25   84 1379 85 
 

Table 7.6: Dispersion and shape of the electronic medical records details of subjects in testing 

dataset. 
 

 

7.5.2 Training Details 

The pre-processed images were fed to the LBP, HOG, and GLCM to extract useful 

information. The feature vectors obtained from the LBP are captured in a histogram, with 

the number of points set to 20 and the radius parameter used was set to 8 pixels. The resulting 

histograms have 22 dimensions (bins) for each image. In the HOG, an 8 × 8 cell size and 1 

× 1 block size were used in computing the features. The output of the HOG features 

extraction is a histogram with 36864 dimensions (bins) for each image. The result of the 

GLCM calculation selecting various pairs of distances and angles produced 7 GLCM 

matrices over 5 selected statistical features, thus generating 35 features. The LBP, HOG 
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descriptors and GLCM features were then concatenated and combined with the EMR data 

with 6 features. The resulting vectors were set to 36927, which represents the hybrid features 

fed to the CNN regressor. To train and evaluate the proposed method, a Python programming 

environment and supporting libraries provided by Anaconda Distributions were utilised. By 

monitoring the performance of the model, ‘Adam’ optimizer with a learning rate of 0.001, 

the batch size was kept at 10, and training was undertaken using 100 epochs were selected 

based on trial-and-error approach, where different learning rates were tested during training 

to find the optimal one that leads to the best performance, and MAE was used for the loss 

function.  

 

7.5.3 Experimental Results and Analysis 

To further confirm the efficiency of the proposed hybrid feature combination and the usage 

of EMR, this section presents the results of the experimental analysis conducted in three 

parts. 

7.5.3.1 Comparison of different feature inputs. 

Here, a CNN model was built as described in previous section, but different features were 

used as input to train the regressor and the results are shown in Table 7.7. Firstly, only the 

HOG features were fed into the CNN. It can be seen from Table 7.7 that when the HOG 

features are used, the value of its corresponding MAE is 16.67. Then, using only the LBP as 

the input to train the CNN regressor, the MAE value in this case is equal to 17.18, whereas 

using only the GLCM features the MAE was 16.86. Meanwhile, the combination of HOG 

and GLCM features gave an MAE of 17.35, while that of LBP and GLCM yielded an MAE 

of 16.93. Merging the three sets of features from GLCM, LBP, and HOG produced an MAE 

value of 16.61. Table 7.7 shows that the hybrid HOG/LBP feature combination produced the 

best MAE value of 16.57. However, compared with using only the HOG or LBP features, 

this performance improvement is not statistically significant. With the HOG features, the 

MAE improvement is around 0.61 and with the LBP feature, this value is around 0.1 while 

fusing all three features did not improve the results. The LBP mechanism works for each 

neighbouring pixel, and if its value is larger than that of the centre pixel then a value of 0 is 

entered; otherwise, a value of 1 is given. However, this method of discarding gradient 

magnitudes using only values of 1 and 0 may lead to the loss of a substantial amount of 

information. The HOG, on the other hand, takes account of the gradient magnitudes for the 

image. These are useful in identifying corners and edges, which represent substantial 
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information about the image. Thus, it appears that the LBP may lose such information. 

Generally, shape information is extracted by the HOG and textural information is provided 

by the LBP. The strength of the HOG is that it can detect edges and corners in images, 

whereas LBP captures local patterns. Both techniques attempt to use a similar type of 

information concerning gradients around a pixel. Thus, they are complementary in nature, 

and both may exhibit effective performance in recognition and object detection [152, 171]. 

7.5.3.2 Inclusion of EMR data. 

As described previously, corresponding EMR data for all subjects were also available. 

Therefore, it was predicted that the addition of EMR data to the analysis would further 

improve performance, and the results are shown in Table 7.7 From Table 7.7 it can be seen 

that, after adding the EMR information, the performance in prediction is enhanced. For 

example, when only LBP was used as the visual feature of the input, an MAE of 17.18 

resulted. However, when both LBP and EMR data were used as input features for the trained 

model, the prediction performance was further improved with an MAE value of 15.51. 

According to all cases listed, the results in Table 7.7 indicate that the addition of EMR 

information in both training and prediction stages boosts performance. Therefore, it can be 

concluded that the use of EMRs is a key factor in boosting performance. If EMR data are 

added, the performance of using an individual vision feature could outperform the hybrid 

vision feature combination. For example, if only the vision hybrid feature fusion 

(GLCM+LBP+HOG) is used, it can give an MAE of 16.61 for prediction performance. 

However, when using an individual vision feature and EMR in HOG+EMR, LBP+EMR or 

GLCM+EMR, the corresponding MAE values are 16.36, 15.51 and 14.38 respectively. The 

final step was the fusion of EMR with the LBP, HOG, and GLCM as inputs to train the CNN 

regressor. As Table 7.7 shows, our proposed method gives the best result with an MAE of 

13.65. Hence, it is clear that by using hybrid feature fusion, more feature information can be 

extracted from the OCTs and the MAE and hence prediction performance can be further 

improved. Meanwhile, the experimental results also show the efficiency of adding EMR 

data, where its use with even a single individual feature to train the regressor gives a level 

of performance similar to that of hybrid feature fusion. 
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Table 7.7 : Mean Absolute Error for Different Inputs in CNN and Number of Features are used in 

the system. 

7.5.3.3 Comparison with predictions by ophthalmologists. 

To evaluate the performance of our model, its results were compared with the predictions 

made by 11 specialist ophthalmology registrars. Firstly, an evaluation dataset was selected 

which comprised 82 eyes from the cohort, for which there were no statistically significant 

differences in EMR data distribution compared to the dataset as a whole. Then, the selected 

dataset was divided into two non-overlapping subsets, named the top and bottom subsets, 

each containing 41 patients. Seven of the ophthalmologists examined the results for the top 

subset and another 4 ophthalmologists examined those for the bottom subset. Table 7.4 

details the forecasting results reported by the ophthalmologists. The best performance 

among the forecasts for the first subset was achieved by specialist registrar No. 6 with an 

error of 14.76, whereas the worst performance was by specialty registrar 5 with an error of 

17.98. Meanwhile, the best performance for the second subset was specialist registrar No. 8 

Feature Extraction Technique Number of features MAE 

HOG only 36864 16.67 

LBP only 22 17.18 

GLCM only  35 16.86 

HOG+LBP 36886 16.57 

GLCM+HOG        36899 17.35 

GLCM+LBP 57 16.93 

GLCM+LBP+HOG 36921 16.61 

HOG +EMR 36870 16.36 

LBP+EMR 28 15.51 

GLCM+EMR 41 14.38 

LBP+HOG+ EMR 36892 14.69 

GLCM+HOG+EMR 36905 14.95 

GLCM+LBP+EMR 63 14.21 

GLCM+LBP+HOG+EMR 36927 13.65 
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(error=16.34), while the worst performance was by specialty registrar 11 (error=18.51). 

Further evaluation took place by comparing these results with the predictions of a specialist 

retina consultant who examined all 82 cases and achieved an MAE of 14.27. Although their 

performance bettered that of the 11 specialist registrars, our proposed method outperformed 

all of the doctors, with an MAE of 13.65. However, the fact that the MAE does not change 

significantly when going from 36,905 features to just 63 features suggests that many of the 

features extracted may not be providing much additional information to the model. It is 

possible that the model is already able to capture the most relevant information from a 

smaller set of features, and adding more features does not significantly improve its 

performance. 

7.6 Summary  

In this chapter, a deep learning-based system is proposed to predict VA among retinal vein 

occlusion (RVO) patients after 12 months of anti-VEGF treatment for macular oedema. In 

order to improve forecasting performance, a method using a combination of hybrid feature 

information and EMR data were used as training data for the proposed model. The results 

were compared with predictions made by 11 different ophthalmology specialty registrars, 

and 1 specialist retina consultant, and the proposed method achieved competitive or better 

performance. All the results shown above confirm the efficiency of the proposed method. 

For future research, models trained with greater volumes and quality of data could be 

explored. The present study drew on a hand-curated dataset, which necessitated the 

clinician-led prioritisation of 6 different data categories. With greater data curation 

resources, cleaner data recording, and a more efficient data curation pipeline, a greater 

breadth of data points could be collected for each case. Similarly, the heterogeneity of the 

real-world imaging protocols which produced the OCT data necessitated the analysis of 

single 2-dimensional images for each case. Large datasets using consistent imaging 

protocols are likely to support the training of models to give higher performance. These 

opportunities for further progress will be important as whilst achieving parity with expert 

ophthalmologists is a significant achievement, ophthalmologists do not yet routinely apply 

this level of ability to support their clinical decision making.  
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Intravitreal injections of anti-vascular endothelial growth factor (VEGF) agents represent 

one of the most substantial advances in contemporary medicine. It can be considered as the 

current treatment for many diseases, including RVO disease. Knowing at the start of the 

treatment whether or not a patient will respond well, partially respond, or not respond would 

help to plan, set patient expectations, and improved healthcare efficiency Machine learning 

techniques have been applied to predict patients’ long-term treatment needs from their initial 

presentation. These models aim to predict whether or not a patient will require low or high 

demand for anti-VEGF injections [90, 172, 173]. In this work, three machine learning 

models, which are the Random Forest and CatBoost classifiers and logistic regression, were 

trained to predict high and low anti-VEGF demand at the early stage of treatment and after 

three months of therapy, using the LBP, HOG, and GLCM feature extraction methods for 

the analysis of OCT images and fusing these features to improve the system’s performance. 

In addition, regression of number of anti-VEGF injections given after 12 months was 

predicted using the Random Forest regressor. This chapter is organised as follows: The next 

section presents a brief overview of the machine learning models used in this work for the 

prediction of low and high demand in patients with RVO. Following this, the proposed 

method is introduced in Section 8.2. Section 8.3 discusses the evaluation and results, and 

finally Section 8.4 summarises this chapter.  

8.1 Machine Learning Techniques for Classification 

8.1.1  Logistic Regression 

Logistic regression is a robust supervised machine learning algorithm used for binary 

classification. It was originally formulated by David Cox in 1958 [174] in building a logistic 

model. It is a method of modelling the possibility of a discrete output given input variables 

to study effects of predictor variables on categorical outcomes, for example, the absence or 

presence of a disease. Logistic regression can be considered to be linear regression but 

intended for classification problems. A logistic function is defined for logistic regression to 

model a dichotomous output variable. The main difference between linear regression and 
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logistic regression is that the latter’s range is bounded between 0 and 1. Furthermore, unlike 

linear regression, logistic regression does not require linear relationship between inputs and 

output variables because of the use of a non-linear logarithmic transformation to the odds 

ratio. It is simply the ratio of two odds and is commonly used in medical studies as a measure 

of effect for categorical data. Odds are often expressed in terms of the probability of an 

event. This means that, if the probability of an event is p, then the odds are defined as p/(1−p) 

[175]: 

Logistic function =
1

1+𝑒−𝑥
                                      (8.1) 

 

where x is the input variable. Figure 8.1 illustrates an example of feeding an input x into a 

logistic function with values between -30 to 30. The logit function is defined as a natural log 

of the odds. The logistic function ranges between 0 and 1, whereas a logit function can be 

any real number from minus infinity to positive infinity (P ∈ [−∞, ∞]): 

𝑂𝑑𝑑𝑠 =
𝑃

1−𝑃
→ Logit (𝑃) = ln 

𝑃

1−𝑃
                              (8.2) 

Replacing the logit of P to be equal to mx + b leads to: 

logit (𝑃) = 𝑚𝑥 + 𝑏 → 𝑚𝑥 + 𝑏 = ln (
𝑃

1 − 𝑃
) 

(
𝑃

1−𝑃
) = 𝑒(𝑚𝑥+𝑏) → 𝑃 =

𝑒(𝑚𝑥+𝑏)

1+𝑒(𝑚𝑥+𝑏)
→ 𝑃(𝑥) =

1

1+𝑒−(𝑚𝑥+𝑏)
             (8.3)                    

Unlike a linear regression where RMSE and MSE are utilized as loss function, logistic 

regression employs a loss function referred to as maximum likelihood estimation (MLE) 

which is a technique for estimating the values of a model’s parameters (m and b) using 

observed data. These parameter values maximise the likelihood of finding the distribution 

that is more accurate to explain the observed data.  
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Figure 8.1: Logistic regression applied to a range of -30 to 30. 

  

8.1.2  Random Forest Classifier 

The Random Forest classifier is a support vector machine, tree-based classifier developed 

by Breiman [176]. Classification in random forests uses an ensemble methodology to gain 

the output. The Random Forest classifier utilises an extension to bagging techniques, where 

each classifier is created individually. This technique is based on various decision trees. Each 

decision tree contains decision nodes, root nodes, and leaf nodes, where the latter for each 

tree is the final output generated by that specific decision tree. To train different decision 

trees, training data is fed to the classifier. The features of a dataset will be selected randomly 

during the splitting of nodes. At each node, only selected features are examined in order to 

find the best split. A Random Forest classifier contains N trees, where N represents the 

number of trees to be grown and can be any value defined by the user. Finally, the majority-

voting system is employed to select the final output of the trained forest system. The error 

rate of the forest classification is decided by the number of random features selected per 

decision node in a specific tree. This error rates relies on the correlation between any two 

trees and the strength of classification of each individual tree. Reducing and increasing the 

selected number of random features will affect both the correlation and strength of each 

individual tree. Figure 8.2 clarifies a simple Random Forest classifier. 
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Figure 8.2: A simple Random Forest classifier[177]. 

8.1.3  Gradient Categorical Boosting Classifier (CatBoost) 

Gradient boosting is a robust machine learning technique which gives state-of-the-art results 

in various applications. For many years, it has remained the essential technique for learning 

problems such as noisy data, web search, recommendation systems, weather forecasting, and 

many others [178-180]. Most gradient boosting algorithms utilise decision trees as base 

predictors, which are convenient to apply for numerical features. However, numerous 

datasets contain categorical features, which are significant for prediction. A categorical 

feature has a discrete set of values that do not necessarily match each other, such as user IDs, 

the names of patients, and addresses. The CatBoost algorithm is a type of gradient boosting 

that handles categorical features. Another benefit of this algorithm is that it applies a new 

schema for the calculation of leaf values when determining the tree structure, which reduces 

overfitting when building models with a novel gradient boosting schema. Additionally, for 

many applications, CatBoost provides results with default parameters, which can help in 

reducing the time spent on parameter tuning. A straightforward and common approach to 

deal with categorical features is to convert them into numerical values during pre-processing. 

An alternative and widely used strategy for handling categorical features is one-hot 
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encoding, which is implemented in CatBoost. This method can be applied during the pre-

processing phase or during training. 

 Calculation model values for gradient estimation[181] 

 

  Input {(𝐗𝒌, 𝑌𝑘)}𝑘=1
𝑛 , the number of trees 𝐼, ordered according to 𝜎; 

Mi ← 0 for i = 1. . 𝑛; 

for iter ← 1 to I do 

  for i ← 1 to n do 

     for j ← 1 to i 1 do 𝑔𝑗 ←
𝑎

𝑑𝑎
Loss (𝑦𝑗, 𝑎)|

𝑎=𝑀𝑖(𝐗𝑗)
; 

𝑀 ← LearnOneTree ((𝐗𝑗, 𝑔𝑗) for 𝑗 = 1. 𝑖 − 1); 

𝑀𝑖 ← 𝑀𝑖 + 𝑀; 

return 𝑀1 … 𝑀𝑛; 𝑀1(𝐗1), 𝑀2(𝐗2)𝑀𝑛(𝐗𝑛) 

In most gradient boosting decision trees, generating the next trees requires two steps: 

selecting the tree structure and setting values in leaves after the tree structure is fixed. In 

order to select the best tree structure, the algorithm recounts through various splits, 

constructs trees with these splits, allocates values in the leaves obtained, scores the trees 

and chooses the best split. In both phases, leaf values are calculated using gradient 

approximations [182]. Suppose that 𝐹𝑖 is the model constructed after building the first i 

trees, and 𝑔𝑖(𝑋𝑘, 𝑌𝑘) is the gradient value for the 𝑘 − 𝑡ℎ training sample. It is thought to 

be highly preferable to utilise unbiased estimates of the gradient step[181].  Then, with 

each separate model 𝑀𝐾, the gradient is estimated on 𝑋𝐾 and used to score the resulting 

tree. The above pseudo-code [181] explains how to calculate model values for gradient 

estimation. In the case of CatBoost, its implementation provides the following idea: all 𝑀𝑖 

share the same tree structures, and random permutations are generated which are the same 

ones employed to calculate statistics for categorical features so as to improve the 

robustness of the algorithm, leading to reduced overfitting. 
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8.2  Proposed Method 

Pipeline of the proposed method illustrates in Figure 8.3, showing the entire procedure of 

classification and regression. The pipeline comprises of three stages of pre-processing stage, 

feature extraction stage using HOG, LBP, and GLCM, regression model training using the 

Random Forest regressor, HvO, and LvO classifiers models, and the model evaluation stage.  

 

8.2.1 Dataset 

The RVO dataset was collected from the Royal Victoria Infirmary (RVI), Newcastle upon 

Tyne. The dataset represents the EMR and was interrogated for cases that received anti-

VEGF intravitreal injections over 1 year along with non-invasive optical coherence 

tomography (OCT) images. 412 eligible eyes were identified (212 left eye, 194 CRVO, 205 

males, mean age 72.6, mean delay between diagnosis and treatment 111.78 days) with a 

mean VA(VA) at treatment initiation of 50.3 early treatment diabetic retinopathy study 

(ETDRS) letters. In addition to EMR, OCT scans of the enrolled eyes acquired at each visit 

were investigated. Each image has two parts: an en-face and cross-sectional image. An OCT 

scan set contains either 6 or 25 different cross-sectional images arranged radially or 

orthogonally and centred on the fovea. These two styles represent a transition in the OCT 

protocol which occurred during the time in which the patients presented to the RVI. Images 

with the numbers 3 and 15 in each scale were selected and cropped to obtain only the retina 

part. Operations of morphological transformation and changing images to gray scale were 

then applied. The dataset was divided into 330 patients for training and 82 for testing. 
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Figure 8.3: Pipeline of the proposed method, showing the entire procedure of classification 
and regression, including three stages of pre-processing, feature extraction and fusion, and 

regression model training using the Random Forest regressor, HvO, and LvO classifiers 
models, and the model evaluation stage. 

 

8.2.2  Feature Extraction and Fusion 

To extract the pattern information from the OCT scans, the three techniques of LBP, HOG 

and GLCM were utilised. These methods have been described in detail in previous chapters. 

In order to better describe the features of the image, a fusion of these methods was 

investigated. The uniform pattern LBPs were performed to calculate the histogram of each 

block where the 20 neighbours on a circle with a radius of 8 were considered. The histograms 

produced have a 22-dimensional feature vector. The total length of the HOG features is 

64×64×9=36,864 pixels. Five statistical features of the GLCM were applied (correlation, 

constant, homogeneity, energy, and dissimilarity) on the seven GLCM matrices acquired 

using different angles and distances, and this process resulted in 35 GLCM features. These 
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features were combined to enhancing the performance of feature extraction. Furthermore, 

six features of EMR (age, sex, BRVO or CRVO status, VA at the first visit, left or right eye, 

number of days of delay between diagnosis and treatment) were added to the previous 

features to generate a total of 36864+22+35+6=36927 features. 

8.2.3  Regression for anti-VEGF Demand after 12 Months 

It is worth mentioning that the primary aim of this dissertation is to predict the VA of RVO 

patients after 12 months of anti-VEGF treatment. Levels of improvement in VA will relate 

to anti-VEGF response. This, in turn, can help patients and ophthalmologists to decide 

between continuing or stopping the treatment. However, in this chapter, anti-VEGF injection 

after 12 months of therapy is the target to predict low and high anti-VEGF demand. The 

three extraction feature methods of GLCM, HOG and LBP were combined, and the results 

fed to the Random Forest regressor in order to predict the anti-VEGF injections after one 

year of treatment. This type of regressor was selected because it is more appropriate when 

trained on relatively small datasets and provides interpretability in the prediction 

process[90]. The Random Forest regressor used 1000 trees, with a maximum tree depth of 

100. To evaluate the effectiveness of the modelling technique in predicting the anti-VEGF 

injections after 12 months of treatment, the MAE was employed which reached 1.66, with 

an MSE of 2.08. 

 

8.2.4  Prediction of Low and High Anti-VEGF Demand 

This study investigated a number of machine learning techniques to predict low and high 

anti-VEGF demand utilising information from initial visits and after three months of therapy. 

Two binary classifiers were investigated to predict high and low anti-VEGF demand: high 

versus others (HvO) predicts the probability of an eye showing high demand; and low versus 

others (LvO) predicts the likelihood of an eye showing low demand. Treatment demand was 

grouped into three groups of low (0-5), moderate (6-9), and high (10+), same categories in 

this[90] . Three machine learning classifiers were implemented: logistic regression [183], 

the Random Forest classifier [184],  and the CatBoost classifier [182]. LvO and HvO 

classifiers were computed at the three months visit using EMR only and using EMR merged 

with the features obtained from OCT scans using the three feature extraction methods. For 

training and testing the classifiers, the open-source package Scikit-learn version 0.24.2 of 

Python 3.8.10 was used. 
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8.3 Evaluation and Experimental Results 

This section evaluates the system using the real clinical dataset to demonstrate its efficiency. 

The performance of the classifiers was measured using the area under the receiver operating 

characteristic curve (AUC). The motivation for using AUC is that classifier models provide 

a possibility of belonging to one class and not the estimated class itself of a sample. This is 

an effective measure of the diagnostic accuracy of a binary classifier system, describing how 

much the model is capable of distinguishing among classes. It gives a range of values 

between 0 to 1, where 0 reflects a perfectly inaccurate test, while 1 indicates a perfectly 

accurate test. Generally, an AUC = 0.5 represents a model with no class discrimination 

power. A value of AUC between 0.7 to 0.8 is considered to be acceptable, and higher AUC 

between 0.8 to 0.9 is excellent. Also, the reason why we do not depend on the accuracy 

metric is because the clinical use case requires more holistic assessments of sensitivity, 

specificity and other diagnostic accuracy statistics that are outside the scope of this work. In 

this study, predictions were made from the VA level at the initial visit as well as the visit 

after three months of treatment. The three machine learning classifiers utilised for both HvO 

and LvO were the Random Forest classifier, CatBoost classifier, and logistic regression, and 

in all cases, features extracted from the OCT scans and EMR were used. The following 

sections present the results of the experimental analysis conducted in two parts achieved by 

the hybrid feature combination and the usage of EMR. 

 

8.3.1  High Versus Others 

Tables 8.1-8.3 show the results of the application of the three classifiers for HvO with the 

initial visit and after three months of treatment using Random Forest, CatBoost, and Logistic 

regression. From Table 8.1, when using the Random Forest classifier, fusing GLCM, HOG, 

and EMR using 36905 features reached an AUC of 0.78 only in the initial visit. Similarly, 

Table 8.22 shows that the CatBoost classifier achieved the same result for AUC value (0.78) 

by adding VA after three months of treatment and using 36870 features combining HOG 

and EMR only. The same result obtained from logistic regression by fusing only GLCM and 

EMR in three months information described in table 8.3. Figures (8.4,8.5,8.6) show HvO 

classifiers using Random Forest, CatBoost, and Logistic regression with information from 

initial visit and visit after three months.  
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Feature extraction 
technique 

Number of features 
AUC (initial visit) 

6 features 
AUC (initial visit + three 

months) 7 features 

HOG only 36864 0.61 0.61 

LBP only 22 0.56 0.56 

GLCM only 35 0.57 0.57 

HOG+LBP 36886 0.63 0.63 

GLCM+HOG 36899 0.70 0.70 

GLCM+LBP 57 0.47 0.47 

GLCM+LBP+HOG 36921 0.63 0.62 

HOG +EMR 36870 0.69 0.67 

LBP+EMR 28 0.54 0.53 

GLCM+EMR 41 0.49 0.46 

LBP+HOG+ EMR 36892 0.70 0.72 

GLCM+HOG+EMR 36905 0.78 0.76 

GLCM+LBP+EMR 63 0.52 0.50 

GLCM+LBP+HOG+EMR 36927 0.64 0.69 

Table 8.1 : HvO using Random Forest with initial visit and after three months of treatment. 

Feature extraction 
technique 

Number of features AUC (initial visit) 
6 features 

AUC (initial visit + three 
months) 7 features 

HOG only 36864 0.38 0.38 

LBP only 22 0.25 0.24 

GLCM only 35 0.38 0.38 

HOG+LBP 36886 0.72 0.72 

GLCM+HOG 36899 0.65 0.66 

GLCM+LBP 57 0.69 0.69 

GLCM+LBP+HOG 36921 0.56 0.56 

HOG +EMR 36870 0.55 0.78 

LBP+EMR 28 0.66 0.66 

GLCM+EMR 41 0.53 0.58 

LBP+HOG+ EMR 36892 0.65 0.68 

GLCM+HOG+EMR 36905 0.57 0.64 

GLCM+LBP+EMR 63 0.61 0.66 

GLCM+LBP+HOG+EMR 36927 0.50 0.63 

Table 8.2: HvO using CatBoost with initial visit and after three months of treatment. 
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Table 8.3 : HvO using logistic regression with the initial visit and after three months of 
treatment. 

 

 

Figure 8.4 :HvO classifier using Random Forest with information from initial visit and visit 
after three months.  

 
Feature extraction 

technique 
Number of 

features 
AUC (initial visit) 

6 features 
AUC (initial visit + three 

months) 7 features 

HOG only 36864 0.60 0.60 

LBP only 22 0.35 0.35 

GLCM only 35 0.61 0.61 

HOG+LBP 36886 0.60 0.60 

GLCM+HOG 36899 0.63 0.62 

GLCM+LBP 57 0.61 0.61 

GLCM+LBP+HOG 36921 0.62 0.62 

HOG +EMR 36870 0.61 0.66 

LBP+EMR 28 0.70 0.74 

GLCM+EMR 41 0.72 0.78 

LBP+HOG+ EMR 36892 0.62 0.66 

GLCM+HOG+EMR 36905 0.61 0.62 

GLCM+LBP+EMR 63 0.72 0.77 

GLCM+LBP+HOG+EMR 36927 0.60 0.60 
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Figure 8.5 :HvO classifier using CatBoost classifier with information from initial visit and visit 

after three months. 

 

Figure 8.6 :HvO classifier using logistic regression classifier with information from initial visit 
and visit after three months. 
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8.3.2  Low Versus Others 

Tables 8.4 - 8.6 illustrate the results using the three classifiers for LvO. Table 8.4 shows that 

using hybrid features and EMR based on VA at baseline, the Random Forest classifier 

provides an AUC = 0.64 using only GLCM features (35), whereas logistic regression 

reached an AUC of 0.60 using LBP+EMR and the CatBoost classifier reached an AUC of 

0.59 using GLCM+LBP+EMR. There is no change in the AUC (0.64) using the Random 

Forest classifier even when adding VA information after the three months’ VEGF injection. 

However, a slight improvement is observed using the CatBoost classifier with an AUC of 

0.62 using GLCM+EMR features. In the case of logistic regression, there is no effect of 

adding the extra VA information after three months, as the best result reached was AUC = 

0.59 when combining GLCM and HOG features. 

This study shows that predicting individual demand for anti-VEGF treatment is possible. 

High demand for treatment was determined with reasonable accuracy already at baseline 

before the start of treatment with an AUC=0.78 using the Random Forest classifier. Also, 

using random forest, low demand can be identified at the initial visit with an AUC=0.64. For 

both HvO and LvO classifiers, Random Forest demonstrated higher AUC for prediction 

using baseline information. Figures (8.7,8.8, and 8.9) show LvO classifiers using Random 

Forest, CatBoost, and logistic regression with information from initial visit and visit after three 

months. 
 

Feature extraction 
technique 

Number of features AUC (initial visit) 6 
features 

AUC (initial visit + three 
months) 7 features 

HOG only 36864 0.53 0.53 

LBP only 22 0.57 0.57 

GLCM only 35 0.64 0.64 

HOG+LBP 36886 0.50 0.50 

GLCM+HOG 36899 0.57 0.57 

GLCM+LBP 57 0.62 0.62 

GLCM+LBP+HOG 36921 0.57 0.57 

HOG +EMR 36870 0.51 0.49 

LBP+EMR 28 0.60 0.60 

GLCM+EMR 41 0.58 0.60 

LBP+HOG+ EMR 36892 0.60 0.55 

GLCM+HOG+EMR 36905 0.55 0.51 

GLCM+LBP+EMR 63 0.51 0.53 

GLCM+LBP+HOG+EMR 36927 0.52 0.54 

Table 8.4 : LvO using Random Forest with initial visit and after three months of treatment. 
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Feature extraction 
technique 

Number of features 
AUC (initial visit) 6 

features 
AUC (initial visit + three 

months) 7 features 

HOG only 36864 0.47 0.47 

LBP only 22 0.54 0.54 

GLCM only 35 0.51 0.50 

HOG+LBP 36886 0.47 0.43 

GLCM+HOG 36899 0.43 0.43 

GLCM+LBP 57 0.49 0.49 

GLCM+LBP+HOG 36921 0.59 0.59 

HOG +EMR 36870 0.53 0.53 

LBP+EMR 28 0.46 0.57 

GLCM+EMR 41 0.54 0.62 

LBP+HOG+ EMR 36892 0.56 0.44 

GLCM+HOG+EMR 36905 0.46 0.45 

GLCM+LBP+EMR 63 0.59 0.52 

GLCM+LBP+HOG+EMR 36927 0.50 0.50 
 

Table 8.5 : LvO using CatBoost with initial visit and after three months of treatment. 

Feature extraction 
technique 

Number of features AUC (initial visit) 6 
features 

AUC (initial visit + three 
months) 7 features 

HOG only 36864 0.39 0.39 

LBP only 22 0.41 0.41 

GLCM only 35 0.56 0.56 

HOG+LBP 36886 0.40 0.40 

GLCM+HOG 36899 0.59 0.59 

GLCM+LBP 57 0.54 0.54 

GLCM+LBP+HOG 36921 0.46 0.46 

HOG +EMR 36870 0.43 0.41 

LBP+EMR 28 0.60 0.51 

GLCM+EMR 41 0.53 0.50 

LBP+HOG+ EMR 36892 0.41 0.39 

GLCM+HOG+EMR 36905 0.53 0.52 

GLCM+LBP+EMR 63 0.53 0.49 

GLCM+LBP+HOG+EMR 36927 0.52 0.49 
 

Table 8.6: LvO using logistic regression with the initial visit and after three months of 
treatment. 
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Figure 8.7: LvO classifier using Random Forest with information from initial visit and visit 

after three months. 

 

Figure 8.8 :LvO classifier using CatBoost with information from initial visit and visit after 

three months. 



123 
 

 

Figure 8.9: LvO classifier using logistic regression with information from initial visit and visit 

after three months. 

 

8.4 Summary  

In this chapter, RVO EMR and OCT imaging data from the RVI in Newcastle upon Tyne 

were analysed and their features extracted using various techniques. The system firstly used 

the Random Forest regressor in order to predict anti-VEGF demand after 12 months of 

treatment. Then, LvO and HvO classifiers at the baseline visit as well as the visit after three 

months were predicted using the three machine learning techniques of the Random Forest 

classifier, CatBoost classifier, and logistic regression. It is proven that the Random Forest 

classifier outperformed other techniques in both LvO and HvO classifiers with only baseline 

visit information, and it is demonstrated to work well in solving both classification and 

regression problems. 
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Chapter 9 CONCLUSION AND FUTURE WORK 
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9.1 Conclusion 

RVO is the most common retinal vascular occlusive disorder and carries a significant burden 

of vision loss. It represents the second leading cause of retinal vascular blindness after 

diabetic retinopathy. Although the current treatment for this disease is based on intravitreal 

injection of anti-VEGF agents, patients show variable responses to the treatment. 

Knowledge at treatment initiation of whether RVO patients will respond well or poorly 

would help to plan and support patients’ expectations. It would also enable more efficient 

and precise treatment solutions. The aim of this work was to examine machine and deep 

learning techniques to predict VA after one year of anti-VEGF treatment for RVO patients. 

The prediction’s result could help RVO patients and their clinicians to determine the 

injection response and in turn to better inform decision making.  Linear regression, several 

machine learning methods, and CNN were investigated, and novel methods were proposed 

to address this problem.  

A new method using Linear regression and Random Forest regression is performed to predict 

1-year VA from baseline data. Only EMR data were utilized in this work. Linear regression 

produced a model accounting for 57% of the accuracy seen in 1-year visual acuity. Using 

the same data, Random Forest regression surpassed this with the model accounting for 62% 

of accuracy. 

Another new method is developed to predict VA 12 months after treatment initiation using 

several machine linear regression and machine learning techniques: Random Forest 

Regression, Ridge Regression, Multi-layer Perceptron (MLP) regression neural network, 

Partial Least Squares regression (PLS), and Lasso Regression. OCT images were collected 

at baseline and identified for analysis using feature extraction methods which are HOG and 

LBP and combined with the EMR dataset.  Without access to vectorised imaging data, linear 

regression produced a model accounting for 57% of the accuracy seen in visual acuity 1 year 

after treatment initiation.  With addition of OCT data this rose to 69%.  Machine learning 

techniques including Ridge Regression, MLP, PLS Regression, Lasso Regression, and 

Random Forest Regression accounted for 71%, 72%, 70%, 71%, 75% of accuracy 

respectively. Random Forest Regressor outperformed the linear regression model and other 

techniques to provide the highest score where R2= 75%.    
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A new method is addressed, a CNN technique to predict VA after 12 months of treatment. 

OCT images are pre-processed. A hybrid method using HOG, LBP, and GLCM is examined. 

These features are combined to improve the prognostic performance. The hybrid feature 

provides a good representation of OCT images to complement EMR data and is input to our 

CNN regressor which forecasts VA after one year of treatment. The performance of the 

system was evaluated by comparison with 11 different specialist ophthalmology registrars, 

and 1 specialist retina consultant. All the results proven confirm the efficiency of the 

proposed method.   

Another experiment using machine learning methods is investigated for predicting high and 

low anti-VEGF treatment demand for RVO patients. GLCM, HOG, and LBP methods are 

utilized to extract useful features and merged with EMRs to be used as the input for training 

and testing the model for predicting anti-VEGF demand using Random Forest Regressor. 

Also, two binary classifications are trained to predict the probability of an eye showing High 

demand and Low demand Vs others using Logistic Regression, Random Forest Classifier, 

and CatBoost Classifier. In both Low vs others and High vs others classifiers using only 

baseline visit information, Random Forest Classifier outperformed other techniques. It is 

demonstrated to work well in solving both classification and regression problems.  

This thesis showed that it is possible to predict one year of anti-VEGF treatment for 

individual with RVO. With basic demographic data and imaging data, machine learning 

techniques and a CNN model demonstrated an ability to predict visual prognosis for 

patients with RVO superior to clinicians. Such work could help clinicians personalise 

patient information and commissioners to analyse the cost-utility of treatment in more 

detail. To advance the model towards clinical implementation, the subsequent phase 

would entail external validation, which necessitates evaluating the model's performance 

on a comparable dataset from another clinical site. If the external validation yields 

favourable outcomes, a prospective clinical study could be conducted, where patients or 

different eye units would be randomized to receive consultations either assisted by the 

model or not. Subsequently, the outcomes between the two groups could be compared to 

determine differences in patient experience/satisfaction, cost, resultant visual outcomes, 

or adverse events/safety. These data could then substantiate the regulatory approval of 
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the model, enabling its clinical use. However, currently, the results indicate a promising 

achievement. 

 

9.2 Future Work 

Although the thesis presents novel methods for predicting VA after a year of anti-VEGF 

treatment for RVO patients, there are further opportunities. For example, the methods 

proposed in this work could be repeated with large numbers of OCT images or with more 

diverse clinical datasets such as OCT angiography and Fluorescein angiography (FA)images 

in the training and validation stages to ensure the reliability of a prognosis system. 

Furthermore, the model could be validated by large number of ophthalmologists in than who 

engaged during the research (11 ophthalmologists). Additionally, the model could be 

validated on an external dataset to assess the viability of applying this model across multiple 

clinical centres. Distinguishing between Hemiretinal Vein Occlusion (HRVO) and BRVO 

could deliver greater prognostic value from EMR data. This type occurs at the optic disc 

involving the inferior or superior hemifield. It is considered a mild form of CRVO with a 

similar natural history and the exact underlying aetiology but was categorised as BRVO 

within the dataset available here. Beyond improving and validating the model it would also 

be valuable to understand how a clinical intervention containing the tool could be designed 

for clinical deployment. This could involve human-computer-interaction methods and 

qualitative research methods to explore the perspectives of stakeholders who would 

influence the implementation of this tool. 
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