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Abstract

Boolean networks are an important qualitative modelling approach that are widely
used in biological modelling. In particular, attractor analysis (i.e. finding key cyclic
behaviour) has been a crucial tool for analysing biological systems. The practical
application of Boolean networks is limited by the state space explosion problem. To
address this, researchers have considered applying compositional analysis techniques
to Boolean networks. Recently, a new compositional framework for constructing and
analysing Boolean networks was developed at Newcastle University. This framework
provides a foundation for both engineering Boolean networks and decomposing them
to aid analysis. While the initial results for this framework are interesting, its practical
application currently has some important limitations: the definition of a composition
is too restrictive, and it lacks support for compositional attractor analysis.

In this thesis, we set out to address these practical limitations of the existing
compositional framework for Boolean networks. We significantly strengthened and
extended this compositional framework by developing a new general structure for
compositions and by providing new results and techniques to compositionally identify
the attractors of a Boolean network. Our attractor analysis approach is based on
using strongly connected components to identify potential cyclic behaviour, taking into
account the interference arising from a composition, and then merging these cyclic
behaviour using an important new property called interference alignment. We began
by identifying attractors in a composition involving a set of two BNs and a set of three
BNs. However, it became clear that extending the results to multiple Boolean networks
with multiple entities to be merged was constrained by the complexity of the existing
compositional framework. Therefore, a new generalised version of a composition was
developed and the compositional attractor analysis techniques were then extended to
this new compositional approach.

To support the practical applications of our techniques of compositionally identifying
the attractors, a prototype support tool was developed. This involved developing
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a new algorithmic approach based on the underlying theoretical results we have
developed. During the development of the tool, two small case studies were undertaken
to gain insight into its practical application. The final tool was implemented, and its
performance was evaluated by using a series of compositional tests. Moreover, the
tool’s performance was compared to the performance of three mature tools from the
literature, and the results were very promising.
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Chapter 1

Introduction

1.1 Context

Qualitative modelling techniques [8, 9] have increasingly represented a key tool in
modelling and analysing biological systems since they avoid the need for problematic
quantitative data concerning reaction rates. Such techniques afford useful approaches
to enabling development methods and tools for analysing and synthesising large
biological systems such as gene regulatory networks (GRNs) [10, 9], signal transduction
networks (STNs) [11, 12] and metabolic pathways (MPs) [13, 14]. A wide range of these
approaches, including Boolean networks (BNs) [15, 16], multi-valued networks (MVNs)
[17–19] and Petri nets (PNs) [20–22], have been successfully used to gain important
insights into biological systems.

BNs are a qualitative modelling approach that has been widely used to model and
analyse biological systems (e.g. [23–27, 2]). The modelled systems can be analysed by
identifying their attractors (i.e. key cyclic behaviour) and this can provide important
biological insights [28, 7]. BNs were first introduced by Kauffman (1969) to study the
dynamical properties of GRNs [15, 16], then by Thomas (1973), who described the
complex dynamics of GRNs by developing an asynchronous logical approach [29, 24].
In recent years, they have been successfully used to model and analyse GRNs in the
context of expression pattern prediction [23], cellular states (e.g. proliferation, apoptosis
and differentiation ) [28] and evolution [30]. A wide range of biological regulatory
networks have been modelled and analysed by BNs, such as the mammalian cell cycle
[25], the expression of Drosophila segment polarity genes [23], the yeast cell cycle [31]
and the differentiation of T-helper cells [32].



2 Introduction

In structure, a BN is a qualitative formalism consisting of a set of entities (e.g.
genes, proteins and mRNAs) whose states are either 0 (i.e. inactive) or 1 (i.e. active),
and whose regulatory interactions among the entities are based on specified next-
state Boolean functions. Transitions between states are normally either asynchronous,
meaning that each entity updates its state separately or synchronous, meaning that
all entities update their states simultaneously. A range of other update semantics,
such as sequential and block-sequential asynchronous, have also been considered in the
literature [33]. In this research, we focus on synchronous BNs, which are considered to
be important and helpful in studying the dynamics of modelled biological systems, as
they are simple to interpret [34] and are appealing for automated analysis, because
there is a deterministic pathway through the state space. Furthermore, synchronous
BNs have been well studied in the literature to date [15, 10, 35–37].

In a synchronous BN, any sequence of consecutive state transitions of a BN even-
tually converges to cycles called attractors. They represent an important dynamical
property of modelled systems, which can subsequently be linked to biological phenom-
ena. Attractors are widely considered in analysing biological systems (see for example
[38–41]). They correspond to different cellular phenotypes, including proliferation
(cell cycle), apoptosis (programmed cell death) and differentiation (execution of tissue-
specific tasks) [42, 43, 28]. For example, in [44], attractors of the Arabidopsis thaliana
flower organ specification GRN correspond to the wild-type gene expression patterns
of inflorescence, sepal, petal, stamen and carpel primordial cells during the different
stages of flower development.

Modelling and analysing large-scale regulatory systems using BNs is a key challenge
due to the state space explosion problem [45]. For n entities in a BN, the state space
has 2n states. This exponential growth in states severely restricts size of the models
from being practical to analyse. This has motivated many researchers to investigate
new techniques and tools to address the state space explosion problem and practical
analysis (e.g. [46, 47, 36, 48]).

1.2 Motivation

Developing new approaches to overcome the exponential growth of the state space
problem is crucial to enabling the practical application of BNs for modelling and
analysing complex systems [28, 7]. To address this limitation researchers have considered
applying compositional and decompositional techniques to BNs (for example, see
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[47, 36, 49–51]). The compositional approaches allow complex models to be constructed
from smaller ones, such that their properties can be analysed without considering
the entire model. This approach also allows the inference of the composed model’s
behaviour from the underlying BNs in order to address the limitations imposed by the
state space explosion problem. It provides a potential way to decompose models by
breaking a model into sub-models, and referring to its properties in light of distinct
components which can accommodate the complexity of analysing and gaining insights
into complex systems’ dynamics.

An interesting new compositional framework for BNs was proposed by Alkhudhayr
and Steggles [48, 49, 4]. The basic idea of that framework is composing synchronous
BNs by merging entities using logical connectives (e.g. conjunction and disjunction).
The compositional techniques in this framework allow the construction of BNs to aid
in engineering large models, and from an analytical point of view, so far, the focus
has been on behaviour preservation [49, 48, 4]. However, more work is required to
facilitate its practical application. This thesis considers using this developed framework
practically to engineer and analyse biological systems. We identified two limitations
that need to be addressed in this framework. First, it does not support BN attractor
analysis, which is a crucial point of interest in analysing biological systems [28, 7].
Second, the form of compositions is currently restricted to a sequential structure of a
composition. Therefore, we focus on extending the existing framework by developing
new techniques and tools to identify BN attractors compositionally, and generalising
the concept of a composition to facilitate the engineering and analysing biological
systems.

1.3 Aim

The aim of this PhD research is to:

Develop practical compositional techniques and tools to support engineering and analysing
BNs by extending an existing compositional framework [48, 49, 4].

This project focuses on extending an existing compositional framework [48, 49, 4].
During this work, it became clear that there were two main limitations which needed
to be addressed for this framework:
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• Lack of techniques and tools for compositional attractors analysis.
The existing framework provides analysis techniques based on behaviour preser-
vation and does not provide facilities for compositionally identifying attractors.

• Restricted compositional structure.
The current one is based on two BNs or a sequence of BNs being composed
together and that places some restrictions and limits the practical application.

1.4 Overview of Objectives

Based on the aim and the ideas introduced in Section 1.3, the following objectives were
identified:

1. Research

1.1. To study BNs and produce a comprehensive introduction to BNs.

1.2. To research the existing compositional framework with focus on its practical
limitations.

1.3. To research existing work on attractors identification and analysis.

2. Theory

2.1. To develop new definitions and results for compositional attractor analysis based
on the existing compositional framework (where a composition is restricted to
two BNs).

2.2. To generalise the existing compositional framework to support arbitrary com-
positions involving multiple BNs and entities.

2.3. To extend the definitions and results of attractor analysis in Objective 2.1 to
apply them to the generalised composition structure.

3. Tools

3.1. To develop techniques and algorithms for implementing the results of Objective
2.1 and Objective 2.3.

3.2. To develop a prototype support tool for applying the techniques and algorithms
of Objective 3.1.

3.3. To evaluate the practical performance of the developed techniques and tools.
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1.5 Contributions

The following are the key contributions of this PhD project:

1. Develop a novel compositional approach for attractor analysis
A significant contribution of this PhD thesis is the development of a new theoretical
basis for compositionally identifying attractors in an arbitrary composition involv-
ing multiple BNs. This new approach is an important extension to the existing
framework, and significantly different to other approaches that exist in the literature
(see the discussion of related work in Section 2.5.3). The basic idea of this approach
is based on analysing the interference state graph [49], a state graph that extends a
BN’s normal behaviour with additional dynamics that can occur due to interference
from a composition. We identify the strongly connected components (SCCs) [52]
associated with the interference state graphs for the underlying BNs, and then
selectively merge their cyclic behaviour using an important new property called
interference alignment.

The initial work focused on a set of two BNs and a set of three BNs involved in a
composition, and developed theoretical definitions and results to identify attractors
of a composed model. We formally show that our approach is correct by proving that
it is sound (all attractors found are present in the composed model) and complete
(every attractor in the composed model is found using the approach).

The initial work on attractor analysis was extended to consider an arbitrary com-
position consisting of multiple BNs merged on multiple entities. This has resulted
in a new approach to defining a composition (see Contribution 2 ), and involved
extending the results.

2. Generalise the compositional definition to allow arbitrary compositions
Another significant contribution is the generalisation of the definition of a composi-
tion to allow arbitrary compositions based on an underlying graph structure. In
association with that, we set new definitions and notations to support the generalised
composition. This is very important in taking the step from identifying attractors
in a composition consisting of two BNs to an arbitrary structure of a composi-
tion consisting of multiple BNs. In addition, this work facilitates the practical
application of the existing framework to real biological systems. Importantly, the
generalised definition simplifies the presentation of key definitions and results for
the compositional framework.
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3. Develop a prototype support tool for attractor analysis
We develop algorithms for the new theoretical basis for attractor analysis (see
Contribution 1 ). Initially, an algorithm was developed for an attractor identification
in the composed model involving two BNs. Then, based on this algorithm we
develop a new algorithm to support the identification of attractors in a composed
model of multiple BNs based on the extended theoretical results. Our algorithmic
approach uses a new notion of aligned state tuples, that is, a collection of states
for the underlying BNs’ SCCs, which are consistent with each other. We make a
transitional step to a new aligned state tuple based on the new definition of an
interference aligned next state tuple. We then prove that there is, at most, one
interference aligned next state tuple for each aligned state tuple. We consider how
to efficiently generate aligned state tuples, and maximise efficiency by ordering
underlying BNs heuristically based on a new formula called impact factor. We
attempt to generate a sequence of interference aligned next state tuples until a
repeated aligned state tuple is reached, indicating that the set of interference aligned
cyclic paths required to form attractors has been found. We also consider how
to efficiently compute the interference aligned next state tuple to ensure that the
algorithm developed is practical. We analyse the complexity of the key parts of the
algorithm.

We place a strong emphasis on ensuring that we have a support tool to automate our
developed approach and assist our investigations and results. We use the developed
algorithms for identifying attractors to implement a prototype support tool in
Python. This tool takes BNs’ state graphs in a DOT format [53] with details of
composed entities and return composed model attractors. The tool development
involved several iterations to improve its efficiency. Two case studies are considered
to apply the techniques and tools developed. The first case study is based on a BN
model of a regulatory network responsible for cell differentiation in the bacteria
Caulobacter crescentus [5, 6]. The second case study is based on a BN model [7]
for the signalling network underpinning T cell large granular lymphocyte (T-LGL)
leukemia [54]. Although these models are small, they provide important initial
insights into how we could apply our techniques to biological examples.

4. Evaluate tools and techniques developed
We evaluate the developed tool using a series of performance tests by undertaking
three experiments based on scalable test models. We utilise a set of nine submodels
and using them to create a series of compositional tests. The first experiment looks
at the general performance of the tool while the second one considers how the
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performance is impacted by using models with more complex behaviour designed to
stress the tool. In the third experiment, we attempt to increase the size of attractors
between sizes five and 14 to observe how our tool performs. The results show that
our tool performed better in the first experiment than in the second one. The third
one suggests that the size of the attractors does not affect the performance of the
tool. We compare the results of the first experiment to results obtained with three
existing attractor identification tools BoolNet [55], BNS [35] and BoolSim [56]. The
initial performance results were poor, and the tool underwent several improvements,
as a result of the testing results. The final performance results show that our tool
performs well in comparison with other tools, but the tests 16–20 indicate that
further efficiency improvements must be considered in the future.

1.6 Awards, Presentations and Publications

During the research journey, the initial results of this project, along with some chapters
of this thesis, have been presented in the following ways:

• The PhD Poster Presentation day for the School of Computing at Newcastle
University, being awarded the prize for the best poster.

• Research work was presented at BCTCS & AlgoUK 2019 (35th British Colloquium
for Theoretical Computer Science 2019 conference).

• A paper based on the work presented in Chapter 3 has been accepted to the
international conference workshop BIBM 2021 Workshop, IWBNA (Interna-
tional Workshop on Biological Network Analysis and Integrative Graph-Based
Approaches)1.

• A journal paper based on the work presented in Chapter 4 and Chapter 5 is in
preparation to be submitted to the journal Biosystems2.

1.7 Thesis Structure

This thesis consists of six chapters which are organised as follows.

1https://ieeebibm.org/BIBM2021/
2https://www.sciencedirect.com/journal/biosystems
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Chapter 2 Background
This chapter provides an overview of the qualitative modelling approaches. In par-
ticular, it focuses on the basic definitions for BNs, and summarises various existing
tools which provide support for BNs. Following that, it explores their application
in biology. Then, we discuss the importance of attractor analysis in biology, and its
algorithms and techniques. Moreover, it introduces the key definitions and results of
the computational framework developed at Newcastle University. Finally, we discuss
related work, considering compositional and decompositional techniques for identifying
attractors and for BNs.

Chapter 3 Identifying Attractors for Basic Compositions
The third chapter presents a new approach for identifying attractors in a composed
model involving two BNs and the proofs of its soundness and completeness. Next, it
formulates the algorithm and develops support tool for compositionally identifying
attractors. Then, it illustrates the practical application of the developed tool support
with a case study. Finally, it provides an overview of extending the approach into
compositions of three BNs and a sequence of pairwise BNs based on the existing
framework.

Chapter 4 Identifying Attractors for Generalised Compositions
This chapter introduces the general definition of a composition involving multiple BNs
based on a graph structure. It presents the extended theoretical approach developed for
compositionally identifying attractors based on the general definition of a composition,
and this theoretical approach is illustrated by a composition example. We then prove
the correctness of the approach by showing its soundness and completeness.

Chapter 5 Practical Application: Tool Support and Experimental Studies
Here we formulate an algorithm based on the theoretical results to compositionally
identify attractors in an arbitrary structure of a composition. In addition, this chapter
presents the algorithm for generating aligned state tuples and the idea of computing
interference aligned next state tuples. Then, we discuss the implementation of the
prototype tool support and its efficiency challenges. Furthermore, we illustrate the
conducted experimental study, including its test models, experiments results and eval-
uation, and performance comparison to three existing tools. Finally, we illustrate the
practical application of the developed tools and techniques using a biological case study.
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Chapter 6 Concluding Remarks
The conclusion of this thesis provides a brief summary of the key results. We discuss
what has been achieved, and some of the challenges we faced during this work. We
review a number of interesting areas of future research that can be explored to take
this work forward.





Chapter 2

Background

This chapter provides an overview of the background details required for this thesis.
We start with an overview of the existing qualitative modelling approaches. Next, we
introduce the background on BNs, which is the key formalism we use throughout this
thesis. This section starts by introducing the BN’s basic definitions. Subsequently, we
summarise the existing tool support for BNs. It follows by presenting their applications
in biology, in particular,the modelling of Gene Regulatory Networks (GRNs). Then, we
establish the importance of attractor analysis in biology and explore their identification
techniques. Following that, we introduce the background on the existing compositional
framework, which we are going to use throughout this thesis. Finally, we review
various works that are related to our work including compositional and decompositional
techniques and attractor identification.

2.1 Qualitative Modelling Approaches

Modelling biological systems as networks provides valuable insights into the dynamical
and structural properties of the modelled systems. One model used is quantitative
modelling, such as the differential equations model [57], enabling the modelling of
systems’ execution precisely, but requiring a number of parameters that are not always
available for many biological systems. The other approach involves qualitative modelling
approaches that operate on a high-level abstraction of the system’s dynamics. This
relies on the interactions between systems’ components, and represents them in graphs.
Furthermore, the approach allows the prediction of important properties, even when
some quantitative data of modelled systems are unknown [58]. Besides, it can cope with
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the complex network, and simplifies the biological reality. However, it cannot be used
to predict and explain the results of biological experiments that produce quantitative
data. For a comprehensive study of qualitative and quantitative modelling approaches,
see [59].

Qualitative modelling approaches have a wide range of techniques proposed in
the literature to address the complexity of biological systems [60], such as Boolean
networks (BNs) [15, 16, 29], Multi-valued Networks (MVNs) [61, 62], Petri nets (PNs)
[20, 63, 64] and Process Algebra (PA) [65].

2.1.1 Boolean Networks (BNs)

BNs [15, 16, 29] represent a qualitative modelling approach that is widely used to
model the interactions of biological systems. They were first introduced by Kauffman
[15, 16] as a formalism for modelling natural complex systems. His work influenced
Thomas [29, 66] to develop a sequential logical approach, based on Boolean formalising,
for describing asynchronous logic of gene regulatory networks (GRNs). The dynamic
interaction between entities is captured using next-state Boolean functions and these
are applied either synchronously [16] (all entities update their state simultaneously) or
asynchronously [67] (entities update their state independently).

BNs are based on using Boolean states (0 and 1) to model regulatory entities.
They have been shown to be an important tool for modelling and analysing biological
regulatory networks [31, 11, 68], and, in particular, attractor analysis (i.e. identifying
key cyclic behaviour) can provide important insights [28]. In practice, the application
of BN techniques is limited by the state space explosion problem, where the exponential
growth of the state space severely limits the size of the model. This limitation has
led to the development of compositional techniques to support BNs (for example, see
[47, 36, 49]). An overview of the BN extension formalism can be be found in [69, 70].
GINsim [71, 3], BNS [35] and BoolNet [55] are examples of tools for analysing BNs in
systems biology.

2.1.2 Multi-Valued Networks (MVNs)

MVNs [61, 62] are an extension of BNs, allowing the entity’s state to be with in range
of discrete values instead of just 0 or 1. Thus, they allow models different levels of
abstraction in biological systems to represent gene expression and protein activity
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levels. Furthermore, they capture a large number of interactions between biological
components rather than merely activation and inhibition. For example, the active
components can take several values corresponding to different levels of gene expression
and protein activity, such as high, medium and low.

MVNs have been successfully applied to model biological systems, [70, 72, 19] and
have been well studied in circuit design [61, 73]. However, they suffer from the state
space explosion problem. Thus, in [74], an abstraction theory was developed to reduce
the state space of the original model. Other studies abstract MVN models by reducing
the number of regulatory entities (see for example [75, 76]). The above abstraction
models preserve the underlying dynamics of the systems. GINsim [71, 3] is an example
of tool support that provides an impressive array of techniques for modelling and
analysing asynchronous MVN models.

2.1.3 Petri Nets (PNs)

PNs were introduced by Carl Adam Petri in 1962 [77]. The theory of PNs [20, 64]
combines formal mathematical semantics and graphical representation for the modelling,
design, analysis and verification of concurrent distributed systems. A PN is a bipartite
graph consisting of places which contain tokens to indicate the presence of a resource,
and transitions, which represent actions. The distribution of tokens represents the
state of the PN, called a marking. The state space of a PN is, therefore, the set of all
possible markings. Tokens can then be moved around the net by firing transitions.
Thus, the behaviour of a system is simulated by using tokens.

PN representation of a system allows the analysing of its properties. Their be-
havioural properties [20], such as reachability, boundedness and liveness, are of interest
when formally analysing PN models of biological systems. One of the PN structural
properties based on the incidence matrix, aims to determine the invariants of the
net [78, 79]. Furthermore, they are able to model a system both qualitatively and
quantitatively [22]. As a consequence, they have been successfully applied in several
domains, such as biological systems [80, 81], hardware design [82], cyber attacks [83, 84],
and communication networks [85]. PNs have extensions formalism including Coloured
Petri nets (CPNs) [86], Stochastic Petri nets (SPNs) [87] and Time Petri nets (TPNs)
[88] which have been used to model metabolic pathways. Pathway Logic Assistant [89],
Snoopy [90] and GreatSPN [91, 92] are examples of important tools for PNs used in
biology.
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2.1.4 Process Algebras (PAs)

PAs are formal modelling languages for concurrent computation, and have been widely
used in the modelling and analysis of biological systems [93–96]. They provide tools
for describing the communication and synchronisation between a collection of agents or
processes which execute atomic actions. There is a wide variety of well-known process
algebras, such as CCS [97], CSP [98], PCCS [99], π-calculus [100] and Beta-binders
[101]. The classical ones are CCS and CSP, which are used for qualitative analysis
rather than quantitative. These PAs have many extensions to capture more information
about the system, such as probabilistic process algebras (e.g. PCCS) and stochastic
process algebras (e.g. PEPA [102]).

In biological systems, PAs can analyse and describe a biological system, and reason
about the interactions of the components. In particular, genes and proteins can be
abstracted as processes, and their interactions can be modelled as actions. They have
useful features that allow them to study biological systems. One such feature is that they
allow the formal specification of a system. Furthermore, they support compositionality
(i.e. defining the whole system from the properties of its subcomponents). In addition,
they offer different levels of abstractions for a system. Their effective techniques can
be used for simulation and reasoning about the possible behaviour. CADP [103] and
CWB (Concurrency Workbench) [104] are examples of tools for process algebra.

The remaining part of the chapter will provide an in-depth discussion of BNs, which
represent the focus of this research.

2.2 Boolean Network

Despite the conceptual simplicity of BNs, they have received much attention over the
last few decades in Bioinformatics [105, 14, 8, 10, 25], circuit theory and computer
science [106, 107], physics [108–110], geosciences [111, 112], social sciences [113–115]
and robotics [116, 117]. In this section, we introduce the basic definitions for BNs
required in the sequel, supported by illustrative examples. We then summarise a
selection of existing tool support related to the Boolean dynamic of regulatory systems.
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2.2.1 Basic Definitions

Boolean networks (BNs) [15, 16] represent a qualitative model that consists of a set
of regulatory entities which have a Boolean value, where 1 indicates that an entity is
active (e.g. a gene is expressed or a protein is present), and 0 indicates that an entity
is inactive (e.g. a gene is not expressed or a protein is absent). The state of each entity
is regulated by its neighbourhood entities (i.e. those entities which directly affect it).
The behaviour of each entity is determined by applying a next-state Boolean function
to the current state of its own neighbourhood (where an entity may or may not be a
member of its neighbourhood).

A BN is a directed graph BN = (G,N, F ), where G = {g1, g2, ..., gn} is a set of
entities; N = {N(g1), N(g2), ..., N(gn)} is a finite set of neighbourhoods, where N(gi)
contains the entities that regulate the behaviour of gi; and F = {F (g1), F (g2), ..., F (gn)}
represents the next-state functions for each entity, where F (g1) : B|N(g1)| → B, B =
{0, 1}.

We define a BN more formally as follows ([118, 18]).

Definition 1. A Boolean Network BN is a tuple BN = (G,N, F ) where:
i) G = {g1, ..., gn} is a non-empty, finite set of entities;
ii) N = (N(g1), ..., N(gn)) is a tuple of neighbourhoods, such that N(gi) ⊆ G is the
neighbourhood of gi; and
iii) F = (F (g1), ..., F (gn)) is a tuple of next-state functions, such that the function
F (gi) : B|N(gi)| → B defines the next state of gi.

g2

g3

g1 [g1] = g2
[g2] = g1 ∧ g3
[g3] = g1

000 001110 100

011 101

111

010

(A) (B) (C)

Figure 2.1 Example of a Boolean Network BN Ex consisting of: (A) interaction graph;
(B) next–state functions; and (C) state transition graph

A Boolean network BN consisting of n entities has a global state (s1 ... sn), where si

is a Boolean value representing the state of entity gi ∈ BN . The state space SBN = B|G|

of a Boolean network BN is defined to be the set of all possible global states. It is
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clear that if BN has n entities, then SBN = 2n. Transitions between global states
are either synchronous, meaning that all entities update their state simultaneously,
or asynchronous, meaning that individual entities update their own state separately
[119]. While there is one synchronous updating scheme, several asynchronous updating
schemes exist, such as the random order asynchronous updating scheme, the general
asynchronous updating scheme and the deterministic asynchronous updating scheme
[120].

We consider the synchronous update semantics here and we let S1
BN−→ S2 represent

a (synchronous) update step where S2 ∈ SBN is the global state that results from
simultaneously updating the state of each entity gi by applying its associated update
function F (gi) to the appropriate neighbourhood of states from S1. Note that for
any global state there is only one possible next state under the synchronous update
semantics.

As an example, consider a Boolean network BN Ex = (GBN Ex
, NBN Ex

, FBN Ex
)

defined in Figure 2.1, which contains three entities GBN Ex
= {g1,g2,g3}. Figure 2.1.

(A) shows the interaction graph of the entities and directed edges that specify the
neighbourhoods for activation or inhibition. For example, g1 activates g2, whereas g1

inhabits g3. The neighbourhood of N(g2) is {g1, g3} and the next-state function is
[g2] = g1 ∧ g3 as represented in Figure 2.1. (B), where the notation g1 ∨ g2, g1 ∧ g2, and
g1 are used to illustrate the logical operators OR, AND, and NOT, respectively. Given
a global state such as 101 (denoting that entity g1 = 0, g2 = 1, and g3 = 1) we can
apply the next–state functions to make a synchronous update step 101 BN Ex−→ 010.

Given SBN , a sequence of global states from some initial state in a model is called a
trace. This sequence is infinite under a synchronous update since they must ultimately
enter a cycle which we refer to as the attractor cycle [16, 29]. One such a trace of
BN Ex in Figure 2.1 is

111 BN Ex−−−→ 101 BN Ex−−−→ 010 BN Ex−−−→ 101 BN Ex−−−→ 010 BN Ex−−−→ 101 BN Ex−−−→ ...

which falls in the attractor 101 BN Ex−−−→ 010 BN Ex−−−→ 101 BN Ex−−−→ 010 BN Ex−−−→ .... We denote
an attractor by using this notation

[101, 010, 101]
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It should be noted that as the attractor is a cycle this attractor can be also represented
by [010, 101, 010]. We represent a trace σ(111) as

σ(111) = ⟨111, 101, 010, 101⟩

which specifies a trace up to the first repeated state. We let Tr(BN ) refer to a set
of traces in a BN that capture all the behaviour under synchronous semantics. For
example, BN Ex (Figure 2.1) has |SBN Ex| = 8 traces as the following:

σ(011) = ⟨011, 101, 010, 101⟩
σ(101) = ⟨101, 010, 101⟩
σ(010) = ⟨010, 101, 010⟩
σ(111) = ⟨111, 101, 010, 101⟩

σ(110) = ⟨110, 100, 000, 001, 001⟩
σ(100) = ⟨100, 000, 001, 001⟩
σ(000) = ⟨000, 001, 001⟩
σ(001) = ⟨001, 001⟩

Attractor cycles capture the key behaviour of a BN and are important in biological
modelling, where they can be associated with biological phenomena (such as different
cellular types [28]). Thus, being able to identify the attractors of a BN is an important
analytic step. As mentioned above, traces must ultimately enter an attractor. There are
two attractors, as depicted in the state transition graph in Figure 2.1. (C): [010, 010],
which is called a point attractor and [101, 010, 101], which is called a cyclic attractor.
The number of states presented in the cycle is called a period. For example, the period
of this cyclic attractor [101, 010, 101] is two.

A state transition graph SGBN = (SBN ,
BN−→) is a graphical presentation of BN

dynamics which can be synchronous or asynchronous updates. An example of a state
transition graph under synchronous semantics is given in Figure 2.1. (C) for the Boolean
network BN Ex. Global states are represented by nodes and, edges denote transactions
between global states. A path α is a set of infinite or finite steps S1

BN−−→ S2
BN−−→ ....

We use
α = ⟨S1, S2, S3, . . .⟩

such that Si ∈ SBN and Si
BN−→ Si+1, for i ∈ N, to represent an infinite steps path

in SGBN . One such path in Figure 2.1 is ⟨011, 101, 010, 101, ...⟩. Under synchronous
semantics, such paths are deterministic and infinite. We let Path(SG(BN )) represent
the set of all such (infinite) paths. It can be seen that infinite paths and traces are
equivalent under the synchronous update semantics. A path comes from a graph theory
perspective, and a trace comes from the standard notion of executing the model. For
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example, we have the infinite path ⟨000, 000, ...⟩ ∈ Path(SG(BN )) is equivalent to the
trace σ(000) = ⟨000, 000⟩ ∈ Tr(BN ).

As mentioned above, in an asynchronous update semantic, each node updates
its status independently, and there are one or more possible states for each one.
Thus, multiple pathways can exist in the asynchronous dynamics, which leads to non-
determinism. As an example, consider the state transition graph under an asynchronous
update semantics represented in Figure 2.2. There are three possible next–states for
the global state 101 by applying next–state functions: 001 if we apply [g1]; 111 if we
apply [g2]; and 100 if we apply [g3]. It assumes that at each time step, only one entity
could be updated [56]. Point attractors could occur in synchronous and asynchronous
update semantics [56]; however, cyclic attractors rarely exist in asynchronous models
[67]. The asynchronous update semantics could reveal a complex attractor, which is
formed by overlapping loops [121]. It can be seen that the cyclic attractor [101, 010, 101]
in the synchronous model of the state transition graph in Figure 2.1. (C) has been
disappeared the asynchronous dynamics, as shown in Figure 2.2, but it has several
point attractors such as [000, 000] and [111, 111].

000

001

110

100

011

111

101

010

Figure 2.2 State transition graph represents the asynchronous update semantics of
BN Ex in Figure 2.1.

It has been argued that asynchronous updating is more representative of biological
systems [67]. However, asynchronous updating is complex to analyse, as it captures
too much behaviour that might be unrealistic in practice. In contrast, a synchronous
updating has a deterministic pathway, so it is simple to model and analyse. Furthermore,
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a substantial amount of research has been conducting regarding synchronous BNs (see
for example [35, 36, 122, 123, 37]).

2.2.2 Existing Tool Support for BNs

BNs have proven to be useful tools to analyse and simulate regulatory networks in a
qualitative manner [124]. Thus, numerous BN support tool have been produced to
help scientists to gain insight into the dynamical behaviour of regulatory networks. In
this section, we briefly review some of the existing software support for constructing
and analysing models of biological systems related to BNs.

GinSim

GinSim [71, 125, 3] is a Java software program for the qualitative modelling, analysis
and simulation of GRNs based on the logical formalism developed by Thomas and
colleagues [17, 70]. It leans on both Logical Regulatory Graphs (LRG), which model
regulatory networks and State Transition Graphs (STG), which represent their dynam-
ical behaviour. GinSim is a user-friendly program that enables editing, simulating and
analysis of the resulting behaviour. The graph editor allows the user to specify the
regulatory graph’s nodes and interactions, and to visualise it as a directed graph. For
each node, the maximal level and logical parameter can be defined. Once the genes
and interactions are specified, the simulation on the LRG results in an STG under
both the synchronous and asynchronous update semantics, as well as priority classes.
GinSim allows modification of the defined LRG in many different ways, such as reducing
LRG, reversing synchronous dynamics, defining perturbations of regulatory graphs and
compositing LRGs. The core of the analysis of an STG consists of attractors and the
stationary states identification, and determines the strongly connected components, as
well as the paths going through specific states. Static analysis for the LRG includes
circuit analysis, stable search analysis, trapspace search, and highlighting the local
graph. GinSim implements algorithms to decompose the complex regulatory graph
into elementary circuits and analyse their functionality (see [126] for more details). It
provides a feature to compose identical individual logical modules to obtain models of
inter-cellular regulation [50]. GinSim allows the export of the LRG to other modelling
formats (e.g. BoolSim [56], Truth table and Petri net) and allows the export of graph
structures to GraphViz [127], BioLayout [128] and Cytoscape [129].
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One of GinSim’s important features is that it provides a large number of functions
for Boolean and multi-valued logical models. In particular, to overcome the state
space explosion problem, they focus on a specific part of the STG by allowing the
user to choose a depth-first or a breadth-first search algorithm to explore the state
transition graph by specifying the maximal depth or limit for the nodes during the
search. Furthermore, an efficient algorithm computes all stable states using a Multi-
valued Decision Diagram (MDD). In addition, the size of a STG can be reduced
by grouping a set of states that belong to the same strongly connected components
into hyper-nodes. Interestingly, to increase STG compression, they introduce another
acyclic graph, called a hierarchical transition graph (HTG), which is based on merging
linear chains of states (in addition to cycles) into single nodes [130]. The resulting
graph conserves the important behavioural properties (e.g. attractors), but does not
fully preserve reachability properties. In addition, they provide an option to reduce
the regulatory graph by specifying the nodes to be reduced and recomputing their
functions. Although they provide many solutions to address the state space explosion
problem, their applications are limited to the size of the model.

BoolNet

BoolNet [55] is an R package for constructing, analysing and visualising synchronous,
asynchronous and probabilistic BNs. It includes reconstructing networks from time
series and natural-language statements. Its functions also include generating vari-
ous types of random networks, conducting robustness analysis via perturbation and
conducting Markov chain simulations. BoolNet supports several methods to identify
attractors of synchronous, asynchronous and probabilistic BNs. An exhaustive search
of all state-space or a heuristic search starting from several predefined or random states
are methods to find synchronous attractors. To calculate potential attractor states
and probabilities of reaching certain states for synchronous and probabilistic networks,
Markov chain simulations are used [69].

BoolNet includes the positive feature of providing some interesting tools for at-
tractor analysis such as providing a new random walk algorithm to identify complex
asynchronous attractors. Another interesting feature of the tool is its ability to integrate
well with existing modelling tools, such as BioTapestry [131] and Pajek [132]. Moreover,
the transition of attractors and a network wiring diagram can be visualised. To ensure
high performance for time-critical algorithms such as attractor identification, these
algorithms were implemented in ANSI C, which uses bit vectors. One disadvantage of
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BoolNet is that it requires programming skills. Another limitation is that this tool
does not provide any compositional or decompositional support. BoolNet is accessible
from 1.

BooleSim

BooleSim [133] is an open-source tool that can be run in a browser to simulate and
manipulate a synchronous BN. This tool was developed in Google’s Summer of Code
2012 (GSoC’12). It can be used to model and simulate GRN and signal transduction
networks. In addition, it supports the importing and exporting BNs in different formats,
including Python BooleanNet, R BoolNet and jSBGN formats [134]. These formats
are text-based and identify the nodes and their rules. When the user imports the
network, a BN graph is displayed using a force-directed graph layout algorithm from
the D3.js JavaScript library 2. The imported or constructed model can be simulated
and manipulated by virtue of its on-click functionality and the visualisation of a given
network’s dynamic properties. BooleSim allows inline editing of the functions of the
network and visualising of time series. During simulation, nodes change colour in
the interface and stop when a steady state appears. Once the system enters a cyclic
attractor, the simulation stops when the user clicks the simulate/pause button.

Unlike BoolNet, BooleSim is a highly interactive web-based tool, accessible online,
and requires no installation, downloading or basic programming skills. However, for
appropriate rendering, it does require a recent version of a browser that is compatible
with HTML5. One notable drawback is that it is difficult for the user to know exactly
the states involved in each attractor and it needs time to identify their sequence
transitions because they are represented as a grid or as an animation. Furthermore,
this online tool cannot visualise the state space. Generally, the tool is not affected
when the number of entities exceeds 20. BooleSim is open-source software and exists
in the GitHub repository at 3, and its online version is available at 4.

VisiBool

VisiBool [135] is a Java application for modelling, organising, simulating and visualising
BNs. VisiBool introduces optional time delays for synchronous BNs in the form of

1https://CRAN.R-project.org/package=BoolNet
2(http://d3js.org/)
3https://github.com/matthiasbock/BooleSim
4https://rumo.biologie.hu-berlin.de/boolesim/
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temporal predicates to model latency periods that might be more than one step between
gene expression. BNs can be constructed from scratch; loaded from different options
that exist in VisiBool files in XML format, BoolNet format (i.e. a text-based format) or
SBML format (i.e. based on the SBML-qual package); and saved in any of those formats.
VisiBool has a network panel to display a BN model as a graph representation, where
its nodes represent the regulatory factors and edges represent nodes’ dependencies.
The network is represented as a graph in five different layouts [136–138], with regular
entities as the graph’s nodes. The user is allowed to add or delete nodes and update
their Boolean functions via a text editor or through a tree-based graph representation.
VisiBool allows the running of several simulators in parallel. The simulator is based
on initial states that can be set by the user to compute attractors. VisiBool searches
for attractors in synchronous models and for steady state attractors in asynchronous
models for different experimental setups like knock-out experiments.

One of the tool’s advantages is its capacity to be run on different operating systems,
including OS X, Windows and Linux. In addition, the tool does not require the
installation of a specific version of Java, because the required JRE is included in the
executable file, and can interact with different BN tools because it is supported by
different file formats. However, the edges cannot be moved easily, and to make a
connection with other nodes, the manual function has to be entered. Furthermore,
the response time for some actions (e.g. adding a new node or showing a simulation)
increases as the number of nodes increases, especially when greater than 20. ViSiBooL
(Java 8) is freely available at 5.

PNST

PNST (Peckham’s Network Support Tool) [139] is a toolkit that supports generating and
visualising BNs and multi-valued networks. Users can construct and visualise a network
wiring diagram and its synchronous and asynchronous behaviour, including traces,
attractors and a state transition graph. The tool applies a state clustering technique
and asynchronous priority-based networks to address the state space explosion problem.
It was initially developed as part of an MSc dissertation project. Since then, it has been
expanded to incorporate the compositional framework results and techniques developed
at Newcastle University [48, 49, 4]. PNST automates the compositional construction
for two BNs and supports projection, alignments checks and compatibility checks

5http://sysbio.uni-ulm.de/?Software:ViSiBooL
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during the composition. PNST allows the importing of JSON Based Graph-Exchange
Formate (jSBGN) files, and supports exporting to Latex and GraphViz.

PNST is a user-friendly program that allows the generation, manipulation and
virtualisation of networks. It provides important tools to analyse the behaviour of a
BN. The user can either visualise traces and attractors in the state transition graph or
see them in the form of text. In addition, attractors can be highlighted in both text and
graph format. Besides, the analysis results can be exported into Latex or GraphViz.
The tool allows comparison of the results of the compatibility, alignment and weak
alignment by displaying the two networks compared, and through the settings can
be used to display the missing behaviour or errors in the system. However, the tool
performance is limited by the size of a BN, especially when the number of nodes is
more than 10 for opening a BN or more than 13 nodes when merging two BNs.

Table 2.1 Summary of available tools and their features

Features/Tool Support GinSim BoolNet BooleSim VisiBool PNST
Graphical User Interface ✓ ✓ ✓ ✓
Synchronous updates ✓ ✓ ✓ ✓ ✓
Asynchronous updates ✓ ✓ ✓ ✓
Construction ✓ ✓ ✓ ✓ ✓
Visualisation ✓ ✓ ✓ ✓ ✓
Attractors Identification ✓ ✓ ✓ ✓ ✓
Composition ✓ ✓
Decomposition ✓
Solutions for the state space
explosion problem ✓ ✓

Summary

In summary, the reviewed tools provide all the essential required functions to construct,
simulate and visualise BNs. However, GinSim produces advanced features, including
the ability to compose multiple LRGs and algorithms for decomposition. Further, it
addresses the state space explosion problem by compressing and specifying the search
limit of the STC and using MDD. BooleSim, VisiBool and PNST are easy-to-use tools
and do not require basic programming skills, unlike BoolNet. Attractors identification
is one of the main features on which previous tools have focused; however, some of them
use special algorithms to increase the performance in regard to finding the attractors.
GinSim uses MDD to compute stable states, and BoolNet implements attractors
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identification algorithms in ANSI C. Other tools such as Genetic Network Analyser
[140], SQUAD [141], CellNetAnalyzer [142], and Jimena [143], have implemented
algorithms for attractors identification. Table 2.1 provides a summary of the main
functions of the tools described here.

2.3 Boolean Networks and Biology

Modelling approaches such as Boolean network models [15, 16], multi-valued logical
models [61, 62] and Petri nets [20, 64] provide qualitative dynamic descriptions of system
behaviours. These approaches have been widely used to model large systems such as
biological networks. Among these models, BNs are very common in biology. They
have been successfully applied in modelling gene regulatory and signal transduction
networks [144, 145, 23, 54]. Using BNs to analyse human signalling networks associated
with diseases allows prediction of therapeutic targets [145, 7]. Besides, BNs have been
successfully used to identify specific regulatory interactions in gene regulatory networks
[146]. In addition, Boolean models have been used in reverse engineering, which focuses
on analysing and constructing biological networks (e.g. inferring regulatory interactions
from gene expression [147–149]).

The BN model is among the most common models for GRNs. One of the BNs’
properties is their simple nature, yet they are able to capture the complex dynamics
of GRNs. The dynamics of GRNs can be described by the state transitions in the
BN, and the activation and inhibition of the gene interactions are modelled as a set of
Boolean functions.

2.3.1 Gene Regulatory Networks (GRNs)

Proteins are the main players in cells, consisting of chains of amino acids, and attending
to various tasks essential for the survival of cells. The information that is required
to produce proteins is encoded in the genome, the entirety of genes located in DNA
(deoxyribonucleic acid). The process of gene expression to produce proteins has two
stages, transcription and translation, and it is highly regulated at different levels.
During the transcription stage, information from a gene is transcribed into messenger
RNA (mRNA), which is used to produce protein in the translation step. This process
is highly regulated and can be different in a wide range, allowing the organism to
adapt to external influences and environmental changes, and survive by maintaining
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the metabolic processes [150]. For more details about GRNs and gene expression, see
[1, 151].

GRNs describe how cells control gene expression to produce proteins that are
essential for cellular function. This regulatory network consists of a set of genes and
their regulators, which are connected by physical or/and regulatory interactions that
control specific cell functions.

The regulation of gene expression occurs at different levels. A sample of a GRN
adapted from [1] is depicted in Figure 2.3, consisting of four genes X, Y, Z1 and Z2. As
an example of regulation, ProteinX binds to an operator O, and thus has a negative
influence on the transcription rates of genes X and Y . Operator is a DNA area with
binding sites for repressor, a molecule that inhibits gene expression.

DNA
O PX Gene X PY Gene Y PZ Gene Z1 GeneZ2

mRNA X mRNA Y mRNA Z1 mRNA Z2

Protein X Protein Y Protein Z1 Protein Z2

Transcription

Translation

activated Protein Z2

−P

Figure 2.3 Sample regulatory network consisting of four genes X, Y, Z1 and Z2.
Regulation of gene expression occurs at different levels, adapted from [1].

2.3.2 Modelling GRNs Using BNs

Biologists use GRNs to understand the relationships between genes that have similar
phenotypes. In addition, these networks can be employed to understand how infor-
mation flows in a biological system, and to model gene expression under different
conditions [152].

GRNs represent as directed graphs in computer models. Models such as Boolean
networks, differential equation models, Petri nets and Bayesian networks are examples
of computer models that have been used in the literature to model GRNs (see [15, 16, 1,
10, 8, 153]). In the BN model, genes (nodes) are treated as binary variables; therefore,
there can be only two states of expression: active or inactive (Figure 2.4 represents
the BN model of the fission yeast cell cycle, in which directed edges represent positive
interactions (activation), and flat edges represent negative interactions (inhibition)). A
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Figure 2.4 A logical model of the fission yeast cell cycle (based on [2] and transcribed
using GINsim [3]).

study of the dynamical behaviour of BNs has provided insights into the dynamics of
real cellular systems. Many biologically relevant phenomena can be explained by this
Boolean model, such as homeostasis, multistationarity, differentiation, hysteresis and
epigenesis [42, 70].

Modelling GRNs using BNs were initially proposed by Stuart Kauffman in 1969 [15],
from which point it gained great attention in the literature (see [154, 16, 155–157] for
reviews). For example, a BN for the budding yeast cell cycle has been used to identify
a four node core regulatory circuit underlying cell cycle regulation [158]. Analysing
the Boolean model of the T-LGL survival signalling network serves to identify the
therapeutic targets of a disease [7]. The Boolean model of the regulation of host
immune responses provides new insights into the virulence, pathogenesis, and host
adaptation of disease-causing microorganisms [145]. The topology of the regulatory
interactions in the Boolean model of the Drosophila segment polarity genes predicts the
expression pattern [23]. As a result, BNs provide reliable results for different organisms,
as illustrated by these examples.
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2.3.3 Attractor Analysis

The attractors in GRNs usually correspond to the activation states of components
that relate to cellular phenotypes [56, 31]. In biology, analysing attractors can help in
comparing experimental data with systems dynamics. In the 1960s, Kauffman claimed
that attractors can be revealed in a complex network of GRNs under specific conditions
[159, 15]. In the same vein, Kauffman found that attractors correspond to the gene
expression profiles for each cell type [15, 16].

Analysing attractors in BN models has received significant attention amongst
biologists for several reasons. For one, such analysis can identify potential therapeutic
strategies for treating cancer in a simplified protein network, which is referred to as
p53 [40]. For another, attractors of the Boolean model of oestrogen transcriptional
regulation represent the proliferative or antiproliferative state within cells [160]. Beyond
that, attractors help in studying cell differentiation and plasticity in the CD4+ T-cell
regulatory network [161]. For more examples of attractor analysis in biology, see
[162, 40, 160, 161, 163, 164].

Detecting attractors in large BN models is challenging. It needs to consider 2n

states when the network has n nodes. Thus, attractor detection has been well studied
in the literature. Although an approach to simulating the activation and inhibition
for each initial condition has been proposed in [23, 140, 142], it may not find all
possible attractors, as the initial states are chosen at random. By comparison, another
technique applied to detect attractors is based on a binary decision diagram (BDD)
data structure, [165, 166, 141, 56], which compactly represent the state space of the BN
and support the efficient analysis of system dynamics. Even so, the size of the BDD
structure is based on the Boolean operations and the order of the variables, which it is
exponential to the order in the worst case. Algorithms based on a SAT-based bounded
model checking support another approach to find attractors [167, 35], namely by using
the SAT-solver to identify path p in the state transition graph. The algorithms unfold
transitions by p times steps by generating a propositional formula and solve it by a
SAT solver to identify the valid paths in the STG. In each step, a new variable in the
propositional formula is used to represent a state of an entity in a BN. The process
is repeated for larger number of p steps until all attractors are detected, which can
increase the computation complexity owing to the large number of entities and steps.
However, SAT-based model checking is more efficient than the BDD-based approach
because it can detect attractors without searching the entire state space [168].
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To address the state space explosion problem for large BNs that standard methods
could have some limitations due to it, decompositional and compositional approaches
were proposed. These approaches will be discussed in detail in the related work in
Section 2.5.3.

The above shows that analysing attractors is necessary for our compositional
framework, and we aim to address this area in our thesis.

2.4 Boolean Network Composition

Analysing and understanding the dynamics of large-scale biological systems is a central
challenge for biologists. Consequently, the modularity advantage of biological networks
has encouraged several researchers to propose compositional approaches for analysing
the behaviour of the network occurring in separate network modules. Over the past
decade, most research has focused on how to reveal attractors by composing the
sub-networks. For instance, Guo et al. [51] proposed an algorithm to find attractors by
composing the local attractors of the strongly connected components of the decomposed
parts. In the same vein, [47] proposed the aggregation algorithm, which can reveal
attractors with little computational cost. Many compositional approaches focus on
analysing BNs [169, 51, 47]; in contrast, the formal compositional framework developed
by Alkhudhayr and Steggles [48, 49, 4] supports construction models and develops
results regards the preservation of behaviour (compatibility) of BNs under composition.
However, as mention earlier, it has no support for attractor analysis, and its composition
structure is too limited. More details about composition techniques will be discussed
in related work in section 2.5.

In the following sections, we introduce the compositional framework developed by
Alkhudhayr and Steggles [48, 49, 4] which was used as the basis for our thesis.

2.4.1 Key Definitions and Results

The formal compositional framework is based on composing synchronous BNs by
merging entities using logical connectives, such as conjunction and disjunction. Note
that there are 16 Binary Boolean operators [204] that can be chosen. However,
this compositional framework restricted the Boolean operator used to be idempotent
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Boolean operators (AND, OR, transfer and complement) since the idempotency is
needed for the following results.

In the following we focus on using conjunction, but the results are easily applied it
disjunction for example [48, 49, 4].

See Figure 2.5 for a pictorial example of the idea behind the compositional frame-
work.

g11BN 1

g21 BN 2gcBN 1

C(BN 1,BN 2, g
1
1 , g

2
1)

BN 2g21
∧

Figure 2.5 Pictorial representation of composing two Boolean networks on entities
BN 1 and BN 2 to form a new Boolean network C by merging entities g1

1 ∈ BN 1 and
g2

1 ∈ BN 2 into a new entity gc (based on [4]).

In the sequel, let BN 1 = (G1, F1, N1) and BN 2 = (G2, F2, N2) be Boolean networks,
where G1 = {g1

1, g
1
2, ..., g

1
n} and G2 = {g2

1, g
2
2, ..., g

2
m} are disjoint sets, for some n,m ∈ N.

For simplicity, we assume the entities g1
1 and g2

1 are always used in the composition of
BN 1 and BN 2.

We formally define the composition of two Boolean networks BN 1 and BN 2 by
using conjunction to merge the behaviour of entities (see Figure 2.5).

Definition 2. (Composition) Let C (BN 1,BN 2, g
1
1, g

2
1) denote the Boolean network

constructed by composing BN 1 and BN 2, which must have disjoint entities, on entities
g1

1 and g2
1 defined as follows:

1. Entities: the finite set of entities G = (G1 \ {g1
1}) ∪ (G2 \ {g2

1}) ∪ {gc}, where gc

denotes the new entity created by merging g1
1 and g2

1.
2. Neighbourhood: for any entity hi ∈ G, the neighbourhood N(hi) is defined as
follows:

N(hi) =


N1(hi)[g1

1/g
c], if hi ∈ G1

N2(hi)[g2
1/g

c], if hi ∈ G2

N1(g1
1)[g1

1/g
c] ∪N2(g2

1)[g2
1/g

c], if hi = gc
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where S[f/e] represents set S with all occurrences of element f replaced by e.
3. Functions: for any hi ∈ G, the next-state function F (hi) is defined:

F (hi) =


F1(hi), if hi ∈ G1

F2(hi), if hi ∈ G2

F , if hi = gc

where F : B|N(gc)| → B is defined using four cases as follows:
i) If g1

1 /∈ N1(g1
1) and g2

1 /∈ N2(g2
1), where N1(g1

1) = {l1, . . . , lp} and N2(g2
1) = {l′1, . . . , l′q},

then
F(l1, . . . , lp, l′1, . . . , l′q) = F1(g1

1)(l1, . . . , lp) ∧ F2(g2
1)(l′1, . . . , l′q);

ii) If g1
1 ∈ N1(g1

1) and g2
1 /∈ N2(g2

1), where N1(g1
1) = {g1

1, l1, . . . , lp} and N2(g2
1) =

{l′1, . . . , l′q}, then

F(gc, l1, . . . , lp, l
′
1, . . . , l

′
q) = F1(g1

1)(gc, l1, . . . , lp) ∧ F2(g2
1)(l′1, . . . , l′q);

iii) If g1
1 /∈ N1(g1

1) and g2
1 ∈ N2(g2

1), where N1(g1
1) = {l1, . . . , lp} and N2(g2

1) =
{g2

1, l
′
1, . . . , l

′
q}, then

F(gc, l1, . . . , lp, l
′
1, . . . , l

′
q) = F1(g1

1)(l1, . . . , lp) ∧ F2(g2
1)(gc, l′1, . . . , l

′
q);

iv) If g1
1 ∈ N1(g1

1) and g2
1 ∈ N2(g2

1), where N1(g1
1) = {g1

1, l1, . . . , lp} and N2(g2
1) =

{g2
1, l

′
1, . . . , l

′
q}, then

F(gc, l1, . . . , lp, l
′
1, . . . , l

′
q) = F1(g1

1)(gc, l1, . . . , lp) ∧ F2(g2
1)(gc, l′1, . . . , l

′
q).

Note, in finding the functions, it should be observed that if the composed entity is
part of the input function, this is handled matching by updating the neighbourhood.

In the sequel, we let gc denote the new entity created by merging g1
1 and g2

1. We
assume that a global state S ∈ SC in the composed model C = C (BN 1,BN 2, g

1
1, g

2
1)

has the form S = (s s1
2 . . . s1

n s
2
2 . . . s2

m) ∈ SC, where s is the state of the new merged
entity gc and si

j is the state of entity gi
j.

To illustrate the composition approach, consider composing BN Ex1 and BN Ex2 (Fig-
ure 2.6) on entities g1

1 ∈ BN Ex1 and g2
1 ∈ BN Ex2 represented by C (BN Ex1,BN Ex2, g

1
1, g

2
1)

(see Figure 2.7). The new merged entity gc is produced by composing the next-state
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Figure 2.6 The interaction graph, next–state functions and state graphs for two example
Boolean Networks BN Ex1 and BN Ex2.

functions of g1
1 and g2

1 using conjunction resulting in

[gc] = (g1
2 ∧ g1

3) ∧ g2
2

2.4.2 Behaviour Preservation

The compositional approach allows the inference of the behaviour of the composed
model from the underlying BNs to address the limitations imposed by the state space
explosion problem. Thus, they introduce a notion of compatibility which considers
what it means to preserve the behaviour for each BN in the composed model. The
following definitions formalise the idea of behaviour preservation under the underlying
BNs.

Alkhudhayr and Steggles begin by defining a projection operator [49, 4], which
extracts the state and traces from a composed BN.

Definition 3. (Projections) Let C = C (BN 1,BN 2, g
1
1, g

2
1) be the BN constructed

by composing BN 1 and BN 2 (where G1 = {g1
1, g

1
2, ..., g

1
n}, G2 = {g2

1, g
2
2, ..., g

2
m}), on

entities g1
1 and g2

1. Let SC denote the global state space for C, and assume that
global states have the following entity ordering (gc g1

2 ... g1
n g2

2 ... g2
m). Let S =

(s s1
2 . . . s1

n s
2
2 . . . s2

m) ∈ SC be an arbitrary global state. Then we define the projection
operators

PBN 1 : SC → SBN 1, and PBN 2 : SC → SBN 2
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Figure 2.7 Composed model C(BN Ex1,BN Ex2, g
1
1, g

2
1) resulting from composing BN Ex1

with BN Ex2 on g1
1 and g2

1 using conjunction.

by PBN 1(S) = (s s1
2 . . . s

1
n), and PBN 2(S) = (s s2

2 . . . s
2
m) We can extend the projection

operators to traces σ = ⟨S1, S2, ...⟩ ∈ Tr(C) by

PBN 1(σ) = ⟨PBN 1(S1),PBN 1(S2), ...⟩, and

PBN 2(σ) = ⟨PBN 2(S1),PBN 2(S2), ...⟩

and let PBN 1(Tr(C)) and PBN 2(Tr(C)) represent the sets of projected traces derived by
projecting each trace in Tr(C).

To illustrate the idea of projection operator, consider the composed model C (BN 1,BN 2, g
1
1, g

2
1),

where the entities order is (gc, g1
2, g

1
3, g

2
2) as depicted in Figure 2.7. Then,

PBN Ex1(⟨0011, 0010, 0010⟩)) = ⟨001, 001, 001⟩

Notably, the projected trace may not be a proper trace in its corresponding BN, i.e.
Tr(BN 1) ̸⊆ PBN 1(C).

For any BN with entities G = {g1, g2, ...gn} and global state S = (si ... sn) ∈ SBN ,
they define the projected state on any entity gi ∈ BN by Pgi

(S) = si. Then Pgi
(σ)

denotes the projected trace on trace σ = ⟨S1, S2, ...⟩ ∈ Tr(BN ) defined by Pgi
(σ) =

⟨Pgi
(S1),Pgi

(S2), ...⟩.
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In [49, 4], Alkhudhayr and Steggles are interested in situations where composing
two BNs preserves their underlying behaviour and denote a notion of compatibility to
formalise this.

Definition 4. (Compatibility) Let C = C(BN 1,BN 2, g, g
′) be the new Boolean network

constructed by composing BN 1 and BN 2 on entities g and g′. Then we say that BN 1

and BN 2 are compatible on g and g′ iff Tr(BN 1) ⊆ PBN 2(Tr(C)) and Tr(BN 2) ⊆
PBN 1(Tr(C)).

Compatibility ensures that an individual BN’s behaviour is preserved under the
composition (i.e. Tr(BN 1) ⊆ PBN 2(Tr(C))). In particular, any behaviour exhibited in
the individual BN must be presented in the composed model. However, the composed
model could exhibit more behaviour which could not exist in the underlying BNs.
The problem here is how to verify the compatibility without referencing the whole
behaviour of the composed model and so it is limited by the state-space explosion
problem. Therefore, they develop the notion of alignment which is a property that can
predict whether an individual BN’s behaviour is preserved under the composition by
focusing on underlying BNs’ behaviour only.

The alignment property is the exact matching of the state transitions when we map
two projected traces on an entity in certain states, and is defined as follows.

Definition 5. (Alignment) Let C = C(BN 1,BN 2, g, g
′) be the new Boolean network

constructed by composing BN 1 and BN 2 on entities g and g′. We say that BN 1 and
BN 2 are aligned on g and g′ iff

Pg(Tr(BN 1)) ⊆ Pg′(Tr(BN 2))

In order to analyse the behaviour of the composed model they define how to merge
global states and paths from the models underlying a composition (taken from [49, 4]).

Definition 6. Let C = C (BN 1,BN 2, g
1
1, g

2
1), and S1 = (s1

1 . . . s1
n) ∈ SBN 1 and

S2 = (s2
1 . . . s2

m) ∈ SBN 2. Then we define S1 ∧g1
1 ,g2

1
S2 ∈ SC by merging the state of g1

1

with g2
1

S1 ∧g1
1 ,g2

1
S2 = ((s1

1 ∧ s2
1) s1

2... s
1
n s

2
2 ... s

2
m)

For any paths α1 = ⟨S1
1 , S

1
2 , ...⟩ ∈ Path(SG(BN 1)) and α2 = ⟨S2

1 , S
2
2 , ...⟩ ∈ Path(SG(BN 2))

we define
α1 ∧g1

1 ,g2
1
α2 = ⟨S1

1 ∧g1
1 ,g2

1
S2

1 , S
1
2 ∧g1

1 ,g2
1
S2

2 , . . .⟩
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In a slight abuse of notation, we use S1 ∧ S2 and α1 ∧ α2 to represent S1 ∧g1
1 ,g2

1
S2

and α1 ∧g1
1 ,g2

1
α2 respectively, when the entities involved in the composition are clear

from the context.

The Alignment property is a sufficient property to ensure the compatibility of the
underlying BNs, but it is not a required condition for compatibility. Consequently,
they extend the alignment property to fully characterise the compatibility. To do so,
they develop an important notion, interference, which occurs of merged entities in the
composition by extending the behaviour of the state transition graph.

2.4.3 Interference State Graph

One important notion developed in the existing work is that the interference for merged
entities can be occur when two BNs are composed, resulting in new behaviour. To
illustrate this, consider the global state 1001 in the composed model depicted in Figure
2.7. Then, BN Ex1 and BN Ex2 (Figure 2.6) want to make the following transitions:
100 BN Ex1−−−−→ 101 and 11 BN Ex2−−−−→ 01. The merged entities g1

1 in BN Ex1 would like to
transition from 1 to 1 and g2

1 would like to transition from 1 to 0. The conjunction
operator has been used for the composition, and therefore gc will transition from 0
to 0 ∧ 1 = 0. This shows that the interference behaviour of the merged entity using
conjunction will occur when the next step is 1 in the underlying BN.

It is interesting to know that the interference state graph can be defined for the
other Boolean operators, and this is discussed in [4]. For example, if disjunction is
used instead of conjunction, then in an interference state graph, interference will occur
with the underlying behaviour of a merged entity whenever it wants to transition to 1,
but its merged counterpart wants to transition to 0. Note for the interference state
graph to be used for the results that follow, it is important for the Boolean operator
to be idempotent. It turns out that there are four idempotent Boolean operators.

To formalise the possible interference that can occur between composed BNs, they
develop the notion of the interference state graph [48] by adding additional edges
to a BN’s state transition graph to represent interference. In a composition using
conjunction, if the entity to be merged in the state transition graph of the underlying
BN transitions to 1, we will add a new edge to represent the step 0 in order to capture
the interference.

They define an interference state graph as follows [49, 4].
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Definition 7. (Interference State Graph) Let BN be a Boolean network with entities
g, g1, . . . , gn. Then we define the interference state graph SGg(BN ) for BN on g by

SGg(BN ) = (SBN ,
BN−−→

g
)

The extended edge relation BN−−→
g

is defined by BN−−→
g

= BN−−→ ∪ E where

E = {((s s1 . . . sn), (0 s′
1 . . . s′

n)) | (s s1 . . . sn) BN−−→ (1 s′
1 . . . s′

n)}

000
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00
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SGg1
1
(BN Ex1) SGg2

1
(BN Ex2)

Figure 2.8 The interference state graphs for BN Ex1 and BN Ex2 induced by the compo-
sition C(BN Ex1,BN Ex2, g

1
1, g

2
1).

To illustrate this idea, consider the interference state graphs depicted in Figure
2.8 for the BNs BN Ex1 and BN Ex2 introduced above (see Figures 2.6), where dashed
edges are added to the state transition graphs to represent the interference that occurs
for g1

1 and g2
1 when we compose them using the AND operator.

A crucial result has been established that an interference state graph captures all
the possible behaviours that could occur for the underlying BN in the composition, as
the following result from [49] shows.

Theorem 1. Let C = C (BN 1,BN 2, g
1
1, g

2
1). Then we have:

i) Path(PBN 1(C)) ⊆ Path(SGg1
1
(BN 1)); and

ii)Path(PBN 2(C)) ⊆ Path(SGg2
1
(BN 2)).

Recalling the compatibility definition (Definition 4), it can be seen that Alkhud-
hayr and Steggles consider the full behaviour of the composed model to confirm the
compatibility. Therefore, they introduce a new property, denoted as weak alignment,
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to ensure compatibility when using an idempotent Boolean operator. They prove that
the weak alignment property is a sufficient and necessary condition for compatibility.

The weak alignment property is based on the interference state graph. They consider
the interference occur in the composition to verify the alignment of the projected paths
of the underlying BNs. The alignment property is the exact matching of the state
transitions when we map two projected traces on an entity in certain states.

The following definition formalise the weak alignment property [49].

Definition 8. (Weak Alignment) Let BN 1 and BN 2 be Boolean networks, and let
g1

1 ∈ BN 1 and g2
1 ∈ BN 2. Then we say that BN 1 and BN 2 are weakly aligned on g1

1

and g2
1 iff

Path(SGg1
1
(BN BN 1)) ⊆ Pg2

1
(Path(SGg2

1
(BN 2))), and

Path(SGg2
1
(BN BN 2)) ⊆ Pg1

1
(Path(SGg1

1
(BN 1)))

The weak alignment property is a crucial result for the compositional framework.
It allows fully characterising compatibility for underlying BNs without referring to
all behaviours in the composed system. Fully characterising compatibility means it is
sound and complete, where sound means when BN 1 and BN 2 are weakly aligned on
g1

1 and g2
1, then they are compatible, and completeness means when BN 1 and BN 2 on

g1
1 and g2

1 are compatible, then they are weakly aligned.

Theorem 2. Let BN 1 and BN 2 be two Boolean networks and let g1
1 ∈ BN 1 and

g2
1 ∈ BN 2. Then BN 1 and BN 2 are fully compatible on g1

1 and g2
1 iff BN 1 and BN 2

are fully weakly aligned on g1
1 and g2

1.

Extending the above definitions and results to allow the compositions of multiple
BNs over multiple entities has been investigated. However, the results produced in [4]
were only partial, and several constraints had to be input due to the complexity of the
approach.

2.5 Related Work

In this thesis, we focus on developing compositional techniques to facilitate the con-
struction and analysis of the BN approach. In this section, we review several of the
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related works considering compositional and decompositional techniques and attractor
identification approaches. We justify research into compositional techniques by showing
their importance in biology and model checking; then, we present some related works
on composing BNs. We then review several decomposition techniques in biology and
BNs. Finally, we review the related works on attractor analysis using compositional
and decompositional approaches.

2.5.1 Compositional Techniques

Compositional techniques have been used to model and analyse biological systems
[170–172, 50]. Constructing and analysing models of GRNs is difficult, as they grow in
size and complexity. These large models are constructed from submodels that contain
subsets of reactions within the large model. For instance, dynamical models have
been built from parts such as budding yeast cells, which model the cell cycle [170]
and the response to osmotic shock [173]. The importance of constructing models has
inspired a number of studies to develop formal composition approaches. Randhawa
et al. [174] developed a formal approach for model composition and implementing
the approach to assist modellers in the composition process. Furthermore, in [172], a
compositional approach allowed the analysis of the autocatalytic pathways, which are
a part of core metabolism. Moreover, a novel compositional approach that depends on
using process algebra framework has been developed to support the logical modelling
of interconnected cellular networks [50]. Developing such composition frameworks
could be useful in the field of synthetic biology [175–177] which aims at designing new
biological systems.

Biological networks, which are an abstract representation of biological systems, have
a modulator property [178, 179]. For example, proteins are known to work in slightly
overlapping, coregulated groups such as pathways and complexes. The modularity
allows the identification of the functionality of modules to be analysed, and then
composed, to build a comprehensive model. Further, it can overcome the challenge
of analysing large and complex regulatory networks. For example, the composition
of the logical models of three regulatory modules of the mitotic cell cycle in budding
yeast developed by Faure´ et al. [180], produces a single comprehensive model that
preserves the characteristics of the original modules. In [181], the logical model was
applied to compose three cross regulatory models to build the hierarchical system in
Drosophila melanogaster.
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The above two composed models were manually defined from smaller modules.
Hence, a number of tools have been developed to aid composition processes. Randhawa
et al. [182] developed a compositional framework and implemented the approach. They
defined three operators to combine Systems Biology Markup Language (SBML) models
[183], namely Fusion, Composition, Aggregation and Flattening [171]. However, they
faced an issue in analysing the resulting model. The framework developed by Chaouiya
et al. [184] addresses the model composition and provides systematic procedure. A
prototype tool for their developed approach has been implemented, which also calculates
all stable states of the composed model. However, the composed model needs to be
analysed in a monolithic manner, which raises scalability issues.

Compositional approaches have been used in model checking to limit the state
space explosion, and to reduce its complexity (see for example [185–188]). In [186], the
compositional techniques have been used to reduce the complexity of model checking in
composed systems consisting of concurrent processes. They modelled the environment
of a process using another process, called the interface process, which provided the
basis for their compositional model checking techniques. Besides, they could guarantee
the preservation of the behaviour at the global level by checking the properties of the
composition. The work in [188] provides a compositional model checking framework,
with a number of state graph reduction techniques to verify complex highly concurrent
systems.

A range of related work on compositional techniques developed for BNs can be
found in the literature, where the main interest in this regard is analysing BN models
by identifying their attractors. For example, attractors are revealed by the composition
of the input-state cycles of subnetworks generated by an aggregation algorithm to
reduce the computational cost [47]. Moreover, Dubrova et al. [169] showed that the
attractors of the random Boolean networks can be identified compositionally from the
connected components of the reduced subgraph. More compositional approaches will
be discussed in Section 2.5.3.

The compositional approach of the existing compositional framework, on which our
thesis is focused, is based on composing synchronous submodels by merging entities
using logical connectives to support engineering and analysing the final model, and
subsequently, characterising behavioural preservation using interference which appears
to be different from the above approaches. However, it lacks support for attractor
analysis, and its composition structure is too restricted. Thus, we focused on addressing
these issues in this thesis.
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2.5.2 Decompositional Techniques

Model decomposition [189–191] is an approach to breaking down a large model into
submodels. Analysing and understanding large and complex models could be a challenge.
More precisely, each submodel might derive all the properties and characteristics
of original models, or at least part of their properties, which makes it easier to
understand what happens in the entire model without referring to it. Therefore, model
decomposition can be seen as a way to reduce the difficulty of gaining insight into
these models, solving the problems and extracting the information. In addition, these
submodels might reduce the computational cost for seeking specific knowledge, or
simplifying the representation or simulation.

A wide range of studies in biology have considered decomposition approaches to
simplify analysis and understand behaviours. They have been used for biochemical
network models that have hundreds or thousands of variables, which increase complex-
ity and become barriers to analysing such models (see for example [192–194]). A work
in [195] focuses on the dynamic characteristics of transcriptional components to define
functional submodels. A manual decomposition, induced by the underlying biological
structure for autocatalytic pathways proposed to subsystems with complicating nonlin-
earities dynamics, is proposed in [172]. This work provides a compositional analysis
framework to construct Lyapunov functions for autocatalytic pathways. The above
approaches are based on an assumed network’s structure. In contrast, an algorithmic
decomposition approach presented in [191], which does not require prior knowledge,
has been developed to identify weakly interacting submodels in a signalling network,
which are called functional modules.

To date, a range of works in the literature have focused on developing decomposition
approaches for BNs. A compositional approach for Boolean automata networks (BANs)
was developed in [196], which are a generalisation of Boolean cellular automata, to aid
decomposing them into parts called modules. These modules have external inputs to
encode information, and can be linked to other module inputs and automata using
wiring operations. To overcome the challenge of identifying attractors in large BN
models, a number of studies in the literature propose a decomposition approach for BNs,
which will be discussed in the following section (see for example [36, 122, 123, 51]).

In the future, we will consider developing a decompositional approach for BNs
based on the theoretical results developed in this thesis (see Section 6.4).
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2.5.3 Attractor Identification

Given the practical limitations imposed by the state space explosion problem, there has
been a range of work assessing compositional/decompositional techniques for identifying
attractors. We briefly review some relevant examples from the literature, below and
relate them to our presented the approach.

A compositional approach for computing the attractors of large random BNs was
considered in [169]. An approach based on identifying independent subnetworks of a
BN, whose composed behaviour can infer attractors, was developed. Prior to that, they
reduced the state space by removing the vertices that did not influence the network’s
dynamics.

An interesting attractor identification approach was developed in [47] based on
decomposing a synchronous BN into a set of Boolean control networks. The idea is
that Boolean control networks are subnetworks that contain input entities duplicated
from other subnetworks. An approach for aggregating the input-state cycles of these
control networks was used to calculate the attractors of the original BN. The approach
considers using the strongly connected components (SCCs) of a BN’s interaction graph
to optimise the decomposition.

The above approach was further developed in [36, 122, 123] with the refinement of
the SCC decomposition of a BN into blocks and the iterative recombination of blocks,
to calculate attractors. Yuan et al. [123] proposed a new decomposition approach based
on the SCCs suitable for large average in-degree networks. Their previous work in
[122] does not consider the dependency relation among different subnetworks, resulting
in many unnecessary states. However, the work in [123] considered the dependency
relation among subnetworks, which can potentially improve the performance of their
approach.

A similar approach for decomposing a BN into subnetworks was also developed
in [51], where the underlying attractor identification technique was based on a SAT-
based approach and a parallel version of their attractor identification algorithm was
considered. A key issue with this approach is that it becomes inefficient for BNs with
high in-degree. This issue was considered in [197], where the researchers investigated
techniques for finding the smallest optimal partition for decompositionally applying a
SAT solver and introducing the concept of a minimum essential block.

In [196] a compositional/decompositional theoretical approach for Boolean Automata
Networks (BANs) was developed based on adding external inputs to models and then
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allowing these to be wired together. Interesting initial theoretical work on developing
attractor analysis techniques for this framework is presented in [198] but the complexity
of the approach appears to be an issue for its practical application.

While the approaches above have basic similarities to the techniques developed
here there are some significant differences. The approach of attractor identification
in this thesis is based on an existing compositional framework, which focuses on the
construction and analysis of BN models [4, 49], wheres the work in [36, 122, 123, 51, 47]
are based on the decompositional approach for wiring diagrams. The notion of merging
subnetworks in the above work does not make use of logical operators to merge entities,
as the compositional framework presented in here does, and is instead based on the idea
of simple input entities (see for example [47]). In particular, our work focuses on the
behavioural interference generated when subnetworks are composed using the notion
of an interference state graph. The use of SCCs is also significantly different, since we
use them to identify potential cyclic behaviour in a subnetwork’s behaviour, rather
than as a basis for decomposing a BN’s structure such as the work in [36, 122, 123, 47]
(see Chapter 3 and Chapter 4 for more details regarding our new approach).

2.6 Conclusion

In this chapter, we have reviewed and discussed different background areas and related
works. We provided an overview of several qualitative modelling approaches. We
then introduced BNs’ definitions and we briefly review some of existing tool support
for BNs. Following that, we provided an overview of BNs and their applications
in biology. We then introduced the compositional framework for BNs developed at
Newcastle University [48, 49, 4]. We also reviewed related works on compositional and
decompositional techniques and identifying attractors.

Our investigation has revealed that our approach to identifying attractors differs
from others reported in the literature. The approach is based on an existing com-
positional framework, which focuses on the construction and analysis of BN models
[49, 4]. Therefore, we are able to use the compositional structure inherent with these
engineered models as the basis for our analysis techniques, and indeed, our techniques
can be used to help guide the construction of a model. The development of automatic
decompositional techniques for our approach is an interesting topic for further work
to support the analysis of existing large-scale models. It is also important to note
that the compositional attractor identification techniques and the generalised form
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of a composition developed in this thesis form an important addition to the existing
framework.



Chapter 3

Identifying Attractors for Basic
Compositions

3.1 Introduction

In this chapter, we present initial work on extending the compositional framework
presented in [48, 49, 4] with techniques and tools for compositionally identifying the
attractors in a composed model. In those recent studies [48, 49, 4] (see Section 2.4), a
novel compositional approach was proposed based on composing two BNs by merging
entities using idempotent Boolean operators such as conjunction. This compositional
framework provides a range of interesting results as a foundation for both engineering
BNs and decomposing them to aid analysis. However, it focuses on the preservation of
the behaviour of subnetworks in a composition. One of the areas for which it does not
currently provide support is attractor identification. Given the importance of attractor
analysis [28, 7], this is a key area that motivates us to extend the existing framework
by developing new techniques for attractor analysis to support the practical application
of the compositional framework. In the following, we focus on conjunction, but it
should be noted that the results will hold if disjunction is used in a composition. This
is discussed further in section 3.6.

The attractor analysis approach we have developed is based on analysing each
subnetwork’s interference state graph [49], a state graph that extends a BN’s normal
behaviour with the additional dynamics arising from interference in a composition. We
use the strongly connected components (SCCs) [52] in the interference state graphs to
identify cyclic behaviour, which is then selectively merged based on a new property
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called interference alignment. We formally show that our approach is correct by proving
that it is sound (any identified attractor is valid) and complete (all valid attractors are
identified) for attractor identification.

We used the theoretical techniques we developed to formulate an algorithm for
compositional attractor identification, and discuss how this was used to develop tool
support. The idea behind the algorithm is based on finding an interference aligned
next state pair to pair up the cyclic paths in the SCCs associated with the interference
state graphs of the submodels.

The practical application of the developed techniques and tools is illustrated by
applying them to a case study from the literature that is based on a regulatory network
for cell differentiation [5, 6], found in the bacteria Caulobacter crescentus [199]. We
applied the two submodels of the regulatory network to the developed tool support
and the attractors were identified correctly.

This chapter is organised as follows. In Section 3.2, we extend the existing com-
positional framework by developing a new approach for compositionally identifying
attractors and we prove that our approach is correct by showing that it is sound and
complete. In Section 3.3, we consider developing tool support based on the developed
algorithm to identify attractors compositionally. In Section 3.4, we illustrate our
approach using a case study from the literature. In Section 3.5, we extend the results to
a composition of a set of three BNs and a sequence of pairwise BNs structure. Finally,
in Section 3.6, we make some concluding remarks and discuss further work.

3.2 Compositionally Identifying Attractors

In this section we develop a technique for compositionally identifying the attractors in
a composed model by finding cyclic behaviour in each subnetwork’s interference state
graph that can be merged.

Recall that a strongly connected component (SCC) [52] is a maximal set of vertices
in a graph such that any two vertices are mutually reachable. We define formally what
we mean by an SCC for an interference state graph as follows.

Definition 9. Let SGg(BN ) = (SBN ,
BN−−→

g
) be an interference state graph for BN

and let φ = (Sφ,
φ−→) be a non-empty subgraph of SGg(BN ) (i. e. Sφ ⊆ SBN is a

non-empty set of global states and φ−→⊆ BN−−→
g

is a non-empty edge relation). Then φ is
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a Strongly Connected Component (SCC) for SGg(BN ) iff the following holds: i) for
any two states S, T ∈ Sφ there is a directed path from S to T ; and ii) φ is maximal
(adding any further nodes or edges from SGg(BN ) to φ breaks the above connectivity
property).

We let SCC(SGg(BN )) denote the set of all SCCs for an interference state graph
SGg(BN ).

As an example, consider the SCCs depicted in Figure 3.1 for the interference state
graphs SGg1

1
(BN Ex1) and SGg2

1
(BN Ex2).

We use the SCCs in a subnetwork’s interference state graph to identify cyclic
behaviour that can be merged to generate attractors in the composed model. Let
φ ∈ SCC(SGg(BN )) and let α be an infinite path over φ. Then we say that α is a
cyclic path iff there exists k ∈ N and S1, . . . , Sk ∈ Sφ such that

α = ⟨S1, . . . , Sk, S1, . . . , Sk, S1, . . . , Sk, . . .⟩

We let CPaths(φ) denote the set of all cyclic paths for an SCC φ.

The cyclic paths that are associated with SCCs represent a basis for potential
attractors generated in a composed model. Using a new property called interference
alignment to check when cyclic paths can be merged, we merge the cyclic paths
generated from the SCCs for the subnetworks to identify attractors.

001

011

000

101

00

10

φ1
1 φ1

2 φ2
1

Figure 3.1 The SCCs for the composition C(BN Ex1,BN Ex2, g
1
1, g

2
1), where φ1

1 and φ1
2

are from SGg1
1
(BN Ex1), φ2

1 is from SGg2
1
(BN Ex2).

Before we can define the interference alignment property, we need the following
notions. Given two states S1, S2 ∈ SBN , we refer to a state transition step S1

BN−−→
g

S2

as a normal step iff S1
BN−−→ S2 (i.e. it does not require interference). A step S1

BN−−→
g

S2

is referred to as an interference step iff it is not a normal step (i.e. it does require
interference). For a Boolean network BN We define the entity state projection
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Pgi
(S) = si, for any entity gi in BN and S = (s1, . . . , sn) ∈ SBN . The projection

operators can be lifted to a path α ∈ Path(SG(BN )) and a set of paths in the standard
way.

Definition 10. Let α1 = ⟨S1, S2, ...⟩ ∈ Path(SGg1
1
(BN 1)) and α2 = ⟨T1, T2, ...⟩ ∈

Path(SGg2
1
(BN 2)). Then we say that α1 and α2 interference align iff Pg1

1
(α1) =

Pg2
1
(α2) and for any i ∈ N, we have Si

BN 1−−→
g1

1

Si+1 and Ti
BN 2−−→

g2
1

Ti+1 are not both

interference steps.

Interference alignment captures when paths can be merged to create a path in the
composed model by checking to ensure that interference actually occurs at the points
required in each path. This is formally shown by the following result.

Lemma 3. Let α1 ∈ Path(SGg1
1
(BN 1)) and α2 ∈ Path(SGg2

1
(BN 2)). Then if α1 and

α2 interference align then

α1 ∧ α2 ∈ Path(SG(C(BN 1,BN 2, g
1
1, g

2
1))

Proof. Let C = C (BN 1,BN 2, g
1
1, g

2
1). Let α1 = ⟨S1, S2, ....⟩ ∈ Path(SGg1

1
(BN 1)) and

α2 = ⟨T1, T2, ....⟩ ∈ Path(SGg2
1
(BN 2)) such that α1 and α2 interference align. To show

α1 ∧ α2 ∈ Path(SG(C)) it suffices to show that for any i ∈ N

Si ∧ Ti
C−→ Si+1 ∧ Ti+1 (3.1)

For any i ∈ N we have Si
BN 1−−→

g1
1

Si+1 and Ti
BN 2−−→

g2
1

Ti+1, where Si = (si
1 . . . si

n),

Si+1 = (si+1
1 . . . si+1

n ), Ti = (ti1 . . . tim) and Ti+1 = (ti+1
1 . . . ti+1

m ). Then by our
assumption and definition of merging states we have

Si ∧ Ti = (si
1 ∧ ti1 s

i
2 . . . si

n t2
i . . . tim)

Si+1 ∧ Ti+1 = (si+1
1 ∧ ti+1

1 si+1
2 . . . si+1

n t2
i+1 . . . ti+1

m )

By the definition of interference alignment we know that si
1 = ti1 and so by idempotency

of ∧ we have
si

1 ∧ ti1 = si
1 = ti1 (3.2)

Given the assumption of interference alignment, there are three cases in which we
must consider focusing on where the interference can occur (note that the update steps
cannot both be interference steps by the definition of interference alignment).
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Case 1: Suppose Si
BN 1−−→

g1
1

Si+1 is an interference step and Ti
BN 2−−→

g2
1

Ti+1 is a nor-

mal step. Then by the above assumptions and the definition of SGg1
1
(BN 1) we know

si+1
1 = 0 and

Si
BN 1−−→ (1 si+1

2 . . . si+1
n )

Then by (3.2) and the definition of C we know that

(si
1 ∧ ti1 s

i
2 . . . s

i
n t2

i ... tim) C−→ (1 ∧ ti+1
1 si+1

2 . . . si+1
n ti+1

2 . . . ti+1
m )

To prove (3.1) we have to show si+1
1 ∧ ti+1

1 = 1 ∧ ti+1
1 . This follows by the definition

of conjunction since we know si+1
1 = 0 and by interference alignment we have si+1

1 = ti+1
1 .

Case 2: Suppose Si
BN 1−−→

g1
1

Si+1 is a normal step and Ti
BN 2−−→

g2
1

Ti+1 is an interfer-

ence step. Then this follows along similar lines to Case 1 above.

Case 3: Suppose Si
BN 1−−→

g1
1

(si+1
1 . . . si+1

n ) and Ti
BN 2−−→

g2
1

(ti+1
1 . . . ti+1

m ) are both normal

steps. Then by (3.2) and definition of C we have

(si
1 ∧ ti1 s

i
2 . . . si

n t2
i . . . tim) C−→ (si+1

1 ∧ ti+1
1 si+1

2 . . . si+1
n t2

i+1 . . . ti+1
m )

and so (3.1) holds as required.

We now have a basis for compositionally identifying attractors. Suppose we have
two SCCs, φ1 ∈ SCC(SGg1

1
(BN 1)) and φ2 ∈ SCC(SGg2

1
(BN 2)), and cyclic paths

α1 ∈ CPaths(φ1) and α2 ∈ CPaths(φ2). Then if these cyclic paths interference align
then they can be merged α1 ∧ α2 producing a path that must represent an attractor in
the composed model C (BN 1,BN 2, g1, g2).

To illustrate this idea consider the SCCs φ1
1 and φ2

2 for SGg1
1
(BN Ex1) and SGg2

1
(BN Ex2)

(see Figure 3.1) and the cyclic paths ⟨011, 000, 101, 011, 000, 101, 011, . . .⟩ ∈ CPaths(φ1
2)

and ⟨00, 00, 10, 00, 00, 10, 00 . . .⟩ ∈ CPaths(φ2
1). These two cyclic paths can be seen

to interference align, and so by Lemma 3, we know that the path that results from
merging them

⟨0110, 0000, 1010, 0110, 0000, 1010, 0110 . . .⟩

is in the composed model. It follows that [0110, 0000, 1010, 0110] is an attractor for
the composed model C(BN Ex1,BN Ex2, g

1
1, g

2
1).
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We formally prove that our approach for compositionally identifying attractors is
correct by showing that it is sound (any attractor found is valid) and complete (all
valid attractors are found).

Theorem 4. (Soundness) Let φ1 ∈ SCC(SGg1
1
(BN 1)) and φ2 ∈ SCC(SGg2

1
(BN 2))

be SCCs. Let α1 ∈ CPaths(φ1) and α2 ∈ CPaths(φ2) be cyclic paths such that α1 and
α2 interference align. Then α1 ∧ α2 represents an attractor in the composed model
C (BN 1,BN 2, g1, g2).

Proof. Let φ1 ∈ SCC(SGg1
1
(BN 1)) and φ2 ∈ SCC(SGg2

1
(BN 2)) be SCCs. Let α1 ∈

CPaths(φ1) and α2 ∈ CPaths(φ2) be cyclic paths such that α1 and α2 interference
align. By above assumptions and Lemma 3 it follows

α1 ∧ α2 ∈ Path(SG(C(BN 1,BN 2, g
1
1, g

2
1)))

By the definition of cyclic paths we know there must exist minimal k1, k2 ∈ N and
states S1, . . . , Sk1 ∈ SBN 1 and T1, . . . , Tk2 ∈ SBN 2 such that

α1 = ⟨S1, . . . , Sk1 , S1, . . . , Sk1 , . . .⟩, α2 = ⟨T1, . . . , Tk2 , T1, . . . , Tk2 , . . .⟩

Let LCM(k1, k2) represent the lowest common multiple of k1 and k2. Then it fol-
lows that the first LCM(k1, k2) + 1 states of α1 ∧ α2 must represent an attractor in
C (BN 1,BN 2, g

1
1, g

2
1).

We now consider showing that the proposed approach is complete, and begin with
some necessary preliminary results about projecting and merging paths in a composed
model.

Lemma 5. Let β ∈ Path(SG(C (BN 1,BN 2, g
1
1, g

2
1))). Then

PBN 1(β) ∧ PBN 2(β) = β

Proof. Let C = C (BN 1,BN 2, g
1
1, g

2
1). Let β = ⟨F1, F2, ...⟩ ∈ Path(SG(C)).

It is sufficient to show that, for any i ∈ N

Fi = PBN 1(Fi) ∧ PBN 2(Fi)

Let i ∈ N and let Fi = (d s2 ... sn t2... tm), where d is the state of the merged entity
gc = g1

1 ∧ g2
1. Then PBN 1(Fi) = (d s2 ...sn) and PBN 2(Fi) = (d t2 ... tm).



3.2 Compositionally Identifying Attractors 49

So by idempotency of ∧, we know that d ∧ d = d as required.

We now show that any path in the composed model projected over the entities of an
underlying BN will produce a path in the interference state graph of that underlying
BN.

Lemma 6. Let β ∈ Path(SG(C (BN 1,BN 2, g
1
1, g

2
1))). Then we must have:

i) PBN 1(β) ∈ Path(SGg1
1
(BN 1))

ii) PBN 2(β) ∈ Path(SGg2
1
(BN 2))

Proof. i) Let C = C (BN 1,BN 2, g
1
1, g

2
1). Let β = ⟨F1, F2, ...⟩ ∈ Path(SG(C)). Then,

we need to show that PBN 1(β) ∈ Path(SGg1
1
(BN 1)). It suffices to show that for any

i ∈ N there exists a step
PBN 1(Fi) BN 1−−→

g1
1

PBN 1(Fi+1) (1)

in the interference state graph SGg1
1
(BN 1). Let i ∈ N and let

Fi = (di si
2 ... s

i
n t

i
2 ... t

i
m) ∈ SC

where di is the state of the merged entity gc = g1
1 ∧ g2

1. By the definition of projection
we know that

PBN 1(Fi) = (di si
2 ... s

i
n) and PBN 2(Fi) = (di ti2 ... t

i
m)

Suppose that
(di si

2 ... s
i
n) BN 1−−→ (si+1

1 ... si+1
n ) (2)

(di ti2 ... t
i
m) BN 2−−→ (ti+1

1 ... ti+1
m ) (3)

Then, by the definition of composition we have

Fi+1 = (si+1
1 ∧ ti+1

1 si+1
2 . . . si+1

n t2
i+1 . . . ti+1

m )

To show (1) holds, we therefore need to show

(di si
2 ... s

i
n) BN 1−−→

g1
1

(si+1
1 ∧ ti+1

1 si+1
2 ... si+1

n ) (4)

We have two cases to consider with respect to si+1
1 ∧ ti+1

1 .
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Case 1: Suppose there is no interference between si+1
1 and ti+1

1 . Then we must
have si+1

1 ∧ ti+1
1 = si+1

1 = ti+1
1 . It therefore follows from (2) and definition of ∧ that (4)

holds.

Case 2: Suppose there is interference between si+1
1 and ti+1

1 . Then, there are two
sub-cases to consider based on which BN generated the interference.

Case 2.1: Suppose si+1
1 = 1 and ti+1

1 = 0, then by definition of ∧ we must have
si+1

1 ∧ ti+1
1 = 0 = ¬si+1

1 (i.e. BN 2 interfered with BN 1). Then by definition of
projection we have

PBN 1(Fi+1) = (¬si+1
1 si+1

2 ... si+1
n )

By definition of the interference state graph, we must have the interference edge

(di si
2 ... s

i
n) BN 1−−→

g1
1

(¬si+1
1 si+1

2 ... si+1
n )

in SGg1
1
(BN 1) as required.

Case 2.2: Suppose si+1
1 = 0 and ti+1

1 = 1, then by definition of ∧ we must have
si+1

1 ∧ ti+1
1 = si+1

1 (i.e. BN 1 interfered with BN 2). Then by definition of projection we
have

PBN 1(Fi+1) = (si+1
1 ... si+1

n )

Then we must have the normal edge

(di si
2 ... s

i
n) BN 1−−→ (si+1

1 ... si+1
n )

in SGg1
1
(BN 1) as required.

ii) Follows along similar lines to i) above.

We can now prove the proposed compositional attractor identification approach is
complete.

Theorem 7. (Completeness) Let α = [F1, F2, ...Fn, F1] be an attractor in C (BN 1,BN 2, g
1
1, g

2
1).

Then there must exist φ1 ∈ SCC(SGg1
1
(BN 1)) and φ2 ∈ SCC(SGg2

1
(BN 2)), and cyclic

paths α1 ∈ CPaths(φ1) and α2 ∈ CPaths(φ2) such that α1 and α2 interference align,
and α1 ∧ α2 results in the attractor α.
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Proof. Let α = [F1, F2, . . . Fn, F1] be an arbitrary attractor in the composed model
C (BN 1,BN 2, g

1
1, g

2
1). Then α can be viewed as representing the infinite path ⟨F1, . . . Fn,

F1, . . . Fn, . . .⟩. Let α1 = PBN 1(α) and α2 = PBN 2(α). Let α1 = ⟨S1, ..., Sn, S1, ..., Sn, ...⟩
and α2 = ⟨T1, ..., Tn, T1, ..., Tn, ...⟩.

First, by Lemma 5, it follows that α1 ∧ α2 must result in α.

Next, we need to consider showing that α1 and α2 interference align. By definition they
must align, so it suffices to show that each corresponding step Si → (si+1

1 . . . si+1
k ) and

Ti → (ti+1
1 . . . ti+1

m ) cannot both be interference steps. This clearly must be true by the
definition of composition because otherwise we would have Si

BN 1−−→ (¬si+1
1 si+1

2 . . . si+1
k )

and Ti
BN 2−−→ (¬ti+1

1 ti+1
2 . . . ti+1

m ), resulting in a contradiction, since ¬si+1
1 ∧ ¬ti+1

1 ̸=
si+1

1 ∧ ti+1
1 .

Finally, we need to show that α1 and α2 are cyclic paths resulting from an SCC
in SCC(SGg1

1
(BN 1)) and SCC(SGg2

1
(BN 2)), respectively. It follows by Lemma 12

that α1 ∈ Path(SGg1
1
(BN 1)) and α2 ∈ Path(SGg2

1
(BN 2)). Furthermore, since α1 and

α2 are clearly cyclic paths, it can be seen that they must result from an SCC structure
in their corresponding interference state graphs as required.

3.3 Developing Tool Support

In this section, we use the theoretical approach outlined in the previous section as the
basis to develop tool support for compositionally identifying attractors in a composed
model consisting of two BNs.

The theoretical approach introduced above is based on identifying two cyclic paths
over SCCs in the submodels’ interference state graphs, which are interference aligned
and therefore can be merged. We are interested here in developing an algorithm for
finding such cyclic paths. Our algorithmic approach starts from an aligned state pair
(i.e. they have the same value on the entities to be merged) over an SCC in each
submodel. Then, we transition from the state pair to the next one until a repeated
state pair occurs, indicating that cyclic paths have been formed. When making a
transition to a new state pair, we ensure that the two states align and are not both
interference steps; we refer to this as an interference aligned next state pair.

We formally define an interference aligned next state pair as follows.
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Definition 11. Let S1, S2 ∈ SBN 1 and T1, T2 ∈ SBN 2 such that S1
BN 1−−→

g1
1

S2 and

T1
BN 2−−→

g2
1

T2. Then we say (S2, T2) is an interference aligned next state pair for (S1, T1),

iff Pg1
1
(S2) = Pg2

1
(T2) and at least one of the state transitions S1

BN 1−−→
g1

1

S2 and T1
BN 2−−→

g2
1

T2

is a normal step.

Note that for any state pair (S1, T1), there is at most one interference aligned next
state pair.

Now, we formulate an algorithm for identifying and merging cyclic paths from
the given SCCs for the subnetworks. The pseudocode given below outlines Al-
gorithm 1 findAttTwo which given two SCCs φ1 ∈ SCC(SGg1

1
(BN 1)) and φ2 ∈

SCC(SGg2
1
(BN 2)) finds all the attractors associated with these cyclic structures. The

algorithm makes use of the following auxiliary functions:

• alignSet(φ1, φ2) returns the set of all aligned state pairs for the given SCCs, and
is defined by

alignSet(φ1, φ2) =

{(S, T ) | S ∈ Sφ1 , T ∈ Sφ2 , Pg1
1
(S) = Pg2

1
(T )};

• noStep((S, T ), φ1, φ2) is a Boolean function that checks if a state pair (S, T ) does
not have an interference aligned next state pair with respect to φ1 and φ2;

• doStep((S, T ), φ1, φ2) returns, if it exists, the interference aligned next state pair
for (S, T ) with respect to φ1 and φ2;

• extCP (listSP ) returns the attractor that listSP must end with.

The idea is to apply findAttTwo(φ1, φ2) to each possible pair of SCCs φ1 ∈
SCC(SGg1

1
(BN 1)) and φ2 ∈ SCC(SGg2

1
(BN 2)). There are standard algorithms based

on a depth-first search for finding SCCs, such as Tarjan’s algorithm [200], which runs
in linear time O(|V | + |E|) for a graph (V,E). The overall performance of the proposed
algorithmic approach depends on the number of SCCs and their states. Assuming that
the number of combined states for the SCCs in any subnetwork is bounded by k gives
an upperbound of k2 state pairs to consider.

To illustrate how the algorithm works, consider applying it to the composition
C(BN Ex1,BN Ex2, g

1
1, g

2
1) (Figure 2.7). In this example, we have two SCCs φ1

1 and φ1
2

for BN Ex1, and one SCC φ2
1 for BN Ex2 (see Figure 3.1). We therefore have 2 × 1 = 2
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Algorithm 1: findAttTwo(φ1, φ2)
Input :φ1 ∈ SCC(I1);φ2 ∈ SCC(I2)
Output : attSet : Set of Attractors
Variables : S1, S2 ∈ Sφ1 ;T1, T2 ∈ Sφ2 ; listSP : List of State Pairs Sφ1 × Sφ2 ;

seen : Set of State Pairs Sφ1 × Sφ2

1 Begin
2 attSet := {}; seen := {}
3 foreach (S1, T1) ∈ alignSet(φ1, φ2) do
4 listSP := [ ]
5 Loop
6 if (S1, T1) ∈ seen then
7 Exit Loop
8 else
9 seen := seen ∪ {(S1, T1)}

10 if noStep((S1, T1), φ1, φ2) then
11 Exit Loop
12 else
13 listSP := listSP + +[(S1, T1)]
14 (S2, T2) := doStep((S1, T1), φ1, φ2)
15 if (S2, T2) ∈ listSP then
16 attSet := attSet ∪ {extCP (listSP + +[(S2, T2)])}
17 Exit Loop
18 else
19 (S1, T1) := (S2, T2)
20 end
21 end
22 end
23 EndLoop
24 end
25 return attSet

26 End

possible pairs of SCCs (φ1
1, φ

2
1) and (φ1

2, φ
2
1) to apply findAttTwo to.

findAttTwo(φ1
2, φ

2
1): We have |(Sφ1

2
× Sφ2

1
)| = 6 possible state pairs but there are

only three state pairs that align

alignSet(φ1
2, φ

2
1) = {(011, 00), (000, 00), (101, 10)}

The following is a trace for findAttTwo(φ1
2, φ

2
1):

1) Suppose findAttTwo processes (011, 00) first.



54 Identifying Attractors for Basic Compositions

00

10

00011

011

000

101

00

−→

0110

0000

1010

φ1
2 φ2

1 attractor

Figure 3.2 Interference aligning a path in φ1
2 with a path in φ2

1 starting with the pair
(011, 00) followed by (000, 00), then we end with the repeated pair (011, 00), which
means we found the attractor. Then by merging the cyclic paths on g1

1 in BN Ex1 and g2
1

in BN Ex2 using AND, we identify the composed model attractor [0110, 0000, 1010, 0110].

2) Clearly we have (011, 00) ̸∈ seen and so we set seen = {(011, 00)}.
3) We have noStep((011, 00), φ1

1, φ
2
2) is false and so we set listSP = [(011, 00)].

4) We then set (S2, T2) = (000, 00) since doStep((011, 00), φ1
1, φ

2
2) = (000, 00) is the

interference aligned next state pair for (011, 00).
5) Since (000, 00) ̸∈ listSP we set (S1, T1) = (000, 00).
6) Since (000, 00) ̸∈ seen we set seen = {(011, 00), (000, 00)}.
7) We have noStep((000, 00), φ1

1, φ
2
2) is false and so we set listSP = [(011, 00), (000, 00)].

8) We then set (S2, T2) = (101, 10) since doStep((000, 00), φ1
1, φ

2
2) = (101, 10) is the

interference aligned next state pair for (000, 00).
9) Since (101, 10) ̸∈ listSP we set (S1, T1) = (101, 10).
10) Since (101, 10) ̸∈ seen we set seen = {(011, 00), (000, 00), (101, 10)}.
11) We have noStep((101, 10), φ1

1, φ
2
2) is false and so we set list = [(011, 00), (000, 00)

, (101, 10)].
12) We then set (S2, T2) = (011, 00) since doStep((101, 10), φ1

1, φ
2
2) = (011, 00) is the

interference aligned next state pair for (101, 10).
13) Since (011, 00) ∈ listSP , extCP (listSP ) will then return the attractor [0110, 0000, 1010,
0110]. The above steps are illustrated in Figure 3.2.
14) We now return to the outer loop to process the remaining two aligned state pairs
(000, 00) and (101, 10), but they have already been considered in the process above.
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findAttTwo(φ1
1, φ

2
1): We have |(Sφ1

1
× Sφ2

1
)| = 2 possible state pairs, but there is

only one state pair (001, 00) that aligns. So findAttTwo will process (001, 00) result-
ing in listSP = [(001, 00), (001, 00)] and extCP (listSP ) returns the point attractor
[0010, 0010]. It can be seen that the algorithm has correctly identified the attractors
for C(BN Ex1,BN Ex2, g

1
1, g

2
1).

In order to make our approach practical, the algorithm findAttTwo has been used
as the basis for developing a prototype support tool1 for compositionally identifying
attractors. The tool is implemented in Python and makes use of the NetworkX package
[201] which has tools to represent and manipulate network structures. The support
tool reads in state graphs for the subnetworks using the DOT file format [53], and
takes the position of the merged entities of each submodel as inputs. The tool then
generates the required interference state graphs by adding the necessary interference
edges based on the composed entities. It then uses an implementation of Tarjan’s
algorithm [200], with a modification of it [202] in the NetworkX package to find the
required SCCs. The support tool then applies an implementation of the findAttTwo
algorithm to each of the possible pairs of SCCs, and returns all the attractors found.

3.4 Case Study

In this section, we illustrate the application of our techniques and tools with a case
study based on analysing a BN modelling the regulatory network for cell differentiation
in the bacteria Caulobacter crescentus [5, 6].

3.4.1 Qualitative Model for Cell Differentiation

The bacteria C. crescentus [199] is a model organism for studying cellular differentiation
and asymmetric division in bacteria, as its division cycle generates two phenotypes: the
stalked and the swarmer cell types. A set of BN models for analysing the regulatory
network behind cell differentiation in C. crescentus were proposed in [5, 6], and we use
these models as the basis for the Boolean network BN Cc presented in Figure 3.3.

Based on the approach suggested in [5, 6] we decompose this BN into two subnet-
works BN Cc1 and BN Cc2 (see Figure 3.4) by splitting the entity CtrA into two entities

1For more information about the tool and to obtain a copy, please email the authors.
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CtrA

GcrA

CcrM

SciP

DnaA

ChpT

CpdR

ClpXP-RcdA

DivJ

DivK

PleC

DivL

CckA

CtrA = ((CtrA ∨GcrA)∧
¬CcrM ∧ ¬SciP )∧
(ChpT ∧
¬ClpXP −RcdA)

GcrA = DnaA ∧ ¬CtrA
DnaA = CtrA ∧ CcrM∧

¬GcrA ∧ ¬DnaA
CcrM = CtrA ∧ ¬CcrM∧

¬SciP
SciP = CtrA ∧ ¬DnaA
DivK = DivJ ∧ ¬PleC
P leC = ¬DivK
DivJ = DivK ∧ ¬PleC
DivL = ¬DivK
CckA = DivL
ChpT = CckA
CpdR = ChpT
ClpXP −RcdA = ¬CpdR

Figure 3.3 The BN model BN Cc based on the model of the regulatory network for cell
differentiation in C. crescentus developed by [5, 6].

CtrAa and CtrAb with corresponding next-state functions

CtrAa = ((CtrA ∨GcrA) ∧ ¬CcrM ∧ ¬SciP ),

CtrAb = (ChpT ∧ ¬ClpXP −RcdA)

It can be shown that the composition C(BN Cc1,BN Cc2, CtrAa, CtrAb) of the two
subnetworks on the entities CtrAa and CtrAb using conjunction does correctly result
in the original BN BN Cc.

This decomposition can be seen to dramatically reduce the state space that needs to
be considered; the original model had 213 = 8192 global states, while the two submodels
have 25 = 32 and 29 = 512.
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CtrAa

GcrA

CcrM

SciP

DnaA

ChpT

CtrAb

CpdR

ClpXP-RcdA

DivJ

DivK

PleC DivL

CckA

BN Cc1 BN Cc2

Figure 3.4 Subnetworks BN Cc1 and BN Cc2 of the qualitative model BN Cc (based on
[5, 6]), where a node CtrA is shared between them and named CtrAa in BN Cc1 and
CtrAb in BN Cc2.

3.4.2 Application of Our Approach

In this section we explain how we apply our tool support to BN Cc1 and BN Cc2 to
identify the attractors of the composed model BN Cc. We note that the purpose of this
work is not to produce any new biological insight but to provide a clear example of the
practical application of the developed techniques and tools.

The process starts by generating dot files for the state graphs corresponding to
BN Cc1 and BN Cc2 (this is achieved using standard tools such as GinSim [3]). These dot
files are then used to input the state graphs to our support tool which then generates
the corresponding interference state graphs. The support tool then identifies the SCCs
in the interference state graphs: there are two SCCs φ1

1 and φ1
2 in SGCtrAa(BN Cc1);

and two SCCs φ2
1 and φ2

2 in SGCtrAb
(BN Cc2) (see Figure 3.5). The total number of

possible state pairs is 15, but the tool only considers the eight state pairs that align
(see below).

We are then able to apply the implementation of findAttTwo to the four possible
SCC pairs. The result is that the support tool correctly identifies the three attractors
for BN Cc (this was verified using existing tools such as BoolNet [55]).
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00101

01000

10000

10011

00000

001011110

101011110

010100001

φ1
1 φ1

2 φ2
1 φ2

2

Figure 3.5 The identified SCCs φ1
1 and φ1

2 for SGCtrAa(BN Cc1)) (state order is CtrAa

, GcrA, DnaA, CcrM, SciP ), and φ2
1 and φ2

2 for SGCtrAb
(BN Cc2)) (state order is

CtrAb, DivK, P leC, DivJ, DivL, CckA, ChpT, CpdR, ClpXP −RcdA).

The following summarises the results produced by the tool:

1) findAttTwo(φ1
1, φ

2
1): There are four aligned state pairs to consider. Starting with

the state pair (00101, 001011110) the result is the single list of state pairs
{[(00101, 001011110), (01000, 001011110), (10000, 101011110), (10011, 10101110),
(00101, 001011110)]}
which are merged to produce the attractor
[0010101011110, 0100001011110, 1000001011110, 1001101011110, 0010101011110].
The other aligned state pairs {(01000, 001011110), (10000, 101011110), (10011, 10101110)}
would produce the same attractor but are not processed as they have already been
added to the seen list.

2) findAttTwo(φ1
1, φ

2
2): There are two aligned state pairs to consider. The algorithm

returns {} and no attractors are found.

3) findAttTwo(φ1
2, φ

2
1): There is one aligned state pair (00000, 001011110) that re-

sults in the single list of state pairs
{[(00000, 001011110), (00000, 001011110)]}
which are merged to produce the attractor
[0000001011110, 0000001011110].

4) findAttTwo(φ1
2, φ

2
2): There is one aligned state pair (00000, 010100001) that re-
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sults in the single list of state pairs
{[(00000, 010100001), (00000, 010100001)]}
which are merged to produce the attractor
[0000010100001, 0000010100001].

Note that the genes in the composed model are encoded in the following order:
CtrA, GcrA, DnaA, CcrM, SciP, DivK, P leC, DivJ, DivL, CckA, ChpT, CpdR,

ClpXP −RcdA.

3.5 Extending Attractor Identification to Arbitrary
Compositions

In practice, we would like to generalise our approach to identify attractors in an
arbitrary composition consisting of multiple BNs by merging multiple entities. To gain
insight to arbitrary compositions, we started to consider composing three BNs based
on a sequence of pairwise BNs structure presented in the existing framework [4]. It
turned out that there are two main cases which we have investigated:

• Case 1 is composing three BNs on the same entities from each submodel (see
Figure 3.6). Let C∧(BN 1,BN 2,BN 3, (g1

1, g
2
1), (g2

1, g
3
1)) represent the composition

of BN 1, BN 2 and BN 3 by merging g1
1, g2

1 to form gc
1 and then merging gc

1 with
g3

1 which resulted in only one merged entity gc
2 in the final model.

• Case 2 is composing three BNs on different entities from each submodel (see
Figure 3.7). Let C∧(BN 1,BN 2,BN 3, (g1

1, g
2
1), (g2

2, g
3
1)) represent the composition

of a BN 1, BN 2 and BN 3 by merging g1
1 and g2

1 to form a first merged entity gc
1

and merging g2
2 and g3

1 to form a second merged entity gc
2.

That leads to two extended definitions for interference alignment. First, we provide
a formal definition of interference alignment for a composition of three BNs composed
of the same entities as follows.

Definition 12. Let α1 = ⟨S1, S2, ...⟩ ∈ Path(SGg1
1
(BN 1)), α2 = ⟨T1, T2, ...⟩ ∈

Path(SGg2
1
(BN 2)) and α3 = ⟨V1, V2, ...⟩ ∈ Path(SGg3

1
(BN 3)). Then we say that α1, α2

and α3 interference align iff Pg1
1
(α1) = Pg2

1
(α2) = Pg3

1
(α3) and for any i ∈ N, we have

at least one step of Si
BN 1−−→

g1
1

Si+1, Ti
BN 2−−→

g2
1

Ti+1 or Vi
BN 3−−→

g3
1

Vi+1 is not an interference
step.



60 Identifying Attractors for Basic Compositions

g11BN 1 g21 BN 2

gc1

BN 3

g31

gc2

Figure 3.6 Pictorial representation of composing BN 1, BN 2 and BN 3 by merging g1
1,

g2
1 to form gc

1 and then merging gc
1 with g3

1 which resulted in a merged entity gc
2 in the

final model.

g11BN 1 g21 BN 2

gc1

BN 3g22 g31

gc2

Figure 3.7 Pictorial representation of composing BN 1, BN 2 and BN 3 by merging g1
1,

g2
1 to form a first merged entity gc

1 and merging g2
2 and g3

1 to form a second merged
entity gc

2.

Then, we provide a formal definition of interference alignment for a composition of
three BNs composed of different entities as follows.

Definition 13. Let α1 = ⟨S1, S2, ...⟩ ∈ Path(SGg1
1
(BN 1)), α2 = ⟨T1, T2, ...⟩ ∈

Path(SGg2
1 ,g2

2
(BN 2)) and α3 = ⟨V1, V2, ...⟩ ∈ Path(SGg3

1
(BN 3)). Then we say that α1,

α2 and α3 interference align iff Pg1
1
(α1) = Pg2

1
(α2), Pg2

2
(α2) = Pg3

1
(α3) and for any

i ∈ N, we have:
i) Si

BN 1−−→
g1

1

Si+1 and Ti
BN 2−−−→
g2

1 ,g2
2

Ti+1 are not both interference steps on g1
1 and g2

1.

ii) Ti
BN 2−−−→
g2

1 ,g2
2

Ti+1 and Vi
BN 3−−→

g3
1

Vi+1 are not both interference steps on g2
2 and g3

1.

The difference between the two definitions above is that the submodel in the middle
of a composition on different entities can experience interference in two entities, while
each submodel in the other form of composition experiences interference in one entity.

For both composition forms, we have proved that the interference alignment property
captures when three paths in interference state graphs can be merged to create a path
in a constructed model. Following that, we proved that the extended approach is
correct by showing its soundness and completeness. We extended the preliminary
results concerning projecting and merging paths in a composed model to show that
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the extended approach is complete. Based on the theoretical approach, we formulated
and implemented an algorithm to identify attractors in three BNs.

We then started to consider multiple BNs based on a restricted composition structure
of a sequence of pairwise BNs building on the idea is presented in [4] (see Figure 3.8).
We partially proved the results corresponding to the above lemmas and theorems,
but we started to experience difficulties. First, the representation of definitions and
notations became too complex. In addition, it was difficult to keep track of the names
of composed entities that appeared in the final model, and the submodels’ entities
were merged together. We also wanted to expand the types of compositional structure
allowed, which was difficult to do with the current definitions. Therefore, it became
clear that we needed to develop a new general definition of a composition to support
arbitrary compositions and simplify the representation of definitions and results to
extend our attractor identification approach. This is considered in detail in the next
chapter.

. . .h1
1 h1

2BN 1 h2
1 h2

2BN 2 BN v−1 hv
1 hv

2
BN vhv−1

1

gc2 gcv

hv−1
2

h3
2BN 3h3

1

gc3

Figure 3.8 Pictorial representation of sequentially composing multiple Boolean networks
BN 1, ...,BN v to form a composed system Cv, adapted from [4]. We consider tow cases of
merging entities: (1) merging distinct entities from each BN j that for each j ∈ {1, ..., v}
we have hj

1 ̸= hj
2. We end up with multiple new merged entities, such as gc

2, ..., g
c
v; and

(2) merging same entities from each BN j that for each j ∈ {1, ..., v} we have hj
1 = hj

2.
This composition results in a single new merged entity called gc

v.

3.6 Conclusions

In this chapter we took an existing compositional framework for BNs [48, 49] and
extended it by developing new compositional techniques and tools for attractor identifi-
cation in a composed model involving two BNs. This work was important as providing
support for compositional attractor analysis is crucial in addressing the state space
explosion problem, and in ensuring the practical applicability of the compositional
framework for analysing BNs.

The initial work presented here focused on the composition of two subnetworks and
introduced important new concepts and ideas for attractor analysis. Our theoretical
approach is based on merging cyclic paths in each submodel’s interference state graph.
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The key idea is to use the SCCs in the interference state graphs to identify cyclic
paths that can be merged to form attractors. We defined a crucial new property
called interference alignment, and we proved that this property captures when paths in
interference state graphs can be merged to create a path in a composed model. As a
result, merging interference aligned cyclic paths in the identified SCCs forms attractors
in the composed model. We proved that our approach of identifying attractors is
correct by proving its the soundness and completeness.

It is important to note that while this chapter focuses on using a conjunction
to merge the behaviour of entities in a composition, all the results presented can
straightforwardly be adapted to the use of disjunction. It turns out that the key
property for the results is the idempotency. In addition, the algorithm will not be
changed when we use the disjunction for merging entities because the algorithm works
on state graphs.

Developing tool support is important in automating our developed approach, and
allowing its practical application. An interesting challenge of this work is how to find
an algorithmic way to implement our theoretical approach, as cyclic paths represent
infinite objects. We developed a key new concept of interference aligned next state
pair to form cyclic paths compositionally. We formulated an algorithm for a function
findAttTwo, which given the SCCs from the interference state graphs for the two
subnetworks can find all attractors associated with the composed model based on
the idea of interference aligned next state pairs. We used findAttTwo algorithm to
implement the support tool using Python. We applied the tools developed for attractor
analysis to a case study based on analysing a BN modelling the regulatory network for
cell differentiation in the bacteria Caulobacter crescentus [5, 6]. While the case study
is small, it gave important initial insight into the applicability of the approach, and
motivated us to consider generalising the existing composition definition to support
multiple submodels of large biological systems.

The work in this chapter is significant because it provides a new fundamental
idea for compositionally identifying attractors; however, more work is required to
develop a technique into a practical approach. Thus, we would like to extend the
attractor analysis approach conducted in this chapter to an arbitrary composition
(i.e. a composition involving multiple BNs, which are composed over multiple entities).
However, the initial work on extending the results to three and a sequence of pairwise
BNs structures (Section 3.5) showed that the current definition of a composition could
not be used as the basis of such a development. This is because of the complexity of
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the underlying definitions and notations, and the difficulty of finding a way of tracking
composed entities. It has become clear in this chapter that a new definition for a
composition is required, specifically focused on the idea of an arbitrary composition.
In the subsequent chapter, we set out to develop such a new general formulation of a
composition, and to extend our initial results from the attractor identification approach
to this.

A range of work on compositionally identifying attractors exists in the literature
(see the related work given in Section 2.5.3). However, the framework we have begun to
develop in this chapter is fundamentally different from the existing work in the literature.
To begin with, the compositional approach we used is designed to compositionally
construct BN models and not just for analysis. Moreover, we use the SCCs associated
with the behaviour of a subnetwork’s interference state graph, while in the literature,
the SCCs appear to be used to decompose the wiring diagram. The new approach we
are developing here is novel because it allows the compositional construction models
and at the same time the compositional analysis.

The interesting ideas introduced in this chapter are now further extended and
developed into practical techniques and tools in Chapter 4 that follows.





Chapter 4

Identifying Attractors for
Generalised Compositions

4.1 Introduction

In the previous chapter, we developed a new approach to identify attractors in a model
resulting from a composition of two BNs. We proved that the approach is correct by
showing that it is sound and complete. We developed a prototype support tool, and
illustrated its application using a biologically relevant case study from the literature.
The results were promising, but to be practically useful, we need to expand the type of
composition allowed so that a large BN could be constructed from small components
simultaneously. At the end of Chapter 3, we started to investigate extending the
approach to a composition involving multiple BNs, in particular, three BNs and a
sequence of pairwise BNs structure based on the existing framework. This investigation
highlighted the limitations of the current formulation of a composition when considering
arbitrary compositions. In particular, the notations and definitions became complex
and this prevented the formulation of results for arbitrary compositions. It is therefore
clear that a new definition for arbitrary composition was required.

In this chapter, we develop a new general formulation of an arbitrary composition
involving a set of BNs based on the underlying ideas of the original compositional
framework. The new formulation of a composition is based on a graph structure to
represent arbitrary compositions. It has led to a more concise formal definition of a
composition and remove the need for multiple cases. The new formulation requires us to
update the definition of an interference state graph and reprove an important theorem in
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order to show that an interference state graph captures all possible behaviour that can
result for a BN. It is important to note that this new formulation is not straightforward.
We have to introduce definitions and notations for reasoning about a composition. In
particular, we must find a way to define the entities used in a composition for each
BN. Furthermore, we must define the group of entities used in a composition and the
BN to which each entity belongs. The most important aspect is defining the set of
entities that merged together and experienced interference.

We take the developed approach for identifying attractors in Chapter 3 and extend
the key ideas to the new general formalisation of a composition. We follow this approach
of identifying the strongly connected components associated with the interference state
graphs for the underlying BNs, and then merged their cyclic behaviour; in doing so,
there are a number of areas that needed to be considered. Subsequently, we analyse
an interference state graph based on having a set of entities that can experience
interference, rather than just one entity. Therefore, we extend the definitions of a
normal step and an interference step to an interference state graph for multiple entities.
In addition, we have to indicate when potential paths from underlying BNs could
be merged on multiple entities to produce attractors in a composed model. As a
consequence, we extend the key property interference alignment. We then formally
prove that it is correct by showing that it is sound and complete.

We note that while this thesis focuses on using a conjunction to merge the behaviour
of entities in a composition, all the results presented can straightforwardly be adapted
to the use of disjunction. This is further discussed in Section 4.4.

This chapter is organised as follows. In Section 4.2, we present a new general
definition of a composition. In Section 4.3, we extend our new theoretical approach for
compositionally identifying attractors to support an arbitrary composition, which we
prove is correct by showing that it is sound and complete. Finally, we make concluding
remarks and discuss the future work in Section 4.4.

4.2 New Formulation of Composition

In order to simultaneously construct a composition from multiple BNs, a new formula-
tion for a composition is required. In this section, we develop a new general formulation
of a composition based on using a graph structure that extends the existing approach
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of composing two BNs [48, 49, 4]. This work represents a significant step forward in
the original compositional framework.

g11 g12BN 1

g21

BN 2

BN 3

g41 BN 4g51 BN 5 g22

g31

{g21 , g31}{g21 , g12}
{g11 , g51}

{g22 , g41}
g52

{g52 , g22}

Figure 4.1 Pictorial representation of a composition involving five Boolean networks
BN 1, ...,BN 5 where thick blue edges represent the entities used in the composition.

The idea is that each BN involved in the composition is a node in the graph. The
composition of two BNs is then represented using an edge connecting the two BNs,
which specifies the entities used in the composition.

To illustrate the idea behind this graph structure to specify a general composition,
consider composing five Boolean networks BN 1, ...,BN 5 as shown in Figure 4.1. The
composition of BN 1 and BN 2 is specified by the edge {g2

1, g
1
2} and the composition of

BN 2 and BN 3 by the edge {g2
1, g

3
1} (note that a set is used as there is no order in the

composition).

This leads to the following new general definition of a composition, which signifi-
cantly extends the definition given in [49].

Definition 14. (Composition) A composition Σ is defined to be a pair Σ = (M,E),
where M = {BN 1, . . . ,BN n} is a set of BNs for some n ∈ N, n > 1, and

E ⊆ {{g1, g2} | BN i,BN j ∈ M, BN i ̸= BN j and g1 ∈ BN i, g2 ∈ BN j}

is a set defining the entities merged which satisfies the following condition: for each
BN i ∈ M there must exist an entity g1 ∈ BN i such that {g1, g2} ∈ E, for some
BN j ∈ M , BN i ̸= BN j and g2 ∈ BN j.

Recall six example Boolean networks MEx1, MEx2, MEx3, MEx4, MEx5 and MEx6

(see Figure 2.6). Consider composing MEx1, MEx2, MEx3, MEx4, MEx5 and MEx6

using conjunction as follows:

• MEx1, MEx3, MEx4 and MEx5 are composed by merging entities g1
1, g3

2 , g4
2 and

g5
2.
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MEx1 g11 g12

[g1
1] = g1

1 ∨ g1
2

[g1
2] = g1

1 ∨ g1
2

MEx2 g21 g22
[g2

1] = g2
2

[g2
2] = g2

1

MEx3

g32

g31g33

[g3
1] = g3

1
[g3

2] = g3
1

[g3
3] = g3

1 ∧ g3
2

MEx4 g42 g41

[g4
1] = g4

1 ∨ g4
2

[g4
2] = g4

1

MEx5 g52g51

[g5
1] = g5

2
[g5

2] = g5
1

MEx6

g62

g63g61

g64

[g6
1] = g6

3
[g6

2] = g6
2 ∧ g6

3 ∧ g6
4

[g6
3] = g6

3
[g6

4] = g6
1 ∧ g6

3 ∧ g6
4

Figure 4.2 Six further example Boolean networks MEx1, MEx2, MEx3, MEx4, MEx5
and MEx6.

• MEx2, MEx5 and MEx6 are composed by merging entities g2
1, g5

1 and g6
1.

• MEx3 and MEx6 are composed by merging entities g3
3 and g6

2.

The resulting composition ΣEx is depicted in Figure 4.3 and can be formally specified
by ΣEx = (MEx, EEx), where

MEx = {MEx1, . . . ,MEx6} and

EEx = {{g1
1, g

5
2}, {g1

1, g
3
2}, {g3

2, g
4
2}, {g5

1, g
2
1}, {g2

1, g
6
1}, {g3

3, g
6
2}}

It is worth noting that an entity can be used in more than one composition as is
the case for entity g2

1 which is used to compose MEx2 with MEx5 and MEx6.

The representation of a global state which we used in Chapter 3 is based on a
tuple of a Boolean states (s1 ... sn), where si ∈ B represent the state of gi ∈ BN and
a global state in the composition has the form S = (s s1

2 . . . s1
n s2

2 . . . s2
m) ∈ SC,

where s is the state of the new merged entity gc (see Section 2.4). However, this
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g12

g32

g31

g41 g42

g33

BN 1

BN 4

BN 3
g22

g21

BN 2

g52

g51

BN 5

g62

g63g61

BN 6

g11

g64

gc
1 = (gc

1 ∨ gc
2) ∧ g2

2
∧ (gc

3 ∧ gc
2)

gc
2 = (gc

1 ∨ gc
2) ∧ gc

3
gc

3 = gc
3 ∧ (gc

3 ∨ g4
2)

Figure 4.3 An example composition ΣEx in which the six Boolean networks MEx1, . . . ,
MEx6 are composed (where the thick blue edges represent entity composition) resulting
in the composed entities gc

1 = {g1
1, g

3
2, g

4
2, g

5
2}, gc

2 = {g2
1, g

5
1, g

6
1}, gc

3 = {g3
3, g

6
2}.

representation becomes problematic to use when developing theoretical results for the
new formulation of a composition because the exact position of an entity cannot be
identified. It therefore became clear that a new representation of a global state was
needed.

In order to facilitate the theoretical results developed in this chapter we use the
following alternative approach of representing global states as functions instead of
tuples. For any Boolean network BN = (G,N, F ), we define a global state to be a
function S : G → B and let S(g) represent the state of entity g ∈ G in global state S.
As normal we let SBN = [G → B] represent the set of all global states. It should be
clear that representing global states as functions, or by using tuples, is equivalent and
we move between the two approaches as required to support our formal development.

Given a non-empty subset X ⊆ G we let S[X] : X → B represent the global state
S ∈ SBN projected over X, where S[X](g) = S(g), for any g ∈ X. Given a path
α = ⟨S1, S2, . . .⟩ ∈ Path(SG(BN )) we let α[X] = ⟨S1[X], S2[X], . . .⟩.

In the sequel, assume we have n ∈ N, n > 1 BNs to compose and we let BN i =
(Gi, Ni, Fi) be an arbitrary BN for i = 1, . . . , n. We assume that the sets of entities
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G1, . . . , Gn are disjointed. We let Σ = (M,E) be an arbitrary composition with
M = {BN 1, . . . ,BN n}.

We introduce the following important definitions and notation for reasoning about
a given composition Σ = (M,E).

• We let gc(Σ,BN i) be the set of all entities from BN i ∈ M involved in the
composition Σ defined by

gc(Σ,BN i) = {g | g ∈ BN i and {g, g′} ∈ E}

• We let gc(Σ) = gc(Σ,BN i) ∪ . . . ∪ gc(Σ,BN n) be the set of all entities used in
the composition.

• We define λ(g) to be the index of the BN entity g belongs to, i.e. if g ∈ Gi, for
some i ∈ {1, . . . , n}, then λ(g) = i.

• For any g ∈ gc(Σ) we define ∆(g) to be the set of entities that entity g is
composed with (i.e. the entities that can interfere with the behaviour of g).
This set is important, since an entity can be used in more than one composition.
We will see later that it is useful to include g itself in this set. We define ∆(g)
formally by

∆(g) = (
⋃
i∈N

Hi(g)) ∪ {g}

where Hi(g) is defined recursively as follows:

1) Base Case: H0(g) = {g′ | {g, g′} ∈ E}
2) Recursive case: let i ∈ N and define

Hi+1(g) = {g′′ | g′ ∈ Hi(g), {g′, g′′} ∈ E}

For any entity g ∈ gc(Σ) we use ∆(g) as the name of the composed entity in the
Boolean network BN(Σ) that results from the composition.

This is a crucial idea to be able to name entities to be merged in a composition.
In Chapter 3, the name of a newly merged entity is gc. However, here, we have
multiple newly merged entities, and need a way to uniquely name them.
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• Given an entity g ∈ (G1 ∪ . . . ∪Gn) we define

Σ(g) =

g, if g ̸∈ gc(Σ);
∆(g), otherwise

Given a set of entities X ⊆ (G1 ∪ . . . ∪Gn) we define Σ(X) = {Σ(g) | g ∈ X}.

We let BN(Σ) be the BN that results from a composition Σ. We can define BN(Σ)
formally, as follows.

Definition 15. (Composed Model) Let Σ = (M,E) be a composition. Then, we define
the Boolean network BN(Σ) = (G(Σ), N(Σ), F (Σ)) that results from Σ as follows.
1. Entities: G(Σ) = Σ(G1 ∪ . . . ∪Gn).
2. Neighbourhood: for any entity h ∈ G(Σ), the neighbourhood N(Σ)(h) is defined
by

N(Σ)(h) =


⋃

g∈h Σ(Nλ(g)(g)), if h = ∆(g′), for some g′ ∈ gc(Σ);
Σ(Nλ(h)(h)), otherwise

3. Functions: For any g ∈ G(Σ) we define the next–state function F (Σ)(g) on any
S ∈ SBN(Σ) by

F (Σ)(g)(S[N(Σ)(g)]) =
∧

h∈∆(g′) Fλ(h)(h)(S[Σ(Nλ(h)(h))]), if g = ∆(g′), for some g′ ∈ gc(Σ);
Fλ(g)(g)(S[Σ(Nλ(g)(g))]), otherwise

This definition is illustrated by the example shown in Figure 4.3 where the Boolean
network BN(ΣEx) results from the composition ΣEx.

Recall that, in order to formalise the possible interference that can occur between
composed BNs, the interference state graph for a BN was introduced (see Definition
16 in Chapter 2). The idea is to extend a BN’s state graph with additional edges
representing the behaviour that could result from interference caused by a composition.
In particular, whenever an entity used in the composition transitions to 1, then we add
another edge to the state graph to represent that the entity could instead transition to
0 due to interference (this is assuming conjunction is used in the composition). Since
any given BN can have a number of entities involved in the composition, we need to
define the set of all possible next states that can occur based on the possibility of
interference, as follows.
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Let BN = (G,N, F ) be a BN and S ∈ SBN . For any entity g ∈ G and b ∈ B we
define S[g → b] to represent an update to state S so that g now has state b. More
formally, for any h ∈ G define

S[g → b](h) =

b, if g = h;
S(h), otherwise

Let υ : B → P(B) be defined by υ(0) = {0} and υ(1) = {0, 1}.

υ is the set of the possible next state values and there are only two possibilities
based on the use of conjunction.

Let X = {g1, . . . , gk} ⊆ G be a non–empty subset of entities. Then we define
ΥX : SBN → P(SBN ) for any S ∈ SBN by

ΥX(S) = {S[g1 → b1] · · · [gk → bk] | b1 ∈ υ(S(g1)), . . . , bk ∈ υ(S(gk))}

ΥX(S) is the set of all possible states that can result from interference (including
S itself).

To illustrate the idea, consider the global state 011 ∈ SG{g3
2 ,g3

3}(MEx3) (see Figure
4.4) that experience interference for entities {g3

2, g
3
3} using conjunction. We have

Υ{g3
2 ,g3

3}(011) = {011, 010, 001} representing all possible states that can result from
interference.

We can now define the interference state graph based on having a set X of entities
that can experience interference (we build our definition based on [4]).

Definition 16. (Interference State Graph) Let BN = (G,N, F ) be a Boolean network
and let X ⊆ G. Then we define the interference state graph SGX(BN ) by

SGX(BN ) = (SBN ,
BN−−→
X

)

The extended edge relation BN−−→
X

is defined by BN−−→
X

= BN−−→ ∪ E, where

E = {S1
BN−−→
X

T | S1, S2 ∈ SBN , S1
BN−−→ S2, T ∈ ΥX(S2)}
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As illustrative examples, consider the interference state graphs depicted in Figure
4.4 for the Boolean networks MEx1, MEx2, MEx3, MEx4, MEx5 and MEx6 introduced
previously (see Figure 4.2).
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Figure 4.4 The interference state graphs for MEx1, MEx2, MEx3, MEx4, MEx5 and
MEx6 induced by the composition ΣEx.

In the sequel, we let Ii represent the interference state graph SGgc(Σ,BN i)(BN i)
when the composition Σ and Boolean network BN i ∈ M are clear from the context.

The following is an important result which shows that an interference state graph
captures all the possible behaviour that can result for a BN if it is used in a composition
Σ. (Note that this is an updated version of the theorem presented in [49, 4].)

Theorem 8. Let β ∈ Path(SG(BN(Σ))). Then for i = 1, . . . , n we have

β[Σ(Gi)] ∈ Path(Ii)
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Proof. Let β = ⟨S0, S1, . . .⟩ ∈ Path(SG(BN(Σ))). Then it suffices to show that for
any i ∈ {1, . . . , n} and any k ∈ N we have

Sk[Σ(Gi)]
BN i−−−−−−→

gc(Σ,BN i)
Sk+1[Σ(Gi)] (4.1)

Let Sk[Σ(Gi)]
BN i−−→ T , for some T ∈ SBN i

. Clearly, for any g ∈ Gi, g ̸∈ gc(Σ,BN i) we
have by the definition of BN(Σ) (Definition 15) that

T (g) = Sk+1[Σ(Gi)](g)

For any g ∈ gc(Σ,BN i) we know by the definition of BN(Σ) (Definition 15) that
Sk+1(Σ(g)) ∈ υ(T (g)) and so it follows that

Sk+1[Σ(Gi)] ∈ Υgc(Σ,BN i)(T )

Then, by the definition of the interference state graph (Definition 16), it follows that
(4.1) must hold.

4.3 Identifying Attractors in a Composition

In this section, we develop theoretical results for compositional identifying attractors for
a general composition (introduced in the previous section). The results and techniques
are based on adapting and extending the results introduced in the previous chapter
(see section 3.2). However, here, we have to consider multiple cyclic paths in the
interference state graphs for the underlying BNs to be merged. In addition, we can
have multiple composed entities that experience interference. Thus, the interference
alignment property needs to be updated. We formally prove that the extended approach
is sound and complete for attractor identification.

Recall the definition of an SCC φ for an interference state graph (see Definition 9).
We let φ denote an SCC for an interference state graph SGX(BN ), where X is the set
of entities involved in a composition. As an illustrative example, consider the SCCs
depicted in Figure 4.5 for the interference state graphs SG{g1

1}(MEx1), SG{g2
1}(MEx2),

SG{g3
2 ,g3

3}(MEx3), SG{g4
2}(MEx4), SG{g5

1 ,g5
2}(MEx5) and SG{g6

1 ,g6
2}(MEx6).

Let X ⊆ G, φ ∈ SCC(SGX(BN )) and we use α ∈ Path(φ) again to denote an
infinite path over φ. Then we say that α is a cyclic path iff there exists k ∈ N, k > 0
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Figure 4.5 The SCCs that arise for the example composition ΣEx.

and S1, . . . , Sk ∈ Sφ such that

α = ⟨S1, . . . , Sk, S1, . . . , Sk, . . .⟩

We use CPaths(φ) again to denote the set of all cyclic paths for an SCC φ.

Given the sets of SCCs for the BNs that are to be composed, we can consider
merging the cyclic paths the SCCs generate to identify attractors in the composed
model. In order to facilitate this process, we extend the definition of the interference
alignment property that indicates when potential paths from submodels can be merged
to produce paths in the composed model.

We begin by extending the definitions of a normal step and an interference step
(see Section 3.2) to an interference state graph SGX(BN ).

Definition 17. Let BN = (G,N, F ) be a Boolean network, let g ∈ G and let X ⊆ G.
Suppose Si

BN−−→ Si+1 and Si
BN−−→
X

S ′
i+1, for some Si, Si+1, S

′
i+1 ∈ SBN . We say Si

BN−−→
X

S ′
i+1 is a normal step for g iff Si+1(g) = S ′

i+1(g). We say Si
BN−−→
X

S ′
i+1 is an interference

step for g iff it is not a normal step for g.
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As an example, consider the SG{g3
2 ,g3

3}(MEx3) depicted in Figure 4.4. Then the
step 011 MEx3−−−−→

{g3
2 ,g3

3}
010 is an interference step for g3

3 and a normal step for g3
2.

Next, we define how states and paths can be merged in the context of a composition
Σ.

Definition 18. (Merging States and Paths) Let Si ∈ SBN i
, for i = 1, . . . , n. We define

∧Σ(S1, . . . , Sn) ∈ SBN(Σ) to be the composed state where for any g ∈ G(Σ) we have

∧Σ(S1, . . . , Sn)(g) =


∧

h∈∆(g′) Sλ(h)(h), if g = ∆(g′), for some g′ ∈ gc(Σ);
Sλ(g)(g), otherwise

Let αi = ⟨Si
0, S

i
1, ...⟩ ∈ Path(Ii), for i = 1, . . . , n. We define ∧Σ(α1, . . . , αn) to be the

composed path defined by

∧Σ(α1, . . . , αn) = ⟨∧Σ(S1
0 , . . . , S

n
0 ),∧Σ(S1

1 , . . . , S
n
1 ), . . .⟩

We now extend the important definition of interference alignment on paths involved
in a composition.

Definition 19. (Interference Alignment) Let αi = ⟨Si
0, S

i
1, ...⟩ ∈ Path(Ii), for i =

1, . . . , n. We say α1, . . . , αn interference align (for Σ) iff for each g ∈ gc(Σ) and each
k ∈ N the following hold:

1) Sλ(g)
k (g) = S

λ(h)
k (h), for all h ∈ ∆(g);

2) There exists h ∈ ∆(g), such that Sλ(h)
k

BN λ(h)−−−−−−−−→
gc(Σ,BN λ(h))

S
λ(h)
k+1 is a normal step for h.

The idea behind interference alignment is that it captures when paths from the BNs
involved in a composition can be merged to create a path in the resulting composed
model. It does this by checking to ensure that interference actually occurs at the points
required in each path. This is formally shown by the following result.

Lemma 9. Let α1 ∈ Path(I1), ..., αn ∈ Path(In). Then if α1, . . . , αn interference align
then

∧Σ(α1, . . . , αn) ∈ Path(SG(BN(Σ)))

Proof. Let αi = ⟨Si
0, S

i
1, ...⟩ ∈ Path(Ii), for i = 1, . . . , n, such that α1, . . . , αn interfer-

ence align. To show ∧Σ(α1, . . . , αn) ∈ Path(SG(BN(Σ))) it suffices by the definition



4.3 Identifying Attractors in a Composition 77

of merging paths (Definition 18) to show for any k ∈ N that

∧Σ (S1
k , . . . , S

n
k ) BN(Σ)−−−−→ ∧Σ(S1

k+1, . . . , S
n
k+1) (4.1)

By Definition 15, to prove (4.1) we need to show that for any g ∈ G(Σ) we have

∧Σ (S1
k+1, . . . , S

n
k+1)(g) = F (Σ)(g)(∧Σ(S1

k , . . . , S
n
k )[N(Σ)(g)]) (4.2)

Note that by interference alignment, the definition of merging states (Definition 18) and
idempotency of conjunction, it follows that for any p ∈ {1, . . . , n} and any non-empty
subset X ⊆ Gp we know

∧Σ (S1
m, . . . , S

n
m)[Σ(X)] = Sp

m[X] (4.3)

for any m ∈ N. To show (4.2), there are two cases to consider for each g ∈ G(Σ)
depending on whether or not g is a composed entity.

Case 1: Suppose g ∈ (G1 ∪ . . . ∪ Gn) \ gc(Σ) (i.e. g is not used in the composi-
tion). Then we show each side of (4.2) reduces to Sλ(g)

k+1 (g). By (4.3) we know

∧Σ(S1
k+1, . . . , S

n
k+1)(g) = S

λ(g)
k+1 (g)

By definition of BN(Σ) (Definition 15), given the assumption that g is not used in the
composition and (4.3) it follows

F (Σ)(g)(∧Σ(S1
k , . . . , S

n
k )[N(Σ)(g)]) = Fλ(g)(g)(Sλ(g)

k [Nλ(g)(g)])

Then, by assumptions on αλ(g) and the assumption that g is not used in the composition,
we have

Fλ(g)(g)(Sλ(g)
k [Nλ(g)(g)]) = S

λ(g)
k+1 (g)

Case 2: Suppose g = ∆(g′), for some g′ ∈ gc(Σ) (i.e. g is a composed entity).

By definition of merging states (Definition 18) and by assumption that g = ∆(g′) we
have

∧Σ(S1
k+1, . . . , S

n
k+1)(g) =

∧
h∈g

S
λ(h)
k+1 (h)
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By definition of BN(Σ) (Definition 15) and (4.3) it follows

F (Σ)(g)(∧Σ(S1
k , . . . , S

n
k )[N(Σ)(g)]) =

∧
h∈g

Fλ(h)(h)(Sλ(h)
k [Nλ(h)(h)])

It now remains to show that

∧
h∈g

S
λ(h)
k+1 (h) =

∧
h∈g

Fλ(h)(h)(Sλ(h)
k [Nλ(h)(h)])

There are two cases to consider:

Case 2.1: Suppose ∧
h∈g Fλ(h)(h)(Sλ(h)

k [Nλ(h)(h)]) = 1.
Then by conjunction it follows that for any h ∈ g we have

Fλ(h)(h)(Sλ(h)
k [Nλ(h)(h)]) = 1

It then follows by interference alignment that there must exist a normal step resulting
in

S
λ(h′)
k+1 (h′) = 1

for some h′ ∈ g. Then by interference alignment it follows that for all h ∈ g we have

S
λ(h)
k+1 (h) = 1

and so by conjunction it follows that

∧
h∈g

S
λ(h)
k+1 (h) = 1

Case 2.2: Suppose ∧
h∈g Fλ(h)(h)(Sλ(h)

k [Nλ(h)(h)]) = 0. Then by conjunction there
must exist h ∈ g such that

Fλ(h)(h)(Sλ(h)
k [Nλ(h)(h)]) = 0

Then, since αλ(h) ∈ Path(Iλ(h)) and by definition of the interference state graph we
must have

S
λ(h)
k+1 (h) = 0
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and so by definition of conjunction we have

∧
h∈g

S
λ(h)
k+1 (h) = 0

Combining the formal definitions and results above provides a basis for compo-
sitionally identifying attractors in a composed BN model. Suppose we have SCCs
φi ∈ SCC(Ii) and cyclic paths αi ∈ CPaths(φi), for i = 1, . . . , n. Subsequently, if
these cyclic paths interference align then they can be merged to create a cyclic path
∧Σ(α1, . . . , αn) that must exist in the composed model BN(Σ) and so represents an
attractor cycle.

To illustrate this idea consider the following cyclic paths that result from the SCCs
associated with the composition ΣEx (see Figure 4.5):

⟨11, 01, 11, . . .⟩ ∈ CPaths(SG{g1
1}(MEx1)),

⟨00, 11, 00, . . .⟩ ∈ CPaths(SG{g2
1}(MEx2)),

⟨010, 000, 010, . . .⟩ ∈ CPaths(SG{g3
2 ,g3

3}(MEx3)),

⟨01, 10, 01, . . .⟩ ∈ CPaths(SG{g4
2}(MEx4)),

⟨01, 10, 01, . . .⟩ ∈ CPaths(SG{g5
1 ,g5

2}(MEx5)),

⟨0000, 1000, 0000, . . .⟩ ∈ CPaths(SG{g6
1 ,g6

2}(MEx6)).

These cyclic paths interference align (for ΣEx) and when merged produce the cyclic
path ⟨100100000, 010110100, 100100000, . . .⟩. It follows by Lemma 9 that this path is
in Path(SG(BN(ΣEx))) and therefore that

[100100000, 010110100, 100100000]

is an attractor for BN(ΣEx).

We now consider showing formally that the approach for compositionally identifying
attractors in a composed model based on a new formulation is correct. To do this we
need to show that it is: sound – all attractors found are present in the composed model;
and complete – every attractor in the composed model is found using the approach.
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This idea for compositionally identifying attractors is formally shown to be sound
by the following theorem.

Theorem 10. (Soundness) Let φi ∈ SCC(Ii) and let αi ∈ CPaths(φi), for i =
1, . . . , n. Then if the cyclic paths α1, . . . , αn interference align then the path ∧Σ(α1, . . . , αn)
represents an attractor in the composed model BN(Σ).

Proof. Let φi ∈ SCC(Ii) and let αi ∈ CPaths(φi), for i = 1, . . . , n. Suppose that the
cyclic paths α1, . . . , αn interference align. Then, by the above assumptions and Lemma
9, it follows

∧Σ(α1, . . . , αn) ∈ Path(SG(BN(Σ)))

By the definition of cyclic paths we know that for each i = 1, . . . , n there must exist a
minimal ki ∈ N and states Si

1, . . . , S
i
ki

∈ SBN i
such that

αi = ⟨Si
1, . . . , S

i
ki
, Si

1, . . . , S
i
ki
, . . .⟩,

Let LCM(k1, . . . , kn) represent the lowest common multiple of k1, . . . , kn. Then it
follows that the first LCM(k1, . . . , kn) + 1 states of ∧Σ(α1, . . . , αn) must represent an
attractor in BN(Σ).

We now consider showing that the proposed approach is complete, and begin with
some necessary preliminary results about projecting and merging paths in a composed
model. The first of these results shows that the composition of projected paths in the
composed model must result in the original path.

Lemma 11. Let β ∈ Path(SG(BN(Σ))). Then

∧Σ(β[Σ(G1)], ..., β[Σ(Gn)]) = β

Proof. Let β = ⟨T0, T1, ...⟩ ∈ Path(SG(BN(Σ))). Then, it suffices to show that

Ti(g) = ∧Σ(Ti[Σ(G1)], ..., Ti[Σ(Gn)])(g)

for any i ∈ N and any g ∈ G(Σ). We do this using the following two cases.

Case 1: Suppose g ∈ (G1 ∪ . . . ∪ Gn) \ gc(Σ) (i.e. g is not used in the composi-
tion). Then, by definition of state projection, we know

Ti(g) = Ti[Σ(Gλ(g))](g)
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and so by definition of merging states (Definition 18) we have

Ti[Σ(Gλ(g))](g) = ∧Σ(Ti[Σ(G1)], ..., Ti[Σ(Gn)])(g)

Case 2: Suppose g = ∆(g′), for some g′ ∈ gc(Σ) (i.e. g is a composed entity). By the
definition of merging states (Definition 18), we have

∧Σ(Ti[Σ(G1)], ..., Ti[Σ(Gn)])(g) =
∧

h∈∆(g′)
Ti[Σ(Gλ(h))](h) (I)

Also by the definition of state projection we have

Ti[Σ(Gλ(g′))](g′) = Ti[Σ(Gλ(h))](h)

for all h ∈ ∆(g′), and so it follows from (I) and the idempotency of conjunction that

∧Σ(Ti[Σ(G1)], ..., Ti[Σ(Gn)])(g) = Ti[Σ(Gλ(g′))](g′)

Then, by definition of projection, we have

Ti[Σ(Gλ(g′))](g′) = Ti(g)

We now show that any path in the composed model projected over the entities of
an underlying BN will be a valid path in the interference state graph for that BN.

Lemma 12. Let β ∈ Path(SG(BN(Σ))). Then for any i ∈ N we have

β[Σ(Gi)] ∈ Path(Ii)

Proof. Let β = ⟨T0, T1, ...⟩ ∈ Path(SG(BN(Σ))). Then, it suffices to show that for
any i ∈ {1, ..., n} and any k ∈ N we have

Tk[Σ(Gi)]
BN i−−−−−−→

gc(Σ,BN i)
Tk+1[Σ(Gi)] (I)

Suppose Tk[Σ(Gi)]
BN i−−→ S, for some S ∈ SBN i. Then, by definition of the interference

state graph Ii (Definition 16) to show (I), we need to prove

Tk+1[Σ(Gi)] ∈ Υgc(Σ,BN i)(S)
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We do this by showing that for each g ∈ gc(Σ,BN i) we have

Tk+1[Σ(Gi)](g) ∈ υ(S(g))

using the following two cases.

Case 1: Suppose S(g) = 1. Then υ(S(g)) = {0, 1} and so it follows that

Tk+1[Σ(Gi)](g) ∈ υ(S(g))

Case 2: Suppose S(g) = 0. Then by the definition of BN(Σ) and conjunction we
must have

Tk+1[Σ(Gi)](g) = 0

Since υ(S(g)) = {0} it then follows that

Tk+1[Σ(Gi)](g) ∈ υ(S(g))

We can now prove that the proposed attractor identification approach is complete
(i.e. every attractor in the composed model is identified by the approach).

Theorem 13. (Completeness) Let ψ be an attractor for the composed Boolean network
BN(Σ). Then there must exist φi ∈ SCC(Ii), for i = 1, ..., n, and cyclic paths φi ∈
CPaths(φi), for i = 1, ..., n, such that φ1, ..., φn interference align and ∧Σ(α1, . . . , αn)
results in the attractor ψ.

Proof. Let ψ = [T1, T2, . . . Tk, T1] be an arbitrary attractor in the composed model
BN(Σ). Then, ψ can be viewed as representing the infinite cyclic path

ψ = ⟨T1, . . . Tk, T1, . . . Tk, . . .⟩

It follows by Lemma 12 that for i = 1, ..., n we have

ψ[Σ(Gi)] ∈ Path(Ii)
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Furthermore, it is clear that each path ψ[Σ(Gi)] must be a cyclic path and thus results
from an SCC φi in the interference state graph Ii. By Lemma 11 it follows that

∧Σ(ψ[Σ(G1)], ..., ψ[Σ(Gn)]) = ψ

Given the above, it remains to show that φ1, ..., φn interference align. To do this, first
note that for any g ∈ gc(Σ) we clearly have by the definition of projection that

ψ[Gλ(g)](g) = ψ[Gλ(h)](h), (I)

for all h ∈ ∆(g). So it remains to show that for any g ∈ gc(Σ) there exists h ∈ ∆(g)
such that

Tj[Σ(Gλ(h))]
BN λ(h)−−−−−−−−→

gc(Σ,BN λ(h))
Tj+1[Σ(Gλ(h))]

is a normal step. This must hold by the definition of F (Σ) in the composed model
BN(Σ) (Definition 15), since it composes normal steps together using conjunction,
and this means at least one normal step cannot be interfered with, given the resulting
Boolean value.

4.4 Conclusion

This chapter set out to address the limitations in the initial work on attractor analysis
presented in Chapter 3. In particular, we considered a challenging problem of extending
compositional attractor identification techniques and results to an arbitrary composition.
A crucial first step was to reformulate a new definition of composition that allows
multiple BNs to be composed simultaneously over multiple entities. We then extended
the results of Chapter 3 significantly with this new framework. The new techniques and
results we have developed significantly advance this compositional framework providing
practical new techniques and tools for attractor analysis.

A significant contribution of this chapter is the formulation of a new general
definition for the compositional construction of BNs based on using a graph based
structure to allow arbitrary compositions. This addressed one of the major challenges
we have faced during the process of extending our attractor analysis results to multiple
BNs because the original notations and definitions became too complex to handle.
Importantly, this simplifies the presentation of key definitions and results for the
compositional framework. Providing a way of naming the new merged entities, using
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the functions to return the state of specific entities and defining functions to return
the index of the BN to which an entity belongs are significant steps in the extended
work results. Notably, the new formulation is much more applicable to compositionally
constructing models which supports engineering biological systems and aiding the
development of decomposition techniques.

Using the new generalised definition of a composition, we were then able to sig-
nificantly extend the compositional approach presented in Chapter 3. This involved
dealing with analysing multiple SCCs in the subnetwork’s interference state graphs
to identify potential cyclic behaviour. Multiple entities can experience interference
under composition, resulting new edges in state graphs. Thus, we provided extended
definitions for normal and interference edges. Furthermore, we extended the property
of interference alignment, which indicates when cyclic paths generated by SCCs can be
composed to form attractors. We formally showed that the extended approach was
correct by proving that it is both sound and complete.

Again, as noted in Chapter 3 the results clearly still follow for the OR operator,
where the key change is that 0 now interferes with 1. In an interference state graph,
interference will occur with the underlying behaviour of a merged entity whenever it
wants to transition to 1, but its merged counterpart wants to transition to 0. The
definition of the interference state graph can be straightforwardly changed by updating
the definition of υ : B → P(B) to be υ(0) = {0, 1} and υ(1) = {1} (see Section 4.2).
In fact, idempotency is the main property for AND and OR Boolean operators (note
that there are four such binary operators). The property of idempotence is needed in
Lemma 3, Lemma 5, Lemma 9 and Lemma 11. It is worth noting that the attractor
identification techniques and tools are being applied over the state graphs, therefore
the findAtt algorithm can be applied over the interference state graph generated when
the merge operator used in the composition is OR.

Developing tool support to make attractor analysis techniques practical to realistic
models is an important focus in this research. Thus, in the subsequent chapter,
we develop a prototype support tool and investigate its practical performance. We
formulate an algorithm based on the theoretical results developed in this chapter
to involve multiple BNs. We then implement the developed algorithm and conduct
experimental studies to evaluate the performance of the tool, and to compare the
performance result to existing tools in the literature.

The original compositional framework was developed to support the engineering of
BNs from basic parts in order to help address current challenges in synthetic biology
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[175–177]. In the future, it would be interesting to use this framework as a basis for
developing techniques for automatically decomposing a large BN into parts in order to
aid its analysis and the identification of key subnetworks. Moreover, the behaviour
preservation results of the original framework [48, 49] need to be extended to the new
general setting in this chapter to support the analysis.

The developed new framework provides a basis for considering many interesting
problems in BNs. For example, in future work, it would be interesting to consider
synthesising BNs with given behaviour using this compositional framework.





Chapter 5

Practical Application: Tool Support
and Experimental Studies

5.1 Introduction

In the previous chapter, we developed a new general formulation of composing multiple
BNs to support arbitrary compositions. The new formulation clearly simplified the
theoretical results and definitions of the original framework. This work significantly
advances the original compositional framework, using it as a basis for decomposing and
engineering biological systems aimed at addressing the current practical limitations
imposed by the state space explosion problem. Then, we extended the compositional
attractor analysis results developed in Chapter 3 to support multiple BNs composed
by merging multiple entities. In order to make the attractor identification approach
practical, we need to develop an algorithm based on the theoretical approach, and
implement it to automate our results and conduct experimental studies.

In this chapter, based on our theoretical results, we extend the developed algorithm
from Chapter 3 to support arbitrary compositions that involve multiple BNs. The
algorithmic approach we take uses a new notion of aligned state tuples, that is, a
collection of states for the underlying BNs in the composition which are consistent
with each other and which are realisable in practice. We must consider the issue of
having multiple next states for each global state in the SCCs while pairing up states to
form cyclic paths. Thus, we provide the definition of an interference aligned next state
tuple, which is a key property in our algorithmic approach. We formally show that
there is, at most, one interference aligned next state tuple for any state tuple processed
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in the algorithm. We carefully consider how to efficiently generate aligned state tuples
to ensure that the algorithm developed is practical. We present an interesting idea of
computing interference aligned next state tuple efficiently by focusing on composed
entities in each BN. The algorithm developed is then used as the basis for a prototype
support tool, and we discuss the implementation of this tool.

We evaluate the new techniques and tools we have developed by conducting three
experimental studies, using a series of compositional models that range from using 10
entities to 233 entities. We compare the performance of the first experiment to the
performance of three existing attractor identification tools: BoolNet [55], BNS [35] and
BoolSim [56]. Finally, we utilise our tool to identify attractors of an existing BN model
[7] for the signalling network underpinning T cell large granular lymphocyte (T-LGL)
leukemia [54].

This chapter is organised as follows. In Section 5.2, we formulate an extended
algorithm for compositionally identifying attractors based on the approach presented
in Section 4.3, and present our approach for generating the set of aligned tuples
and computing the interference aligned next state tuple. We then briefly discuss the
implementation of the tool support and improving its efficiency. In Section 5.3, we
evaluate the tool by performing a range of performance tests. We start with our test
model and then we present the results and performance evaluation. We then compare
our approach to three existing tools for attractor identification using the last 16 tests
performed in the first experiment. In Section 5.4, we illustrate the practical application
of our techniques for analysis with a case study.

5.2 Developing Tool Support

Objective 3 is very important in ensuring that we develop tool support for our developed
results. Hence, in this section, we take the theoretical approach outlined in the previous
chapter and use it as the basis to extend the algorithm introduced in Section 3.3. The
extended algorithm identifies attractors compositionally in a generalised form of a
composed model. We then use this to develop a prototype support tool and in particular,
consider efficiently addressing the key challenges that arise.
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5.2.1 Algorithm for Compositionally Analysing Attractors

The theoretical approach we presented was based on identifying cyclic paths over the
SCCs in the subnetworks’ interference state graphs. In each step, we ensure that the
states align over the entities to be merged, and that there is at least one normal step
for one of these merged entities. In the algorithmic approach we consider constructing
cyclic paths one step at a time. We focus on tuples of states over the SCCs which align
(i.e. they have the same state values on the entities that are merged), and consider
how to make a step from one aligned tuple of states to the next in order to ensure that
well-defined interference aligned cyclic paths are constructed.

More formally, let Σ = (M,E) be an arbitrary composition with subnetworks
M = {BN 1, . . . ,BN n}. Then, we say that a state tuple (S1, . . . , Sn), for S1 ∈
SBN 1 , . . . , Sn ∈ SBN n is an aligned state tuple (for Σ) iff for each g ∈ gc(Σ) we have
Sλ(g)(g) = Sλ(h)(h), for all h ∈ ∆(g).

When making a transitional step to a new aligned state tuple we need to ensure
that at least one normal step occurs for each composed entity in order ensure that the
step is realisable in practice. This leads to the following definition of an interference
aligned next state tuple, an adaptation of the definition of interference alignment on
paths (see Definition 19).

Definition 20. Suppose Si
BN i−−−−−−→

gc(Σ,BN i)
S ′

i for some Si, S
′
i ∈ SBN i

, for i = 1, . . . , n. Then
we say (S ′

1, . . . , S
′
n) is an interference aligned next state tuple for (S1, . . . , Sn) iff for

every g ∈ gc(Σ) we have:

1) Sλ(g)(g) = Sλ(h)(h), for all h ∈ ∆(g); and

2) There exists h ∈ ∆(g) such that Sλ(h)
BN λ(h)−−−−−−−−→

gc(Σ,BN λ(h))
S ′

λ(h) is a normal step for

h.

Interestingly, it can be shown that for any state tuple (S1, . . . , Sn), there is at most
only one interference aligned next state tuple.

Lemma 14. Let (S1, ..., Sn) be a state tuple for Σ, where Si ∈ SBN i
, for i = 1, ..., n.

Then (S1, ..., Sn) has at most one interference aligned next state tuple.

Proof. Let (S1, ..., Sn) be a state tuple, where Si ∈ SBN i, for i = 1, ..., n. Assume
(S ′

1, ..., S
′
n), where S ′

i ∈ SBN i, is the interference aligned next state tuple for (S1, ..., Sn).
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Then, we need to show that the interference aligned next state tuple (S ′
1, ..., S

′
n) is

unique.

To show that this interference aligned next state tuple is unique, it suffices to show
that for every g ∈ gc(Σ), the state S ′

λ(g)(g) is unique. Let g ∈ gc(Σ) and (WLOG)

assume that Sλ(g)
BN λ(g)−−−−−−−→

gc(Σ,BN λ(g))
S ′

λ(g) is a normal step for g as required by definition of

the interference aligned next state tuple. Then, we have two cases to consider for the
value of S ′

λ(g)(g) using the key properties given in Definition 20:

Case 1: Suppose S ′
λ(g)(g) = 1. Then, it follows that for any h ∈ ∆(g) we must

have by the definition of the interference aligned next state tuple

S ′
λ(h)(h) = 1

Then it is clear that all entities in ∆(g) have normal steps in the truth values being 1.
Therefore there is no other choice in this case.

Case 2: Suppose S ′
λ(g)(g) = 0. It follows that for any h ∈ ∆(g) we must have

by definition of the interference aligned next state tuple

S ′
λ(h)(h) = 0

Then, there are two possibilities:

1. It was a normal step, in which case there is no other choice for it.

2. It was an interference step, and in that case there is only one possible step for
that entity.

Therefore, there is only one value for ∆(g), then the interference aligned next state
tuple has to be unique.

The SCCs in the interference state graphs can be found using standard algorithms
based on depth-first search, such as Kosaraju’s algorithm [203] and Tarjan’s algorithm
[200], which run in linear time O(|V | + |E|) on a graph (V,E). In order to efficiently
deal with these SCCs we create a data structure ΦΣ which combines all the information
needed from the SCCs. For each BN i we store in ΦΣ[i] all the possible states that
appear in an SCC associated with BN i along with the set of next states to which they
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can transition. As an example, consider the ΦEx presented in Table 5.1 for ΣEx (see
Figure 4.5 for the corresponding SCCs).

Table 5.1 The data structure ΦEx which contains the information for the SCCs associated
with ΣEx (see Figure 4.5).

BN SCC Next

MEx1

00 00
01 01, 11
11 01

MEx2

00 11
01 01
10 10
11 00

MEx3

000 000, 001, 010, 011
001 000, 001, 010, 011
010 000, 001, 010, 011
011 000, 001, 010, 011
100 100

BN SCC Next

MEx4

00 00, 01
01 10
10 00, 01
11 11

MEx5

00 00
01 10
10 01
11 11

MEx6

0000 0000, 1000
0010 0010
1000 0000, 1000

We can now formulate an algorithm for a function findAtt, which takes the SCC
data structure ΦΣ associated with a composition Σ and then returns all the attractors
in the resulting merged model. The algorithm works by iterating through the set of
all aligned state tuples over ΦΣ. For each one, it attempts to generate a sequence of
interference aligned next state tuples until a repeated aligned state tuple is reached,
indicating that a set of interference aligned cyclic paths have been found. If at any
point we have an aligned state tuple that has previously been generated, then we skip
the current state tuple sequence, since it has already been considered. The pseudo code
for this algorithm is given in Algorithm 2, and it makes use of the following functions:

• alignSet(ΦΣ) returns the set of all aligned state tuples generated by the SCC
information in ΦΣ.

• doStep((S1, ..., Sn),ΦΣ) returns the interference aligned next state tuple for
a given state tuple (S1, ..., Sn) based on the SCC information in ΦΣ. If no
interference aligned next state tuple exists, then it returns a Null value.

• extCP (listST ) merges the list of state tuples listST into a path (which is
straightforward as the algorithm ensures that they align), and extracts the
attractor in which the path must end.
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Algorithm 2: findAtt(ΦΣ)
Input : ΦΣ : SCC Data Structure
Output : attSet : Set of Attractors
Variables :ST, ST ′ : StateTuple; listST : List of StateTuples;

seen : Set of StateTuples
1 Begin
2 attSet := {}
3 seen := {}
4 foreach ST ∈ alignSet(ΦΣ) do
5 listST := [ ]
6 Loop
7 if ST ∈ seen then
8 Exit Loop
9 else

10 seen := seen ∪ {ST}
11 ST ′ := doStep((ST ),ΦΣ)
12 if ST ′ = Null then
13 Exit Loop
14 else
15 listST := listST + +[ST ]
16 if ST ′ ∈ listST then
17 attSet := attSet ∪ {extCP (listST + +[ST ′])}
18 Exit Loop
19 else
20 ST := ST ′

21 end
22 end
23 end
24 EndLoop
25 end
26 return attSet

27 End
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To illustrate how the algorithm works consider applying it to the example composi-
tion ΣEx given in Figure 4.3. The SCCs for ΣEx result in 2880 possible state tuples,
but only 60 of these align. Suppose the findAtt algorithm has selected the aligned
state tuple ST = (01, 11, 000, 00, 10, 1000). Then the following interference aligned
next state tuples are generated:

listST = [(01, 11, 000, 00, 10, 1000), (11, 00, 010, 01, 01, 0000),
(01, 11, 000, 10, 10, 1000), (11, 00, 010, 01, 01, 0000)]

Applying extCP to listST returns the attractor [100100000, 010110100, 100100000]. It
can be verified that the algorithm for findAtt correctly identifies the nine attractors
contained by the composed model BN(ΣEx) resulting from ΣEx.

The overall performance of the proposed algorithmic approach is impacted by the
number of subnetworks used, and the number of corresponding SCCs and their size.
The algorithm should perform well in practice if a good compositional structure is used,
and we explore this experimentally in Section 5.3 using a series of scalable tests. There
are two main functions used by the algorithm that need to be carefully considered:
1) generating the set alignSet(ΦΣ) of all aligned state tuples; and 2) computing the
interference aligned next state tuple doStep((S1, ..., Sn),ΦΣ) for a given state tuple
(S1, ..., Sn). We now consider how to efficiently implement these key functions.

5.2.2 Generating the Set of Aligned State Tuples

The algorithm for findAtt is based on iterating through the set of all aligned state
tuples over ΦΣ. If the number of SCC states for each BN i is ki, for i = 1, . . . , n, then
there are k1 × · · · × kn possible state tuples to check for alignment. However, the
number of actual aligned state tuples is normally much smaller, and it is therefore
essential to consider how to efficiently generate the set alignSet(ΦΣ).

We begin by observing that only the entities merged in the composition need to be
considered when checking tuple alignment. For each BN, we can therefore focus on the
entities it contains which are used in the composition, and we refer to this as its key.
For example, in the composition ΣEx the Boolean network MEx4 has two key states, 0
and 1, associated with the entity g4

2 which forms part of the composed entity gc
1. It

can be seen that key state 0 represents two SCC states, 00 and 10, and that key state
1 represents states 01 and 11.
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Let BN i be a BN in a composition Σ. We let key(BN i) = gc(Σ,BN i) and for any
state S ∈ SBN i

, we let key(S) = S[key(BN i)]. We let key(ΦΣ[i]) = {key(S) | S ∈
ΦΣ[i]} be the set of key states it contains. The definition of the SCC data structure ΦΣ

can straightforwardly be extended so that each key state is linked with the corresponding
full states in the SCCs with which it is associated.

Since a key state may form part of many states within the SCCs for a BN, we can
reduce the number of combinations to check by focusing on key states when computing
aligned tuples. It is straightforward then to use the identified key state tuples to
generate all the aligned state tuples. The aligned key state tuples are constructed by
considering each BN involved in the composition in turn, and by incrementally assigning
values to the composed entities. We iterate through a BN’s key states recursively,
applying the procedure to the next BN entities.

It can be seen that the order in which the BNs are considered can impact the
efficiency of this approach. We therefore attempt to maximise the efficiency by using
the following heuristic to order the BNs: place the BNs in descending order of how
many entities they influence which are involved in the composition. More formally, for
each Boolean network BN i, we calculate its impact factor using the following formula:

Σgc∈{∆(g) | g∈gc(Σ,BN i)} |gc|

We select the BN with the highest impact factor to be the first one to be considered
(if there is more than one BN with the same impact factor, then we simply randomly
choose one). We then update the remaining impact factors by subtracting from them
the entities they included, which are now covered by the composed entities in the
selected BN. We then repeatedly apply the above process to the remaining BNs to
generate an order index Or, where BN Or[i] is the ith BN in the order.

To illustrate this idea, consider applying the above procedure to ΣEx. The composed
entities have the following values: gc

1 = 4, gc
2 = 3 and gc

3 = 2. Consequently, we have the
following initial impact factors: MEx1 = 4, MEx2 = 3, MEx3 = 4 + 2 = 6, MEx4 = 4,
MEx5 = 4+3 = 7, and MEx6 = 3+2 = 5. We therefore select MEx5 to be the first BN
and then recalculate the impact factors for the remaining BNs by removing the values
associated with gc

1 and gc
2 as follows: MEx1 = 0, MEx2 = 0, MEx3 = 2, MEx4 = 0,

and MEx6 = 2. Both MEx3 and MEx6 now have the same largest impact factor and
so we simply choose one to be the next BN, say MEx3. Now all the remaining BNs
have an impact factor of 0 and so we can place them in any relative order. The result
is the following processing order: MEx5, MEx3, MEx1, MEx2, MEx4, and MEx6.
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The following recursive algorithm (Algorithm 3) uses the order index Or and the
ideas above to recursively identify the collection of the aligned states’ values of the
composed entities T . The algorithm makes use of the following two functions:

• The function cons(k, i, Or,A) checks whether the key state k for BN Or[i] is
consistent with the corresponding values already assigned to the composed
entities.

• The function set(A, key(BN Or[i]), k) updates A by setting the values given by k
for any composed entities covered by BN Or[i] whose values have not yet been set.

Algorithm 3: genAST (i,ΦΣ, Or,A, t, T )
Input : i : Nat,ΦΣ : SCC Data Structure, Or : OrderIndex,

A : Key States, t : Nat
Output :T : Array of Aligned Key States
Variables : k : KeyState

1 Begin
2 foreach k in key(ΦΣ[Or[i]]) do
3 if cons(k, i, Or,A) then
4 set(A, key(BN Or[i]), k)
5 if i < (n− 1) then
6 genAST (i+ 1,ΦΣ, Or,A, t, T )
7 else
8 T [t] = A
9 t = t+ 1

10 end
11 end
12 end
13 End

The set of aligned state tuples can be generated straightforwardly using a recursive
based algorithm based on the collection T .

To illustrate the above idea, consider applying the above processes to ΣEx. The
resulting T with the aligned states for the composed entities is shown in Table 5.2.
Then, we use T to generate aligned key states, and each key state is associated with a
number of full states. For example, the key state 00 in the submodel MEx3 is associated
with the two full states 000 and 100. The total number of the aligned state tuple for
the first row is 32 tuples, because the key states of MEx3, MEx1, MEx2, MEx4 and
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MEx6 are associated with two full states, while the key state of MEx5 is associated
with only one full state (see Figure 4.5).

Table 5.2 Summary of the generation of aligned state tuples for ΣEx. The first column
shows the resulting T , the second column shows the aligned key states based on T ,
and the final one illustrates the total number of aligned state tuples for each row.

T Aligned key states No of aligned
state tuples

gc
1 gc

2 gc
3 MEx5 MEx3 MEx1 MEx2 MEx4 MEx6

0 0 0 00 00 0 0 0 00 32
1 0 0 01 10 1 0 1 00 8
0 1 0 10 00 0 1 0 10 16
1 1 0 11 10 1 1 1 10 4

5.2.3 Computing Interference Aligned Next State Tuples

The findAtt algorithm attempts to generate a sequence of interference aligned next
state tuples for each aligned state tuple until a repeated sequence occurs, which
indicates that the set of interference aligned cyclic paths has been identified. Each state
included in the tuple must have one or multiple next states in its associated SCC. Thus,
if the number of next states for each state in the tuple (S1, ..., Sn) is ki, for i = 1, ..., n,
then there are k1,×...× kn possible next state tuples that need to considered in the
algorithm. Lemma 14 has shown, that, for any state tuple there is at most one
interference aligned next state tuple. Therefore, the function doStep((S1, ..., Sn),ΦΣ)
needs to be efficiently implemented.

We can focus on the composed entities to generate the next state tuple because
only their states can vary in a step. It turns out that for any BN, for each of its entities
used in the composition there are only four possibilities for its next state and we can
label those possibilities. By examining the labels, we can then determine what the
next state for composed entities should be, and from this we generate the next state
tuple. We now formalise this idea below.

For each state Sk for a Boolean network BN i given in ΦΣ and g ∈ gc(Σ,BN i),
there are four possibilities for the next step for g (see Figure 5.1):

1. The state of g is updated to 0 (i.e. Sk+1(g) = 0) using a normal step.
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0 01 01

Label=1 Label=2 Label=4Label=3

Figure 5.1 Labelling the four possibilities for the next state in the SCCs.

2. The state of g is updated to 1 (i.e. Sk+1(g) = 1) using a normal step and
interference is not possible.

3. The state of g is updated to 1 (i.e. Sk+1(g) = 1) using a normal step or it can be
updated to 0 (i.e. Sk+1(g) = 0) using an interference step.

4. The state of g is updated to 0 (i.e. Sk+1(g) = 0) using an interference step and
no normal step can be applied.

Our interesting idea to compute the interference aligned next state tuple starts with
pre-processing the states in the SCCs by labelling them with one of the four possible
next state categories listed above. We label the states before running the findAtt
algorithm. As an example, Table 5.3 presents the assigned labels for each state in the
SCCs data structure ΦEx containing the information for the SCCs associated with ΣEx

(see Figure 4.5).

The crucial idea is that counting the number of labels across all BNs for a particular
composed entity can be used to deduce the states of the composed entities in an
interference aligned next state tuple. We let ∆(Σ) = {∆(g) | g ∈ gc(Σ)} be the set of
all composed entities that occur in the composed model. Let gc ∈ ∆(Σ), then count(gc)
is an array with four elements, and each position refers to the count representing each
category of the next state’s labels. The idea is that count(gc)[i] counts the number of
occurrences of label i, for i = 1, 2, 3, 4, for each h ∈ gc. We iterate through BN labels
in the SCC data structure and increment the count for each composed entity based on
the categories identified.

We can use these counts count(gc) to determine the value of the composed entity
gc for the interference aligned next state tuple. According to the results of counting
the labels, we have four scenarios:

1. When count(gc)[1] > 0 and count(gc)[2] = 0, then the next state value of g will
be 0. It can be noticed that count(gc)[1] + count(gc)[4] = k, where k is the total
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Table 5.3 Pre-processing step of labelling each state in the SCCs data structure ΦEx

which contains the information for the SCCs associated with ΣEx (see Figure 4.5).

BN SCC gc
1 gc

2 gc
3 Next

MEx1

00 4 00
01 3 01, 11
11 1 01

MEx2

00 2 11
01 1 01
10 2 10
11 1 00

MEx3

000 3 3 000, 001, 010, 011
001 3 3 000, 001, 010, 011
010 3 3 000, 001, 010, 011
011 3 3 000, 001, 010, 011
100 1 1 100

MEx4

00 3 00, 01
01 1 10
10 3 00, 01
11 2 11

MEx5

00 1 1 00
01 1 2 10
10 2 1 01
11 2 2 11

MEx6

0000 3 1 0000, 1000
0010 1 1 0010
1000 3 1 0000, 1000

number of ∆(gc). If there is one normal edge that steps to 0, then the value of
gc has to be 0 in the aligned next state tuple, if it exists. All of the other edges
can be interference aligned with it because they have either normal steps to 0 or
interference edges.

2. When count(gc)[1] = 0 and count(gc)[4] = 0, then the next state value of gc will
be 1. This is equivalent to the scenario when count(gc)[2] + count(gc)[3] = k,
where k is the total number of |∆(gc)|.

3. When count(gc)[1] > 0 and count(gc)[2] > 0, then there is an inconsistent
situation and no possibility for generating an interference aligned next state tuple.
Although we require at least one step to be updated to 0 for gc, the other edges
must be updated to one.
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4. When count(gc)[1] = 0 and count(gc)[4] > 0, then there is an inconsistent
situation, and no possibility for generating an interference aligned next state
tuple. This is because the interference required to create a 0, is missing since
count(gc)[1] = 0.

The above conditions indicate when an interference aligned next state tuple can
potentially occur, and what values the associated composed entities will have in it.
The other entities that are not used in the composition will have the same values for
the next states as in their submodels. Thus, we can focus on the composed entities
because only composed entities’ states can be changed due to interference. Having
these values of composed entities allows us to calculate the interference aligned next
state tuple.

It is important to note that, in some cases, the interference aligned next state
tuple will not be possible due to the interaction between different composed entities.
As an illustrative example, consider applying our algorithm to three BNs composed
on gc

1 = {g1
1, g

2
1} and gc

2 = {g2
2, g

3
1}, and their SCCs as represented in Figure 5.2.

Suppose we start from the three aligned states (00, 00, 00) and count(gc
1) = [1, 0, 1, 0]

and count(gc
2) = [0, 1, 1, 0], then the composed entities have the following values: gc

1 = 0
and gc

2 = 1. Because gc
1 in the first state is updated to 0 as a normal step and updated

to 1 in the second state, but has an interference step, we can set the value of gc
1 to 0.

By contrast, gc
2 is updated to 1 in the second state, but has an interference step to 0

and is updated to 1 in the third state, so we can set the value of gc
2 to 1. The problem

is that we need to use two different edges in the BN 2, and thus cannot generate the
next state tuple.

As a result, the above process has been used to determine the values of the composed
entities, but the results of the interference aligned next state tuple will not be feasible
because of the interaction in different composed entities. To take account of this,
we need to perform a final check upon generating the next states tuple to check the
interaction between entities. To do so, we pre-process key states for the next states
in the SCC data structure ΦEx before ahead. During the algorithm, we generate key
states for the next state for each BN using composed model values, and determine
whether the key states already exist in the SCC data structure.

To illustrate the idea, consider applying it to the example composition ΣEx

given in Figure 4.5. Suppose the algorithm selected the aligned state tuple ST =
(01, 11, 000, 00, 10, 1000). There are 64 possible next state tuples for this tuple, but
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00

00

11 00

00

11

00

BN 1 BN 2 BN 3

Figure 5.2 Example of the next steps for the three aligned states 00, 00 and 00 in the
SCCs of three Boolean networks BN 1, which has one composed entity g1

1, BN 2, which
has two composed entities {g2

1} and BN 3, which composed on g3
1. It assumes that its

composed model entities are gc
1 = {g1

1, g
2
1} and gc

2 = {g2
2, g

3
1}.

only one tuple is an interference aligned next state tuple. The following steps are used
in our algorithm to compute the interference aligned next state tuple:

1. Count labels for each composed entity based on Table 5.3:

count(gc
1) = [0, 1, 3, 0]

count(gc
2) = [2, 0, 1, 0]

count(gc
3) = [1, 0, 1, 0]

2. Set composed entities’ values based on the conditions:
– count(gc

1)[1] = 0 and count(gc
1)[4] = 0, then the next state value of gc

1 will be 1.
– count(gc

2)[1] > 0 and count(gc
2)[2] = 0, then the next state value of gc

2 will be 0.
– count(gc

3)[1] > 0 and count(gc
3)[2] = 0, then the next state value of gc

3 will be 0.

3. Final Check:
The set of key states for the next states is {1, 0, 10, 1, 10, 00}, which given by the
composed entities’ values, are exist in the SCC state structure ΦEEx

. Thus, the
interference aligned next state tuple is (11, 00, 010, 01, 01, 0000).

5.2.4 Complexity Analysis

In this section, we discuss the complexity of the algorithm presented in Section 5.2.1.
We highlight key areas that impact the performance of the algorithm and consider
worst-case situations. A detailed experimental evaluation of the tool is conducted in
Section 5.3 to provide further insight into its performance.
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The overall performance of the algorithm is impacted by the size of SCCs associated
with a composition Σ and the number of entities that are composed. We discuss this
in more detail by considering each main part of the algorithm below.

• Constructing the SCC data structure ΦΣ: The SCCs in the interference state
graphs can be identified by using standard algorithms based on a depth-first
search, such as Kosaraju’s algorithm [203] and Tarjan’s algorithm [200], which
run in linear time O(|V | + |E|) on a graph (V,E). The worst-case scenario for
the algorithm is when all sub-networks states are involved in the SCCs. A state
graph has 2k states and edges, where k is the number of entities in a BN. The
worst-case for the number of edges in the interference state graph is that each
composed entity state is updated to one. Then, we need to add 2j edges, where j
is the number of composed entities in a BN. For example, suppose a BN has three
entities and two entities involved in a composition, and the state of the composed
entities is updated to one in all global states in the state graph; then, each state
needs to be updated to three different states, and the total number of newly added
edges will be 8×3 = 24. The total number of edges in the interference state graph
for that BN would be 24 (i.e. interference edges) + 8 (i.e. normal edges) = 32,
which is equivalent to 23+2.

Suppose k ∈ N is an upper bound for the number of entities in the Boolean
network sub-models and j is the upper bound of the number of composed entities
in the Boolean network sub-models. Then, the upper bound of the total number
of edges in an interference state graph is 2k+j, while the upper bound of the
number of edges in the worst-case scenario considered for m BNs will be 2k+j ×m.

• alignSet(ΦΣ): This part depends on the set of key states associated with the
global states in the SCC data structure ΦΣ. The worst-case occurs when the
extracted key states are equivalent to the number of global states of the SCCs.
Note that involving all entities in a BN in a composition is unlikely to happen
in practice. Based on this worst-case scenario, the complexity of ordering BNs
increases when the number of composed entities resulting in the final model
increases. Note that this process still maximises the efficiency of the algorithm.

Suppose we have a composition Σ = (M,E), where M = {BN 1, . . . ,BN n} is a
set of BNs for some n ∈ N, n > 1. The possible number of the state tuples is
l1 × l2 × ...× ln, where li is the number of states for each BN i.

Recall that the definition of the set of all composed entities that occur in the
composed model is ∆(Σ) = {∆(g) | g ∈ gc(Σ)}, while the definition of the set
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of all entities used in the composition is gc(Σ) = gc(Σ,BN i) ∪ . . . ∪ gc(Σ,BN n).
Let X be the total number of entities in the sub-models defined by

X = Σi=1,...,n |Gi|

and let Q be the number of entities in the sub-models involved in the composition
minus the number of compositions defined by

Q = |gc(Σ)| − |∆(Σ)|

It is clear that 2X is the upper bound of the number of possible aligned state
tuples if we do not have composed entities. In a composition, we need to take out
the number of constrained entities Q from X, which are the number of composed
entities that have been constrained with a chosen value in the getAST algorithm.
In this algorithm, for each composed entity in ∆(Σ), we know that one of its
merged entities will not be constrained. This means that |∆(Σ)| entities involved
in the composition are not constrained and this result in the given definition for
Q. Thus, we subtract the |∆(Σ)| from the |gc(Σ)|.

The upper bound of the number of the aligned state tuples used in the findAtt
algorithm is

2X−Q

The findAtt algorithm iterates through the collection of aligned state tuples to
construct the interference aligned cyclic paths in sub-models. The algorithm
visits each aligned state tuple only once, as the seen list records all visited tuples
during the algorithm’s execution. As a result, the total number of those tuples
greatly affects the algorithm’s performance in large models. Note that though the
above formula considers all of the global states in each BN, in practice, the SCCs
are subgraphs resulting from the interference state graph that do not contain all
of the global states in the state graphs.

• doStep((S1, ..., Sn),ΦΣ): The counting labels process is bounded by the number
of composed entities gc(Σ) since we focus on them to generate the next state
tuple. The worst case of counting the labels for each composed entity is that the
composed entity involves merged entities from each BN. However, the counting
label is performed linearly by incrementing the count for each composed entity
based on the categories identified.
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• extCP (listST ): The worst case occurs when all the entities are involved in the
composition, which increase the complexity of merging the states of the composed
entities to generate the composed model attractors.

5.2.5 A Prototype Support Tool

In order to make our approach practical, the algorithm findAtt has been used as the
basis for developing a prototype support tool for compositionally identifying attractors
in a generalised form of a composed model. The tool is implemented in Python and
makes use of the NetworkX package [201], which has tools to represent and manipulate
network structures. The support tool reads in state graphs for the subnetworks using
the DOT file format [53], the merged entities of each submodel and the set of all
composed entities as inputs. Then, the tool performs several functions to generate
attractors. Figure 5.3 demonstrates the logical implementation steps for identifying
attractors1.

Inputs

- State Graphs
- Composition

Generate Interference

State Graphs

Pre-processing Step

- Find SCCs
- Generate SCCs’ data Strcture
- Generate Key states
- Assign Counters

Order Boolean Networks

Generate Aligned States Tuples
Identify Attractors

Computing Interference Aligned Next State Tuple

Extract Cycle

Figure 5.3 Logical implementation steps of the tool.

The following section describes the implementation logic of the tool by listing the
main steps to identify attractors compositionally:

1. Inputs
The inputs to our tool support include:

• Submodels’ state graphs: the state graphs are in a DOT format, which can
be generated by existing tools such as GinSim [71, 125, 3] and PNST [49].

1For more information about the tool and to obtain a copy, please email the authors.



104 Practical Application: Tool Support and Experimental Studies

• BN’s composed entities: we need to add information on the composed entities
for each BN, such as their IDs and their positions within the state.

• Composition: we need to specify a set of composed entities that are merged
together.

2. Generate interference state graphs
Based on the state graphs and BN’s composed entities inputs, we add interference
edges to state graphs. Edges have properties such as normal or interference steps,
and the composed entities that experience interference.

3. Pre-processing step
These functions are required for the next steps:

• Find SCCs: we find the SCCs for each interference state graph using an exiting
function in NetworkX package.

• Create SCCs’ data structure: for each BN, we store the next state edges for
each state in its SCCs.

• Generate key states: we generate key states that are linked to full states in
the SCCs they are associated with. Key states are used to generate aligned
state tuples.

• Set the labels for each state in SCCs: using SCC’s data structure, for each
state, we label the state with one of the four categories to be used later in the
computing interference aligned next state tuple.

4. Order Boolean networks
This step orders BNs based on the impact factor formula, and it has the following
functions:

• Set up initial impact factor: to calculate the impact factor for each BN based
on the formula introduced in Section 5.2.2. Then, we store the BN that has
the highest impact factor in Or.

• Update impact factor: we repeatedly update the impact factors to store the
BN that has the highest impact factor. We stop when the highest impact
factor is zero, then we add the remaining BNs, which have an impact factor
of 0 in any relative order.

5. Generate aligned state tuples
This step uses the ordered BNs stored in Or to generate aligned key state tuples,
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which are stored in T. It is based on Algorithm 3 (see Section 5.2.2), and it has
the following functions:

• Create A and assign -1 to each composed entity value.

• Check consistency: to check whether the key state for each BN is consistent
with the corresponding values in A.

• Set A: to update A by setting the values given by the key state for any
composed entity in the BN.

We use T to generate aligned state tuples recursively using the following functions:

• Generate key states from A: to generate key states for each BN using A’s
value in T.

• Get full states: to retrieve the corresponding full states that we already
generated in Step 2 based on the generated keys in the previous function.

6. Find attractors
This step returns a set of attractors, which is based on Algorithm 2 (see Section
5.2.1). For each aligned state tuple, it attempts to generate a sequence of
interference aligned next state tuples until the repeated tuple is reached, indicating
that a set of interference aligned cyclic paths has been found. This step uses the
following functions:

• Get interference aligned next state tuple

– Increment counters values: to increment the counter for each composed
entity based on the labels that have already been set for each state in Step
2.

– Generate composed entities’ values from counters: to generate a value for
each composed entity based on the counters.

– Generate key states: to generate a key state for each BN from the generated
values.

– Get full states: to retrieve the corresponding full states that we already
generated in Step 2 based on the generated keys in the previous function.

• Extract cycle: to extract cyclic paths from interference aligned next state
tuples. Then, we merge state tuples on the composed entities to form an
attractor and add it to a set including all the attractors.
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5.2.6 Improving the Efficiency of the Tool

During implementation, we faced several challenges with regard to improving the
efficiency of the code. Initially, the tool was inefficient, and the results produced were
poor. To address this, we had to carefully consider each component of the tool, and
refine the implementation of the functions to improve their performance. This process
definitely needs to be continued, and further improvements can be considered in the
future.

One of these challenge was identified in the genAST recursion function. In response,
we need to undo the change in A made by the set function in line 4. As, when the
recursion ends and returns after the call at line 6, we want the previous values of A
to be processed for a new key. Both the actual and formal parameters of A refer to
exact locations; any changes made in A are reflected in the actual A parameter of the
genAST . Thus, we can either make a copy of A and send it after the recursion ends,
or we need some way of undoing any changes that we have made. Otherwise, if we
set values in A, then those values will remain there when the algorithm returns from
recursion. We have chosen to make a copy of the last change of A and save it in B, so
that it will be sent when the recursion returns in line 6. To do that, we have used the
built-in copy.deepcopy() function in Python. However, during testing, we discovered
that the function was externally slow. Thus, we defined our copy method, and the
performance improved as a result. Nevertheless, the copying solution used is inefficient,
and we intend to identify alternative solutions in the future.

Yet another challenge faced was that computing interference aligned next state
tuples was a slow process. Initially, the function had to call another function to set
the counters for the subsequent state edges, in order to identify the values of the key
states of the interference aligned with the next state tuple. However, this turned out
to be problematic, and had an impact on the efficiency of the tool. We conducted a
careful investigation, and this problem was fixed by setting the labels for the states in
the sub-models’ SCCs and returning their values later.

Adding interference edges to state graphs is done independently for each state
graph. The function could decelerate the performance of the tool with a large number
of submodels. One option to improve the function’s effectiveness, which can be
investigated in the future, is using multi-threading to add state edges in parallel.
Another option is to build a library for preprocessed models that already have their
interference state graphs, so that they can be simply read in the tool.
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5.3 Testing and Evaluating the Tool

In this section, we evaluate our tools and techniques for identifying attractors in multiple
BNs by performing a series of performance tests. We conduct three experiments using
compositional models that employed between 12 and 233 entities to investigate when
the tool performs effectively and when it does not and how the tool performs with
a big size of attractors. The performance results of the first experiment from Test 5
to Test 20 are then compared to results obtained using BoolNet [55], BNS [35] and
BoolSim [56].

In order to allow a range of model sizes to be considered, we constructed 35 models
from nine artificial BNs by merging entities. Figure 5.4 provides a summary of the
submodels BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est, BN 6
T est, BN 7

T est, BN 8
T est and

BN 9
T est used in the test. These models were chosen to allow models to be produced,

and in particular, some were designed to have complex behaviour such as BN 7
T est,

and some were chosen to create the big size of attractors ranges between five and 14
states such as BN 8

T est and BN 9
T est. The submodels’ SCCs, and an overview of the

constructed models, are omitted for brevity, and are shown in full in Appendix A.

All the experiments are performed on a laptop that contains an Intel(R) Core(TM)
i7-8650U 1.90 GHz processor and 16.0 GB of memory.

5.3.1 Performance Testing

We conducted three different experimental studies to test our developed tool on 35
composed models. We constructed 20 models in the first experiment, using submodels
BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est and BN 6
T est as depicted in Figure 5.4. In the

second experiment, we constructed another 15 models, and we attempted to increase
the complexity of the constructed models by using BN 7

T est which has 24 SCC states
and a high number of cycles. Furthermore, we attempted to make the tool performs
badly by using a poor compositional structure; this was achieved by increasing the
number of complex SCCs with several states and cycles and selecting specific merged
entities to be used in the composition. In the third one, we constructed six tests to
discover how the tool performs when the resulted attractors are big, between five and
14 states.

The results are summarised in Table 5.4 and Table 5.5. Columns 1, 2, 3, 4 and 5
indicate the number of the test, the number of entities in the composed model, the
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Figure 5.4 A series of test models BN 1
T est, BN 2

T est, BN 3
T est, BN 4

T est, BN 5
T est, BN 6

T est,
BN 7

T est, BN 8
T est and BN 9

T est which are then composed to create test cases.

number and length of attractors computed by the tool, the number of generated aligned
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state tuples, and the number of SCCs’ states, respectively. In column 6, we show the
runtime of the tool in seconds, which includes all logical steps of the implementation
provided in Figure 5.3, except generating interference state graphs step, which needs
further work in the future to increase its speed.

Table 5.4 Test Results for the first experiment, where series of test cases created using
the test models of BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est and BN 6
T est.

No No of
entities

No of attractors x
length of attractors

No of aligned
tuples Size of SCCs time, sec

1 12 3 x 1, 1 x 2 5 10 0.003
2 24 2 x 2, 2 x 1 25 19 0.009
3 36 4 x 2 107 28 0.015
4 44 6 x 2 936 54 0.028
5 54 12 x 2 1460 74 0.037
6 62 6 x 2 1400 95 0.044
7 70 14 x 2 1224 97 0.080
8 80 12 x 2 3100 110 0.094
9 90 16 x 2 8100 138 0.182
10 102 24 x 2 15600 151 0.361
11 112 24 x 2 18840 176 0.438
12 122 28 x 2 21744 233 0.575
13 130 32 x 2 14576 267 0.740
14 142 48 x 2 30288 285 1.330
15 152 96 x 2 51480 388 1.594
16 167 32 x 2 70560 460 2.488
17 182 32 x 2 93600 544 3.702
18 197 32 x 2 108000 691 5.592
19 215 24 x 2 129600 848 6.682
20 233 12 x 2 172800 984 9.230

As shown in Table 5.4 and Table 5.5, the number of entities in the first experiment
ranges from 12–233 entities and in the second experiment ranges from 14–152. The
number of SCC states in the first tables ranges from 10–984 states and in the second
one ranges from 30–308. The total number of attractors ranges between 4–96 in the
first experiment and between 12–384 in the second one. The number of aligned state
tuples in the first table ranged from 5–172800, and the number of states tuples in
the second experiment ranged from 32–537600. It can be noted that the difference
grows rapidly between aligned state tuples in both tables; for example, in Test 15 in
both experiments was 486120. As expected, it can be seen that the runtime for both
experiments increased as the number of entities increased.
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Table 5.5 Test Results for the second experiment, where series of test cases created using
the test models of BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est, BN 6
T est and BN 7

T est.

No No of
nodes

No of attractors x
length of attractors

No of aligned
tuples Size of SCCs Time, sec

1 14 12 x 2 32 30 0.009
2 21 2 x 1, 20 x 2 157 39 0.015
3 38 24 x 2 800 48 0.028
4 46 48 x 2 1800 62 0.052
5 56 69 x 2 5248 86 0.112
6 64 28 x 2, 2 x 4 36480 105 0.472
7 76 48 x 2 38164 116 0.557
8 86 112 x 2 66520 126 1.099
9 90 192 x 2 68628 147 2.003
10 104 192 x 2 148800 163 3.255
11 116 192 x 2 299480 194 6.585
12 126 288 x 2 289408 250 8.125
13 132 192 x 2 362880 258 12.144
14 146 192 x 2 405696 280 14.395
15 152 384 x 2 537600 308 19.819
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Figure 5.5 Graph to represent the relationship between the number of entities and
runtime of the findAtt algorithm based on the results summarised in Table 5.4.
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Figure 5.6 Graph to represent the relationship between the number of entities and
runtime of the findAtt algorithm based on the results summarised in Table 5.5.

When comparing Tables 5.4 and 5.5, our tool performed faster in the first experiment
than in the second one; evidently, the complex submodel that we added to the second
experiment affected the tool’s performance. There were significantly higher numbers of
aligned state tuples and attractors in the second experiment, and even the numbers
of entities and SCC states were relatively similar in both experiments. This indicates
that the performance of our tool was strongly influenced by the structure and size
of submodels’ SCCs; this is likely due to our method iterating through the set of
aligned state tuples, and the effect of SCCs structure when generating a sequence of
interference aligned next states tuples to form interference aligned cyclic paths. The
relationship between the number of entities and the execution time summarised in
Table 5.4 and Table 5.5 is visualised in the graphs presented in Figure 5.5 and Figure
5.6, respectively. It shows that the tool appears to work efficiently, but there is a
definite increase in time for the model with a large number of entities.

The set of tests presented in Table 5.6 focuses on identifying the bigger size of
attractors than in previous tests, we use the sub-models BN 8

T est and BN 9
T est alongside

the sub-models shown in Figure 5.4 to generate the size of attractors ranges between
5 and 14. A few sub-models used in the previous tests presented in Tables 5.4 and



112 Practical Application: Tool Support and Experimental Studies

Table 5.5 have been replaced by the BN 8
T est and BN 9

T est sub-models to generate long
attractors. A comparison of the runtime results of those tests to the original ones
suggests that the size of attractors does not affect performance. Although the number
of entities in Tests 5 and 6 is identical; the tool takes a longer time to identify attractors
in Test 6 than in Test 5 due to the complex sub-models used in the test and the large
difference in the number of aligned state tuples.

Table 5.6 Test Results for the third experiment, where series of test cases created
using the test models of BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est, BN 6
T est, BN 7

T est,
BN 8

T est and BN 9
T est.

No No of
nodes

No of attractors x
length of attractors

No of aligned
tuples Size of SCCs Time, sec

1 25 10 x 2, 2 x 1, 7 x 14 676 54 0.019
2 35 2 x 2, 2 x 10 390 43 0.018
3 47 2 x 2, 1 x 14 10224 62 0.124
4 71 6 x 1, 4 x 5 2400 98 0.067
5 131 16 x 2, 8 x 14 20828 287 1.169
6 131 32 x 2, 32 x 10 369600 286 12.433

The practical experiments above show that the size and structure of the SCCs
affect the performance. In addition, the composition structure (i.e. the submodels used
in the compositions and their selected entities to be merged) used in the experiments
can affect the tool’s performance. Although the number of attractors in the larger
models in Test 19 and 20 presented in Table 5.4 is less than the number of attractors
that resulted in Test 12–18, the former tests are slower than the latter tests due to the
number of aligned state tuples and their SCCs size. This situation indicates that the
number of aligned state tuples influences the performance in large models. It can be
noted that the number of aligned state tuples and identified attractors did not usually
increase as the number of entities in the model increased. For example, the number of
aligned tuples in Test 12 is higher than the number of aligned state tuples in Test 13,
as shown in Table 5.4. This situation was affected by the submodels and the structure
of the composition.

To summarise, we applied our tool to a range of constructed model sizes, using
artificial BNs to evaluate its performance. The results seem to be very promising, and
it appears that the tool will scale to allow large models to be considered. Despite
these promising results, the second experiment indicated that further improvements are
needed for our tool to be faster when applied to a complex structure of submodels and
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compositions. In addition, testing our tool for larger constructed models is desirable in
order to further assess the efficiency of this tool.

5.3.2 Performance Comparison

After conducting the experiments described above, we compared the performance of
our developed tool to three existing tools utilised for attractor identification: BoolNet
[55], BNS [35] and BoolSim [56].

• BoolNet [55] is an R package used for the construction, simulation and analysis of
BNs. It provides methods to identify and analyse the attractors of synchronous,
asynchronous and probabilistic BNs. In the ’exhaustive’ attractor identification
method, the maximum number of entities allowed is 29. In our experiment, we
use the ’sat.exhaustive’ method, which is based on the satisfiability problem.

• BNS is a tool based on the algorithm presented in [35] for finding Attractors in
synchronous BNs. They use MiniSAT SAT-solver [204] in their implementation.

• BoolSim is software that provides algorithms based on reduced ordered binary
decision diagrams (ROBDDs) to evaluate attractors and perform perturbation
experiments on BNs, using synchronous or asynchronous network dynamics [56].
In our experiment, the BoolSim is configured in the synchronous mode.

We demonstrated the efficiency of these tools by conducting experiments on the
last 10 constructed models employed in the first experiment.

Table 5.7 reports the runtime in seconds of those tools when finding attractors.
Columns 1, 2, and 3 present the number of the test, the number of entities in the
composed model, and the number and length of attractors computed by the tool,
respectively. To clarify how our tool compares to the existing tools, we include the
runtime for findAtt, BoolNet, BoolSim and BNS to find all attractors in columns 4,
5, 6 and 7, respectively.

The data of Table 5.7 is illustrated in Figure 5.7, where the horizontal axis represents
the number of entities in each test, and the corresponding runtime in seconds is on
the vertical axis. The results showed that our tool was faster than BoolNet overall.
Moreover, findAtt was faster than BNS and BoolSim in Tests 1–13 and faster than
BoolSim in Test 15, but the tool was slower than BNS and BoolSim in Test 14 and
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Table 5.7 Performance comparison between four tools findAtt, BoolNet, BoolSim
and BNS, where the test models are based on the first experiment.

No No of
nodes

No of attractors x
length of attractors

findAtt
(time,sec)

BoolNet
(time,sec)

BNS
(time,sec)

BoolSim
(time,sec)

5 54 12 x 2 0.037 0.154 0.166 0.162
6 62 6 x 2 0.044 0.208 0.106 0.187
7 70 14 x 2 0.080 0.361 0.180 0.260
8 80 12 x 2 0.094 0.571 0.183 0.211
9 90 16 x 2 0.182 1.088 0.319 0.329
10 102 24 x 2 0.361 1.313 0.553 0.402
11 112 24 x 2 0.438 1.700 0.628 0.556
12 122 28 x 2 0.575 2.231 0.693 0.919
13 130 32 x 2 0.740 2.451 0.794 1.100
14 142 48 x 2 1.330 2.766 0.954 1.150
15 152 96 x 2 1.594 3.610 1.480 2.170
16 167 32 x 2 2.488 4.243 0.963 1.74
17 182 32 x 2 3.702 5.317 1.2 1.76
18 197 32 x 2 5.592 5.942 1.12 4.32
19 215 24 x 2 6.682 7.605 0.983 6.23
20 233 24 x 2 9.230 6.991 0.547 5.39

slower than BNS in Test 15. We notice that in the larger models in Tests 16–20,
BNS and BoolSim are faster than our tool. It appears that BNS is affected more by
the number of attractors than the amount of entities in the models, while BoolSim is
impacted by the number of attractors and the structure of the models. On the other
hand, the runtime of findAtt and BoolNet increase as the number of entities increases.

In general, the results of the comparison indicate that our tool performs extremely
well against the three mature tools. The results also indicate that our tool works well
with large models, although the outcome was slightly behind that of BoolSim and
BNS in Tests 16-20. Thus, the tool’s efficiency needs to be further refined.

In the future, we will apply BoolNet, BoolSim and BNS to the models in the
second experiment in which the structure of SCCs are more complex than in the first
experiment, because the performance of solvers relates to the network’s structure, and
it is not proportional to the number of nodes. A potential future work could involve
creating larger models, and applying our tool in those contexts as well. Comparing our
tool with decomposition approaches (e.g. [36]) is also planned for the future.
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Figure 5.7 Graph to represent the performance comparison between four tools, findAtt,
BoolNet, BoolSim and BNS, based on the results summarised in Table 5.7.

5.4 Case Study

In this section, we illustrate the application of the tools and techniques developed for
attractor identification by applying them to an example biological regulatory network.
We consider the signalling pathway underpinning T cell surval in T cell large granular
lymphocyte leukemia (T-LGL) [54], and use a BN based on the model presented in [7].
We begin by decomposing this BN and then applying our techniques to the resulting
composition to identify all of the model’s attractors.

Our aim here is to simply illustrate the developed techniques for a biological model,
and that does not involve discovering new biological insights into the T-LGL pathway.
Although the model is small, it shows the practical application of our approach and
its correctness. Furthermore, it provides important insight into how a model could be
decomposed. At present, we have decomposed the model manually, but in the future,
we will examine decomposing models automatically. We conducted the case study
in the early stages of our research, and we found it to be insightful. Thus, we have
included it here as an important illustration. In the future, we intend to apply our
approach to a larger biological model.
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A BN, modelling the signalling pathways involved in T-LGL based on the model
constructed in [7], is presented in Figure 5.8. The model focuses on T cell survival,
and the key output determines whether or not apoptosis [54] (cell death) occurs. The
model contains 16 entities, and so has 65536 global states.
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SMAD = GPCR
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Ceramide = Fas ∧ S1P
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BID = MCL1
IAP = BID
MCL1 = DISC
S1P = Ceramide
Apoptosis = Caspase ∨ Apoptosis

Figure 5.8 A Boolean network BN T LGL modelling the signalling pathways involved in
T-LGL based on the model constructed in [7].

In order to apply our tool, we first need to decompose the Boolean network
BN T LGL (Figure 5.8) in to a composition. The BN naturally decomposes into the three
subnetworks presented in Figure 5.9, where the entities S1P and DISC in BN T LGL

are decomposed into S1P1, S1P2 and DISC1, DISC2, respectively.

Note that since the entities S1P1 and DISC1 have no inputs in their subnetworks
BN 1

T LGL and BN 3
T LGL, respectively, we use the constant function which always returns

1. The reason for this approach is that 1 is the identity value for conjunction, and
so this ensures the composition of S1P1 and S1P2, and DISC1 and DISC2 results
in the original next state functions for S1P and DISC, respectively. Indeed, it is
straightforward to show that BN(ΣT LGL) = BN T LGL. It is important to note that
although S1P1 and DISC1 have their next states fixed, we are able to capture all the
possible behaviours for these entities due to incorporating interference. Recall that a
state transition to 1 can always be interfered with to result in a transition to 0 and
this behaviour is captured in a BN’s interference state graph.
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Figure 5.9 The composition ΣT LGL consisting of the three Boolean networks
BN 1

T LGL, BN 2
T LGL, and BN 3

T LGL and the set of composed entities {{S1P1, S1P2},
{DISC1, DISC2}}.

Now, we apply our tool to the submodels’ state graphs. The tool then identifies all
the SCCs in the interference state graphs for BN 1

T LGL, BN 2
T LGL and BN 3

T LGL given
the composition ΣT LGL. We summarise information about the SCCs that are found for
these subnetworks in Table 5.8, and the SCCs identified for subnetworks are presented
in Figure 5.10.

Table 5.8 Summary of the SCCs identified for BN 1
T LGL, BN 2

T LGL, and BN 3
T LGL based

on the composition ΣT LGL.

BN 1
T LGL BN 2

T LGL BN 3
T LGL

SCC Size SCC Size SCC Size
φ1

1 8 φ2
1 4 φ3

1 20
φ1

2 1 φ2
2 10 φ3

2 1
φ2

3 6
φ2

4 10

The identified SCCs for ΣT LGL result in 384000 possible aligned state tuples
but only 1400 of these align. The findAtt function identifies the seven attrac-
tors for BN T LGL as follows: (where the genes are encoded in the following order:
S1P, DISC, CREB, IFNG, P2, GPCR, SMAD, Fas, sFas, Ceramide, Caspase,

FLI,BID, IAP, MCL1, Apoptosis).
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Figure 5.10 The SCCs identified for BN 1
T LGL, BN 2

T LGL, and BN 3
T LGL based on the

composition ΣT LGL.

1) Suppose ST = (001010, 100100, 110001). Then, the following interference aligned
next state tuples are generated:

listST = [(001010, 100100, 110001), (001001, 101101, 111101),
(001100, 110100, 111001), (001011, 001101, 111001), (001100, 110100, 111001)]

Applying extCP to list returns the attractor
[0100110110011001, 1100101001011001, 0100110110011001]
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2) Suppose ST = (001010, 101100, 110001). Then, the following interference aligned
next state tuples are generated:

listST = [(001010, 101100, 110001), (001000, 101100, 111101),
(001000, 101100, 111001), (001000, 101100, 111001)]

Applying extCP to list returns the attractor [0100100101011001, 0100100101011001].

3) Suppose ST = (001010, 100110, 110001). Then, the following interference aligned
next state tuples are generated:

listST = [(001010, 100110, 110001), (001001, 101001, 011101)
(001100, 110110, 101011), (001011, 001001, 010001)
(001100, 110110, 101111), (001011, 001001, 010001)]

Applying extCP to list returns the attractor
[1000101001010001, 0100110110101111, 1000101001010001].

4) Suppose ST = (001010, 010010, 000111). Then, the following interference aligned
next state tuples are generated:

listST = [(001010, 010010, 000111), (001001, 000011, 000111)
(001101, 110011, 000111), (001111, 010011, 000111)
(001111, 010011, 000111)]

Applying extCP to list returns the attractor [1000111010100111, 1000111010100111].

5) Suppose ST = (001010, 010010, 000110). Then, the following interference aligned
next state tuples are generated:

listST = [(001010, 010010, 000110), (001001, 000011, 000110)
(001101, 110011, 000110), (001111, 010011, 000110)
(001111, 010011, 000110)]

Applying extCP to list returns the attractor [1000111010100110, 1000111010100110].

6) Suppose ST = (000111, 100011, 000111). Then, the following interference aligned
next state tuples are generated:
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listST = [(000111, 100011, 000111), (000111, 110011, 000111)
(000111, 010011, 000111), (000111, 010011, 000111)]

Applying extCP to list returns the attractor [1000011010100111, 1000011010100111].

7) Suppose ST = (000111, 100011, 000110). Then, the following interference aligned
next state tuples are generated:

listST = [(000111, 100011, 000110), (000111, 110011, 000110)
(000111, 010011, 000111), (000111, 010011, 000111)]

Applying extCP to list returns the attractor [1000011010100110, 1000011010100110].

5.5 Conclusions

In this chapter, we set out to develop tool support for the new compositional approach of
attractor identification detailed in Chapter 4. This involved developing a new algorithm
based on extending the initial algorithm presented in Chapter 3. We carefully considered
implementing the key functions of generating the set alignSet(ΦE) of all aligned tuples
and computing the interference aligned next state tuple doStep((S1, ..., Sn),ΦΣ) for a
given state tuple (S1, ..., Sn) efficiently. In turn, we developed a prototype support tool
based on the algorithm. Then, we evaluated it by undertaking a range of performance
tests and comparing it to three existing attractor identification tools. In particular,
this chapter covered four main areas, which we discuss below.

5.5.1 Algorithm

Using the definitions and results developed in Section 4.3, we formulated an extended
algorithm named findAtt to identify attractors related to the given SCCs in the new
formation of a composition. The algorithmic approach uses the new notion of aligned
state tuples (for E), which refers to a collection of states for the underlying BNs in
the composition that are aligned on composed entities. Given the possibility of having
several next states for each global state in each submodel, we generalised a definition of
a step based version of interference alignment. We proved that we could have at most
one interference aligned next state tuple. That outcome provides a basis for developing
tool support to compositionally identify attractors.
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The crucial step in the developed algorithm is its ability to generate aligned state
tuples efficiently. We focused on key states to generate the values of the composed
entities, knowing that the heuristic order of BNs would impact the efficiency of our
approach.

The counter idea used to compute interference aligned state tuples appears to have
improved the algorithm’s performance significantly. Adding operations based on the
pre-processed state labels seems to be rather quick and that affects the support tool’s
performance.

The algorithm’s overall performance is impacted by the size and the structure of
SCCs associated with a composition and the number of composed entities (for more
detail, see Section 5.2.4).

5.5.2 A Prototype Support Tool

The support tool was crucial in making the described techniques practical. We
implemented the findAtt algorithm using Python by taking submodels’ state graphs,
and composed entities as inputs and returning the composed model attractors.

Initially, the performance results of the developed tool were poor for large models.
We had to improve the tool’s efficiency through several iterations. During the test, we
noticed that by changing the build-in function deepCopy() in Python to our defined
function, the performance of generating aligned state tuples increased. In addition,
computing the interference aligned next state tuple involved several steps to improve
its performance. Moreover, choosing data structures also required careful consideration
during the implementation. Several challenges were discussed in Section 5.2.6.

Further improving the tool’s efficiency and features should be considered in the
future. For example, we could change the idea of copying A to undoing its change to
increase the performance of generating aligned state tuples. In addition, it would be
interesting to have a graphical user interface (GUI) to allow users to construct, analyse
and visualise models. One constraint in the implementation, which can be relaxed in
the future, is the assumption that the composed entity gc contains one entity from
each BN.
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5.5.3 Performance Testing and Evaluation

We investigated the practical application of our technique and tools by conducting
three experiments, with 31 tests, each using compositional models that range between
12 and 233 entities. The results clearly indicate that our tool performs well, and it
appears that it could be scaled to large models. Our tool exhibited greater efficiency in
the first experiment than in the second one, which suggests that its efficiency largely
relies on the structure and size of the SCCs, the number of aligned states tuples and
the composition’s structure.

We compared the results of the last 16 tests in the first experiment to results
obtained with three advanced tools used to identify attractors in synchronous BNs.
Our tool performed well compared with those tools. However, the tests 16–20 indicate
that further improvement for the tool’s efficiency is needed for large models. The third
experiment suggests that the size of attractors does not affect the performance. The
structure of the SCCs and the number of aligned state tuples heavily affect the tool’s
performance.

Despite those promising results, we need to apply our tool to larger composed models
and compare the results to the three above mentioned tools. Due to time constraints,
we did not consider other tools based on decomposition approaches (e.g. [36]); however,
we intend to include them in a performance comparison in the future. We also plan to
perform intensive experiments involving large constructed models and real biological
networks.

5.5.4 Case Study and Decomposition

We illustrated the application of the developed techniques for compositional attractor
analysis by considering a biologically inspired case study based on a BN for the
signalling pathway involved in T cell large granular lymphocyte leukemia (T-LGL)
[7]. The case study considered the early stages of this work, and it provides good
insights into how our approach can be used in submodels generated by a decomposition
approach. In fact, this case study is small; however, we intend to apply our tool to a
large biological network, either by decomposing it into submodels or constructing it
from subparts.

In the future, it would be interesting to develop automatic decomposition techniques
and tools based on the existing compositional framework. Work has already started
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to investigate what could make a good decomposition, and we have developed several
metrics to measure the quality of decompositions. Anther issue to be considered
concerns ways of partitioning a BN’s entities, which involves identifying a suitable set
of entities for the partition and, in turn, splitting those entities by decomposing their
Boolean functions. That task will likely be challenging and require techniques from
graph theory. Another aspect of partitioning entities that warrants consideration is
having a BN with a disconnected partition. Decomposing entities’ Boolean functions
is another important issue, one that may be approached in various ways, including the
use of decomposition charts [205] or a binary decision diagram (BDD) [206].





Chapter 6

Concluding Remarks

6.1 Summary

In this thesis, we have set out to extend and strengthen an existing compositional
framework for BNs based on using logical connectives to merge entities [48, 49, 4]. One
key area to be addressed was attractor analysis to support BNs’ practical application.
The attractors are the stable and robust operating mechanisms of functioning a
cell—such as cell types or cell behavioural modes like growth, quiescence, differentiation
and apoptosis—that result from the constraints within the regulatory networks. Due
to the importance of identifying attractors in biology [28, 7], we developed theoretical
results and techniques to identify attractors compositionally in stages. First, we
developed a novel approach for identifying attractors based on merging the cyclic paths
identified in each subnetwork’s interference state graph. We used SCCs to identity
these cyclic paths, and merged them based on a key property called interference
alignment. We provided a formal correctness argument, where we formally showed that
our approach was correct. In our argument, we proved the soundness and completeness
of our approach. We formulated an algorithm based on the techniques that we developed
for compositional attractor identification. Then, we used the algorithm to develop
a prototype support tool. We illustrated the practical application of the developed
techniques and tools by applying them to a case study based on a regulatory network
for cell differentiation [5, 6] found in the bacteria Caulobacter crescentus [199].

In order to make our compositional attractor identification technique more prac-
tically applicable, we extended our approach to apply it to an arbitrary form of
composition. In fact, the existing framework provides a restrictive way of composing
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multiple BNs, and its notations and definitions limit the extension of the results due
to their complexity [4]. Therefore, we provide a new formulation and definitions of a
composition to allow arbitrary compositions based on an underlying graph structure.
This is a significant step forward in the original compositional framework that supports
constructing models and decomposing them to aid analysis. Then, we extended our
new approach and its results to identify attractors compositionally based on the new
formulation. In an arbitrary composition, we analysed multiple interference state
graphs that represent interference occurring in a composition to identify SCCs. We
formally extended the key property interference alignment to be used in merging cyclic
paths to identify attractors. We formally proved that the extended approach was
correct by showing it is sound and complete.

A significant focus of this work was the development of a prototype support tool
for our developed techniques and results in order to automate and evaluate them. We
formulated the algorithm findAtt for attractor analysis in an arbitrary composition.
We considered efficiently implementing the functions of generating aligned state tuples
and computing interference aligned next state tuples. We proved that we have, at most,
one interference aligned next state tuple. We implemented the formulated algorithm
using Python to automate and evaluate our results related to identifying attractors
compositionally in an arbitrary composition. We considered applying our techniques
to an existing biological system.

We evaluated the support tool by conducting a series of performance tests. We
addressed this by defining nine artificial BNs and using them to construct models
ranging from 12 to 233 entities. We conducted three experiments, and, in the second
one, we aimed to construct complex models by having SCCs with a high number of
cycles. We obtained higher performance results in the first experiment than in the
second one. The third experiments attempted to observe the performance of the tool
when the generated attractors are in a big size. The test results indicated that our
tool was affected by the size and structure of the submodels’ SCCs and the number
of the aligned state tuples. We noticed also that the submodels’ entities used in
the composition, and the entities that merged together can affect performance. We
compared the runtime of the first experiment to three advanced tools for identifying
attractors. Overall, we achieved superior results with our tool, but the last five tests
(16 to 20) indicated that more efficiency improvement for the tool is needed.
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6.2 What has been achieved

This thesis aimed to develop compositional techniques and tools to support the prac-
tical analysis and engineering of BNs by addressing the limitations in the existing
compositional framework [48, 49, 4]. Therefore, we believe that the research work
presented in this thesis represents an original and significant contribution to this aim.

This research has resulted in the following key contributions, which are linked to
the objectives listed in Section 1.4:

1. Developed compositional attractor identification techniques
A key contribution of this work is developing compositional techniques for attractor
analysis in an arbitrary structure of a composition. The approach presented is based
on using the SCCs of a subnetwork’s interference state graph to identify potential
cyclic behaviour based on an important property called interference alignment,
which is then used to construct the attractors of the composed model. We proved
that this property captures instances in which paths in interference state graphs can
be merged to create a path in a composed model. Since multiple entities in a BN
can experience interference under composition, we provided generalised definitions
for normal and interference edges added in an interference state graph. We formally
proved the correctness of this approach by showing its soundness and completeness.

It was crucial to initially developing attractor analysis techniques for a basic com-
position involving two BNs, as presented in Chapter 3. Moreover, we extended
the attractor identification approach to a composition consisting of three BNs, and
we partially extended it into the composition structure of a pairwise sequence of
BNs presented in [49, 4]. The results and proofs became too complex based on
the existing definition provided. Therefore, it became clear that developing a more
general arbitrary compositional theory was needed. This work provided a unique
insight into the approach and without this step we could not have extended it for a
general composition, defined in the next contribution.

The work above was conducted in Chapter 3 and Chapter 4, fulfilling Objective 2.1
and Objective 2.3.

2. Generalised the compositional definition to allow arbitrary compositions
Another key contribution of this thesis is the development of a new general definition
of a composition to allow an arbitrary composition involving multiple BNs based
on an underlying graph structure. The motivation to generalise the composition
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formulation emerged from the difficulties which arose during the extending of
attractor identification techniques. In fact, this work represents a significant step
forward in the original compositional framework, because it made the composition
approach more practical and simplified the representation of definitions and results.
Consequently, it allowed us to develop a general compositional approach for attractor
identification in an arbitrary composition.

We provided new definitions and notions to facilitate the theoretical results developed
for the extended attractor identification techniques. One of them used the alternative
approach of representing global states based on functions instead of tuples. Another
important definition involved naming the composed entity in a BN that results
from a composition. We updated the definition interference state graph [4] based
on our new definitions and notations. In addition, we provided an updated version
for an important theorem showing that an interference state graph captures all the
possible behaviour that can result from a BN if it is used in a composition.

This work was conducted in Chapter 4, and fulfilled Objective 2.2.

3. Developed tool support for the attractor identification approach
It was a crucial step to develop tool support to automate and illustrate the practical
application of the compositional attractor identification techniques and results that
we have developed. We formulated the algorithm findAtt to identify attractors from
a set of BNs based on the theoretical approach developed. The initial idea of the
algorithm came from formulating and implementing the findAttTwo algorithm to
identify attractors in two submodels. The findAtt algorithm takes the submodels’
SCCs data structure and returns the attractors in the resulting composed model.
The algorithm repeats for each aligned state tuple, finding an interference aligned
next state tuple until the repeated state tuple appears again, indicating that a set
of interference aligned cyclic paths have been found.

We carefully considered implementing its key functions efficiently. Therefore, to
generate aligned state tuples efficiently, we formulated the algorithm genAST , which
recursively iterates through key states to assign the values to composed entities if
they are consistent (i.e. the values of the entities merged together have the same
value). Interestingly, ordering BNs heuristically by calculating their impact factor
leads to much better performance. Thus, we considered key states based on the
resulting order. In addition, we produced an interesting idea to compute interference
aligned state tuples, rather than considering each possible next state tuple. The
idea is to count the labels for each composed entity gc ∈ ∆(Σ) in each state in the
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tuple to generate the next state values for each composed entity and use them to
determine the interference aligned next state tuples.

We implemented the formulated algorithms to identify attractors compositionally
using Python. The tool takes the BNs’ state graphs in a DOT format, which can
be generated with existing tools such as GinSim [71, 125, 3], and the details of
composed entities. The main implemented functions of the tool are generating
interference state graphs, finding SCCs, labelling states, ordering BNs, generating
aligned state tuples, finding interference aligned next state tuples, and generating
composed model attractors.

We applied the tool to two biological case studies from the literature. The first
one was a biologically relevant case study for cell differentiation in the bacteria
Caulobacter crescentus [5, 6]. The second case study that we considered was the
signalling pathway underpinning T cell surval in T cell large granular lymphocyte
leukemia (T-LGL) [54]. These case studies provide important insight for anyone who
would like to apply the developed techniques to biological networks and investigate
the decomposition approach.

These achievements were realised in Chapter 3 and Chapter 5, and linked to Objective
3.1 and Objective 3.2.

4. Practical evaluation of the tool support
We developed a scalable test model to conduct a formal investigation into the devel-
oped tool’s performance. We started our analysis using three submodels generating
12 entities in a composed model. We then scaled our model by constructing larger
models, with up to 233 entities resulting from the composition. We conducted three
experiments to test the performance, and to investigate how the SCCs and the size of
resulted attractors influenced the tool. The results were promising, and revealed that
our tool was affected by the SCCs’ size and structure, the number of aligned state
tuples and the composition structure. During the test, we discovered performance
issues in some components, and we worked to improve their speed through several
iterations. We compared the final tool’s performance in terms of speed to three
existing tools BoolNet [55], BNS [35] and BoolSim [56]. The comparison results
show that the tool performs well against them, but further efficiency improvement
is needed for large models.

This was considered in Chapter 5, and fulfilled Objective 3.3.
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6.3 Challenges

During the research reported in this thesis, many interesting challenges arose that
needed to be addressed. Some important challenges are discussed below.

• Moving from a basic composition of two BNs to an arbitrary version
Dealing with the complexity of moving from a simple composition, involving two
BNs, to an arbitrary composition was challenging. The existing notations and
definitions for the basic compositional framework became complicated when we
extended the attractor identification approach to a set of three BNs and a set of
multiple BNs in a composition. We were not able to represent arbitrary compositions
using the original definitions that are in the existing theory. Therefore, the challenge
was to develop a new definition for a composition that allows arbitrary compositions
over multiple BNs. This new definition was needed to provide a basis for developing
attractor identification techniques for a general composition. It was addressed by
developing a new form of a composition, based on using a graph structure and a set
of new definitions. This new formulation simplified the representation of definitions
and results, and it was a key step to extend our developed approach for identifying
attractors compositionally.

• Extending attractor analysis results to an arbitrary composition
Dealing with the complexity of these arbitrary compositions and constructing proofs
was challenging. The arbitrary composition has a large number of models and
interference state graphs; thus, the proofs need to be carefully formulated. Changing
the way of representing global states was associated with that. To explain that,
instead of using them as tuples, we treated them in the new general formulation as
functions and that was a crucial change which eased the process of producing results.
Furthermore, the newly composed entities that were generated by merging multiple
entities from different BNs were difficult to track. Thus, we named the entities used
in the composition as ∆(g), and identify a set of entities that merged with any given
entity used in a composition. It was also important to retrieve the BN to which a
given entity belongs, and so we defined λ(g) to be the index of the BN entity to
which g belongs. The approach was based on analysing the submodels’ interference
state graphs, which have additional edges to represent interference. Hence, we need
to distinguish between normal edges and interference edges for a given composed
entity. This step is important in identifying the interference aligned cyclic paths to
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be merged be merged. Therefore, we extended the interference alignment definition
for multiple paths involved in a composition.

• Developing the efficiency of tool support
Initially, the performance of the tool in terms of speed was poor, and showed
that further work to improve its speed efficiency was required. In fact, the tool
development went through several iterations to improve its efficiency, especially
in generating aligned state tuples and computing interference aligned next state
tuples. Initially, we considered the aligned tuples in all SCCs combinations to
identify attractors. By observing this process, we found that we had repeated
the exact aligning process for different states. To solve this issue, we avoided
passing all possible combinations of SCCs, and we only focused on key states in
the SCCs data structure to generate aligned state tuples based on the ordered
BNs. Meanwhile, computing the interference aligned state tuple took a long time,
as we considered all possible next state tuples. Then, we discovered the idea of
computing the interference aligned next state tuple by examining the pre-processed
labels to determine the next state values for composed entities. Choosing a data
structure required careful consideration, and involved several iterations to produce
data structures. During performance comparison, we wrote files in BoolNet format,
and we had to be careful when we composed functions to create a composed model
for each test. Then, we converted the format of BoolNet files to GinSim files, and
passed them to BNS and BoolSim tools for analysis.

6.4 Future Work

This thesis has focused on extending and strengthening an existing compositional
framework for BNs by developing attractor identification techniques and generalising
the composition definition. With our developed tools and techniques, a number of
interesting areas of future work are required to addressed in order to take our work
forward.

• Generalising the Boolean operators
While this thesis focuses on using conjunction to merge the behaviour of entities in
a composition, all the results presented can straightforwardly be adapted to the use
of disjunction. It turns out that the key property for the results is idempotency, and
so any for Boolean operator which is idempotence, the result could be proved or
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developed for it. Note that four binary Boolean operators are idempotent: transfer,
complement, OR and AND. It would be interesting in future work to consider fully
integrated conjunction and disjunction in a composition, so that both can be used.

• Extending compatibility results to the new formulation of composition
There is a range of existing results around behaviour preservation in the basic
composition framework [48, 49, 4], which appear to hold in a new compositional
approach. It would be interesting to formally prove these results for the new general
framework.

• Decompositional framework based on our generalised composition
The current work supports the engineering of biological systems by constructing
them from subparts. It would be beneficial to use it as a basis for developing
techniques to decompose large models to aid analysis [207, 208, 191]. Constructing
a decomposition of a BN raises some issues that need to be considered. One key
issue is how to partition the set of entities and find suitable entities for this partition.
Another issue is decomposing the Boolean functions of the entities that need to
be split between partitions. It is clear that there may be more than one possible
decomposition for a BN. Therefore, the third issue is how to measure the quality of
the decomposition. Defining quality measures for the decomposition could help in
identifying the optimal decompositions.

• Developing compositional attractor analysis techniques for asynchronous
BNs
Another interesting area to consider in the future is the development of an attractor
identification approach for asynchronous BNs [67]. Prior to undertaking such a task,
the development of a compositional theory for asynchronous BNs is required. In
addition, an updated version of an interference state graph, which is a key element
in the attractor identification algorithm is needed. It is generally thought to be
more realistic to model biological networks using asynchronous BNs due to the
distinct kinetics between nodes. However, asynchronous BNs are complex, and many
algorithms of attractor identification focus on synchronous BNs. An interference
state graph provides an initial insight into non-deterministic in an asynchronous
semantics update. This topic is ongoing research work at Newcastle University
and is being prepared for publication (therefore the detail of this work cannot be
discussed in detail here).
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• Creating a library of parts
Biologists use biological parts to build genetic devices and systems, and they refer to
this as synthetic biology [175–177]. There are libraries for biological parts to be used
in constructing new models such as GenoLIB [209]. Designing and constructing
synthetic a gene circuit helps in understanding the behaviour of biological systems.
The ability to construct biological systems provides powerful tools to address various
needs in the areas of health, energy and environment. For example, researchers have
engineered immune cells to be safer and easier to produce the therapy to attack
tumours [210], and engineered gene networks to provide treatment strategies for
obesity [211] and diabetes [212]. One technique in synthetic biology which has
gained attention is the Biobricks method for the physical composition of biological
parts [213], which allows the composition of systems using standard biological parts.
A standard biological part is a genetically encoded biological function that meets
specific rules and guidance to support composition [214].

It would be interesting to create a library of BNs models representing biological
parts that can be used in the composition. These models are important in investi-
gating further applications of our techniques and tools. This library would provide
information on the parts before composing them. For example, by using a part’s
interference state graph, we can know the maximum behaviour in a composition
[49, 4]. Interference state graphs do not show behaviour that does not occur in the
composed model. Thus, if we want some behaviour to occur in the composed model,
an interference state graph must show this behaviour. These are some ideas that
can be investigated in the future.

• Model synthesis
Model synthesis [215–217] is an important area that involves creating models
that have certain behaviour. For example, several works have already considered
synthesising models that have a certain type of attractors (e.g. [218–220] ). In
future work we would like to consider applying our techniques to this area. We can
use submodels to predict behaviour that is going to occur. For example, we might
need to build a model with particular attractors. By using our techniques, we can
identify the final attractors from the behaviour of submodels.

• Tool support
Our tool produces good results, but we would like to further increase its speed in
the future. In addition, it would be interesting to have a GUI interface with which
to construct BNs models using their functions or truth tables, or by importing
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other known file formats such as GinSim [71, 125, 3], BoolSim [56] and Systems
Biology Markup Language (SBML) [183]. We would like to add more features to
the tool support, such as composing, analysing, simulating and visualising models.
In addition, we could like to create a repository of BN models to facilitate applying
the results in the tool.

• Case studies
Further testing in large case studies is required in order to investigate the practical
application of the tool. We would like to identify a proper case study based on a
real biological system in order to perform further tests for the techniques that have
been developed in this study.
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Appendix A

Test Models

In this section, we illustrate the SCCs of the submodels’ interference state graphs
used to identify attractors for the performance tests. After that, We summarise the
compositional test models by illustrating the underlying BNs and the composed entities.

A.1 Submodels’ SCCs

Figure A.1 presents the SCCs of the submodels’ interference state graphs identified
for BN 1

T est, BN 2
T est, BN 3

T est, BN 4
T est, BN 5

T est and BN 6
T est based on the entities used

for a composition. The SCCs of the submodel’s interference state graph identified for
BN 7

T est are depicted in Figure A.4.
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Figure A.1 The SCCs identified for BN 1
T est, BN 2

T est, BN 3
T est, BN 4

T est, BN 5
T est and
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T est.
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A.2 Compositions

Tables A.1 and A.2 summarise the composed test models in terms of their test numbers,
the submodels used to construct the model, and the composed entities1.

Table A.1 Test models used in the first experiment.

Test Models Composition

1 BN1(MEx1), BN2(MEx2) and BN3(MEx3)
gc

1 = {g1
1, g

3
1}

gc
2 = {g2

1, g
3
3}

2 BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4) and BN 5(MEx5)

gc
1 = {g1

1, g
3
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1}

3
BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6)
and BN7(MEx3)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1}

gc
4 = {g5

3, g
6
1}

4
BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2) and BN9(MEx3)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
4, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

5

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx1) and BN11(MEx6)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 }

gc
6 = {g10

3 , g
11
1 }

6

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx2), BN12(MEx1)
and BN13(MEx5)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 }

Continued on next page

1For more information about the test models; please email the authors.
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Table A.1 – continued from previous page
Test Models Composition

7

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx2), BN12(MEx1),
BN13(MEx3), BN14(MEx1)
and BN15(MEx4).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 }

gc
8 = {g14

2 , g
15
1 }

8

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx1),
BN10(MEx3), BN11(MEx3), BN12(MEx1),
BN13(MEx3), BN14(MEx1), BN15(MEx6),
BN16(MEx1) and BN17(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

9

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx5), BN5(MEx1),
BN6(MEx6), BN7(MEx3), BN8(MEx2),
BN9(MEx3), BN10(MEx6), BN11(MEx3),
BN12(MEx1), BN13(MEx3), BN14(MEx1),
BN15(MEx4), BN16(MEx1),
BN17(MEx5)(MEx4), BN18(MEx3)
and BN19(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

5 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 }

Continued on next page
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Table A.1 – continued from previous page
Test Models Composition

10

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx3), BN12(MEx1),
BN13(MEx3), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx1), BN20(MEx6)
and BN21(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

11

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx3), BN12(MEx1),
BN13(MEx3), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx5), BN21(MEx1),
BN22(MEx3) and BN23(MEx4).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

12

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx3), BN12(MEx1),
BN13(MEx3), BN14(MEx1), BN15(MEx4),
BN16(MEx3), BN17(MEx5), BN18(MEx3),
BN19(MEx1), BN20(MEx5), BN21(MEx3),
BN22(MEx3), BN23(MEx4), BN24(MEx1)
and BN25(MEx5).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

Continued on next page



160 Test Models

Table A.1 – continued from previous page
Test Models Composition

13

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx5), BN9(MEx4),
BN10(MEx3), BN11(MEx3), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx1),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx3), BN21(MEx3),
BN22(MEx3), BN23(MEx4), BN24(MEx3),
BN25(MEx1), BN26(MEx1)
and BN27(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

14

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx1), BN21(MEx3),
BN22(MEx3), BN23(MEx6), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3) and BN29(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 }

15

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx4), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx6)
and BN31(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 }

Continued on next page
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16

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx4), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx6),
BN31(MEx1), BN32(MEx3), BN33(MEx5)
and BN34(MEx1) .

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 , g

32
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 , g

33
1 }

gc
3 = {g5

2, g
4
1, g

8
1, g

34
1 }

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 }

17

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx4), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx6),
BN31(MEx1), BN32(MEx3), BN33(MEx5),
BN34(MEx1),BN35(MEx1), BN36(MEx5)
and BN37(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 , g

32
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 , g

33
1 }

gc
3 = {g5

2, g
4
1, g

8
1, g

34
1 }

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 , g

35
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 , g

36
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 , g

39
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 }
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BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx4), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx6),
BN31(MEx1), BN32(MEx3), BN33(MEx5),
BN34(MEx1),BN35(MEx1), BN36(MEx1),
BN37(MEx3),BN38(MEx3), BN39(MEx3)
and BN40(MEx5).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 , g

32
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 , g

33
1 }

gc
3 = {g5

2, g
4
1, g

8
1, g

34
1 }

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 , g

35
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 , g

36
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 , g

37
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 , g

38
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 , g

39
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 , g

40
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 }

19

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx4), BN8(MEx3), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx5), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx4),
BN31(MEx1), BN32(MEx3), BN33(MEx5),
BN34(MEx3),BN35(MEx1), BN36(MEx1),
BN37(MEx3),BN38(MEx3), BN39(MEx3),
BN40(MEx5), BN41(MEx1), BN42(MEx5),
and BN43(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 , g

32
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 , g

33
1 }

gc
3 = {g5

2, g
4
1, g

8
1, g

34
1 }

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 , g

35
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 , g

36
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 , g

37
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 , g

38
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 , g

39
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 , g

40
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 , g

41
1 }

gc
11 = {g41

1 , g
42
1 , g

43
1 }

Continued on next page
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BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx4), BN8(MEx3), BN9(MEx3),
BN10(MEx3), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx3),
BN19(MEx3), BN20(MEx5), BN21(MEx3),
BN22(MEx3), BN23(MEx3), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3), BN29(MEx3), BN30(MEx5),
BN31(MEx1), BN32(MEx3), BN33(MEx5),
BN34(MEx3),BN35(MEx1), BN36(MEx1),
BN37(MEx3),BN38(MEx3), BN39(MEx3),
BN40(MEx5), BN41(MEx1), BN42(MEx5),
BN43(MEx3),BN44(MEx5), BN45(MEx1),
and BN46(MEx3).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 , g

32
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 , g

33
1 }

gc
3 = {g5

2, g
4
1, g

8
1, g

34
1 }

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 , g

35
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 , g

36
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 , g

37
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 , g

38
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 , g

39
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 , g

40
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 , g

41
1 }

gc
11 = {g41

1 , g
42
1 , g

43
1 , g

45
2 }

gc
12 = {g44

1 , g
45
1 , g

46
1 }

Table A.2 Test models used in the second experiment.

Test Models Composition

1 BN1(MEx1), BN2(MEx2) and BN3(MEx7)
gc

1 = {g1
1, g

3
1}

gc
2 = {g2

1, g
3
4}

2 BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4) and BN 5(MEx7)

gc
1 = {g1

1, g
3
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

4, g
4
1}

3
BN1(MEx1), BN2(MEx2) ,BN3(MEx7),
BN4(MEx4), BN5(MEx5), BN6(MEx6)
and BN7(MEx3)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
4, g

5
1}

gc
3 = {g5

2, g
4
1}

gc
4 = {g5

3, g
6
1}

4
BN1(MEx1), BN2(MEx2) ,BN3(MEx7),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2) and BN9(MEx3)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
4, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

Continued on next page
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5

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7) and BN11(MEx3)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 }

gc
6 = {g10

4 , g
11
1 }

6

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx1), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx5), BN12(MEx1)
and BN13(MEx6)

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
4, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

7

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx1), BN9(MEx3),
BN10(MEx7), BN11(MEx2), BN12(MEx1),
BN13(MEx5), BN14(MEx3)
and BN15(MEx6).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 }

gc
8 = {g14

2 , g
15
1 }

8

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx3), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx6),
BN16(MEx1) and BN17(MEx5).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }
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9

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx3), BN12(MEx1),
BN13(MEx6), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3),
BN18(MEx1) and BN19(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1}

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

5 , g
19
1 }

10

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx3), BN12(MEx1),
BN13(MEx3), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx6)
and BN21(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1}

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1}

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

11

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx3), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx6),
BN16(MEx1), BN17(MEx5), BN18(MEx3)
BN19(MEx3), BN20(MEx5), BN21(MEx1),
BN22(MEx3) and BN23(MEx4).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

Continued on next page
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BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx1), BN11(MEx3), BN12(MEx1),
BN13(MEx5), BN14(MEx7), BN15(MEx4),
BN16(MEx3), BN17(MEx5), BN18(MEx3),
BN19(MEx1), BN20(MEx5), BN21(MEx1),
BN22(MEx3), BN23(MEx6), BN24(MEx3)
and BN25(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

4 , g
15
1 , g

17
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 }

13

BN1(MEx1), BN2(MEx2) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx5), BN9(MEx4),
BN10(MEx3), BN11(MEx1), BN12(MEx7),
BN13(MEx6), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx3), BN18(MEx1),
BN19(MEx3), BN20(MEx5), BN21(MEx1),
BN22(MEx3), BN23(MEx5), BN24(MEx3),
BN25(MEx3), BN26(MEx5)
and BN27(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

4 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

5 , g
19
1 , g

21
1 , g

27
1 }

14

BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx1),
BN10(MEx7), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx5), BN21(MEx1),
BN22(MEx3), BN23(MEx6), BN24(MEx3),
BN25(MEx5), BN26(MEx5), BN27(MEx3),
BN28(MEx3) and BN29(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

4 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 }
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BN1(MEx1), BN2(MEx1) ,BN3(MEx3),
BN4(MEx4), BN5(MEx5), BN6(MEx6),
BN7(MEx3), BN8(MEx2), BN9(MEx3),
BN10(MEx7), BN11(MEx1), BN12(MEx1),
BN13(MEx5), BN14(MEx1), BN15(MEx4),
BN16(MEx1), BN17(MEx5), BN18(MEx3),
BN19(MEx3), BN20(MEx5), BN21(MEx3),
BN22(MEx3), BN23(MEx6), BN24(MEx3),
BN25(MEx5), BN26(MEx1), BN27(MEx3),
BN28(MEx3), BN29(MEx1),
BN30(MEx5) and BN31(MEx1).

gc
1 = {g1

1, g
3
1, g

7
1, g

22
1 }

gc
2 = {g2

1, g
3
3, g

5
1, g

20
1 }

gc
3 = {g5

2, g
4
1, g

8
1}

gc
4 = {g5

3, g
6
1, g

9
1, g

23
1 }

gc
5 = {g4

2, g
10
1 , g

13
1 , g

18
1 }

gc
6 = {g10

3 , g
11
1 , g

12
1 , g

24
1 }

gc
7 = {g12

2 , g
14
1 , g

16
1 , g

25
1 }

gc
8 = {g14

2 , g
15
1 , g

17
1 , g

26
1 }

gc
9 = {g13

2 , g
19
1 , g

21
1 , g

27
1 }

gc
10 = {g27

3 , g
28
1 , g

29
1 , g

30
1 , g

31
1 }
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