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Abstract
Doctor of Philosophy

Towards Organic Materials Exhibiting Thermally Activated Delayed
Fluorescence and Circularly Polarised Luminescence.

by Beth Alexandra LAIDLAW

Organic light emitting diodes (OLEDs) have come to the fore as the state-
of-the-art technology for displays and lighting. Indeed, they are now stan-
dard for most recent smartphone designs. However, despite their success,
advancements are still required to improve energy efficiency and sustainabil-
ity, especially with the onset of 5G which has increased power consumption.

This thesis studied two mechanisms to improve OLED efficiency. The first
seeks to improve the internal quantum efficiency (IQE) of the emissive ma-
terials used within the OLED device by making non-emissive triplet states
emit light. Statistically, only 25% of excitons formed by electrical excita-
tion within the emissive material are singlets and can radiatively relax via
fluorescence. The remaining 75% are triplet excitons which do not emit in
conventional fluorescent materials and therefore, their energy is lost to heat.
Recently, thermally activated delayed fluorescence (TADF) has emerged as a
powerful approach to harvest these non-emissive triplet states. Importantly,
previous work has demonstrated the importance of specific vibrational de-
grees of freedom to optimise the TADF process. This work examines how
rotaxanes can be used to control vibrational modes of TADF molecules and
therefore, fine-tune their properties and thus more efficiently re-engage the
’lost’ triplet states.

In many of cases in organic electronics, due to the size of the molecules of
interest, the excited state properties are described using time-dependent den-
sity functional theory (TDDFT) which provides the required balance between
computational efficiency and accuracy. However, TADF materials display
charge transfer (CT) characteristics, a property which is poorly described by
standard approximations of the exchange correlation functional in TDDFT.
Herein, we apply two tuning approaches to improve the description of ex-
cited states within TDDFT, with a particular focus upon the accuracy of ex-
cited state energies and chiroptical response. The latter being connected to
the second way of improving the OLED efficiency.

Indeed, OLED display technologies require anti-glare filters to improve
viewing contrast when routinely used under conditions of high ambient light.
Anti-glare filters use a double layer of linear polarisers and quarter wave
plates to ensure that any ambient light which enters the device is not reflected
off the cathode, back towards the viewer. However, this also absorbs
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∼50% of the light generated by the OLED, meaning higher driving voltages
are required to achieve the set brightness levels. This increases power con-
sumption and decreases device operation lifetimes. Circularly polarised lu-
minescence (CPL) is not absorbed by these filters, thus the integration of CPL
could increase the energy efficiency of an OLED display. This work explores
two mechanisms for generating CPL, firstly using small molecules and sec-
ondly with large polymer systems, which have been shown to exhibit large
dissymmetry.
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Chapter 1

Introduction

Organic molecules, made up primarily of carbon and hydrogen, are funda-
mental to all life. They are abundantly available, with the number of poten-
tial organic drug-like molecules estimated to be between 1023-1060. [10] They
are crucial to nearly every area of research and more recently have become
a focus in the organic electronics technology sector as they offer the oppor-
tunity to develop cheap and efficient electronic displays. When developing
organic molecules for displays, it is essential to understand how light inter-
acts with the molecules. Indeed, in many technologies molecules function
primarily in their electronic ground state, however for display technologies,
molecules must exist in their electronically excited state and therefore display
desirable properties in these states. It is the application of these properties to
display technologies that is the focus of this thesis.

Display and lighting technology has become a mainstay of everyday life,
with the introduction of smartphones, almost every adult in the western
world has access to a screen 24 hours a day. Due to the Covid-19 pandemic
a large percentage of the global population were forced to work from home,
with their only interaction being through a screen on their smartphone, lap-
tops, desktops or televisions. Thus, the technology industry is continually
motivated to improve the viewing quality and efficiency of devices to remain
competitive in a saturated market. Recently, organic light emitting diodes
(OLEDs) have been integrated into devices to provide better brighter colours,
flexible screens, and lower power consumption compared to standard liquid
crystal displays (LCD).[11] As the name suggests, OLEDs are built primarily
using organic molecules that are electronically excited and in turn, emit light.

OLED integration into display technologies has been a proven success,
with the introduction of OLED televisions and OLED smartphone screens.[11]
However, as with any emerging technology the focus of research now is to
improve the efficiency. In this area, understanding and controlling the inher-
ent abilities of the molecular components can be exploited to develop new
and desirable characteristics within OLEDs. The main limitations of cur-
rent OLED technology is the internal quantum efficiency (IQE), the need for
polarisers to be integrated into devices and the outcoupling of the devices.
Thermally activated delayed fluorescence (TADF) has been reported to pro-
duce internal quantum efficiencies (IQE) of nearly 100%,[12, 13, 14] therefore
showing that TADF provides an important mechanism to improve display
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and lighting technology.[15] However, even in these cases the external quan-
tum efficiencies (EQE) of OLED devices remain relatively low, between 20-
25%.[16] Thus, improving this EQE is a focus of much research. Within the
architecture of OLEDs there is an anti-glare filter that not only increases the
bulk of the device but also reduces the device’s efficiency as much of the light
emitted from the active layer of the device is absorbed. One way to remove
the need for these anti-glare filters is to design an emitter that outputs chi-
ral light. Chirality is a fundamental property of some molecules. It plays
an important role in many areas of research, such as drug discovery[17],
catalysis[18] and magnetic-based technologies[19]. More recently, its appli-
cation to optoelectronics, such as OLED technology and photodetectors, has
been of significant interest. Within OLED technology circularly polarised
light is generated from chiral emitters,[20] this improves the efficiency of de-
vices by reducing the light absorbed by the anti-glare filters that are used to
improve viewing contrast. All of these aspects highlight the importance of
understanding the excited state.

1.1 Excited State Processes

Photoexcitation is a crucial process when considering the excited state prop-
erties of a molecule. After an excited state is generated, the molecule exists in
a highly non-equilibrium state and consequently there are a number of dif-
ferent processes that can occur. It can undergo radiative decay processes, flu-
orescence and phosphorescence, or non-radiative processes, such as internal
conversion (IC), inter-system crossing (ISC) and intramolecular vibrational
redistribution (IVR). All of these processes are in constant competition with
each other, and some of the processes are more favourable than others when
it comes to applications in electronic devices. Jabalonski diagrams (Figure 1.1
) are often used to pictorially describe these transitions. The Y axis denotes
the energy of the excited states, however, the X axis has no physical mean-
ing, it is used to separate the different states. The excited states are shown
as thick horizontal lines, with thinner lines above representing the different
vibrational states. The radiative mechanisms can be seen as wavy vertical
arrows and the non-radiative systems are dotted horizontal arrows. The Ja-
balonski diagram however, only shows a static picture of a molecule at fixed
nuclear geometry, and does not fully describe the dynamic processes that
occur in reality.

Another way to represent the excited states of a molecule is with a poten-
tial energy curve (PEC), Figure 1.2, contrary to the Jabalonski diagrams, the
X-axis on the PEC represents nuclear displacements. These displacements
could be the change of a normal mode, dihedral angle or the main reaction
path. The increased detail of the PEC provides a good description of how
the energy levels depend on the molecular geometry, shedding insight into
likely excited state processes. However, it still fails to provide a multidimen-
sional description that is vital for a good understanding of the excited state
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FIGURE 1.1: A Jabalonski Diagram for photoexcitation (Exc).
Featuring the ground state (GS), first singlet excited state (S1),
first triplet excited state (T1), and second triplet excited state
(T2), each with vibrational states. The pathways of the excited
state dynamics are denotes as, fluoresence (F), phosphorescence
(P), non-radiative decay (NR), inter-system crossing (ISC), re-
verse inter-system crossing (rISC), internal conversion (IC) and

reverse internal conversion (rIC).

processes of a system. The PEC also fails to accurately describe the degrees of
freedom and coupling between the degrees of freedom and the excited states.

The molecular nuclei evolves within a multidimensional (3N-6) poten-
tial energy surface (PES). The PES can be generated by calculating the elec-
tronic energy at considered fixed nuclei position. The PES does not depend
on the absolute location of atoms within the molecule, just their relative lo-
cation compared to one another. This (3N-6) PES is inherently difficult to
pictorially describe, and so it is common to use the reaction coordinate as a
description. This simplification commonly works, however becomes less ap-
propriate when there is more than one variable. Ultimately, a complete de-
scription of excited state processes in a molecule requires the time-dependent
Schrödinger equation (TDSE). This approach, known as quantum dynamics
(QD), models a system using first principles and is a powerful way of de-
scribing the dynamics of a system. The TDSE was used by Gibson et al. to
describe how the vibronic coupling of locally excited states facilitates effi-
cient rISC within the TADF mechanism.[2] However, throughout this work,
the systems investigated are beyond the scope of QD due to their size.

1.2 Impact of Chirality on Excited State Processes

Chirality exists in nature on many scales. Any object or system that can ex-
ist in two forms that are non-superimposable mirror image can be consid-
ered chiral, a well-known example is the right and left human hands. On
the molecular scale the same description is used, and the two objects, that
are non-superimposable mirror images of each other, are called enantiomers.
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FIGURE 1.2: A potential energy curve (PEC). The ground state
(GS) is shown in blue, S1 in purple and T1 in pink. There is a
PEC for each electronic state, with the energy of each state (E
shown on the y-axis) changes with nuclear co-ordinate (R on
the x-axis. The blue arrow, labelled Exc., represents the excita-
tion from the GS to the S1, and the purple arrow, labelled F, rep-
resents fluorescence. ISC or rISC is possible where the S1 and
T1 states cross. The GS in this case has two minima, thus the
molecule is likely to show two stable geometric configurations.

Light can also be chiral, circularly polarised (CP) light can be described as
two plane polarised waves of equal amplitude at right angles to one another,
with a quadrature phase relationship. Resulting in an electric field vector
of constant magnitude and fixed rotation, the resultant wave traces a helix
through space. This helix can trace in one of two directions: it can either
trace in the right-handed (RH) or left-handed (LH) direction.

Harnessing the properties of CP light in research is not a novel area of
research, J. H. Van’t Hoff suggested that CP light could be used in asym-
metric synthesis to selectively produce an enantioenriched substance in the
19th century.[21] However, CP photochemistry has not become a mainstream
technique in asymmetric synthesis, notwithstanding some elegant studies
that vary the photon energy and wavelength approaches.[22, 23] This is be-
cause the enantioselectivity is mostly decided by the ECD of a substance.[24]
The g-factor, or dissymmetry, is used to describe this selectivity. The g-factor
can be described as follows:

g = 2
IL − IR

IL + IR
(1.1)
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Where R and L refer to the handedness of the light and I can be the intensity
of photoluminescence or electroluminescence. If there is total selectivity of
CP light then |g|=2, however, it is commonplace for the g-factor to be very
low for electronic transitions important for organic photochemistry, usually
in the <10−2 regime.[25] Futhermore, it is expected that this low selectivity
in the absorption of CP light results in low stereoselectivity in the resultant
photochemistry.[24]

When a chiral system is excited the two enantiomers are excited. The
excitation process within both enantiomers is the same, however, each enan-
tiomer will emit either RH or LH polarised light. Thus, understanding the
difference in the emission from each enantiomer is paramount to appropriate
modelling of chiral systems. The exciton chirality model uses the electronic
transition dipole moments to describe the behaviour after photoexcitation,
however, when chiral molecules are being considered the rotatory strength
becomes non-zero. When this is the case, it is important to include the mag-
netic transition dipole moments in the description of the resultant emission.

1.3 Organic Light Emitting Diodes (OLEDs)

OLEDs have undergone rapid development since the work of Tang and Van
Slyke in 1987, to become cemented into mainstream display and lighting
technology.[26] OLEDs have many promising features for display technol-
ogy such as their lower power consumption and improved image quality, not
to mention their potential for ultra-thin, flexible or transparent screens, pre-
viously properties only associated with science-fiction.[1] OLEDs are com-
prised of flexible thin films or small organic molecules, in comparison to
traditional light-emitting diodes (LEDs) which are made up of rigid silicon
crystals doped with inorganic semiconducting materials. Those inorganic
dopants can have more valence electrons than silicon, such as phosphorous,
thus creating an n-type semiconductor or fewer valence electrons than sili-
con, like boron, creating a p-type semiconductor. An interface is created at
the junction of these two semiconductors known as a p-n junction, at which
point LEDs produce light. Within the LED there is a conduction band con-
taining the n-type material which transfers electrons, upon electronic current
being passed through the LED, to the p-type material where they recombine
with holes in the valence band. When the electron and hole recombines a
photon is generated, and thus the device will emit light. In this case, the con-
duction band and the valence band can be considered the solid state equiva-
lences of the highest occupied molecular orbital (HOMO) and lowest unoccu-
pied molecular orbital (LUMO), respectively. Comparatively, OLEDs operate
through similar principles, with the solid crystals being replaced by flexible
organic materials. Within an OLED the organic materials are integrated into
an ultrathin film, of thicknesses 100nm, that undergo luminescence and elec-
troexcitation, as described previously. The basic set up of an OLED can be
seen in Figure 1.3.
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FIGURE 1.3: A simplified diagram of an OLED with a focus on
the TADF mechanism. The cathode introduces electrons to the
electron injection layer. The cathode introduces electron-holes
to the hole injection layer. The electrons and holes meet in the
emissive layer, where the luminescent molecules are. TADF can

occur in the emitter. Figure adapted from [1].

When considering OLED devices, there are two metrics that are com-
monly used to describe the performance of the devices: internal quantum
efficiency (IQE) and external quantum efficiency (EQE). IQE is a measure of
how many photons the emissive molecule radiates. This is influenced by
internal processes, such as intersystem crossing and can be reduced by non-
radiative decay. EQE is the efficiency of the molecules environment, thus ac-
counts for the influence of the emissive molecules embedded environment.
After the photons have been emitted, the environment of the device can effect
how much light is produced. Environmental factors include the orientation
of the embedded emitter and photon absorption from other materials in the
device. Therefore, devices may possess 100% IQE (ηIQE) but typically have a
EQE (ηEQE) of around 0.2.

ηEQE = ηoutηIQE, ηIQE = γΦPL/EL (1.2)

Equation 1.2 shows γ which is the charge recombination factor. It is equal
to one with perfect recombination and zero with no recombination, whilst
φ is the quantum yield of luminescence.[27] When generating the photons
within an OLED, there is an intrinsic limit on the electrical excitation process
due to spin statistics; 25% of the molecules are generated in the singlet state
and 75% in the triplet (dark) state. Therefore, the quantum yield depends on
the ability to produce light from both excited states.

Φ = 0.25ΦS + 0.75ΦT (1.3)

The triplet state emits via non-radiative pathways in typical organic molecules,
this is due to weak dipole coupling between the triplet states and the ground
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state. Thus, typical organic molecules will only emit radiatively from the
single states and therefore will have an inherent IQE limit of 25%. First gen-
eration OLEDs, such as those in Figure 1.4, used purely fluorescent materials,
and thus had a limited efficiency.

FIGURE 1.4: Jablonski Diagram for the photophysical processes
of first generation OLEDs. The navy line between the S1 and T1
represents the electron-hole recombination that populates the
S1 and T1, with a probability of 25% and 75% respectively. The
GS is shown in black, S1 in purple and T1 in pink. The pathways
of the excited state dynamics are shown as prompt fluorescence
(PF), and non-radiative decay (NR), in purple and orange, re-

spectively.

To improve this limitation, second generation OLEDs use heavy metals,
such as iridium and platinum. The addition of these heavy metals, albeit rare
and expensive ones, increases the spin-orbit coupling (SOC) which in turn
mades the dark T1 state radiative.[28] These additional pathways open the
possibility for an OLED to have 100% radiative quantum efficiency by har-
nessing both fluorescence and phosphorescence transitions. However, the
introduction of these heavy metals has a considerable impact on the cost of
the devices, due to the rarity of the elements integrated. Indium is one of the
rare heavy metals that is used in OLED devices, in fact displays on smart-
phones and tablets account for 80% of indium consumption, with the vast
majority ending up in landfill due to poor recycling.[29, 30]

An alternative approach to overcoming the inherent limit of IQE, but re-
tain purely fluorescent materials is by using P-type delayed fluorescence. The
mechanism of P-type delayed fluorescence is now known as triplet-triplet an-
nihilation (TTA), but was initially named after the emission displayed, in the
first instance, by Pyrene.[31, 32]. Here, two triplet states can fuse together
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FIGURE 1.5: Jablonski diagram for the photophysical processes
of TADF OLEDs. The navy line between the S1 and T1 repre-
sents the electron-hole recombination that populates the S1 and
T1, with a probability of 25% and 75% respectively. The GS is
shown in black, S1 in purple and T1 in pink. The pathways of
the excited state dynamics are shown as prompt fluorescence
(PF), delayed fluorescence (DF), and reverse inter-system cross-

ing, in purple, navy and green, respectively.

to generate a single emissive singlet state. P-type OLED devices have a the-
oretical limit of IQE of 63.5%; due to the strict ordering of excited states by
their energies and the fact that two triplet excitons per one singlet.[32] Two
more mechanisms that can be exploited to optimise OLEDs and which are the
focus of the present thesis are is Thermally Activated Delayed Fluorescence
(TADF), that has the potential to reach 100% IQE.[33] and CP luminescence
to optimise light output. These are discussed in detail in the following.

Similarly to TTA, TADF was initially named after the molecule Eosin, and
was termed E-type fluorescence by Parker et al..[34] The mechanism allows
rapid conversion between states, it uses iso-energetic triplet and singlet states
to allow triplet excitons to undergo rISC to become singlet excitons. The
singlet exciton can then relax via fluorescence, known as delayed fluores-
cence, therefore this mechanism, as shown in Figure 1.5, can achieve 100%
quantum efficiency.[5] To create iso-energetic states, the molecule must have
a small singlet-triplet gap. Donor-acceptor (D-A) type molecules are com-
monly used to minimise this energy gap as they localise of the HOMO and
LUMO on different parts of the molecule.

An emerging design for OLEDs aims to increase the EQE and reduce the
size and expense of devices by integrating a ’molecular polariser’. Typically,
OLED designs include an anti-glare filter to improve the viewing contrast, so
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devices can be seen on a sunny day for example. However, these filters re-
duce the brightness output of the devices and thus requires increased power
input which reduces battery life. Integrating circular polarisation into the
TADF material itself is one way to remove the need for such anti-glare fil-
ters. Not only do anti-glare filters increase the bulk of the devices, they also
absorb up to 50% of the light output of the device. Improving the IQE of
OLEDs by enhancing the TADF properties of systems is one of the focuses
of this work. The second focus is improving the EQE of OLEDs by integrat-
ing circular polarisation into the design of the emitting system. First the two
individual phenomena will be investigated independently, finally the work
will attempt to combine both properties.

1.4 Thesis Outline

This thesis investigates mechanisms, namely TADF and CPL, that could im-
prove the efficiency of organic electronics such as OLEDs. Following this in-
troduction, the first three chapters provide a description of the mechanisms
of TADF, Chapter 2, CPL, Chapter 3, and the theory and methodology, Chap-
ter 4, used to reach conclusions in the forthcoming results chapters. The
following three chapters report the results of this project. Chapter 5 uses
molecular architecture in rotaxane structures to fine-tune TADF properties.
The mechanical bond can be utilised to gain fine control of the vibrational
freedom of the bond that is critical to controlling the TADF emission. Chap-
ter 6 establishes an efficient method to more accurately describe the excited
states of TADF and CPL materials using existing TDDFT methods. TDDFT
is known to give a poor description of the CT state. Such character is com-
mon in TADF emitters with a D-A architecture, thus to providing a better de-
scription of this character is crucial when designing efficient future emitters.
The Chapter explores two methods, namely Koopmans Optimal Tuning and
Triplet Tuning, to understand the effects of the implementation of non-local
character into the calculation. This is achieved through applying the meth-
ods to known TADF emitters and CP-TADF emitters and making comparison
to standard hybrid functionals. Finally, Chapter 7 presents a computational
study to to establish the origin of CP luminescence from larger systems. The
systems studied are chiral polymers that form a helical shape which display
an exciton that can be delocalised across the system. The work studies the
extent of this delocalisation and its effect on the chiroptical response. The
work is extended to gain an understanding as to the effect of the excitonic
coupling between neighbouring polymer chains and thus, an indication of
the impact of aggregation of polymers that are formed in thin-films.
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Chapter 2

Thermally Activated Delayed
Fluorescence (TADF)

2.1 Background

Improving the efficiency, device structure and lifetime of OLEDs involves
the exploitation of many mechanisms, one of which is thermally activated
delayed fluorescence (TADF). TADF was first applied to OLEDs by Adachi
in 2012. [12] By designing novel, metal-free electroluminescent molecules,
Adachi et al. were able to improve the inherent 25% internal quantum effi-
ciency (IQE) of purely fluorescent molecules associated with charge recom-
bination. The inherent IQE of OLEDs is characteristic of the 1:3 singlet:triplet
ratio of charge recombination, as defined by spin statistics. Therefore, reen-
gaging the dark triplet states is imperative to improving the efficiency of
OLEDs to make them viable for the mass market. Previously, heavy met-
als have been introduced into OLED devices to exploit spin orbit coupling
(SOC), making the said dark triplet states bright by phosphorescence. Com-
monly metals such as iridium are used, however, these heavy metals bring
with them expense and toxicity. Therefore, designing efficient metal-free
OLEDs is at the forefront of the current field.

Typically fluorescent molecules emit light from the S1 state to the S0 state,
in the nanosecond regime. However, some fluorescent materials can emit ad-
ditional light in the microsecond regime; this is known as delayed fluorescence.[35]
Delayed fluorescence usually arises from two mechanisms, TTA and TADF.
In both cases low lying triplet states are formed. In the former, these com-
bine to generate a higher lying singlet state which then relaxes and emitters.
In the latter, TADF, thermal energy promotes the low lying triplet back to
the singlet state. These two mechanisms occur on similar timescales, but can
be discriminated by their dependence on temperature and laser excitation
power.

The TADF phenomenon in purely organic molecules was first observed in
the 1960’s by Parker and Hatchard[34], they termed it "E-type" delayed flu-
orescence, as the first molecule that displayed this phenomenon was Eosin.
The work of Berberan-Santos et al. in 1996 proposed the rate equations used
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to describe the TADF mechanism based on their observations of the emis-
sion of fullerene.[36] This early work did not outline any design rules for the
molecular structure of TADF emitters, and thus the development of such ma-
terials was slow. This development, however, was fast-tracked by Adachi et
al. after their work on harvesting the singlet and triplet excitons for applica-
tions in OLEDs.[37] Following this, Deaton et al. reported an EQE of 16.1%
for an OLED doped with a copper(I) complex.[38] The result of these works
proved that the dark excitons created in devices, that make up 75% of the
excited states, could be re-engaged into useful emission. However, the real
breakthrough with this work was in 2011 Adachi et al. reported a purely or-
ganic TADF emitter for applications in OLEDs.[39] They observed efficient
TADF from molecules with an electron donor-acceptor (D-A) type structure.
Adachi et al. found that this design reduced the overlap of the HOMO and
LUMO orbitals resulting in a smaller exchange energy and a smaller ∆EST.

2.2 The Mechanism of TADF

When an electronically excited state is generated it can decay through a num-
ber of competing pathways, Figure 2.1. The simplest pathway is the prompt
fluorescence (PF), the energy decays directly from the excited state to the
ground state generating light. Engagement of the triplet manifold competes
with PF but is a much more complicated process. This process employs
the triplet states through intersystem crossing (ISC) from which phosphores-
cent decay can occur. This phosphorescent decay is unfavourable in OLEDs.
However, the reverse of this process, termed reverse intersystem crossing
(rISC), is possible when the singlet and triplet energy gap is small and phos-
phorescence is slow. The process of rISC leads to delayed fluorescence (DF).
The design of TADF molecules has therefore focused on the minimisation of
the S1 and T1 energy gap (∆EST). Commonly, this is achieved by using D-A
systems that create charge transfer (CT) states within the molecule.

2.3 Kinetic Equations

Early studies into the mechanism of TADF by Parker and later Kirchhoff [34,
40] proposed an equilibrium model that assumed kF « krISC, implying the
excited state is populated for long enough to allow an equilibrium to form
between the S1 and T1 states involved. Using the equilibrium constant K, the
relative populations of each excited state can be expressed as shown

K =
[S1]

[T1]
=

krISC

kISC
=

1
3

exp
{
−∆EST

kBT

}
(2.1)
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FIGURE 2.1: The emission process of photo-generated exci-
tons for fluorescence (1 - 2 - 5), phosphorescence (1 - 2 - 3 - 6)
and thermally activated delayed fluorescence (1 - 2 - 3 - 4 - 5).

Adapted from [2].

Furthermore, with the inclusion of the rate limiting step, i.e the rate of
fluorescence (kF), it is possible to express the rate of TADF;

kTADF =
1
3

kFexp
{
−∆EST

kBT

}
(2.2)

This work influenced design of TADF molecules that focused on the minimi-
sation of ∆EST, therefore many TADF molecules were designed with rigid
structures. However, Adachi et al. reported TADF molecules with IQE reach-
ing close to 100% and upon investigation of these molecules the ∆EST mea-
sured was much larger than expected.[41, 42] The group proposed that the
mechanism of TADF must break this key assumption, kF « krISC, to allow for
high quantum efficiencies. This amendment to the mechanism changes both
the description in terms of theory as well as the design of efficient molecules.
[3] With this considered, the mechanism of TADF can be described as a ki-
netic process[43] if non-radiative pathways are ignored the mechanism can
be written as:

dS
dt

= −(kF + kISC)[S] + krISC[T] (2.3)

dT
dt

= krISC[S]− (kP + kISC)[T] (2.4)

dG
dt

= kF[S] + kP[T] (2.5)

where G, S and T represent the electronic ground state, singlet state and
triplet state, respectively. kP and kF are the rates of fluorescence and phos-
phorescence, while kISC and krISC are the rates of intersystem crossing and
reverse intersystem crossing respectively.[5]
To apply this understanding to experimental data, it is useful to write the
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kinetic equations as a set of linear differential equations, Equation 2.6. dS
dt
dT
dt
dG
dt

 =

 −(kF + kISC) krISC 0
krISC −(kP + kISC) 0

kF kP 0

 S(t)
T(t)
G(t)

 (2.6)

Upon integration, the time dependent population of the electronic states,
P(t), can be calculated, Equation 2.7.

P(t) = eMt P(0) (2.7)

Where the M is the matrix operating on the populations of the excited states,
Equation 2.6, whilst the initial population of each state is P(0).[5]
This understanding can be applied to experimental work to calculate the kISC
and krISC, however to fully comprehend these two rates, it is important to
fundamentally understand the mechanism at work. Furthermore, the spin-
vibronic mechanism will be discussed to shed light on the mechanisms at
play.

2.3.1 Spin-vibronic mechanism

When first proposed, the TADF mechanism only considered the transition
between the 1CT and 3CT states. Furthermore, the krISC was described using
Fermi’s golden rule within the Condon approximation, Equation 2.8; this ap-
proximation considers the coupling between the electronic and vibrational
motion separately.

k =
2π

3h̄Z
(∑ |〈ψT|ĤSOC|ψS〉|2 ∑

k,j
exp−βEk |〈vTk|vSj〉|2δ(ES − ET) (2.8)

Where v describes the vibrational energy levels and ĤSOC describes the spin-
orbit Hamiltonian. The molecular energy for the non-radiative transition is
conserved by the addition of the δ term. [5] In depth studies of the mecha-
nism of TADF have concluded that the mechanism is more complex than the
initial assumption, that only the 1CT and 3CT states are involved. Indeed,
this initial assumption presents a problem as ISC between two states of the
same character is forbidden. This is as a consequence of the change in spin
having no corresponding change in angular momentum so that total angu-
lar momentum cannot be conserved.[44] Studies by Monkman et al.[3, 45]
showed that ∆EST can be tuned by the environment. This, in turn, concludes
that the states involved in TADF must be of different character. Other work
in the field by Ward and Group[46] provided further evidence to support
this, reporting that TADF could be switched to phosphorescence by choice of
the D and A units which form the emitting molecules. Furthermore, Ward
et al. showed that sterically hindering the D and A units could induce this
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switching between TADF and phosphorescence, proposing that the mech-
anism must involve molecular vibrations. Therefore, this requires a more
sophisticated description than that of the Condon approximation.

Indeed, the character of the states involved in this mechanism has moved
to the forefront of the field. Chen and Group[42] theoretically calculated
the value of krISC occurring via SOC by the application of Fermi’s golden
rule. The group included the transition between the 1CT state to the 3LE
state. Despite this, when comparing this work to the experimentally mea-
sured values, the rates were not concurrent. It was proposed that this was
due to the lack of non-adiabatic effects between the low-lying excited states
that are involved in the upconversion.[2] In addition, Marian[47] studied the
photophysics of the dopant ACRXTN used in a green OLED. The dopant ex-
perimentally exhibited a very efficient triplet to singlet transtition that could
not be comprehensively described by its small ∆EST. Upon invesigation it
became evident that five electronically excited states were involved in the
mechanism. These states were characterised as the expected 1CT and 3CT, as
well as a local triplet (ππ∗) and a pair of singlet and triplet nπ∗ states. The
work postulated that the mechanism of TADF involves mixing with the close
lying 3LE states. Despite these works identifying that multiple states are in-
volved neither provide a comprehensive mechanism of the process. Later,
Gibson et al.[2] reported a study of 3,7-PTZ-DBTO2 that investigated and
characterised the exact mechanism of krISC using model quantum dynamics
simulations. The Group identified that the 1CT, 3CT and ππ∗ were crutial for
TADF, with this considered, they proposed a model Hamiltonian to describe
the mechanism of rISC. Furthermore, Gibson et al. proposed that TADF could
be described by three spin-vibronic coupling mechanisms.[2]

• Vibrational spin-orbit. The size of the spin orbit coupling matrix ele-
ments (SOCME) is dependent on the movement along a nuclear degree
of freedom.

• Singlet manifold spin-vibronic. SOC with non-adiabatic coupling be-
tween the many singlet states.

• Triplet manifold spin-vibronic. SOC with non-adiabatic coupling be-
tween the many triplet states.

With knowledge of the properties that are involved in the mechanism of
TADF, it is possible to begin to predict effective molecular design.

2.4 Designing TADF molecules

Understanding rISC and TADF influences the design of the molecules for
applications in OLEDs. Firstly, when considering the mechanism of rISC as
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kinetic, the dynamical nature, in the sense that it depends on molecular vi-
brations, must be understood and the theory must go beyond the Condon ap-
proximation. Here, making the molecules too rigid to prevent non-radiative
decay can be problematic and presents the dynamics rISC mechanism.

FIGURE 2.2: The influence of position of substitution of electron
donor (D) and electron acceptor (A) units on the TADF of the

system.[3] From [4].

It is also important to understand the influence of geometry and confor-
mation of the system and how it can be tuned to further improve TADF con-
tributions. It is well known that the conformation a molecule can influence its
properties. However, the role of such isomerisation in photophysics remains
relatively underdeveloped.[5] Using 3,7-PTZ-DBTO2 [5] the effect of differ-
ent conformations on the TADF were demonstrated. Indeed, as shown in
Figure 2.3, the phenothiazine D unit exhibits two key conformations, a quasi-
equatorial and a quasi-axial, with respect to the N-S axis and the plane of the
phenyl rings. Notably, the distribution of the HOMO is delocalised across the
whole molecule when in the quasi-axial conformer, as opposed to being lo-
calised on the D in the quasi-equatorial form. This delocalisation will reduce
the efficiency of the TADF, because the CT state will be weaker. Importantly,
these conformers are locked in the ground state due to the large >1 eV en-
ergy barrier between them. However, when investigating the molecules in
the excited state the energy barrier was significantly smaller. In fact, the
quasi-axial form has an energy that is only 0.24 eV lower than the barrier.
Therefore the quasi-axial conformer could switch to the equatorial form if
any excess energy was present in the system and this has a large effect on the
TADF performance of the molecules [5, 48].
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FIGURE 2.3: The quasi-equatorial and quasi-axial conformers
of 3, 7-PTZ-DBTO2, (a) and (d) respectively. (b) and (f) are the
structures of the HOMO, (c) and (e) are the structures of the

LUMO. Adapted from [5].
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Chapter 3

Circularly Polarised Light (CPL)

3.1 Background

Chirality is a property of symmetry and shape that has been central to many
discussions in many different areas of research. Within the pharmaceutical
industry, molecular chirality is utilised to tune the interaction of the drug
with the biological receptor.[20] Tuning the chirality when synthesising the
drug consistently proves a challenge but, if successful, can result in many
valuable products reaching market, particularly in the pharmaceutical sec-
tor. However, the application at the centre of this work, chiral light, is very
different but also based on chirality. Given the growth of display technology
and the integration of OLED screens into many smart phones, chiral light
emission can be harnessed to improve this technology.[49] Chiral light emis-
sion can also be used to encode information, in spectroscopy and in optics
and filters. Therefore, it is of great interest in quantum computing,[50] three-
dimensional displays[51] and bioresponsive imaging[52]. However, with the
chirality of light being the focus of this work, it thus requires a description.
CP light, as seen in Figure 3.1, consists of two plane polarised waves with
equal amplitudes that are at right angles to each other, with a quadrature
phase relationship. The effect of this is a helical trace as the resultant electric
field vector is of constant magnitude and continues to rotate at a constant
rate. Now forming a helical object, similar to the structure of DNA, the light
is thus chiral and can either display RH or LH emission. Spectroscopic meth-
ods such as, electronic and vibrational circular dichromism (ECD, VCD), op-
tical rotation dispersion (ORD) and Raman optical activity (ROA) can show
the interaction of CP light and chiral molecules.[53, 54, 55, 56] The research
landscape surrounding display technology is an ever changing field. The
commercialisation of OLEDs in devices, such as televisions, has increased in-
dustrial interest into the research area. For display technology, controlling
the dissymmetry of CP light in devices could generate superior efficiencies
and brightness, whilst simplifying the device architecture as polarisers could
no longer be required.[57] CP light is usually assumed to require the use of
chiral molecules. However, an emerging approach is to blend achiral poly-
mers and chiral small molecule additives, which has been shown to induce
CP electroluminescence.[57]
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FIGURE 3.1: A scheme to illustrate circularly polarised light.
It is made up of two plane polarised waves with equal ampli-
tudes (navy blue and purple) that are at right angles to each
other, with a quadrature phase relationship. The helical trace is
shown in pink, as the resultant electric field vector is of constant

magnitude and continues to rotate at a constant rate.

Recent discussions have proposed two mechanisms responsible for the
emission of CP light in CP-OLEDs.[57] The first is the intrinsic emission from
the CP chromophore.[58, 59] These chiral organic materials can be grouped
into two classes; small molecule emitters[60, 61, 62] and polymer-based emitters[63,
64]. The second is the extrinsic CP emission, arising from the interaction be-
tween domains of chromophores within the active layer of a device.[65]

3.2 Theory

For an intrinsically chiral chromophore, or chromophore in a chiral environ-
ment, the electronic circular dichromism (CD) originates from the difference
in the left and right circularly polarized light. The molar circular dichromism
(∆ε) is defined as a function of wavelength in CD spectroscopy:

∆ε(λ) = εL(λ)− εR(λ) (3.1)

Where εL and εR are the molar extinction coefficients for left and right po-
larised light, respectively. Furthermore, the absorptive dissymmetry factor
(gabs) can be used to quantify the magnitude of CD. CP light is commonly
described by its dissymmetry factor, g, experimentally it is calculated as seen
in Equation 3.2.[58, 59]

g = 2
IL − IR

IL + IR
(3.2)
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Where, R and L refer to the handedness of the light and I can be the inten-
sity of photoluminescence or electroluminescence. The capability to control
this, and furthermore force the handedness to be exclusively one way or the
other, will greatly improve the efficiency of the CP light emitting system in a
device. Therefore, the sign of dissymmetry calculated from theoretical stud-
ies is important to compare with experiment.
The g-factor for small molecule emitters is determined using electronic and
magnetic transition dipole moments, µµµ and m respectively, which is expressed
as:

g =
4R0n

D
(3.3)

R is the rotary strength[66] defined as:

R0n = Im{µµµ0n ·m0n} (3.4)

Where 0 and n refer to the ground state and the nth excited state, respectively,
involved in the electronic transition. Whilst the electronic, µµµ, and magnetic,
m, transition dipole moments can be defined as:

µµµ0n = −〈Ψn|r|Ψ0〉 (3.5)

mmm0n = − 1
2c
〈Ψn|L|Ψ0〉 (3.6)

where r and L are the position and angular momentum operators. The inten-
sities of the absorption and emission are proportional to the relevant dipole
strength (D) defined:

D = |µµµ0n|2 + |m0n|2 (3.7)

Equation 3.7 is applicable to the g-factor for both the absorption and emis-
sion. The only difference is that the absorption measures the g-factor for the
thermally equilibrated electronic ground state, whereas the emission reflects
the structure of the emissive excited state.[67] With the interplay between the
µµµ and m being so crucial to this work, it is important to consider that in the
optical regime wavelengths of electromagnetic waves are much larger than
the size of a typical molecule. One way to describe the behaviour of electro-
magnetic waves is by using the vector potential of a set of plane waves:

A(r, t) = A0ei(k·r−ωt) + A∗0e−i(k·r−ωt). (3.8)

were ω is the angular frequency of the wave oscillating in time and propagat-
ing in the direction along the wavevector k, with a spatial period λ = 2π/|k|.
A0 describes the amplitude of the wave. Furthermore, from the vector poten-
tial, we can obtain E for the electronic part of the wave:

E = −∂Â
∂t

= iωA0(ei(k·r−ωt) − e−i(k·r−ωt)). (3.9)
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describing the electric field of light. The vector potential oscillates as cos(ωt)
whilst the field oscillates as sin(ωt). Furthermore, if we define

1
2

E0 = iωA0 (3.10)

then

E(r, t) = |E0|sin(k · r−ωt). (3.11)

Therefore, the exponential operator responsible for the spatial term of the
radiation field, exp(ik · ri), when expanded as a Taylor series:

exp(ik · ri) = 1 + i(k · ri)−
1
2
(k · ri)

2 + ... (3.12)

may be truncated at zeroth order, i.e. the spatial dependence is neglected,
and this corresponds to the electric dipole approximation. First-order terms
include the electric quadrupole and magnetic dipole terms only become sig-
nificant for electric dipole forbidden transitions or when kr exceeds unity.
This is achieved either at high photon energies or if the excited state extends
in size, i.e. approaches the wavelength of the light emitted.[68, 69]

3.3 Exciton Chirality Model

The method described above is used to explain the inherent chiral emission
from individual molecules. Expanding from a one molecule system to a
larger system, for example a dimer, requires a description of the interplay
between the systems. A single molecule that does not possess any inherent
chirality, can display chiral properties when a dimer of two of these same
single molecules is formed. To describe this phenomena, the exciton chirality
model (ECM) is commonly applied. The ECM was first coined by Harada et
al. in 1972.[70] The work outlined how the ECM could be applied to natural
products to deduce their absolute configurations. The model can be applied
to molecules that are inherently achiral that form dimers with an angle be-
tween the orbitals, so they do not overlap exactly. This interaction can be
described using the electronic dipole moments as the individual molecules
do not have an initial magnetic dipole moment as they are not inherently
chiral.
For a dimer with coupled excited states, the rotatory strength (R) is:

R = ±1
2

πσdkl · (µµµk ×µµµl) +
1
2

Im{(µµµk ±µµµl) · (mk ±ml)} (3.13)

where dkl is the distance between the two individual molecules, k, l and σ
is the transition energy. It is assumed that the electronic transition dipole
moment will be much larger than the magnetic transition dipole moment,
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and thus the rotatory strength can be described just using the electronic part,
µµµ, the first term in Equation 3.13. Put simply, for large systems, where it
is very difficult to calculate the properties, the chirality can be estimated to
arise from the two electric transition dipole moments. Similar to how atomic
orbitals form molecular orbitals, in which there is a bonding and antibonding
interaction. This approximation therefore makes the exciton chirality model
a more simplistic calculation and reasonable approximation when applied
to an appropriate system. However, as with any approximation, there are
systems that require a description beyond the limits of this representation.
This work will investigate beyond just the first term of Equation 3.13 and
include the magnetic transition dipole moments when calculating the rotary
strength for large systems. Such cases are discussed in more detail in Chapter
7.
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Chapter 4

Theory and Methodology

This chapter outlines the theory and methodology that underpins the re-
search carried out throughout this thesis. Beginning with the Schrödinger
equations, followed by the methodology of the computational methods used
in this work.

4.1 The Schrödinger Equation

Newtonian mechanics are used to predict and describe the behaviour of clas-
sical systems. However, particle-like and wave-like properties must be con-
sidered on when describing systems on the molecular scale, these are de-
scribed using quantum mechanics. The equation that is central to quan-
tum mechanics, within the non-relativistic limit, is the Schrödinger equation.
When describing the evolution of a quantum system, the time-dependent
Schrödinger equation (TDSE) is used. This is expressed:

ih̄
∂

∂t
Ψ(R, r, t) = HΨ(R, r, t) (4.1)

It is used to solve the wavefunction and properties of a quantum mechanical
system. Here, H is the Hamiltonian operator of the chemical system, Ψ is the
many particle wavefunction which depends on the nuclear coordinates R
and the electronic coordinates r and time, t. i is the

√
−1 and h̄ is the reduced

Plank’s constant.
One method for solving the TDSE is to express the wavefunction as a

product of the spatial (Φ(R, r)) and temporal (T(t)) components:

Ψ(R, r, t) = Φ(R, r)T(t) (4.2)

Substituting this into the TDSE and dividing through by the overall wave-
function yields two equations, one is focused purely on the time-evolution
and the other is the time-independent Schrödinger equation written:

HΦ(R, r) = EΦ(R, r) (4.3)
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The time-independent Schrödinger equation (TISE) is commonly used as the
fundamental equation used to solve the structure of the electrons within
quantum chemistry methods that results in the energy of the system, E. This
is the focus of the present thesis, but approximations to solve this are de-
scribed in detail below.

The Hamiltonian described above is composed of kinetic and potential
energy parts and can be written as:

H = −
Nn

∑
I=1

∇2
RI

2MI
+

Nn

∑
I=1

Nn

∑
J>I

ZIZJ

|RI − RJ |
−

Ne

∑
i=1

∇2
ri

2
+

Ne

∑
i=1

Ne

∑
j>i

1
|ri − r j|

+
Ne

∑
i=1

Nn

∑
J=1

−ZJ

|ri − RJ |

= Tn + Vnn + Te + Vee + Vne

(4.4)

where M is nuclear mass, R is nuclear coordinate and Nn is the number of
nuclei. Z is the nuclear charge, r is the electronic coordinate, and Ne is the
number of electrons. The T and V terms are the kinetic and interaction ener-
gies. Tn and Te are the kinetic energy expressions for the nuclei and electrons,
respectively. Both kinetic energy terms are expressed as second derivative
operators with respect to their specific coordinate, either nuclear, R or elec-
tronic r. The three potential energies correspond to the nucleus-nucleus, Vnn,
electron-electron, Vee, and nucleus-electron, Vne terms.

Equation 4.4 shows that even in the simplest cases, it is very difficult to
solve the Schrödinger equation analytically due to the large number of terms.
Consequently, to solve it several approximations must be made. The first,
which is the cornerstone of quantum mechanics, is the Born-Oppenheimer
approximation.[71] This utilises the huge difference in mass between the elec-
trons and nuclei. The mass difference means that the electrons can be con-
sidered much faster than the nuclei. Consequently, for any change in nuclear
positions, the electrons adapt instantaneously. Therefore we may consider
the nuclei fixed and solve the equation for nucleus. The Born-Oppenheimer
approximation is derived by expressing the wavefunction as:

Φ(R, r) = ψ(r; R)φ(R) (4.5)

This is so-called Born–Huang (BH) representation, where ψ is the electronic
component of the wavefunction which depends on the electronic coordinates
and parametrically on the nuclear coordinates, φ is nuclear component which
depends on the nuclear coordinates. By inserting this ansatz into to TISE,
multiplying everything through by ψ∗ and integrating over all the electronic
coordinates, r, leads to a series of coupled equations of motion for the nuclear
wavefunction. Importantly, all of these address the electronic and nuclear
degrees of freedom separately, except the last which expresses the second
derivative of the electronic wavefunction with respect to the nuclear coor-
dinates. When the system is close to a minimum on the potential energy
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surface, such as the ground state, this term is very small and can be approx-
imately ignored. This approximation decouples the electronic and nuclear
motions. This gives the electronic Hamiltonian:

Heψe = [Te + Vee + Vne]ψe. (4.6)

The kinetic energy of the nuclear is neglected, they are considered fixed in
space. The potential energy arising from the Coulombic nuclei-nuclei repul-
sion gives rise to a constant shift and is often neglected from the calculations.
In some cases, especially in the case of electronically excited states which are
highly non-equilibrium and which is the focus of the present thesis, this final
term that separates the electronic and nuclear coordinates, is not small and
cannot be neglected. This gives rise to non-adiabatic effects.

Even within the Born-Oppenheimer approximation, it is generally not
possible to numerically solve the electronic Schrödinger equation apart from
in a small number of cases. For example, the electronic Schrödinger equa-
tion can be solved numerically for a hydrogen atom, this is due to the small
number of electrons in the hydrogen atom. Problems begin as the number
of electrons in the system increase, ψe = ψ(r1, r2 . . . rNe) increases to become
a high dimensional object. There is a 3Ne scaling factor of the co-ordinates.
Furthermore, it quickly becomes necessary to find suitable approximations
to solve the electronic Schrödinger equation.

4.2 Methodology

Throughout this work, computational methods have been used to describe
both the ground and excited states of molecular systems. Density functional
theory (DFT) is used to solve the ground state properties. Whereas, time-
dependent density functional theory (TDDFT) is used to solve the excited
state properties of a system using time and an external field to excite the sys-
tem. Molecular dynamics (MD) is used to describe the dynamical properties
of a many-bodied system. As it provides a useful starting point, the founda-
tions of Hartree-Fock theory are first described.

4.2.1 Hartree-Fock Method

The Hartree-Fock theory starts on the premise that we know how to solve the
electronic Schrödinger equation for the hydrogen atom. The first approxima-
tion from the Schrödinger equation is that Te + Vne is treated as an external
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field, so all atoms feel the same effect of Vne.

H = −
Ne

∑
i=1

∇2
ri

2
+

Ne

∑
i=1

Ne

∑
j>i

1
|ri − r j|

+
Ne

∑
i=1

Nn

∑
J=1

−ZJ

|ri − RJ |

=
n

∑
i

h(ri) +
Ne

∑
i=1

Ne

∑
j>i

1
|ri − r j|

(4.7)

The second equation separates the Hamiltonian into terms which depend on
one and two electrons, respectively.

Furthermore, the method relies on the Hartree approximation, which al-
lows for the simplification of the wavefunction, ψ, by assuming that the sin-
gle particle wavefunctions can be separated, expressing the wavefunction as
a product of the single particle wavefunctions.

ψHP(r1, r2, . . . , rN) = ψ1(r1)ψ2(r2) . . . ψN(rN). (4.8)

However, this ignores electron-electron interactions, which is a poor approx-
imation. To rectify this, the Hartree product is substituted into the full elec-
tronic Hamiltonian, including the electron-electron interaction via a mean
field approximation. The mean field approximation applies an averaged in-
teraction to any one electron, thus reducing a many-body system to a sim-
pler picture where only one average interaction is applied. Importantly, the
Hartree product is not satisfactory for fermions such as electrons, because the
resulting wave function is not antisymmetric, stating that when the positions
of two electrons are exchanged the sign of the wavefunction is swapped. This
known as the exchange interaction. If the Hartree product is used, one ac-
counts for the Pauli principle "by hand", by allowing only two electrons to
occupy the same spatial orbital. By starting with a Hartree product, enforc-
ing the Pauli principle and applying the variational principle one obtains
the Hartree equations, which are similar to the Hartree-Fock ones but, as
stated previously these miss the exchange term. While this term is, however,
smaller than the electrostatic term in the Hartree calculations it remains very
important to include them. To overcome these problems, Slater determinants
can be used:

ψ(r1, r2) =
1√
2
[χ1(r1)χ2(r2)− χ1(r2)χ2(r1)] (4.9)

Determinants can be used to to generalise the solution, but first we consider
how determinants look for the two electron system.

ψ(r1, r2) =
1√
2

∣∣∣∣χ1(r1) χ2(r1)
χ1(r2) χ2(r2)

∣∣∣∣ (4.10)

As a consequence of the antisymmetry principle, if we attempt to put two
electrons in one orbital at the same time ψ(r1, r2) = 0, an accurate description
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of a chemical system. Furthermore, to generalise for N electrons:

ψ(r1, rN) =
1√
N!

∣∣∣∣∣∣∣∣∣
χ1(r1) χ2(r1) · · · χN(r1)
χ1(r2) χ2(r2) · · · χN(r2)

...
... . . . ...

χ1(rN) χ2(rN) · · · χN(rN)

∣∣∣∣∣∣∣∣∣ . (4.11)

The important consequence of this is that the electrons are all indistinguish-
able, as they should be in quantum mechanics. Each electron is associated
with every orbital. This point is very easily forgotten, especially because it is
cumbersome to write out the whole determinant which would remind us of
this indistinguishability.

The assumption that the electrons can be described by an antisymmetrized
product is equivalent to the assumption that each electron moves indepen-
dently of all the others except that it feels the Coulomb repulsion due to the
average positions of all electrons. The inclusion of the Slater determinant
also causes the introduction of a new term, the exchange contribution also
known as the Fock-term. This term takes into account the effect of the con-
figurations where two electrons, that are indistinguishable, are exchanged.
This correlation is due to the Pauli exclusion principle and thus, effects only
the electrons with the same spin state, the electrons with opposite spin are
completely uncorrelated. Hence, Hatree-Fock theory is also referred to as
an independent particle model or a mean field theory. Many of these de-
scriptions also apply to Kohn-Sham density functional theory, which bears a
striking resemblance to Hartree-Fock theory; one difference, however, is that
the role of the Hamiltonian different in DFT, as described below.

4.2.2 Density Functional Theory

Solving the electronic Schrödinger equation was traditionally performed us-
ing methods such as Hartree-Fock (HF) theory and associated post Hartree-
Fock theory. However, these become computationally expensive for large
systems. The groundwork for DFT was completed in the 1960’s by Kohn and
Sham. Since then, DFT became a focus of many publications in chemistry
in the 1990’s, and it has continued to be a mainstay in research since.[72]
DFT provides many routes to the electronic structure properties of a many-
body system. Previously, in section 4.1, the electronic Schrödinger equations
were described using the many-body wavefunction approach. However, the
wavefunction approach does come with intrinsic limitations, such as, the 3N-
many coordinate scaling problem. A simple description of the 3N-many co-
ordinate scaling problem, states that each electron in a system has three de-
grees of freedom, and can move in the x, y or z direction. The additional
degrees of freedom for each electron that is added to a system, needs to be
considered with each degree of freedom of the initial system and thus, the
system scales with (3N)3. The way that DFT approaches this problem is to
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use the electronic density, which describes all of the electrons in the ground
state system, written:

n(r) = N
∫

. . .
∫
|Φ({xi})|2dσdx2 . . . dxN∫

n(r)dr = N
(4.12)

However, how can we be sure that using the electronic density rather than the
wavefunction provides a rigorous and correct description of the system? Ho-
henberg and Kohn provided this answer with their first theorem in 1964.[73]

The First Hohenberg-Kohn Theorem

The first Hohenberg-Kohn Theorem shows that the ground state density,
n(r), determines the external potential, Vne, and is proven by contradiction.
Consider that the ground state density, n(r), is the same for two external
potentials, V1 and V2, therefore each potential has its own distinct Hamilto-
nian, H1 and H2 respectively, and its own distinct wavefunction, Φ1 and Φ2
respectively. By application of the of the variational principle,

E1 = 〈Φ1|H1|Φ1〉 < 〈Φ2|H1|Φ2〉 (4.13)

and

〈Φ2|H1|Φ2〉 = 〈Φ1|H2|Φ1〉+ 〈Φ1|H1−H2|Φ1〉 = E2 +
∫

n(r)[V1(r−V2(r)] d(r).
(4.14)

So,
E1 < E2 +

∫
n(r)[V1(r)−V2(r)] d(r) (4.15)

Swapping the indexes in equations 4.13 and 4.14 gives

E2 < E1 +
∫

n(r)[V2(r)−V1(r)] d(r) (4.16)

Furthermore, if these two inequalities are added

E1 + E2 < E1 + E2 (4.17)

is produced, which is contradictory. This contradiction proves that there will
never be two different external potentials which both describe the ground
state density, and therefore the theorem is true.

The Second Hohenberg-Kohn Theorem

The second Hohenberg and Kohn theorem is employed to prove that the en-
ergy described by the ground state electronic density is in fact the lowest
energy of the system. Using the knowledge obtained from the first theorem,
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we know that a specific external potential describes the ground state elec-
tronic density, n(r), of the system. Therefore, any other external potential
must correspond to a density that is of higher energy, ñ(r), this is what the
second Hohenberg-Kohn theorem describes.

E[n] ≤ E[ñ] (4.18)

Overall, from these two theorems we know that we can describe all proper-
ties of a system using a discrete functional of the density, but how can we
describe this functional? Here we employ the Kohn-Sham equations.

Kohn-Sham DFT

The Hohenberg-Kohn Theorems provide the framework for DFT, but do not
provide a practical method. This latter aspect was achieved by the work of
Kohn and Sham. The Kohn-Sham equations describe the real ground state
electronic density by building an auxiliary system of non-interacting elec-
trons. This system is then acted on by a fictitious external potential, known
as the Kohn-Sham potential, V = Vaux(r) = Ve f f (r).[74]

H →
N

∑
i=1

haux(ri) = Haux({ri}) (4.19)

The many-body Hamiltonian can be rewritten as a sum of single particle
Hamiltonians:

haux(ri)ϕi(ri) = εi ϕi(ri) (4.20)

therefore, the many-body wavefunction is a single Slater determinant. Fur-
thermore, the electronic density can be described by:

n(r) =
N

∑
i=1

∫
|ϕi(r, σ)|2 dσ (4.21)

from this it is possible to describe the kinetic energy in the following way,

T[n] = ∑
i=1
〈ϕi|
∇2

2
|ϕi〉 (4.22)

but, this cannot be considered the true kinetic energy of the system because
it is describing a fictitious system. Therefore, the Kohn-Sham energy is:

EKS[n] = T[n] + EH[n]−
∫

n(r)V(r) + Exc[n] (4.23)

here Exc[n] is made up of many constituent parts. Firstly, it includes the dif-
ference between the electron-electron interaction energy and the Coulomb
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interaction energy, as well as the energy difference between the kinetic in-
teraction of the real system and the non-interacting system. Therefore, it is
possible to solve, for the Kohn-Sham energy, self-consistently:

[−∇
2

2
+

1
2

∫ n(r′)
|r− r′|dr′ + V(r) + Vxc(r)]ϕi(r) = εi ϕi(r) (4.24)

where Vxc is a functional derivative of the exchange correlation potential.
However, this exchange correlation functional is not known exactly and many
methods have been developed to approximate it.

The nature and form of the exchange correlation functional is where the
majority of the research focus of density functional theory is. Indeed, at this
point it is important to stress, as mentioned above, that it is often assumed
that expressing the system as a density, whose size is independent on the
number of electrons, is where the real strength of DFT lies. However, express-
ing the DFT equations within the Kohn-Sham framework and single particle
Kohn-Sham orbitals reintroduces a scaling comparable to Hartree-Fock the-
ory. Consequently, the real power of DFT lies in the fact that it starts from
a non-interacting system, which is relatively simple to calculate. Although
this is a terrible approximation, it transpires that relative simple approxi-
mations to the exchange correlation functional provide accurate properties.
Provided the function is simpe to calculate, DFT becomes an incredibly pow-
erful technique able to address the quantum properties of large systems. The
approximations to this are explored in the following sections.

4.2.3 Exchange and Correlation Functionals

In principle DFT is an exact theory however, for this to be fulfilled the exact
exchange and correlation energy, Exc, must be known. To calculate the exact
Exc requires great computational cost and in reality is impossible, therefore,
many approximations for the exchange and correlation term have been made
in the form of functionals. Each functional reaches different levels of accuracy
depending on the level of approximation made. As the functionals become
more exact, they are said to be higher on Jacobs ladder.[75] However, in gen-
eral, new functionals are not getting more accurate, they are specialising and
therefore losing generality in the process.[76, 77] It is unlikely that a general
and precise functional will ever be found.

The Local Density Approximation

The first approximation is the local density approximation (LDA) which is
exact only for the homogeneous electron gas and therefore, can be consid-
ered a reasonable approximation for systems with a slow perturbation of the
density. Such a system can be considered to have a constant external po-
tential because it will locally appear to have a constant density. From the
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homogeneous electron gas equation, the exchange correlation energy for the
LDA can be written as:

Exc[n] =
∫

n(r)εxc(n(r)) d(r) (4.25)

where εxc(n(r)) is the energy per electron at the point r in space that only de-
pends on the density at that point. Splitting the exchange correlation energy
into its constituent energy densities gives:

εxc(n(r)) = εx(n(r))︸ ︷︷ ︸
exchange energy density

+ εc(n(r))︸ ︷︷ ︸
correlation energy density

(4.26)

and applying HF theory to calculate the exchange energy density gives,

εx(n(r)) =
3
4
(

3
π
)1/3

∫
n(r)4/3 dr. (4.27)

The exchange potential for the LDA is simply,

Vx(r) = (
3
π
)1/3 n1/3(r). (4.28)

Therefore, the LDA provides a reasonable solution to the exchange corre-
lation term that scales linearly with system size. However, it does under-
estimate the Kohn-Sham energy eigenvalues due to self-interaction errors,
making it unsuitable for many chemical systems.

Generalised-Gradient Approximation

To improve the LDA, which operates under the assumption that the density
changes very slowly, the gradients of the electron density are added to the ex-
change correlation. This is known as the generalised-gradient approximation
(GGA),

EGGA
xc =

∫
f (n(r)∇n(r) d(r). (4.29)

The GGA provides a computationally inexpensive route to more accurate
DFT calculations, specifically accurate descriptions of structures. Some pop-
ular GGA functionals include PBE[78] and BLYP[79, 80].

Hybrid Functionals

GGA functionals, however, often fail to accurately describe non-local prop-
erties, such as CT states and van der Waals bonding. Such failings can be
attributed to the GGA functionals poor description of long range electron-
electron interactions, as well as the poor description of the rapid decay of the
exchange and correlation potentials.[81] These inaccuracies are in part due to
the self-interaction error in DFT. Unlike in DFT, Hartree-Fock theory exactly
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cancels the interaction of an electron with itself by the exchange term. How-
ever, in DFT, this exchange term is approximated and so does not exactly
cancel the self-interaction, resulting in surplus self-interaction. Therefore,
hybrid functionals were developed, built using a portion of exact exchange
from HF mixed with a portion of exchange from DFT. This produces func-
tionals of the form:

Ehybrid
xc = aEHF

x + (1− a)EDFT
x + (1− a)EDFT

c . (4.30)

The implication of a hybrid functional can improve the accuracy of many
properties, such as, bond lengths, vibration frequencies and the description
of excited states. Examples of commonly used hybrid functionals are B3LYP[80,
82, 83] and PBE0[84].

Long-range corrected DFT

Long-range corrected, or range-separated functionals, are another class of
hybrid functionals. Koopmans optimal tuning (OT) approach is a popular
approach in the long-range corrected method.[85] This approach takes the
vertical ionisation potential (IP) and the negative eigenvalue of the HOMO,
and sets the range separation parameter, ω, to be in agreement.[8] Koop-
mans OT method was developed for single particles and must be further
investigated before it can be confidently applied to the excited state. One
method that has been tested on a range of TADF molecules, and has shown
favourable results when compared to the Koopmans tuning approach, is the
triplet tuning approach proposed by Lin and Van Voorhis.[86] This approach
is based on the expectation that if the exchange correlation functional is exact,
then DFT and TDDFT calculations should produce the same lowest triplet
excitation energies. However, this is not the case for many commonly used
exchange functionals. Therefore, this method constructs a bespoke exchange
functional by minimising the energy difference between DFT and TDDFT
calculations for each system.[86]

Long range corrected DFT can be split into short range and long range
domains of the two electron interaction operator, 1

r12
:

1
r12

=
er f c(ωr12)

r12︸ ︷︷ ︸
short-range domain

+
er f (ωr12)

r12︸ ︷︷ ︸
long-range domain

. (4.31)

where r12 = |r1 − r2| is the inter-electronic distance, er f c is the complemen-
tary error function, such that er f c = 1− er f , and er f is the error function. The
standard error function is er f = 2√

x

∫ x
0 exp(−t2)dt. Therefore the exchange-

correlation functional can broken up as follows:

Exc = Ec,DFT + ESR
x,DFT + ELR

x,HF (4.32)
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where Ec,DFT is the DFT correlation functional, ESR
x,DFT is the short-range

part of the exchange functional and ELR
x,HF is the HF exchange at long-range.

The LRC-ωPBEh functional that is used in this work has 20% HF exchange
in the short-range domain and so the functional becomes,

ELRC−ωPBEh
xc = Ec,PBE + (0.2ESR

x,HF + 0.8ESR
x,PBE) + ELR

x,HF (4.33)

with a default range-separation parameter of ω = 0.2a−1
0 . Where Ec,PBE is

the correlation part and Ex,PBE is the exchange part of the PBE functional.[78,
8]

4.2.4 Basis Sets

When describing molecular systems, we are trying to provide a solution to
the Schrödinger equation, and these solutions are approximations. Wave-
functions are constructed for the electronic states from molecular orbitals. A
linear combination of functions, known as basis functions, are used to rep-
resent this wavefunction. Within computational chemistry, these basis func-
tions are combined into a finite set, known as a basis set. There is a choice
when determining which basis sets to use within a calculation. Generally,
this forces a choice between computational accuracy and computational cost.
There are four types of basis set to choose from:

• Plane-wave basis sets: these are very accurate but also very expensive.
They are normally only used for crystals.

• Numerical basis sets: less expensive but also less accurate.

• Gaussian basis sets: good general basis sets, reasonably accurate whilst
also being reasonably inexpensive. These are used throughout this
work.

Within this thesis, Gaussian basis sets are used. One natural suggestion
for forming these basis functions is with the Molecular Orbitals as Linear
Combination of Atomic Orbitals (LCAO) concept. This creates atomic or-
bitals centred on each nuclei. Slater-type orbitals use exact hydrogen atomic
orbitals to describe the radial component of the functions. However, with
Gaussian basis sets, Gaussian functions are used, simplifying the Slater-type
approach. Gaussian basis functions are formed as follows:

Gnlm(r, θ, Φ) = Nn rn−1e−αr2︸ ︷︷ ︸
radial part

Ym
l (θ, Φ)︸ ︷︷ ︸

angular part

(4.34)

where N is a normalising constant, n is a natural number that acts as the
principle quantum number, n = 1, 2, ..., and r is the distance between the
electron and the nucleus. It is also important to note that in all basis sets
only the radial part of the orbital changes. The angular part of the orbital is
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FIGURE 4.1: Schematic representation of time-dependent den-
sity functional theory.

described by the spherical harmonic functions in all basis sets.
STO-3G[87] is a simple basis set that centres three Gaussian functions (g1,
g2 and g3) on an atom. The shape of these Gaussian functions depends on
the atom and are optimised against higher methods and experiment. Then,
the electron is allowed to have some population in all three functions, this is
described by three coefficients (c1, c2, and c3). Throughout the calculation all
three Gaussians and all three coefficients are acted on by the functionals in
Equation 4.23. The Gaussians are kept constant throughout the calculation,
whilst the coefficients are allowed to change. Therefore, the density on one
atom is described by the three coefficients. More complex basis sets use more
Gaussians to describe the systems, but, the principle remains the same.

4.2.5 Time-Dependent Density Functional Theory

DFT is a formally exact theory, but is only strictly valid for the electronic
ground state of any specific spin multiplicity. To address properties beyond
their ground or equilibrium state, we can use TDDFT. The framework of
TDDFT is based upon describing the dynamical response of a system, as de-
picted in Figure 4.1. Here, the system starts in its ground state and is then
acted on by an external force, in this case a laser pulse. The system is then
observed to see how it behaves over time. To calculate these phenomena we
must consider the TDSE. Whilst we have seen that DFT is based upon the
Hohenberg-Kohn Theories, TDDFT is built from the Runge-Gross Theorem,
which applies a time-dependent perturbation from an external potential.[88]

The Runge-Gross Theorem

The interaction between the electrons and the nuclei is contained within the
external potential in DFT. However, in TDDFT this interaction is described by
an additional time-dependent potential. The Theorem begins by considering
a system that is acted on by an external time-dependent potential, this creates
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a TDSE of the form:

ih̄
∂

∂t
ψi(r, t) = HΨ(r, t) = [T + V(t) + W]ψi(r, t) (4.35)

where T is the kinetic energy operator, W is the electron-electron interaction
and V(t) is the time-dependent external potential. The Runge-Gross The-
orem uses the above TDSE to show that if two n-electron systems start in
the same initial state, and are acted on by two different time-dependent po-
tentials, they will have time-dependent densities that differ by more than a
time-dependent constant.[88] In short, the density uniquely determines the
external potential at any time.

Time-dependent Kohn-Sham equations

Time-dependent Kohn-Sham equations calculate the density in a similar way
by applying a non-interacting system to represent the true system. The time-
dependent Kohn-Sham equations can be shown as a continuation of the Runge-
Gross equations:

ih̄
∂

∂t
φi(r, t) = HΦ(r, t) = [T + Vks(r, t) + W]φi(r, t). (4.36)

Furthermore, the Kohn-Sham potential, Vks(r, t) is:

Vks(r, t) = Vext(r, t) + VH(r, t) + fxc(r, t) (4.37)

where, VH(r, t) is the Coulomb interactions and fxc(r, t) is the exchange and
correlation functional which, unlike in DFT, is time-dependent. Similarly
to DFT the exchange-correlation potential is unknown, it is also crucial for
the accuracy of TDDFT. As well as this, due to the addition of the time-
dependence in this potential, it appears that new exchange-correlation func-
tionals must be developed in order to complete TDDFT. To rectify this, many
applications of TDDFT apply the adiabatic approximation, which approxi-
mates the exchange-correlation functional to be local in time. This is valid
when the time-dependent potential changes slowly (adiabatically). The ap-
proximation assumes that the system at time tn has no memory of the system
at time tn−1, allowing the time-dependent factors to cancel and the exchange-
correlation from DFT can be applied.

If this formalism is applied, it corresponds to real-time TDDFT. Here the
time-dependent electronic Kohn-Sham system is explicitly propagated [89].
In this case, the time-dependent response makes it possible to visual the mo-
tion of the electrons explicitly. This response is then converted into usual
frequency dependent spectra using a Fourier transform. While explicitly
propagating the Kohn-Sham system has its advantages, it tends to be more
computationally expensive. Therefore the preferred option is to work in the
frequency domain as discussed below.
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Linear-Response Time-Dependent Density Functional Theory

The Kohn-Sham equations provide a way to calculate the time-dependent
properties of a system, however, the method is computationally expensive
even for small molecules. Often it is not necessary to calculate the full so-
lution for a system as the time-dependent perturbation only causes a small
deviation in the system from its initial state, this is valid for most fields in
chemistry, and can be approximated to a linear-response. Considering this
system, the response to the perturbation can be shown as a Taylor expan-
sion:

n(r, t)− n0(r, t) = n1(r, t) + n2(r, t) + . . . , (4.38)

where n0(r, t) is the initial density and the subscripts describe the order of the
external perturbation. Furthermore, the first-order response can be expressed
as:

n1(r, t) =
∫ ∫

χ(r, t, r′, t)V1(r′, t)d3rdt (4.39)

where χ is the density response of the interacting system. Using the density
response as shown for the Kohn-Sham system which is for a non-interacting
system, and relating to this new density response, χ, it is apparent that the
fictitious system can be related to the physically relevant interacting system.
Therefore, the effective potential can be derived to map the Kohn-Sham sys-
tem onto the real system. It is common to perform a Fourier transform to
apply the same theory to the frequency domain, this often makes it easier to
implement into quantum chemistry codes. When Linear-Response TDDFT
(LR-TDDFT) is implemented into codes, it is common to use a set of electron
orbital transitions to describe the density response. The Casida formalism
uses Kohn-Sham orbitals to describe the external perturbations in terms of
excitation and de-excitation processes. The Casida equation is as follows:(

A B
B† A†

)(
X
Y

)
= ω

(
1 0
0 -1

)(
X
Y

)
(4.40)

where X describes excitations and Y describes de-excitations, ω is the energy
of the excited states, and A and B are defined as follows:

Aia,jb(ω) = δijδab(εa − εi) + (ia| fH + fxc|jb) (4.41)

Bia,jb(ω) = (ia| fH + fxc|jb). (4.42)

In this case i, j refers to Kohn-Sham orbitals which are occupied in the ground
state and a, b refers to the Kohn-Sham orbitals which are populated by exci-
tation. ε is the energies of the Kohn-Sham orbitals.[90]

To solve Equation 4.40, the Tamm-Dancoff approximation (TDA)[91] is
applied wherein the de-excitation components of the excited state energies
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are neglected. Therefore, the B matrix is neglected resulting in:

AX = ωX. (4.43)

This approximation has often been shown to improve the stability of LR-
TDDFT but, it also stabilises the excited triplet states, which is important in
the context of this work.

Molecular Dynamics

When modelling a molecular system, it is crucial to realise that a static ’snap-
shot’ of the system, in its equilibrium geometry may not provide a realistic
description of a system. It goes without saying that the static description
does provide useful information about the system, however, when studying
large complex systems its behaviour over time is an important consideration.
Each system has a potential energy surface upon which the energy of the sys-
tem can be described. To build this picture, molecular dynamics (MD) can be
used. MD allows the system to interact over a predetermined length of time
and the evolution of the system is then shown. As with all computational
methods there are limitations. It is to be expected that very large systems can-
not be accurately described by MD due to the computational cost involved.
A full description of a system propagating through space would require a full
quantum description using the Schrödinger equation, as described in Section
4.1. However, due to the 3N-many scaling problem this is unachievable for
large systems. Molecular dynamics was developed to offer a solution to this
scaling problem, whereby all the nuclei movement is described classically
and evolves under Newtons equations of motions. This often retains suffi-
cient accuracy while also providing a reasonable solution. Classical MD also
treats the electrons classically, but replacing them with force-fields whereas
ab initio MD, which is the focus of the present work, applies a quantum de-
scription to the electrons. A DFT calculation is completed at each time-step
to calculate the energy and gradient to allow the system to be propagated.
Classical MD computes the potentials for the inter-atomic interactions in ad-
vance, ab intio MD then computes these potentials "on-the-fly", thus reducing
the computational expense. The classical MD approach is utilised extensively
in research that involves large, complex protein systems.

MD uses step-by-step calculations of the classical equations of motion.
They can be described as:

mir̈i = fi (4.44)

fi = −
δ

δri
U. (4.45)

Where mi is the mass of the particle and ri is the position. The forces fi act-
ing on the atoms can be derived from the potential energy U(rN). Where
rN = (r1, r2, · · · rN) represents the complete set of 3N atomic coordinates.
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These 3N equations are solved for each particle at each time step. Different
algorithms to solve these equations of motion can be applied in MD sim-
ulations. However, each algorithm is expected to maintain two properties;
firstly, that the equations of motion are reversible in time. Once the trajec-
tory of a system is solved, it should be possible to trace back its dynamics
by reversing the sign of the position and momentum. Secondly, the spacial
derivative of the potential determines the motion of the particles, that is to
say, if the same system is acted on by two different potentials it will produce
two different trajectories.

The potential energy that is used to describe the molecule/system is cru-
cial to the accuracy of the calculations. In the case of the MD used in this
work, the energy and the gradient is calculated using DFT for each timestep.
Within MD thermostats or barostats can be used to control temperature or
pressure, respectively. Thermostats control the temperature through the ki-
netic energy of the nuclei, whilst barostats control pressure by adjusting the
volume of the calculated system. Throughout this work, single molecules are
used and so only thermostats are needed.

One final consideration of the MD framework is the ergodicity principle.
Simply put, this principle states that a dynamical system will eventually visit
all parts, or potential, of the system. Quantum mechanics (QM) describes it
as the time average being equal to the ensemble average. Whereby any ob-
servable, O, can be described by 〈O〉 = 〈ψ|Ô|ψ〉. The microcanonical ensem-
ble is employed to describe all of the possible states of a mechanical system
with a specified energy. This can also be known as the NVE ensemble, as the
constraints for the ensemble are the number of particles, N, the volume, V,
and the energy of the system, E, must all be kept constant. The average O
over all space can be therefore expressed as:

〈O〉 =
∫

O(q, p)e−E/kBTdqNdpN∫
e−E/kBTdqNdpN (4.46)

where, q and p are the coordinates of the momentum and the N-particle sys-
tem, respectively. However, practically the average described here cannot be
calculated as not all microstates are known. The ergodicity principle can be
employed here to describe the average observable as

〈O〉 = lim
t→∞

1
t

∫ t

0
Odt. (4.47)

Knowing the ergodicity principle, we can now calculate this average observ-
able by either time averaging a system, or averaging the ensemble. Further-
more, this has a practical application, within the limit of sufficiently long
dynamics, the integral can be replaced by a sum. Thus, the observable aver-
age can be computed by the summation of its value at each time point and
then dividing this value by the length of the simulation. When applying this
reasoning to the work of this thesis, it is important to consider if the MD run
were sufficiently long enough to ensure all parts of the system, or potential,
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are visited.

4.2.6 Polarizable Continuum Model

The polarizable continuum model (PCM) is commonly used to describe the
effect of a solvent environment, implicitly, i.e. without the need to explic-
itly include many molecules increasing the computational expense of the
simulations. In this case, the solvent is modelled as a continuum, which
can be polarized by the solvent rather than individual molecules. There are
two main types of PCMs have been popularly used: the dielectric PCM (D-
PCM) in which the continuum is polarizable and the conductor-like PCM
(C-PCM) in which the continuum is conductor-like similar to COSMO solva-
tion model.[92]

The molecular free of solvation is computed as the sum of three terms:

Gsol = Ges + Gdr + Gcav (4.48)

Ges = electrostatic
Gdr = dispersion-repulsion
Gcav = cavitation
These are add accounted for in an approximate manner using a PCM.

Further details can be found in ref.[93].
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Chapter 5

Refining the Performance of TADF
using Rotaxanes

The work presented in this chapter has been published in Angewandte Chemie
in 2021.[6]

5.1 Introduction

An extensive research effort, both experimental[94, 4, 95] and theoretical,[2,
96] has led to a detailed understanding of the mechanism of triplet harvest-
ing for TADF. In D-A systems, we require a near 90◦ angle between D-A
units but also conformational freedom around this bond to activate the spin-
vibronic coupling mechanism.[96] The importance of the vibrational freedom
of the D-A bond means that enforcing rigidity upon a system will be coun-
terproductive, indeed, it tends to yield room temperature phosphorescence
instead, i.e. the rISC rate is quenched.[46] However, too much flexibility in
conformation can cause broadening of the emission of these molecules and
compromise the colour purity of these emitters. Molecular flexibility will
also increase non-radiative decay. In addition, in D-A TADF emitters, sur-
prisingly subtle excited state conformational dynamics plays a key role in
controlling the excited state dynamics and, therefore, TADF properties.[8] It
is clear that controlling these dynamics is important. Designing a molecule
with some vibrational flexibility whilst maintaining a high colour purity is
the focus of this work. Previous publications have focused on enhancing
steric hindrance[97, 98] or non-covalent interactions[99, 100] to alter the D-A
bond preferences.[6]

Architectural control of emitters is undoubtedly valuable when attempt-
ing to achieve efficient TADF. This control has been exploited to achieve high
photoluminescent quantum yields, ΦPL, and, minimise the energy gap be-
tween the first singlet excited state and the first triplet excited state has been
the focus of significant research.[99, 100, 101, 102, 103, 97, 98] Using molecular
structure for fine control of TADF emitters has been a research focus for many
groups but previous work has used covalent modifications or non-covalent
interactions.[6] Li et al.[97] and Park et al.[98] use substitution on the emit-
ter to increase steric hindrance and therefore fine-tune the TADF properties.
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FIGURE 5.1: Structures of the molecules, dTlCzBP, [2]-rotaxane,
and [3]-rotaxane, investigated in this work. The emitters will be
known as 1, 1⊂2 and 1⊂22 for the dTlCzBP system, [2]rotaxane,

and [3]rotaxane, respectively.

Dos Santos et al.[100] use a non-covalent approach, whereby, the emitters are
stabilised by intramolecular hydrogen bonding. In this work, performed in
collaboration with the Goldup and Zysman-Colman groups, we used me-
chanically interlocked molecules (MIMs), and the crowded, flexible environ-
ment created by the mechanical bond to fine-tune the emission properties.
A mechanical bond is a bond that is formed as a consequence of topology.
In this work rotaxanes are used, in their most simple form a rotaxane is a
dumbbell structure with a ring threaded on; the ring cannot come off due to
the shape of the ends of the dumbbell structure. Rotaxanes are described as
[n]rotaxane, whereby [n] is the number of components of the system. Due
to the increase in effective methodologies for synthesising MIM’s, they have
also become the focus of research in areas beyond TADF applications, such
as, sensors[104, 105, 106] and catalysis[107, 108, 109].[6]

This work reports a series of carbazole-benzophenone based emitters; two
of which are MIMs, as shown in Figure 5.1. The design of the interlocked
[2]rotaxane, and [3]rotaxane, was based on the system by Zysman-Colman
et al., who previously demonstrated the TADF properties of the carbazole-
benzophenone system.[110, 111] The emitters will be known as 1, 1⊂2 and
1⊂22 for the dTlCzBP system, [2]rotaxane, and [3]rotaxane, respectively. These
systems have previously been reported by Rajamalli et al. to synthesise a gel-
based TADF emitter.[112]

Furthermore, this work demonstrates that the macrocycles that are threaded
on the emitting core can be used to fine-tune the photophysical properties of
a TADF-active axle in both solution and thin films.[6] All three structures
in Figure 5.1 are TADF emitters, exhibiting a small ∆EST and observed de-
layed fluorescence. The structures show a high ΦPL, up to 60%, and crucially,
the ΦPL increases whilst ∆EST decreases as more macrocycles are added to
the dumbbell structure. [6] All of the theoretical studies were completed by
the Author. However, this study was undertaken in collaboration with The
Goldup Group at the University of Southampton who completed the synthe-
sis and The Zysman-Colman Group at St. Andrews University, who under-
took all of the photophysical measurements.[6]
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5.2 Computational Details

The crystal structures were used to build the models of 1, 1⊂2, and 1⊂22
and were subsequently optimised. For 1⊂2 and 1⊂22 the macrocycles were
positioned and rotated at multiple different points on the axle to ensure that
the lowest energy conformer was obtained. Ground state optimisations were
calculated using DFT within the Q-Chem quantum chemistry package,[113]
within the approximation of the PBE0 functional[78, 114] with the Def2-SVP[115]
basis set. The excited state calculations were performed using LR-TDDFT
within the TDA [91] using the same functional and basis set.

The ab initio MD were performed using the TeraChem[116, 117, 118] soft-
ware using DFT in the electronic ground state, and LR-TDDFT in the excited
S1 state. The PBE0 functional[78, 114] and Def2-SVP [115] basis set was used
throughout. The trajectory was propagated using the velocity Verlet algo-
rithm and a finite temperature of 300 K. After an initial equilibration period
of 5 ps starting from the ground state or S1 state optimised geometry, the MD
were run for a further 10 ps from which all properties were calculated. All
calculations included the solvent environment which was described using a
conductor-like polarisable continuum model using the dielectric constant of
toluene. In the case of this work, it is unlikely that every part of the system
was modelled as the MD was run for 10 ps for each system. However, the
frequency of torsional modes are about 10-50 cm−1, this corresponds to 3 ps -
500 fs. Thus, even the lowest frequency modes have undergone 3 oscillations
in the simulation. This is an appropriate approximation for this study.

5.3 Results

5.3.1 Ground State Properties and Frontier Orbitals.

The first step in understanding the properties of the three systems, 1, 1⊂2 and
1⊂22, was to establish their ground state properties. DFT was performed to
calculate electrochemical data. The lowest energy conformers of the ground
state (S0) each structure were calculated using DFT(PBE0). The DFT calcu-
lated energy levels for the HOMO and LUMO can be seen in Table 5.1, whilst
the experimentally observed energy levels can be seen in Table 5.2. It is ob-
vious that the energy levels reported by the theoretical studies reproduce
not only the trend of the results of the electrochemical study by Rajamalli et
al.,[6] but also provide reasonable values for each system. In both studies, the
biggest change can be seen by the addition of one macrocycle, when moving
from 1 to 1⊂2 the energy of both the HOMO and the LUMO decreases. When
the second macrocycle is added, forming 1⊂22, there is a smaller change in
the HOMO energies, however, the LUMO energy can be observed as staying
the same in both the theoretical and experimental study. Thus, the frontier
orbitals show a more notable change in energy level when one ring is added.
However an additional ring after this makes little difference to the HOMO
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and no difference to the LUMO energy level.

1 1⊂2 1⊂22
HOMO/eV -5.41 -5.14 -5.09
LUMO/eV -1.71 -1.65 -1.65
S1 (f )/eV 3.17 (0.316) 3.00 (0.272) 2.91 (0.271)

T1/eV 2.83 2.70 2.63
T2/eV 3.11 3.10 3.10

TABLE 5.1: Electronic properties of axle 1, 1⊂2 and 1⊂22 at the
ground state geometry, calculated using DFT(PBE0)/Def2-SVP.

1 1⊂2 1⊂22
HOMO/eV -5.62 -5.47 -5.41
LUMO/eV -2.53 -2.52 -2.52

TABLE 5.2: Electronic properties of axle 1, 1⊂2 and 1⊂22 deter-
mined by Rajamalli et al..[6]

Furthermore, when considering the frontier orbitals it is helpful to illus-
trate the shape and localisation of the orbitals. The HOMO and LUMO for
each system are shown are Figure 5.2. It is clear that the two orbitals are con-
sistently localised to separate parts of the molecules. The HOMO is centred
on the carbazole (Cz) donor part of the molecule. There is also a contribu-
tion to the HOMO from both of the triazole (Tz) units in all three structures.
Conversely, the LUMO can be seen to be localised on the benzophenone (BP)
acceptor unit. The addition of one or two rings, on 1⊂2 and 1⊂22, respec-
tively, causes little to no change to the shape of the frontier orbitals.

5.3.2 Photophysical Properties

TDDFT was used to investigate the electronic structure of all three emitters,
in both the ground and excited states. TDDFT at the ground state corre-
sponds to absorption spectrum and TDDFT at excited state structures corre-
spond to emission spectrum. In the ground state geometry of 1, two triplet
states were found to be lower in energy than the S1, both triplet states ex-
hibit a mixed 3CT and acceptor based 3LE character, Table 5.1. Whereas, for
1⊂2 and 1⊂22 the acceptor based 3LE appears above the S1 state. These re-
sults are consistent with the structured phosphorescence emission spectra as
recorded experimentally by Rajamalli et al.[6] It has been reported that high
performance TADF emitters display this 3LE state as it can allow a pathway
for efficient coupling between the singlet and triplet charge transfer states.[5]

Upon investigation of the excited state geometries, the TDDFT calcula-
tions show that the lowest excited singlet and triplet states are of pure CT
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FIGURE 5.2: The LUMO (top) and HOMO (bottom) orbitals for
1, 1⊂2 and 1⊂22 at the ground state geometry, computed using

DFT(PBE0)/ Def2SVP.[6]

1 1⊂2 1⊂22
S1 (f )/eV 2.33 (0.000) 2.06 (0.000) 1.99 (0.000)

T1/eV 2.32 2.06 1.99
T2/eV 2.74 2.78 2.79

TABLE 5.3: Calculated electronic properties of axle 1, 1⊂2 and
1⊂22 at the excited state (S1) geometry.

character whereas, the 3LE state lies ~0.3 eV higher in energy. It should be
noted that there is an inherent challenge with TDDFT to calculate the abso-
lute energies of CT states; therefore, this energy gap is likely to be an over-
estimated and this challenge is explained in more detail in Chapter 6.[8] Fur-
thermore, the oscillator strengths, (f ), of the S1-S0 transitions for the ground
state geometry of 1, 1⊂2 and 1⊂22 were 0.316, 0.272 and 0.271, respectively.
However, this value fell to 0.000 for all three emitters in the excited state ge-
ometry. In the ground state, the D and A are not exactly perpendicular to
one another, therefore, there is some HOMO-LUMO mixing that gives rise
to an oscillator strength. However, in the excited state, the D and A parts
of the system have a more perpendicular arrangement. Furthermore, this
completely separates the HOMO and LUMO and consequently the oscillator
strength goes to zero.

Finally, as expected, this indicates that the photophysical properties of
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FIGURE 5.3: a) Absorption and b) PL spectra of 1, 1⊂2 and 1⊂22
in PhMe (λexc=340 nm, 105M) as calculated by Rajamalli et al.[6]

each emitter are influenced by the molecular flexibility. This is consistent
with a number of TADF emitters with the D-A framework whereby, distor-
tion away from a perfectly perpendicular arrangement gives rise to some
HOMO-LUMO overlap, and thus some oscillator strength.

The three structures can be seen to be increasingly red-shifted in the CT
absorption maximum, with the trend λabs 1 > 1⊂2 > 1⊂22. The experimental
results reproduce this trend as shown in Figure 5.3a and b, the absorption and
photoluminescence (PL) spectra respectively. A more noticable shift can be
seen in the emission maxima, λPL, on the PL spectra, from 449 nm to 477 nm
and 484 nm for1, 1⊂2 and 1⊂22, respectively.[6] The theoretical calculations
can be further scrutinised to understand the origin of the red-shifting. The
addition of the ring induces a H-bond between the encircled triazole C-H
and the N donors of the bipyridine in the ring; this in turn destabilises the
HOMO. Conversely, the LUMO energy levels feel no influence of the ring,
therefore, the energy level of the LUMO does not change. The addition of
the ring in 1⊂2 accounts for the added donation of electron density from
the triazole units into the Cz core. There is a remarkable difference in the
HOMO energy levels in 1 and 1⊂2 (0.27 eV), this is due to a complete lack of
interaction in structure 1; due to there being no macrocycle present. Whereas,
there is a less pronounced difference between 1⊂2 and 1⊂22. Therefore the
addition of one ring has a remarkable effect (0.27 eV), whereas the addition
of the second ring has a lesser effect (0.06 eV).

An experimental study of 1, 1⊂2 and 1⊂22 by Rajamalli et al.[6] showed
that the encircled triazole protons formed CN· · ·H hydrogen bonds to the
bipyridine N atoms. They performed a solid-state study that revealed a
network of weak C-H· · · π, C-H· · ·N and C-H· · ·O contacts between the
macrocycle and the TADF-active axel, as shown in Figure 5.4. This was ob-
tained from diffraction by Rajamalli et al. and shows the hydrogen contacts
in yellow.[6]
Up until this point, all of the theoretical studies have described a static pic-
ture of the structures. In reality, all structures move in nature, therefore, to
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develop an understanding of the dynamical picture MD was utilised.

FIGURE 5.4: Solid state structure of 1⊂2 with hydrogen con-
tacts shown in yellow. Structure obtained by diffraction by Ra-

jamalli et al. [6]

5.3.3 Molecular Dynamics

The dynamics of a chemical system play a pivotal role in its emission spectra.
An ab initio MD study can be used to model this dynamic behaviour. In
this case, a 10 ps study was conducted for the electronic ground (S0) and
emissive excited (S1) states. DFT(PBE0) analysis was performed at the lowest
energy (optimised) conformer of each structure. Firstly, we will focus on
the results of the electronic ground state study, bond lengths and angles in
this S0 state were remarkably similar for all three emitters. The behaviour
of the D-A bond length, the dihedral angle between the Cz donor and, the
phenylene of the BP acceptor and both CCz − CTz bond distances (where Cz
is carbazole and Tz is triazole) as shown in Figure 5.5. The Cz-BP (D-A) bond
was found to range between 1.403 Å and 1.406 Å with minima at ~40◦ and
~140◦ as shown in Figure 5.5 a, d and g. These two minima can be seen on
the potential energy scan, Figure 5.6, of the Cz-BP dihedral with a relatively
low barrier to conformational exchange (∼0.1 eV). However, it is clear that
the addition of the macrocyclic ring increases this barrier to rotation, thus,
makes it more difficult for the structure to swap between the two conformers.
Furthermore, when considering probability distribution of each conformer
over the PES, as shown in Figure 5.5 b, e and h it is clear that the shape of the
red plot matches the shape of the PES, shown in Figure 5.6. The PES shows
the lowest energy conformer for emitter 1 has a D-A dihedral around 40◦,
whereas, for both rotaxanes that have one (or two) encircling macrocycles,
the lowest energy conformer flips to be the conformation with a D-A dihedral
angle of ~140◦.
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FIGURE 5.5: The distribution of the D-A bond distance, the di-
hedral angle between the D and A groups and carbozole tri-
azine aryl-aryl bond for (a-c) 1, (d-f) 1⊂2 and (g-i) 1⊂22 for the

ground (red) and excited state (blue, purple) geometries.

When comparing the two rotaxane structures, 1⊂2 and 1⊂22, an inter-
esting arrangement preference can be seen. The Tz units of the 1⊂2 adopt
a syn-anti arrangement, whilst those of the 1⊂22 adopt a syn-syn orienta-
tion, where the syn oriented unit is that which is encircled by the macrocy-
cle. This is due to the syn conformation of Tz units minimising the steric
repulsion between an encircling macrocycle and the Cz unit. The syn-anti
preference was also seen for 1, this conformation reduced the repulsion be-
tween the dipoles that are associated with the Tz rings. Similarly to the D-A
bond length, the average CCz−CTl bond length, of 1.46 Å, and distribution of
said bond length remains unaffected by the addition of the macrocycle rings.

Upon investigation of the excited S1 state, a number of changes became
apparent. As is commonly observed in D-A TADF emitters, the D-A bond
(Cz-BP) was weakened upon excitation and consequently lengthened to 1.44
Å. The Cz-BP dihedral angle was found to be ~90◦ at its lowest energy ex-
cited state conformation.[119] Conversely, in the excited state structures of
both 1 and 1⊂2 only one of the Cz-Tz bonds contracted (∆ = 0.022 Å and
0.029 Å respectively), whilst the other remained mostly unchanged, there-
fore, an asymmetry in the electron density was created on the donor. In the
case of 1⊂22 both of the Cz-Tz bonds were seen to contract but remained
similar (1.442 Å and 1.447 Å). In the excited state, the Tz moieties donate
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FIGURE 5.6: Ground state potential energy scans for 1 (left),
1⊂2 (middle), and 1⊂22(right).

an increased electron density to the Cz core; physically this can be seen as
a contraction in the Cz-Tz dihedral angle in the S1 state compared to the S0
state.

However, in the excited state, the interlocked macrocycles can be seen
to cause a subtle change in the Cz-BP dihedral angle. This is indicated by
a mean and standard deviation of 89 ± 17◦, 90 ± 14◦ and 90 ± 11◦ for 1,
1⊂2 and 1⊂22, respectively. Despite the reduction in the standard deviation
between each system being subtle, it can be said that as the macrocycles are
added the standard deviation is seen to decrease. This is evidence of the
encircling macrocycles exerting fine conformational control on the excited
state dynamics, thus, causing a slight rigidification of this conformational
mode. Furthermore, this effect can also be seen in the Cz-Tz dihedral angles
with values of 3 ± 16◦ for 1, 2 ± 11◦ (encircled) and 5 ± 17◦ (free) for 1⊂2
and 2 ± 6◦ for 1⊂22. Here, there are two dihedral angles reported for 1⊂2
and only the one encircled by the macrocycle is altered relative to the axle
alone.[6]

The ∆EST and the average oscillator strength, S1(f ), for the S1 → S0 tran-
sition can be used to effectively describe the TADF performance of a system.
Therefore, it follows that measuring these values for the excited state ab ini-
tio MD of each emitter will provide a good representation of the influence
of the dynamic differences enforced by the mechanical bond on the TADF
efficiency of each system. The trend in the value of ∆EST is 1 > 1⊂2 > 1⊂22
this can be correlated to the trend in the mean Cz-BP dihedral angles, as seen
previously. As the dihedral angle becomes closer to 90◦, it is expected that
the ∆EST will reduce, thus explaining the trend seen here. The narrowing of
the distribution of the dihedral angles around 90◦, as seen in Figure 5.5 (b),
(e) and (h), for the Cz-BP bond is expected to decrease the overall oscillator
strength for the S1 → S0 transition. Furthermore, the results of the ab initio
MD study reproduces this trend with average values of S1(f ) of 0.0260, 0.0095
and 0.0088 for 1, 1⊂2 and 1⊂22, respectively. Moreover, these S1(f ) values are
in excellent agreement with the experimentally calculated τp values from the
photophysical measurements by Rajamalli et al.[6] As can be seen in Figure
5.5, the distribution of the Cz-BP (D-A) and the Cz-Tz dihedral angles show
a narrower distribution for the structures with the encircling macrocycles.
As the macrocycles are added, they rigidify the molecular framework thus
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decreasing the rate of non-radiative decay, concequently leading to a higher
quantum yield. Furthermore, remaining consistent with the 1 > 1⊂2 > 1⊂22
trend observed.

5.3.4 Conclusions

This work has shown the potential of MIMs, namely rotaxanes, to control the
electrochemical and photophysical properties via the mechanical bond. The
DFT and ab initio MD studies have shown that the weak interactions between
the bipyridine N donors and the C-H of the triazole provide the fine molec-
ular control that is desired to improve TADF emitters. Thus, controlling the
rigidity of the structure, therefore, influencing the HOMO energy. This can
facilitate the shifting of the emission energy, creating a pathway to improve
the emission colour. The work shows that the conformation of the TADF-
active axle is altered by the mechanical bond in both the ground and excited
states. In this work, the mechanical bond decreases the energy gap between
the two CT states and decreases the oscillator strength of the S1 state. These
are two crucial properties to consider when building TADF emitters, hence,
showing the potential of this mechanism to be exploited to create TADF emit-
ters with desirable properties. Ultimately, this provides an opportunity to
improve the efficiency of OLED devices. Overall, we see that the mechani-
cal bond causes a large increase in the photoluminescence quantum yields,
an advantageous quality for light emitting structures. The theoretical meth-
ods used throughout this study have provided an accurate reproduction of
results which are concurrent with those seen experimentally. Furthermore,
the ab initio MD study has provided effective insight into the dynamic nature
of these complex structures. Thus, highlighting the usefulness of theoretical
studies to aid the engineering of future TADF emitting MIMs, particularly
when the steric control is the focus of the work. Considering the recent ex-
plosion of interest into TADF emitters, and the proven ability to engineer
the molecules that have fine-tuned properties due to the mechanical bond,
this work provides a realistic and exciting approach to improve device effi-
ciency. Despite the rotaxanes displaying a clear control of the TADF prop-
erties within this work, it was seen that the ring did not sit over the D-A
bond, the control of which is thought to be the ideal for engineering efficient
TADF emitters. Future work should consider the placement of this ring. An-
other way to expand this study is to investigate other similar systems that
use this mechanical bond to control the TADF properties of the emitter. Due
to the recent advances in computational chemistry, building large systems
and predicting their behaviour has become a reality, consequently making it
an exceptional tool to predict future targets.
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Chapter 6

Improving TDDFT for TADF using
Tuned Range Separated Hybrid
Functionals

6.1 Introduction

The ability to accurately model excited state properties of systems is unde-
niably useful when developing new technology. If a computational study
can provide a realistic description of the properties of prospective emitters,
it can be used as a tool to not only shed light on the fundamental properties
of new systems, but it can also be utilised to provide predictions for future
targets. Thus, the description of the excited states of molecules that display
favourable emission characteristics is at the forefront of current attempts to
understand and improve functional organic materials.

A large number of computational methods exist and have been applied to
study functional organic molecules including coupled cluster [120, 121] and
configuration interaction [122, 123] based approaches. However, owing to
unfavourable computational scaling, it is challenging to widely apply these
methods to achieve broad understanding and design of new molecules. Con-
sequently, to simulate the properties of these complexes, DFT and TDDFT[124]
play a central role due to their efficiency for simulating ground- and excited-
state properties of larger molecules.

However, in many cases for organic electronics especially TADF, CT states
play a crucial role. Consequently, simulating these within the framework of
TDDFT is at odds with the widely document limitation of this method, i.e.
simulating CT excitations [81]. In the context of TADF, Huang et al. [125]
addressed these limitations by choosing different exchange-correlation func-
tionals to different molecules depending on the strength of CT and the per-
centage of exact exchange required. This percentage was determined using
a CT index that the authors defined following an analysis of the HOMO and
LUMO orbitals. However, the main drawback is the number of different
functionals used, 10 in total. As each functional does not only vary by the
fraction of exact exchange, this approach does not necessarily yield a consis-
tent description of the excited state properties.



54 Chapter 6. Improving TDDFT for TADF using Tuned Range Separated
Hybrid Functionals

FIGURE 6.1: Schematic representation of the two systems stud-
ied. Left; PTZ-DBTO2 and right: TAT-3DBTO2.[7]

The physical reason for TDDFT being unable to accurately describe CT
states is due to the (semi)-local nature of many standard exchange-correlation
functionals [81, 126]. Consequently, for describing CT states, hybrid func-
tional incorporating a large fraction of non-local HF exchange [127] or range-
separated functionals, which attempt to reproduce the 1/r decay of the ex-
change and correlation potential by incorporating a fraction of HF exchange
which depends upon the inter-electron distance [128], are increasingly pop-
ular choices. For the latter, there is a sub-class of so-called non-empirically
tuned approaches in which the range-separated functional is altered for each
molecule so that it fulfils certain conditions of an exact xc functional. The
most popular of these is the Koopman’s OT approach (OT) [85], described
below. Recently, Lin and Van Voorhis [129] have proposed an alternative
methodology focused upon incorporating electron-hole interactions present
in excited states, which they named triplet tuning (TT). The authors reported
good performance for the TT functional for a set of 100 molecules, including
key observables such as singlet and triplet energies and the ionisation poten-
tials.

In this work we initially examine the performance of the OT and TT meth-
ods using two TADF molecules. The first TADF molecule is PTZ-DBTO2, it
comprises of a phenothiazine donor and a dibenzothiophene-S,S-dioxide ac-
ceptor; a D-A molecule. The second is a D-A3 molecule, TAT-3DBTO2, de-
veloped by Dos Santos et al.,[130] is composed of three DBTO2 acceptors are
joined to a rigid triazatruxene central donor. Previous work has studied the
ability of the OT method to predict the energetics of TADF emitters [131], but
the demonstrated role of nuclear dynamics on TADF properties [2] means
that here we focus on the role of geometry dependence of each method espe-
cially relevant in the context of developing size-consistent potential energy
surfaces. From this we establish that the OT method is the most reliable, and
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therefore apply this OT method to a variety of CP-TADF emitters, with a par-
ticular focus of establishing how the OT affects properties other than excited
state energies, such as predicted light dissymetry. This was applied to four
CP-TADF emitters, Figure 6.2a, b, c and d, the emitters are based upon the
work by Feuillastre et al.,[132] who reported the CP-TADF emitter, built from
a traditional TADF D-A emitter with a chiral pertubation. Finally, an axi-
ally chiral CP-TADF emitter that was synthesised by the Futcher group was
analysed. In chemistry, axial chirality is a special case of chirality in which
a molecule contains two pairs of chemical groups in a non-planar arrange-
ment about an axis of chirality so that the molecule is not superimposable on
its mirror image. In contrast to the chiral perturbation approach, this emitter
has the chiral appendage built closer to the TADF centre.

6.2 Theory

It is widely accepted that standard approximations to exchange-correlation
functionals do not provide a good description of excited states such as CT
states.[81, 133] This is due to the semi-local nature of TDDFT. A hybrid func-
tional such as B3LYP[134, 135] has 20% HF exchange, whilst the other 80%
is DFT. However, DFT is a short range theory, whereby the local interactions
are well described. Whereas, the HF exchange more accurately describes
the non-local effects. Another method that has been developed to improve
the description of these electronic states is long-range corrected DFT, these
provide a bespoke range-separated functional chosen for each molecule re-
sulting in an exact exchange functional.

6.2.1 Optimal Tuning Approach

Koopmans theorem was published in 1934, the work showed that in HF the-
ory the first ionisation energy is equal to the negative of the HOMO energy.[136]
OT requires that DFT obeys Koopmans theorem within the limit of the ex-
change correlation functional:

IP(0) + ε
(0)
HOMO = 0. (6.1)

The same approach can be applied to the anionic system, thus,

IP(−) + ε
(−)
HOMO = 0. (6.2)

Where, ε
(−)
HOMO and IP(−) are the HOMO energy and the IP of the anion,

respectively. This can be written as

IP(−) = E(0) − E(−) = −EA(0) (6.3)
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where EA(0) is the electron affinity of the neutral form. Consequently, Equa-
tion 6.2 can be rewritten as

− EA(0) + ε
(−)
HOMO = 0. (6.4)

With that said it is clear that the OT approach can apply an optimisation
of the energy difference between the IP and the HOMO energy and the EA
and the HOMO energy of the anion to mimic the exact exchange correlation
functional. Therefore the optimal range-separation parameter, ω (ω∗J2

OT
), is

the value that minimises the OT function J2
OT(ω).[7]

J2
OT(ω) = J2

IP(ω) + J2
EA(ω) (6.5)

where

J2
IP(ω) = [IP(0) + ε

(0)
HOMO]

2 (6.6)

and

J2
EA(ω) = [−EA(0) + ε

(−)
HOMO]

2. (6.7)

6.2.2 Triplet Tuning Approach

The final long-range corrected DFT functional that will be discussed in this
thesis is the TT approach, first proposed by Lin and Van Voorhis in 2019.[137]
As the name suggests, the method uses the energy first excited triplet state
T1, in fact, there are multiple ways that this T1 state can be calculated. In this
case the approach calculates the T1 energy using unrestricted DFT (uDFT)
and TDDFT.

Firstly, calculating the triplet excitation energy using DFT uses a gener-
alisation of the Kohn-Sham functional, as described above. Within Kohn-
Sham DFT the ground state energy is calculated from the ground state den-
sity, therefore, it is possible to use the KS functional to calculate the GS en-
ergy of any given symmetry provided that the density has been constrained
to the the same symmetry.[138] Practically, when considering a closed-shell
molecule, as most organic molecules are, the true ground state is a spin re-
stricted singlet, S0, in which case MS = 0. When evaluating the T1 energy
in this case it must be the lowest state with MS = ±1. In order for the T1
state to be accessed in a closed shell system an electron must be promoted
from the HOMO to the LUMO and flipping the spin. Therefore, the S0 can be
best evaluated using restricted DFT (rDFT), as it is a closed shell system, and
setting MS = 0. To calculate the open shell T1 system uDFT can be used with
MS = ±1.[139] Finally, the triplet excitation energy, ET, can be evaluated
exactly, Equation 6.8, as the difference between these two calculated energy
levels, provided that the exact functional is used.
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E∆SCF
T = EuDFT

T1
− ErDFT

S0
. (6.8)

Another way to calculate the T1 energy is to use linear-response TDDFT, en-
suring again that the exact exchange functional is used. Therefore, ET can be
found using:[139]

ETDDFT
T = ETDDFT

T1
− ErDFT

S0
. (6.9)

Furthermore, using the exact approaches as described above

E∆SCF
T ≡ ETDDFT

T (6.10)

is expected. However, if approximate exchange functionals are used this
will not be true. Therefore, the TT approach minimises the difference be-
tween E∆SCF

T and ETDDFT
T

J2
TT = (E∆SCF

T − ETDDFT
T )2 (6.11)

to acquire the optimal, ω, parameter for each system.[139]

6.3 Computational Details

For the calculations on PTZ-DBTO2 and TAT-3DBTO2 the Q-chem 5.0 quan-
tum chemistry package[113] was used. Geometries of PTZ-DBTO2[2]and
TAT-3DBTO2[130] were optimized DFT or LR-TDDFT within the TDA.[91]
In both cases, the PBE0 exchange and correlation functional,[114] were used.
All simulations were performed in vacuo. Excited-state energies were com-
puted in the framework of LR-TDDFT using the TDA[91] and the long-range
corrected (LRC)-ωPBEh functional.[140] A 6-31G* basis set[141, 87, 142] was
used for both PTZ-DBTO2 and TAT-3DBTO2. Both (un)restricted DFT and
LR-TDDFT methods were used for the OT and the TT processes.

Following this, for the small molecules displaying both CP and TADF
properties the ORCA[143] quantum chemistry package was used. The ge-
ometries were optimised using DFT, within the approximation of the B3LYP[134,
135] functional and a Def2-SVP [115] basis set. Excited-state energies were
computed in the framework of the long-range corrected LC-BLYP functional,
as well as with DFT using B3LYP[134, 135]/Def2-SVP[115].

The ab initio MD was performed using the TeraChem[116, 117, 118] soft-
ware using DFT in the electronic ground state, and LR-TDDFT in the excited
S1 state. The B3LYP functional[134, 135] and Def2-SVP [115] basis set was
used throughout. The trajectory was propagated using the velocity Verlet
algorithm and a finite temperature of 300 K. After an initial equilibration pe-
riod of 5 ps starting from the ground state or S1 state optimized geometry, the
MD were run for a further 10 ps from which all properties were calculated.
All calculations were conducted in vacuo.
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In all cases, the dissymmetry of the emitted light (g-factor) was deter-
mined by the coupling between the electric (µµµ) and magnetic (mmm) transition
dipole moments [67], and can be expressed as:

g =
4R
D

=
4|µµµij||mmmij| cos(τ)
|µµµij|2 + |mmmij|2

(6.12)

where R is the rotatory strength and D is the overall transition strength com-
posed of the sum of |µµµij|2 and |mmmij|2. i and j refer to the initial and final states
involved in the electronic transition. τ is the angle between µµµ and mmm. All of
these properties were calculated using TDDFT and the methods described
above. This is valid for the g-factors associated with both absorption (gabs)
and emission (glum)[67]. The fundamental difference between the two is that
gabs describes the dissymmetry of thermally equilibrated ground state, while
glum reflects the structure of the emissive state. Therefore very similar gabs
and glum values can be expected when there is little configurational reorgan-
isation between the ground and excited states [67].

6.4 Results

6.4.1 The Influence of Geometry on Tuned-Range Separated
Functionals

PTZ-DBTO2

To begin with this study focuses on the D-A molecule PTZ-DBTO2. Gibson et
al. have used this molecule to model the dynamic spin-vibronic mechanism
of TADF, as described in section 2.[144] PTZ-DBTO2 is commonly found in
one of two conformations in the ground state, equatorial (eq) or axial (ax), as
seen in Figure 6.3. The molecule also displays a strong preference for an eq
conformation at the minimum S1 geometry, SMin

1 .

Figure 6.4 shows J2
OT(ω) (a) and J2

TT(ω) (b) for the three geometries of
PTZ-DBTO2 studied in this work, i.e. the ground state of the eq and ax con-
formers and the minimum of the S1 geometry. This demonstrates that the TT
approach is much more sensitive to the geometry of the molecule; bringing
about much larger differences in the calculated optimal ω values for the TT
approach, ω∗TT, when compared to the ω values calculated for the OT ap-
proach, ω∗OT. The optimal ω values for the TT approach range between 0 and
0.161a−1

0 depending on the geometry used. Unsurprisingly, this apparent ge-
ometry dependence of the TT approach brings into question the generality of
using this approach for particular molecules, but would also create problems
when building potential energy surfaces. Large fluctuations in the ω will
bring about challenges and ambiguities along the potential energy surface
and thus in the descriptions of the ground and excited states. The optimal
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FIGURE 6.3: The HOMO (left) and LUMO (right) for the three
geometries of PTZ-DBTO2 studied.[7]

ω values are ω∗OT = 0.151a−1
0 for the axial conformer and ω∗OT = 0.161a−1

0
for both the equatorial and SMIN

1 structures. The difference between the con-
formers derives from the character of the frontier orbitals. Indeed, for the
equatorial and SMIN

1 structures the HOMO and LUMO orbitals are strongly
localised on the donor and acceptor units, respectively. In contrast for the
axial conformer both the HOMO and LUMO orbitals are delocalised over
the whole molecule (See Figure 6.3) leading to a reduced ω∗OT, as less exact
exchange is required to describe the frontier orbitals which are less CT in
character.

FIGURE 6.4: Evolution of J2
OT (a) and J2

TT (b) as a function of
the range separation parameter ω for the equatorial (red), axial

(blue) and SMin
1 (green) structures of PTZ-DBTO2.[8]
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The more strongly geometry dependent nature of the TT method is be-
cause, in contrast to the OT approach which is based on the one-particle
properties of the HOMO and LUMO, it includes the electron hole effects that
are associated with the excited state. As the name might suggest it is based
upon the character of the lowest excited triplet state, this can be strongly
dependent on ω. The lowest triplet state is a π −→ π∗ triplet local excitation
(3LE(ππ∗)), as this has no CT character the state is well described with small
amounts of exact exchange and therefore ω∗ −→ 0. For both the eq and SMin

1
the lowest initial state is the 3CT, this is routinely underestimated in TDDFT
due to the CT problem, therefore a larger ω value is required to improve the
descriptions of these states. The CT states can be considered as pseudo-one-
particle properties, and thus one would expect that the ωTT would converge
onto the ωOT, this is the case for the SMin

1 but not for the eq geometry.
Table 6.1 shows the energetics of the low lying singlet and triplet excited

states. For the different optimally tuned values of ω, there is a significant
effect on key photophysical properties, e.g. the onset of the absorption and
emission bands. For the energies calculated using PBEh (i.e. ω = 0.000a−1

0 ), a
poor description of the both the absorption and emission is achieved because
of the involvement of the CT states because the TT was performed for 3LE
state. The energy of the S1 state at the excited state geometry is 1.62 eV (765
nm) and is in poor agreement with the emission observed experimentally
of ∼590 nm [145]. In addition, the onset of the absorption band observed
experimentally is around 350-400 nm, which does not agree with the lowest
singlet state of either the axial (3.70 eV) or equatorial (2.57 eV) structures. In
contrast, both ω = 0.113a−1

0 and ω = 0.160a−1
0 yield much better agreement

with both the absorption and emission energies observed experimentally.
Importantly, the fragility of the application of the TT approach, especially

when there are low lying CT and LE states that can mix, has clearly been
highlighted here. Indeed, the method will produce the optimal range sep-
aration parameter, ω, for the lowest lying triplet state of any nature, but as
demonstrated this will be very sensitive to change if the molecule displays
a high density of states. For efficient TADF it has been reported that mixing
of states is integral to the TADF mechanism, there is a second order vibroni-
cally coupled mechanism at play. The rISC mechanism in D-A CT molecules
relies on close lying states, such as local triplet states, to mediate the spin
orbit coupling between the singlet and triplet states.[2] Thus, the fragility
displayed by the TT approach will become cumbersome when applying to
TADF emitters, for which the photophysical mechanism relies on the mixing
of these close lying states. Futhermore, when considering the TT functional
for the S1 configuration it is reported, in Figure 6.4b, that for ω=0.4-0.5a−1

0 the
functional becomes very close to zero. This result has been disregarded the
character of the T1 state obtained with TDDFT becomes a 3LE(A) for values
of ω>0.35a−1

0 , which is different to the nature obtained with uDFT. Therefore,
the small value of the TT functional is coincidental and cannot be considered
to provide a physical solution.[7]
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TAT-3DBTO2

The emitter TAT-3DBTO2 has a rigid triazatruxene central donor that is sur-
rounded by three acceptors of DBTO2 forming a D-A3 structure. As with
the PTZ-DBTO2 system, there are multiple geometries investigated in this
study, in this case just two. The Franck-Condon (FC) geometry and the opti-
mised excited S1, SMin

1 , geometry. The SMin
1 geometry displays CT character

involving the D and one A. The CT character of the state is enhanced by the
reduction in electronic coupling of the D and A groups upon electron transfer
to the A, when this electron transfer takes place the A rotates about the C-N
bond to form a perpendicular arrangement with the D centre. It is known
that this design (D-A3) exhibits a high density of excited states, therefore, as
shown above, this could prove challenging for the tuning methods.[130]

FIGURE 6.5: Evolution of J2
OT (a) and J2

TT (b) as a function of the
range separation parameter ω for the FC (red) and SMin

1 (blue)
structures of TAT-3DBTO2.[8]

Figure 6.5 shows both the J2
OT and J2

TT, (a) and (b) respectively, for the FC
and SMin

1 geometries. Similarly to the PTZ-DBTO2 study, the OT approach
yields similar minima for both geometries, the values of ω∗OT for the FC and
SMin

1 geometries were 0.118a−1
0 and 0.131a−1

0 , respectively. At larger values
of ω some discontinuities were exhibited for J2

OT, this is due to symmetry-
induced degeneracy of the LUMO and LUMO+1 at this geometry causing an
instability in the SCF convergence. When studying large systems that exhibit
symmetry care must be taken, in this case the irreducible representations of
the C3 point group of symmetry are A and E, the latter are doubly degener-
ate. However, for TAT-3DBTO2, the problem usually affects larger values of
ω and therefore does not impact the determination of ω∗OT.[7] Furthermore,
when considering J2

TT, Figure 6.5b, the SMin
1 state shows good agreement with

the J2
OT, in this case ω∗TT = 0.160a−1

0 this is due to the CT character of this
state. However, as expected, when there is a high density of states, the TT
method is more challenged. In this case, in the ground state (FC), there is a
high density of states due to the three acceptor units, for which only one is in-
volved in the excited state. In TAT-3DBTO2 there are six triplet states within
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0.15 eV at ω −→ 0a−1
0 and four triplet states within 0.6 eV at ω = 0.600a−1

0 .[7]
As shown in Figure 6.5b J2

TT is at a minimum when ω = 0.000a−1
0 , this is due

to the mixing that is induced by degeneracy between the lowest lying triplet
states and the higher lying triplet states. Additionally, a further minima, that
looks to be in agreement with the SMin

1 geometry is seen at ω = 0.160a−1
0 ,

this is because the 3CT has switched to the lowest state in place of the lowest
triplet state.[7] Therefore concurring that the TT approach is very sensitive to
geometry. Crucially in the case of D-A TADF emitters when close lying states
are important for the emission process, this method is likely to be inappro-
priate for application in these cases.

FIGURE 6.6: The linear reaction pathway between the FC geom-
etry and SMIN

1 (calculated at PBE0 level) of TAT-3DBTO2 using
the (a) ω=0.000 a−1

0 (b) ω=0.118 a−1
0 and (c) ω=0.131 a−1

0 . The
solid blue lines are singlet states and the Dash lines are triplet
states. All energies are plotted relative to the ground state en-

ergy at the FC geometry.[8]

The potential energy curves in Figure 6.6 are a linear reaction pathway
between the FC geometry and the S1 minimum using the ω obtained from
Figure 6.6. Clearly, as observed for PTZ-DBTO2, in the case that ω → 0a−1

0
(PBEh) the potential energy curves are dominated by low lying CT states.
Indeed, as shown in Tables 6.2-6.4, the vertical energy gap between the S1
and the ground state at this geometry is 1.96 eV (630 nm) which offers poor
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PBEh (ω = 0a−1
0 )

FC SMIN
1

State Nature ∆E / eV State Nature ∆E / eV
T1

3CTD→A 2.73 T1
3CTD→A1 1.95

T2
3CTD→A 2.76 S1

1CTD→A1 1.96
T3

3CTD→A 2.76 T2
3CTD→A1 2.21

T4
3CTD→A 2.84 S2

1CTD→A1 2.23
S1

1CTD→A 2.86 T3
3CTD→A3 2.49

T5
3CTD→A 2.87 S3

1CTD→A3 2.55
T6

3CTD→A 2.87 T4
3CTD→A2 2.56

S2
1CTD→A 2.87 S4

1CTD→A2 2.59
S3

1CTD→A 2.87 T5
3CTD→A3 2.70

S4
1CTD→A 2.88 T6

3CTD→A1/3LEA1 2.83
S5

1CTD→A 2.90 T7
3CTD→A2 2.75

S6
1CTD→A 2.90 S5

1CTD→A3 2.75
T7

3CTD→A 3.08 T8
3CTD→A1 2.81

T8
3CTD→A 3.20 S6

1CTD→A2 2.82
T9

3CTD→A 3.20 S7
1CTD→A1 2.83

TABLE 6.2: Electronic structure of TAT-3DBTO2 at the minima
of the ground state and 1CT and at the ω = 0.0a−1

0 .

agreement with the experimental emission spectrum (490 nm) [130]. In con-
trast, the emission energy estimated is in much better agreement for the ω
obtained by OT and TT which are 2.78 eV (445 nm) and 2.95 eV (420 nm),
respectively. In addition, the energy of the lowest triplet state for both ap-
proaches agrees with the phosphorescence spectrum recorded in ref. [130]
and the mixed CT/LE character observed is in good agreement with the vi-
bronic transitions observed experimentally. In contrast the low energy of the
CT states calculated using PBEh predicts the lowest triplet state exhibits only
CT character which is inconsistent with the experimentally observed spec-
trum. Finally, besides the differences in the absolute energy, the potential
energy curves for the ω’s obtained by OT and TT exhibit similar shapes, sug-
gesting that although the values obtained are geometry dependent, fixing the
value does not have a dramatic effect of the interpretation obtained.
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LRC-ωPBEh (ω = ω∗OT)
FC SMIN

1
State Nature ∆E / eV State Nature ∆E / eV

T1
3CTD→A/3LED 3.04 T1

3CTD→A1/3LEA1 2.69
T2

3CTD→A/3LEA 3.14 S1
1CTD→A1 2.78

T3
3CTD→A/3LEA 3.14 T2

3CTD→A1/3LEA1 2.86
T4

3LED/3LEA 3.20 T3
3CTD→A1,2/3LED 3.00

T5
3CTD→A/3LED 3.36 T4

3CTD→A1 3.12
T6

3CTD→A/3LED 3.36 S2
1CTD→A1 3.13

T7
3CTD→A/3LED 3.43 T5

3CTD→A2/3LEA2 3.15
S1

1CTD→A 3.47 T6
3CTD→A3/3LEA3 3.18

S2
1CTD→A 3.51 T7

3CTD→A2 3.30
S3

1CTD→A 3.51 S3
1CTD→A2 3.37

T8
3CTD→A/3LEA 3.55 T8

3CTD→A2,3 3.39
T9

3CTD→A/3LEA 3.55 S4
1CTD→A3 3.42

S4
1CTD→A 3.56 T9

3CTD→A2,3 3.45

TABLE 6.3: Electronic structure of TAT-3DBTO2 at the minima
of the ground state and 1CT and at the optimal value of ω =

ω∗OT.

LRC-ωPBEh (ω = ω∗TT)
FC SMIN

1
State Nature ∆E / eV State Nature ∆E / eV

T1
3CTD→A 2.73 T1

3CTD→A1/3LEA1 2.76
T2

3CTD→A 2.76 T2
3CTD→A1/3LEA1 2.95

T3
3CTD→A 2.76 S1

1CTD→A1 2.95
T4

3CTD→A 2.84 T3
3CTD→A1/3CTD→A3/3LEA1/3LEA3 3.06

S1
1CTD→A 2.86 T4

3CTD→A2/3CTD→A3/3LEA2/3LEA3 3.20
T5

3CTD→A 2.87 T5
3CTD→A2/3CTD→A3/3LEA2/3LEA3 3.22

T6
3CTD→A 2.87 T6

3CTD→A1 3.31
S2

1CTD→A 2.87 S2
1CTD→A1 3.33

S3
1CTD→A 2.87 T7

3CTD→A1/3CTD→A2/3LED/3LEA2 3.36
S4

1CTD→A 2.88 T8
3CTD→A2/3CTD→A3/3LED 3.47

S5
1CTD→A 2.90 S3

1CTD→A2 3.54
S6

1CTD→A 2.90 T9
3CTD→A2/3CTD→A3/3LEA2 3.56

T7
3CTD→A 3.08 S4

1CTD→A3 3.59
T8

3CTD→A 3.20 T10
3CTD→A1/3CTD→A2/3CTD→A3 3.61

T9
3CTD→A 3.20 T11

3CTD→A1/3CTD→A2/3CTD→A3 3.64

TABLE 6.4: Electronic structure of TAT-3DBTO2 at the minima
of the ground state and 1CT and at the optimal value of ω =

ω∗TT.
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6.4.2 Assessing Chiral Perturbation for achieving CP-TADF
Emitters

The methods described above have shown that the inclusion of the descrip-
tion of the non-local effects through optimally tuned-range separated ex-
change and correlation functions is crucial for TDDFT calculations which
include CT states. This has demonstrated a significant improvement in the
energetics of the excited states. However, this will also influence other prop-
erties in the system. In this section, we will study the influence of the optimal
tuning approach on the chiroptical response of molecules. In the context of
organic electronics, delivering molecules which chiroptical response can by-
pass the need for anti-glare filters, not only reducing power consumption but
also reducing the driving voltages of the devices. The following molecules,
Figure 6.2 combine traditional TADF D-A emitters with a chiral perturbation
with the intention to create TADF emitters that emit CP luminescence. [146]
The appeal of this approach is that it can exploit well known TADF emitters
and achieve CP emission using simple modifications.

Excited State Properties and CPL at Critical Points

Firstly, the study implemented a hybrid functional, in this case B3LYP[134,
135], this was compared to the OT approach for each emitter. The results of
the studies are shown in Tables 6.5-6.8. This shows, consistent with the pre-
vious section, there is a significant effect on the energy of the excited states.
A similar effect is also observed with the g-factor, although its apparent in-
fluence appears reduced due to the small numbers involved.

As expected, all four emitters showed good TADF properties. The results
of the studies for both the B3LYP and OT approach show close lying S1 and
T1 states with CTDA character, particularly in the S1 optimised geometries.
The emitters show small values for ∆EST, 0.03 eV, 0.03 eV, 0.09 eV and 0.11
eV for emitters A, B, C and D, respectively. Therefore, showing that they
will enable efficient ISC. For the higher lying states some LE character can
be seen, this is expected. However for emitter D in the S0 geometry, the low
lying triplet states (T1, T2 and T3) exhibit LE character. There is a LE, 3LEDeloc,
is shown to be delocalised across the whole molecule and also a LE, 3LEC ,
localised on the chiral perturbing unit, as shown in Figure 6.7. However, as
it is of LE character it will not emit via TADF.
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FIGURE 6.7: Location of the frontier orbitals for Emitter 6 in
the OT, S0 geometry study. Top shows the orbitals involved in
a 3LEDeloc transition. Bottom shows the orbitals involved in a

3LEC transition.

Indeed, throughout the g-factor calculated is <0.005. This is typical for
molecular scale dissymmetry factors. This is because, in the visible regime
the wavelength of light is much larger (hundreds of nanometres) than the
typical size of a molecule (tens of Angström) and therefore the electric dipole
approximation is valid meaning that the electric-magnetic coupling (natu-
ral optical activity) is small. The magnetic transition dipole only becomes
significant for dipole forbidden transitions or when kr >1, i.e. high photon
energies when k = 2π/λ becomes large or if the exciton size, which influ-
ences the electron separation occurring in r becoming∼ to the wavelength of
light.

Another reason the g-factors for each of the emitters are small is due to
the nature of the chiral pertubation approach. Indeed, by scrutinising the
character of the frontier orbitals this can be further appreciated. For emitter
A, Figure 6.8 shows that very little of the S1 state is spread over the chiral
perturbing unit of the molecule, with this small spread of the S1 comes a
small influence on the chiroptical response of the system. However, the fron-
tier orbitals from the OT study show slightly more localisation on the chiral
perturbing unit, as shown in Figure 6.8. Therefore, providing an explanation
for why an, albeit very slightly, larger g-factor is reported for the OT method
when compared to the B3LYP study. The same can be said for the frontier
orbitals of emitters B, C and D. Furthermore, these results suggest that the
traditional design of using a D-A structure with a chiral appendage that is
not involved in the active chromophore may not be the optimal way to move



6.4. Results 69

Emitter A
S0 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 2.40 - T1

3CTD→A 2.56 -
T2

3CTD→A 2.52 - T2
3CTD→A 2.81 -

S1
1CTD→A 2.53 -0.0003 S1

1CTD→A 2.85 -0.0004
S2

1CTD→A 2.62 0.01 T3
3LEC 2.91 0.03

T3
3CTD→A 2.80 - T4

3LEC 3.02 -
S1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.77 - T1

3CTD→A 2.05 -
S1

1CTD→A 1.78 0.0005 S1
1CTD→A 2.08 0.0002

T2
3CTD→A 2.06 - T2

3CTD→A 2.43 -
S2

1CTD→A 2.08 0.006 S2
1CTD→A 2.48 0.02

T3
3CTD→A 2.22 - T3

3CTD→A 2.78 -
T1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.77 - T1

3CTD→A 2.05 -
S1

1CTD→A 1.78 0.0005 S1
3CTD→A 2.08 0.0002

T2
3CTD→A 2.06 - T2

3CTD→A 2.43 -
S2

1CTD→A 2.08 0.006 S2
1CTD→A 2.48 0.0007

T3
3CTD→A 2.22 - T3

3LEC 2.78 -

TABLE 6.5: Energies and g-factors of the two studies,
DFT(B3LYP) (left) and OT(LC-BLYP) (right), on the emitter A,

for the optimised S0, S1 and T1 geometries.
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Emitter B
S0 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 2.07 - T1

3CTD→A 2.35 -
S1

1CTD→A 2.12 0.001 T2
3CTD→A 2.50 -

T2
3CTD→A 2.12 - S1

1CTD→A 2.51 0.008
S2

1CTD→A 2.16 0.003 S2
1CTD→A 2.62 0.005

T3
3CTD→A 2.49 - T3

3LEC 2.89 -
S1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.36 - T1

3CTD→A 1.76 -
S1

1CTD→A 1.37 -0.002 S1
1CTD→A 1.79 0.002

T2
3CTD→A 1.63 - T2

3CTD→A 2.06 -
S2

1CTD→A 1.64 0.0007 S2
1CTD→A 2.09 0.003

T3
3CTD→A 1.81 - T3

3CTD→A 2.42 -
T1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.36 - T1

3CTD→A 1.76 -
S1

1CTD→A 1.37 -0.002 S1
1CTD→A 1.79 -0.001

T2
3CTD→A 1.63 - T2

3CTD→A 2.06 -
S2

1CTD→A 1.64 0.0007 S2
1CTD→A 2.09 -0.006

T3
3CTD→A 1.81 - T3

3CTD→A 2.42 -

TABLE 6.6: Energies and g-factors of the two studies,
DFT(B3LYP) (left) and OT(LC-BLYP) (right), on the emitter B,

for the optimised S0, S1 and T1 geometries.
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Emitter C
S0 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 2.18 - T1

3CTD→A 2.35 -
T2

3CTD→A 2.26 - S1
1CTD→A 2.48 0.0003

S1
1CTD→A 2.26 0.0002 T2

3CTD→A 2.64 -
S2

1CTD→A 2.32 0.003 S2
1CTD→A 2.76 -0.003

T3
3CTD→A 2.65 - T3

3LEC 2.88 -
S1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.49 - T1

3CTD→A 2.04 -
S1

1CTD→A 1.50 0.0002 S1
1CTD→A 2.13 0.0006

T2
3CTD→A 1.72 - T2

3CTD→A 2.42 -
S2

1CTD→A 1.76 0.0003 S2
1CTD→A 2.52 -0.005

T3
3CTD→A 2.03 - T3

3CTD→A 2.80 -
T1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 2.24 - T1

3CTD→A 1.94 -
S1

1CTD→A 2.33 0.0001 S1
1CTD→A 1.99 0.0006

T2
3CTD→A 2.33 - T2

3CTD→A 2.29 -
S2

1CTD→A 2.73 0.004 S2
1CTD→A 2.33 0.003

T3
3CTD→A 2.71 - T3

3CTD→A 2.72 -

TABLE 6.7: Energies and g-factors of the two studies,
DFT(B3LYP) (left) and OT(LC-BLYP) (right), on the emitter C,

for the optimised S0, S1 and T1 geometries.
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Emitter D
S0 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 2.59 - T1

3LEDeloc 2.66 -
T2

3CTD→A 2.78 - T2
3LEDeloc/3LEC 2.90 -

S1
1CTD→A 2.81 0.0006 T3

3LEC 3.01 -
T3

3LEDeloc/3LEC 2.85 - S1
1CTD→A 3.03 0.0007

S2
1CTD→A 2.89 -0.007 T4

3CTD→A 3.06 -
S1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.83 - T1

3CTD→A 2.05 -
S1

1CTD→A 1.87 0.0003 S1
1CTD→A 2.16 0.0001

T2
3CTD→A 2.18 - T2

3CTD→A 2.61 -
S2

1CTD→A 2.22 -0.002 S2
1CTD→A 2.71 -0.0001

T3
3CTD→A 2.37 - T3

3LEDeloc/3LEC 2.86 -
T1 Geometry

B3LYP OT
State Nature ∆E/eV g-factor State Nature ∆E/eV g-factor

T1
3CTD→A 1.83 - T1

3CTD→A 2.13 -
S1

1CTD→A 1.87 0.0003 S1
1CTD→A 2.27 0.0003

T2
3CTD→A 2.18 - T2

3CTD→A 2.57 -
S2

1CTD→A 2.22 -0.002 S2
3CTD→A 2.70 -0.001

T3
3CTD→A 2.37 - T3

3LEDeloc/3LEC 2.86 -

TABLE 6.8: Energies and g-factors of the two studies,
DFT(B3LYP) (left) and OT(LC-BLYP) (right), on the emitter D,

for the optimised S0, S1 and T1 geometries.
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forward with the design of CP-TADF emitter. However, it is important to
note that the work by Feuillastre et al.,[132] reports g-factors of 0.0013 for
emitter B. When considering the calculated emission, shown in Table 6.6, it
is clear that the OT approach reports g-factors of the same magnitude for all
three geometries. Thus showing that the OT approach provides reasonable
agreement with the experimental results.

FIGURE 6.8: The HOMO (right) and LUMO (left) orbitals for
Emitter A. Top B3LYP S1 geometry, Bottom OT S1 geometry.

Assessing the Potential for Axially Chiral TADF Emitters

The aforementioned limitations of the chiral perturbation approach leads us
to consider an alternative approach. A second possible way to design a CP-
TADF emitter, is to build the molecule with a design that minimises the dis-
tance between the chiral perturbing unit and the active chromophore, with
the aim for the chiral section to play a greater role in the emission properties,
and thus increase the chiroptical response.[146]

This section investigates the axially chiral emitter, shown in Figure 6.2 E.
The emitter is comprised of a carbazole D, a triazine A component, as well as,
a phenyl bridge between the two, therefore, localising the HOMO and LUMO
on the D and A, respectively, as shown in Figure 6.9. Thus, minimising the
energy gap between the first excited singlet and triplet states (∆ES1−T1) and
therefore, creating the CT state that is favourable for TADF. The D and bridg-
ing groups include asymmetric methyl groups to enforce axial chirality. Im-
portantly, the size of the methyl group is sufficiently small to distort the D-A
group sufficiently from orthongonality to prevent TADF.
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Critical points, S0, S1 and T1 optimised geometries, along the potential en-
ergy surfaces were calculated for this emitter and the energetics and g-factor
of the important states are shown in Table 6.9. There is a noticeable difference
between the B3LYP results and the OT results. This is not surprising due to
the improved description of the excited states by the OT approach. For appli-
cations in OLEDs the energy difference between the S1 and T1 states, ∆ES1−T1 ,
is crucial to predicting their efficiency. The mechanism of TADF uses rISC to
reengage the dark triplet states. There are many competing pathways that
can occur upon excitation. The first is prompt fluorescence from the S1 to
the S0. Competing with this pathway, is decay involving the triplet mani-
fold, from which phosphorescent decay can occur, unfavourable in OLEDs.
The process of rISC is possible when ∆ES1−T1 is small and phosphorescence
is slow, therefore this is ideal for OLED devices. A crucial factor when con-
sidering the TADF performance of a system is the ∆EST. A small energy gap
allows for efficient ISC between the light and dark states and therefore is a
mechanism to re-engage the inherent loss of 75% upon excitation to the dark
states. With a small energy gap, ∆EST of 0.07eV, Table 6.9, enabling efficient
ISC, thus the emitter is likely to exhibit efficient TADF. Figure 6.9 shows the
CT character of the HOMO and LUMO of the emitter, left and right respec-
tively, for the B3LYP study (top) and OT study (bottom).

FIGURE 6.9: The HOMO (right) and LUMO (left) orbitals for
emitter E. For the B3LYP approach (top) and the OT approach

(bottom).

As discussed previously, dynamics around the D-A bond have a strong
effect on the performance of TADF emitters via the spin-vibronic mechanism,
however, its effect on the CPL is less clear. To study this in more detail, MD
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Emitter E
S0 Geometry

B3LYP OT
State Nature ∆E/eV glum State Nature ∆E/eV glum

T1
3CTD−A 2.82 - T1

3LEA 2.25 -
S1

1CTD−A 2.83 -3.75E-3 T2
3LEA 2.45 -

T2
3CTD−A 3.08 - T3

3LED 2.50 -
S2

1CTD−A 3.08 -4.24E-4 T4
3LEA 3.54 -

T3
3CTD−A 3.24 - S1

1CTD−A 3.65 -7.11E-4
S1 Geometry

B3LYP OT
State Nature ∆E/eV glum State Nature ∆E/eV glum

T1
3CTD−A 2.42 - T1

3CTD−A 2.98 -
S1

1CTD−A 2.43 -0.0013 T2
3CTD−A 3.03 -

T2
3CTD−A 2.99 - S1

1CTD−A 3.05 -0.004
T3

3CTD−A 3.00 - T3
3LED 3.28 -

S2
1CTD−A 3.01 -0.0018 T4

3LEA 3.37 -
T1 Geometry

B3LYP OT
State Nature ∆E/eV glum State Nature ∆E/eV glum

T1
3CTD−A 2.42 - T1

3CTD−A 2.98 -
S1

1CTD−A 2.43 -0.009 T2
3CTD−A 3.03 -

T2
3CTD−A 2.99 - S1

1CTD−A 3.05 -0.004
T3

3CTD−A 3.00 - T3
3CTD−A 3.28 -

S2
1CTD−A 3.01 -0.002 T4

3CTD−A 3.37 -

TABLE 6.9: Energies and g-factors from the two studies, B3LYP
(left) and OT (right), for emitter E, for the optimised S0, S1 and

T1 geometries.
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of the emitter in the ground and excited S1 state were performed. These were
then sampled using B3LYP and the OT LC-BLYP functional. The dynamics
were run for 10ps and for each geometry that was sampled the dissymmetry
was calculated.

Figure 6.10 shows the distribution of the g-factors achieved from the struc-
tures sampled from the MD. This shows that fluctuations of the structure lead
to a distribution of glum which oscillates either side of 0. The results shows
that once an average of the glum for each geometry was taken the resulting
dissymmetry emitted the emitter was 0 for both the ground and excited state
geometries. Consequently, while at a single geometry, the dissymetry calcu-
lated was non-zero, we would expect these to exhibit close to zero glum.

FIGURE 6.10: Distribution of g-factors from MD sampling of
emitter E for the B3LYP study (top) and OT study (bottom). The
geometries in the S0 is shown in blue and the geometries in the

S1 state are shown in red.

As described previously, when using the D-A design for building TADF
materials the aim is to create orthogonality between the D and A parts of the
molecule. The purpose of this is to localise the HOMO and LUMO densi-
ties on separate parts of the molecule to create the CT character. Therefore,
minimising the ∆EST and encouraging efficient ISC. It is clear from the re-
sults above that if the molecule remained static in this optimised orthogonal
geometry, the emitter displays both CT TADF character and reasonable dis-
symmetry emission. However, this static description of emission is unrealis-
tic and therefore the MD picture is most appropriate. With the results from
the MD study displaying a zero dissymmetry it is important to consider the
implications of this result. This observation is consistent with recently pub-
lished experimental results [147], which demonstrated that dynamics around
the D-A bond is responsible for changing the sign of the dissymmetry and ul-
timately quenching CP emission characteristics.

To increase the dissymmetry of these molecules it would be necessary to
increase the distortion of the system around the D-A bond. This would al-
low for more intense dissymmetry in the emission, but the outcome of this
would incur detrimental effects on the TADF emission, it would counteract
the efforts to encourage the orthogonal geometry. Increased distortion will
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increase the singlet-triplet gap. When building emitters for TADF there is a
clear balance that must be struck between the singlet-triplet energy gap and
the radiative rate. To integrate CPL properties into the existing design strat-
egy for TADF emitters this balance would be further complicated to include
the increased distortion for CPL. If the balance was struck there is also an
intrinsic limit for the magnetic transition dipole moment in small molecules
that will hinder the capacity of the molecule to emit both TADF and CPL.

6.5 Conclusions

To design effective new emitters being able to accurately model the excited
states and their properties is critical. This allows for better prediction of effi-
cient designs for future emitters. As described above, many TADF emitters
are built in the D-A form, however, this design often results in the formation
of CT states. Therefore, there are both long-range and short-range interac-
tions that need to be described. DFT provides a very good description of
short-range interactions, however does not provide such an accurate descrip-
tion of long-range effects. To improve this description of states that exhibit a
small exchange overlap the TT and OT approaches can be utilised.

This work began by examining two methods that had the potential to im-
prove the description of the CT state that is commonly exhibited in TADF
emitters. This character of state is poorly described by traditional DFT meth-
ods as long-range interactions are not effectively described. When designing
new emitters it is vital that one is able to effectively model the excited states,
and thus predict or explain the emission of the chromophore. With the ever-
increasing need for new, more efficient TADF emitters for applications in
display and lighting technology, methods that improve computational mod-
elling are paramount. The methods that were studied, namely, OT[148] and
the TT method[139]. They were applied to study the excited states of two typ-
ical D-A TADF emitters, PTZ-DBTO2 and TAT-3DBTO2. Both the TT method
and OT method were effective when modelling CT states when there was a
small exchange overlap. In both cases similar values for ω were reported.
In the case of the CT states, the states are single particle properties that de-
pend mostly on the energy gap between the HOMO and LUMO. However,
both methods showed a geometry dependence, with the TT method showing
a greater geometry dependence, especially when there are close lying states
that could exchange along the reaction coordinates. This is due to the TT
method accounting for effective electron-hole interactions explicitly, there-
fore smaller range separated parameters are required and thus a standard
hybrid exchange and correlation parameters can be used to describe these
states.[8]

Furthermore, Koopmans OT approach was then applied to a selection
of CP-TADF emitters. The first emitters that were studied had a chiral ap-
pendage that was added to a D-A TADF emitter, therefore, it was expected
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that the improved description of the long-range interactions by the OT ap-
proach will provide more accurate energies and g-factors for the emitters.
The g-factors calculated for emitter 4 showed good agreement with those re-
ported in the literature.[132] However, the impact on the energies of the OT
approach was seen to a lesser extent for the g-factors, this could be due to
their relatively small size.

Overall, the emitters displayed relatively small g-values, when the fron-
tier orbitals were considered, they showed that the exciton was not delo-
calised over the chiral part of the chromophore. Therefore, it is expected
that this is the limiting factor when applying this architecture to the emitters.
Moreover, the final emitter included the chiral perturbing unit closer to the
active chromophore and therefore it played a larger role in the emission pro-
cess. Despite showing promise in the initial studies, displaying both close
lying S1 and T1 and some chiroptical response, the Fuchter Group, who ob-
tained the photophysical measurements, saw no chiroptical response. There-
fore, the study looked to explain this discrepancy. The MD study showed
that there was a broad spread of disymmetry of emission. This was due to
the fine-motion of the system throughout the emission process. For efficient
TADF emission, some vibration of the emitter is required to allow the emis-
sion to occur, however, this motion is detrimental to the chiroptical emission.
There is also an inherent limit on the amount of chiroptical response that
can be seen from a small molecule, therefore it is unlikely that this design of
CP-TADF emitter in its current phase will show strong chiroptical responses
necessary for applications in display technology. For that reason, this thesis
moves to look at larger systems that bypass this inherent limit.
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Chapter 7

CPL beyond a Single Molecule

7.1 Introduction

Chirality is a fundamental symmetry property that can be found in the nat-
ural world, it can be used to describe any object that is non-superimposable
on it’s mirror image, one example is the left and right human hands. Chi-
rality can also be seen on a molecular scale, and has recently been harnessed
for applications in display technology. Molecular chirality is of significant
interest in optoelectronic applications, such as organic light-emitting diodes
(OLEDs) and organic photodetectors, where the use of a chiral material in
the active layer enables the emission or detection of circularly polarised (CP)
light, respectively [20]. If direct emission of CP light can be harnessed, new
OLED devices could be developed with improved device efficiencies and
lifetimes.[57, 149]

Interest in the development of chiral organic materials for CP-OLEDs
[150] has led to a variety of approaches being pursued. These can be broadly
grouped into two classes; small-molecule emitters, [60, 61, 57, 151] and polymer-
based emitters [63, 64, 149, 152, 153]. Polymer-based emitters are the fo-
cus of this Chapter. Early work in this area began with synthesising emit-
ters with pendent chiral side-chains added to an achiral conjugated poly-
mer backbone. One example of a successful attempt of this design architec-
ture is a chiral-substituted poly(p-phenylenevinylene) (PPV) with g-factors
in the region of 10−3.[49] Since then, there have been emitters with similar
architecture with reported g-factors of up to 0.35.[149] Interest in the influ-
ence of the pendent chiral side chains then followed, it came to light that
these side chains were working to align the polymer backbone into a chi-
ral arrangement.[154, 155] With this knowledge another way to reach this
induced chirality was considered. Here a chiral small-molecule dopant is
blended with a conventional achiral light-emitting polymer (LEP). In this
case, the chiral small-molecule dopant acts like the side-chains, and induces
the desired polymer architecture. This method is highly translatable and
benefits from negating the need for bespoke polymer synthesis.[149] This ap-
proach has been applied to some chiral architectures such as biaryl compounds,[149]
chiral solvent mixtures,[152] and, polysaccharides[64]. Yang et al. reported
promising g-factors (|gEL|=0.27 and |gPL|=0.5) for a LEP blended with a chiral
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small-molecule dopant[149], furthermore, Lee et al. reported concurring re-
sults using the same LEP and an commercially available chiral small-molecule
dopant and an additional alignment layer.[153] Recently, Wan et al. have
shown that this synthesis can be used to build successful CP-OLEDs with
control over the handedness of the light emitted depending on the thickness
of the thin-film.[64]

Inducing CP electroluminescence from achiral polymers using small molecule
chiral dopants has been shown to be a elegant way to develop state of the
art OLED’s.[149]Thus, understanding the mechanism of emission from these
chiral structures, as well as providing a reliable way to model potential sys-
tems is a crucial part of the development of such devices. This work uses
fluorene-based polymeric systems, namely poly(9,9-dioctylfluorene) (PFO)
and the donor-acceptor type copolymer poly(9,9-dioctylfluorene-alt- benzoth-
iadiazole) (F8BT), to study the influence of the physical and chemical struc-
ture on the chiroptical response. These polymeric systems have previously
been reported by Wan et al.[64] and have been proved to be an efficient
medium for CP-OLEDs.

Currently, organic systems generating the largest dissymmetric response
in the solid state (g-factors up to ∼1) are conjugated polymers, especially
amongst the polyfluorene class [152]. It has been proposed that this strong
CP luminescence occurs due to structural chirality [63, 154, 153]. However,
recent works [64, 156] have indicated that long-range structural chirality only
dominates the chiroptical response when an alignment layer is used to tem-
plate molecular packing of polymer chains at or beyond the mesoscale. Highly
dissymmetric emission from non-aligned thin polymer films (i.e., those where
the film thickness is considerably less than those at which this structural chi-
roptical phenomena manifest) suggests that intrinsic CP emission may play
a significant role.[157, 156] Thus, the intermolecular interactions between the
polymer chains are of great interest. This work models this long-range struc-
tural chirality by introducing dimers of the polymer systems.

7.2 Computational Details

Planar structures of the models of F8BT and PFO polymers, shown in Figure
7.1, were optimised using DFT(B3LYP) and a Def2-SVP basis set [134] as im-
plemented within the ORCA quantum chemistry package [158]. Naturally,
the polymer systems are large, particularly when considering the computa-
tional expense of the methods being implemented. Therefore, to reduce the
computational expense of the quantum mechanical simulation the C8H17 side
chains were replaced by methyl groups for both systems. Following optimi-
sation, the structures were manipulated as required to assess the twist angle
between adjacent repeat units and the number of monomers (n). The former
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FIGURE 7.1: Structures of the simplified models of (a) F8BT and
(b) PFO. R are C8H17 side chains, however herein, R represents
methyl groups. n represents the number of repeat units and
the arrows indicate the twist angle (θ) between adjacent repeat

units.[9]

was performed using the Avogadro software [134]. To generate the dimers,
the centre of mass for each single polymer chain was calculated, the centre of
mass of the second polymer chain was then added at a distance d and at an
angle φ from the centre of mass of the original polymer chain.

Throughout this work, all calculations of the dissymmetry were performed
using TDDFT within the approximation of the CAM-B3LYP [128] exchange
and correlation functional and a Def2-SVP basis set [134] as implemented
within the ORCA quantum chemistry package [158]. The calculations of the
electric (µµµ) and magnetic (mmm) transition dipole contributions used the length
representation and the origin independent approach as described in Refer-
ences [68, 159]

7.3 Theory

The CP emission from the polymer-based emitters can be described by the
dissymmetry of the emitted light (g-factor). The g-factor can determined by
the coupling between the electric (µµµ) and magnetic (mmm) transition dipole mo-
ments [67], and can be expressed as:

g =
4R
D

=
4|µµµij||mmmij| cos(τ)
|µµµij|2 + |mmmij|2

(7.1)

where R is the rotatory strength and D is the overall transition strength
composed of the sum of |µµµij|2 and |mmmij|2 and, i and j refer to the initial and fi-
nal states involved in the electronic transition. Finally, τ is the angle between
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µµµ and mmm. It is important to note that Equation 7.1 is valid for the g-factors
associated with both absorption (gabs) and emission (glum).[67] Fundamen-
tally, the difference between the two is that gabs describes the dissymmetry of
thermally equilibrated ground state, while glum reflects the structure of the
emissive state. Therefore, very similar gabs and glum values can be expected
when there is little configurational reorganisation between the ground and
excited states.[67]

Throughout this work, the dissymmetry was calculated for the lowest sin-
glet excited state using Equation 7.1. For the dimers, both the excitonic split
states are included as the weakly coupled nature of the dimers means that
the splitting between the two Davydov bands is <0.3 eV. The relative contri-
butions of the upper (S2) and lower (S1) states is governed by a Boltzmann
distribution according to:

Int(S2 → S0)

Int(S1 → S0)
=

f (S2 → S0)

f (S1 → S0)
· exp

(
−

∆ES2−S1

kbT

)
(7.2)

where f is the oscillator strength associated with each state and ∆ES2−S1 cor-
responds to the Davydov splitting.

The size of a typical molecule is much smaller (tens of Angströms) than
the wavelengths of the interacting light (hundreds of nanometres) in the vis-
ible light regime. Accordingly, the exponential operator responsible for the
spatial term of the radiation field, exp(ik · r), when expanded as a Taylor
series [68]

exp(ik · r) = 1 + i(k · r)− 1
2
(k · r)2 + · · · (7.3)

may be truncated at zeroth order corresponding to the electric dipole ap-
proximation. First-order contributions, i.e. the electric quadrupole and mag-
netic dipole terms, only become significant for electric dipole forbidden tran-
sitions or when kr >1 [68]. The latter is achieved either at high photon ener-
gies or if the exciton size approaches the wavelength of the light.

The validity of the electric dipole approximation on the molecular scale
implies that the µµµ is typically around three orders of magnitude larger than mmm
[68]. When considering transitions allowed within the electric dipole approx-
imation, Equation 7.1 indicates that g-factors are limited to values of ∼10−3

[24]. Larger dissymmetric responses can be achieved for molecules that make
use of electric-dipole forbidden transitions, including chiral lanthanide com-
plexes (g ∼1.4) [160]. However, owing to their small µµµ, they typically demon-
strate low emission cross sections, which results in luminescence quantum
yields too low for display applications. While efforts continue to address
the trade-off between luminescence quantum yield and dissymmetry [24], it
remains a challenge to identify highly emissive organic molecules with ex-
cellent CP characteristics.
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7.4 Results

7.4.1 Single Polymer Chains

To explore the origins of the chrioptical response of the polymer thin films it
is crucial to first consider the properties of the isolated polymer chains. This
chapter considers influence of chemical composition, intramolecular twist
angle (θ) between adjacent repeat units and the number of monomers (n) a
single oligomer chain is made up of on the g-factor.
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FIGURE 7.2: Energy of the S1 state (in eV) for PFO (red) and
F8BT (black) as a function of the number of repeat units.[9]

The lowest excited state of PFO corresponds to the π → π∗ transition.
The calculated S1 state of an isolated oligomer (θ= 40◦, n >4) is 318 nm, as
shown in Figure 7.2. For F8BT (θ= 40◦, n >3), the lowest transition exhibits
a charge-transfer character between the F8 and BT units and the calculated
S1 state of the isolated oligomer is 427 nm, as shown in Figure 7.2. These are
in reasonable agreement with the lowest absorption bands, as reported by
Wade et al., 375 nm and 475 nm, measured for PFO and F8BT, respectively
[161].

Figure 7.3a shows the g-factor, calculated using Equation 7.1, of the S1
state of isolated PFO and F8BT oligomers as a function of n with a fixed θ=
40◦, close to the optimised twist angle for F8BT [64] and the glassy-phase PFO
[162]. In both cases, the g-factor initially increases before a plateau is reached
at n=3 and n=5 for PFO and F8BT, respectively. This behaviour bears some
resemblance to the work of Greenfield et al. [163], who reported a plateau as-
sociated maximum length over which the exciton can delocalise for a given
configuration. Here the plateau is reached earlier for PFO (n= 3) than F8BT
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n PFO F8BT
µµµ mmm µµµ mmm

1 1.244 0.116 3.901 0.342
2 3.840 0.187 4.773 0.685
3 5.266 0.293 5.823 1.278
4 6.292 0.419 6.656 1.435
5 7.203 0.642 7.111 1.563
6 7.768 0.818 7.694 1.664
7 7.928 1.527 8.173 1.759
8 8.165 2.563 8.421 2.292

TABLE 7.1: The electric and the magnetic transition dipole mo-
ments for PFO and F8BT as a function of the number of repeat
units (n). Atomic units are used throughout. A fixed twist angle

(θ=40◦) was used throughout.

owing to a larger exciton binding energy of PFO compared to F8BT (F8BT
=0.2 eV [64], PFO=0.3 eV [164]). For the non-planar polymers studied in
the present work, the enhanced delocalisation of F8BT [64] means that kr for
F8BT will be larger than that of PFO. This results in an increase of mmm relative
to µµµ, which can be seen in the decreasing µ2/m2 ratio, shown in Figure 7.3c,
Table 7.1, and the larger predicted g-factors.

Figure 7.3b shows the g-factor as a function of θ for PFO and F8BT 2-mers
(i.e., n = 2). In both cases the g-factor increases with the magnitude of θ, and
its sign is determined by direction, which indicates that the handedness/sign
of the CP response can be controlled by the direction of the cumulative twist
along the polymer backbone. The impact of θ is more pronounced for PFO
for two reasons. Firstly, because the ratio µ2/m2 is considerably smaller in
PFO for θ >30◦ (Figure 7.4a, Table 7.2) and secondly, because, the angle τ
between µµµ and mmm (Figure 7.4b) deviates more from 90◦. In general, µµµ and
mmm decreases as θ increases and this reduction is greater for F8BT as the cou-
pling strength between the (intrachain) donor and acceptor decreases as θ
approaches orthogonality. This leads to a larger relative decrease in mmm com-
pared to µµµ and therefore an increase in the ratio µ2/m2, as shown in Figure
7.4a. Whilst this is unfavourable for achieving high g-factors, it is offset by
the increase in cos(τ). The same is not observed for PFO as we are consider-
ing the π-π∗ transition of the homopolymer. As θ increases, the delocalised
exciton exhibits an increased mmm compared to µµµ, reflected in the ratio µ2/m2,
as shown in Figure 7.4a. The angle τ between mmm and µµµ increases, which sup-
ports the enhancement of the g-factor.
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Angle PFO F8BT
µµµ mmm µµµ mmm

-70 5.326 0.470 4.036 0.327
-60 6.689 0.345 4.623 0.578
-50 6.036 0.236 5.055 0.820
-40 6.209 0.188 5.392 1.093
-30 6.413 0.123 5.765 1.360
-20 6.505 0.085 5.978 1.564
-10 6.603 0.072 6.099 1.695
0 6.783 0.064 6.142 1.740
10 6.603 0.072 6.096 1.694
20 6.505 0.085 5.974 1.563
30 6.413 0.123 5.767 1.360
40 6.209 0.188 5.391 1.093
50 6.036 0.236 5.062 0.822
60 6.689 0.345 4.623 0.579
70 5.326 0.470 4.033 0.326

TABLE 7.2: The electric and the magnetic transition dipole mo-
ments for PFO and F8BT 2-mers (n=2) as a function of the twist

angle between the monomer units.
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FIGURE 7.3: (a) g-factor of the S1 state as a function of the
number of monomer units (n) for PFO (red) and F8BT (black)
oligomers. A fixed twist angle (θ=40◦) was used throughout.
(b) g-factor as a function of θ for PFO (red) and F8BT (black) 2-
mers (n=2). The dashed line between the points are a guide for
the eye. (c) The ratio between the electric and magnetic transi-
tion dipole moments, µ2/m2 for PFO (red) and F8BT (black) as

a function of the number of repeat units. [9]
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tween each monomer units for PFO (red) and F8BT (black).[9]



88 Chapter 7. CPL beyond a Single Molecule

7.4.2 Interchain Coupling of Dimers

The above examples have shown how, for isolated oligomers, the g-factor
depends on the extent of exciton delocalisation, which is ultimately related
to the validity of the dipole approximation (Equation 7.4). Despite increasing
kr and a larger contribution from the magnetic transition dipole moment, the
calculated g-factors still do not exceed 10−3, i.e. values that are consistent
with molecular-level mechanisms and considerably smaller than dissymme-
try factors reported for chiral polyfluorene thin films [64, 161]. Instead of
isolated oligomers, we next consider the impact of inter-chain coupling on
the g-factors.

FIGURE 7.5: (a) Schematic of two polymer chains and the co-
ordinates (d and φ) manipulated in Figure 7.6. (b) Density dif-
ference of the lowest exciton of a F8BT dimer model illustrat-
ing the electron density delocalised over the two chains. (c)
Schematic of the effect of interacting polymer chains on the

electric and magnetic transition dipole moments.[9]

Figure 7.6a shows the dissymmetry of coupled F8BT and PFO dimers,
where the geometry is determined by the the centre-of-mass separation (d)
and and mutual orientation (φ) of the two oligomers, as shown in Figure
7.5a. Initially, we fixed both the mutual orientation of the oligomers (φ=10◦)
and the intrachain twist angle (θ=40◦). It is immediately evident that exciton
delocalisation over two polymer chains, illustrated in Figure 7.5b, leads to
an increase in the calculated dissymmetry. At short distances (d <7 Å) g-
factors of ∼0.1 and ∼0.03 are observed for PFO and F8BT, respectively. The
g-factor decreases as a function of d−3 (dashed line in Figure 7.6a) reflecting
the decrease in exciton coupling (V) with distance. Figure 7.6b shows the dis-
symmetry of the F8BT or PFO 2-mers as a function of φ, the angle between
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the oblique chains, as shown in Figure 7.5b. This shows that for φ=0◦, the dis-
symmetry is similar to that of the isolated oligomers. However, as the angle
increases, a large increase in the dissymmetry is observed as the coupling be-
tween the oligomers becomes which reaches a maximum at φ=10◦. After this
the dissymmetry decreases as µµµ increases and mmm decreases. These calcula-
tions demonstrate that like θ for the isolated polymers, the direction of φ can
control the sign of the g-factor and overall only small angles are preferred
to maximise the g-factor. Figures 7.7 and 7.8 confirms that the individual
polymer chains did in fact form dimers. The spectra show typical profiles of
dimer systems, thus the associated results can be confidently assigned to a
dimer system.

To understand the origin of the increase in dissymmetry shown in Figure
7.6 we turn to the well-established exciton chirality model (ECM) [165, 166],
where the rotatory strength (R) for a dimer of coupled excitonic states can be
defined as:

R = ±1
2

πσdkldkldkl · (µµµk ×µµµl) +
1
2

Im{(µµµk ±µµµl) · (mmmk ±mmml)} (7.4)

where dkldkldkl is the distance vector between the two individual chromophores
k and l, and σ is the transition energy. For the majority of coupled chro-
mophores, one assumes that terms involving mmm, generally referred to as µµµ-mmm
terms, are negligible because of the magnetically forbidden nature of their
transition; therefore the rotatory strength can be evaluated simply by consid-
ering the coupled µµµ (µµµ-µµµ, first term in Equation 7.4). Using this approach,
the maximum value of dissymmetry is g = πσdkl [167]. In the case of PFO
(S1=318 nm), the g-factor would only reach 0.1, as shown in Figure 7.6, if
dkl =100 Å, which is clearly unrealistic. This represents the breakdown of
the standard ECM and emphasises that the consideration of mmm for conju-
gated polymer systems could be important to rationalise the magnitude of
the dissymmetry observed. To explore this further we compare R evaluated
using each component of the ECM model (Equation 7.4) with those calcu-
lated using TD-DFT for a coupled dimer of a PFO 2-mer with d=6 Å, θ=40◦

and φ=10◦. R calculated using Equation 7.4 is 608×10−40 esu2cm2, which is
in good agreement with the TDDFT calculation of 625×10−40 esu2cm2. Im-
portantly, the relative strengths of µµµ-µµµ term (368×10−40 esu2cm2) and µµµ-mmm
(240×10−40 esu2cm2) highlights that the µµµ-mmm coupling is important for eval-
uating the total rotatory strength and the g-factors predicted by the coupled
dimer models. When θ=0◦ (i.e. a planar configured polymer backbone), R
(Equation 7.4) is 853×10−40 esu2cm2. However, in contrast to the case of
twisted polymer backbones, the contribution of the µµµ-µµµ term (818×10−40

esu2cm2) dominates over µµµ-mmm (35×10−40 esu2cm2). This highlights the role
of the µµµ-mmm term in the generation of high g-factors in non-planar polymer
systems.
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FIGURE 7.6: a) g-factor as a function of the distance between
the centre-of-mass of each chain in a dimer of PFO (red) and
F8BT (black) 2-mers (n=2, θ=40◦). The angle between the two
polymer chains in the dimer (φ) was fixed at 2◦. The dashed
line is a fit using d−3 illustrating a decay in the dissymmetry
consistent with a reduction in the exciton coupling. (b) g-factor
as a function of the angle (φ) between the two polymer chains
(n=2, θ=40◦) in the dimer. The distance between the 2-mers was

fixed at 6 Å.[9]

Figure 7.6 shows the effect of interacting polymer (2-mer) chains on the
magnitude of the g-factor. It is worth emphasising that this limited size may
influence the dissymmetry, as it does the excited state energies shown in Fig-
ure 7.2. Consequently, Figure 7.9 shows the dimer calculation (d=6 Å, θ=40◦

and φ=2◦) as a function of the number of monomer units (n) for PFO. This
demonstrates that as n increases, the g-factor decreases until reaching con-
vergence of ∼0.02 for n >4. It is noted that this convergence in very similar
to that observed in Figure 7.2. The number of atoms required for a similar
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FIGURE 7.7: ∆ε for the lowest exciton couplet of the F8BT
model as a function of the (a) distance (d, n=2, θ=40◦ and φ=10◦)
and (b) angle (φ, d=6 Å, n=2, θ=40◦) between the monomer
chains. Spectra broadened using Gaussian function 0.25 eV

FWHM.[9]
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FIGURE 7.8: ∆ε for the lowest exciton couplet of the PFO model
as a function of the (a) distance (d, n=2, θ=40◦ and φ=10◦) and
(b) angle (φ, d=6 Å, n=2, θ=40◦) between the monomer chains.
Spectra broadened using Gaussian function 0.25 eV FWHM.[9]
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Angle PFO F8BT
-40 0.126 0.031
-30 0.160 0.062
-20 0.194 0.101
-10 0.232 0.122
-5 0.248 0.193
-1 0.258 0.213
0 0.260 0.215
1 0.262 0.214
5 0.262 0.182
10 0.248 0.116
20 0.196 0.090
30 0.202 0.059
40 0.160 0.030

TABLE 7.3: The coupling potential between the excitonic states
(V) in eV for PFO and F8BT as a function of the angle (φ) be-

tween the monomer chains.

Distance PFO F8BT
5.0 0.282 0.213
6.0 0.234 0.154
7.0 0.190 0.112
8.0 0.156 0.094
9.0 0.130 0.080
10.0 0.128 0.070
20.0 0.030 0.024
30.0 0.012 0.010

TABLE 7.4: The coupling potential between the excitonic states
(V) in eV for PFO and F8BT as a function of the distance (d)

between the monomer chains.

study of F8BT make it very challenging and as the convergence effect show
in Figure 7.2, is weaker than PFO and so a similarly small effect is expected
for the g-factor.

7.5 Conclusions

Understanding the relative contributions of local short-range electric-magnetic
coupling and longer-range structural chirality is crucial for the rational de-
sign of new materials that exhibit an intense chiroptical response. This work
demonstrates that the extension of the exciton over nearby polymer chains
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FIGURE 7.9: g-factor of the S1 state as a function of the number
of monomer units (n) for a dimer of PFO (black). d=7 Å, θ=40◦

and φ=2◦. Reproduced with permission from Royal Society of
Chemistry.[9]

is critically important for enhancing the dissymmetry. By exploiting the in-
trinsic magnetic transition dipole moment (and therefore invoking µµµ-mmm cou-
pling) arising from the helically configured polymer backbones it is possible
to significantly increase the dissymmetry of dimer systems. This model may
not hold in polymers which adopt a planar structure in the aggregate state
as they are more likely to have negligible transition magnetic dipoles [168],
however when strong interchain excitonic coupling dominated, as recently
shown in thin films of PFO [157] exceptional chiroptical response can still be
achieved, but in this case it would be dominated by the µµµ − µµµ coupling, as
the electric-magnetic coupling is negligible.

Finally, it should be noted that the present work does not consider fur-
ther exciton delocalisation over a larger stack (e.g. trimers, tetramers), nor
how the delocalisation would be impacted by conformational and environ-
mental disorder, which are likely to play a role for longer polymer chains
and excitonically coupled systems comprising a larger number of chains. In
addition, it is important to recognise that the polymer thin films optimised
for CP-OLEDs [169] are only weakly ordered and therefore the dissymme-
try will be an average over multiple orientations and configurations which
emit in the film. Given that reducing the inter-chain coupling significantly
quenches the dissymmetry, it is possible that the overall chiroptical response
would be reduced if all sites were equally likely to interact with the CP light.
However, this inter-chain coupling modulates both the energy and oscillator
strengths of the states involved meaning that not all sites are equally likely
to absorb/emit light. To understand this, further investigations using molec-
ular dynamics is essential and will be the focus of future work.
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Chapter 8

Conclusion

8.1 Conclusion and Future Work

Display technology is a mainstay of everyday life in the western world. With
the huge increase in employees working from home due to the Covid-19 pan-
demic, there is an ever increasing need for affordable, efficient displays on
smartphones, laptops and televisions. The most recent state-of-the-art smart-
phone designs have integrated OLEDs, despite this success, there remains a
need to further innovative, especially with respect to improving the energy
efficiency and sustainability of current technologies. OLEDs have proved to
be the state-of-the art technology within the displays and lighting sector, this
can be seen in the successful integration of OLED technology into the major-
ity of smartphone designs. To continue this success it is important to contin-
ually innovate the technology. One focus of the innovations is improving the
energy efficiency and sustainability of the existing technology. With the im-
minent integration of 5G technology in smartphones, a critical consideration
for energy efficient devices is the minimisation of the power consumption
from the OLED technology.

Improvement of OLED display efficiency beyond device fabrication can
be achieved in two ways. Firstly, by improving the IQE of the emissive mate-
rials used within the OLED device. Statistically, only 25% of excitons formed
within the emissive material are singlets and can radiatively relax via fluo-
rescence. The remaining 75% are triplet (dark) excitons which do not emit in
conventional fluorescent materials and therefore their energy is lost to heat.
Thus, mechanisms that can allow the ‘capture’ of triplets increase the IQE of
an OLED emitter. Secondly, by bypassing anti-glare filters. OLED display
technologies require anti-glare filters to improve viewing contrast when rou-
tinely used under conditions of high ambient light. Anti-glare filters use a
double layer of linear polariser and quarter wave plate to ensure that any
ambient light which enters the device is not reflected off the cathode back
towards the viewer. However, this also absorbs 50% of the light generated
by the OLED meaning higher driving voltages are required to achieve set
brightness levels. This increases power consumption and decreases device
operation lifetimes. Thus, mechanisms that decrease absorption by the anti-
glare filter would increase the energy efficiency of an OLED display.
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When approaching these factors to improve OLED devices, gaining some
fine molecular control of the emitters is pivotal to future success, particularly
when aiming to improve the IQE of a system. A current design strategy for
TADF molecules is the D-A architecture, whereby, the emitter is built with
the D intentionally localised on one part of the structure and the acceptor on
another. To initiate TADF a near 90◦ angle between the D and A units is supe-
rior to activate the spin vibronic mechanism. However, enforcing complete
rigidity upon a system will be counterproductive and yield phosphorescence.
Too much flexibility however will cause a broadening of the emission, and
increase non-radiative decay. Therefore, an ideal solution is an intermediate
level of control. This work demonstrates that rotaxanes can provide this fine
molecular control, displaying a balance between ridgity and flexibility to cre-
ate efficient TADF emitters. Overall, this improvement in TADF means that
the inherent 25% IQE due to spin statistics is broken and thus higher rates of
IQE can be achieved.

The work has shown how theoretical methods can work harmoniously
alongside physical analysis to provide a description of how the MIM im-
proves the TADF output. In both the ground and excited states the mechan-
ical bond decreases the energy gap between the two CT states and decreases
the oscillator strength of the S1 state. The control of both of these properties
is advantageous when designing TADF emitters. Modelling the dynamics of
the systems using ab inito MD gave good insight into the role of the macro-
cyclic ring. It was seen that the macrocyclic ring did no sit directly over the
D-A bond, despite this the addition of the ring did increase the photolumi-
nescence quantum yields. It would be an interesting future study to see the
effect of the location of the macrocyclic ring on the quantum yield. Further-
more, this study showed the potential of this type of MIM for applications in
TADF emitters, future work should investigate similar structures.

To have the ability to effectively model molecules and their properties
provides a basis for not only developing new technology, but also gaining a
better understanding as to existing systems. In the case of TADF, it is com-
mon to design emitters with a D-A architecture, this structure encourages
CT character of the first excited state. Therefore, reducing the energy gap
between the first excited singlet and triplet states, and thus improving the ef-
ficiency of TADF. However, it is known that standard hybrid exchange func-
tionals do not provide a good description when there is a small exchange
overlap. This work studied two tuned range-separated functionals, namely
Koopmans OT and TT. In the case of both tuned range-separated function-
als, they provided a better description of the states with CT character that
did not have any other close lying states than the standard hybrid exchange
functionals. However, they did show a geometry dependence, this was clear
when the geometry allowed for mixing of close lying states. The TT approach
showed the most geometry dependence.

The study continued to probe a selection of emitters that were designed to
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have CP-TADF properties. They were of D-A architecture with a chiral per-
turbing unit added as an appendage. It was evident that the OT approach
provided a better description than the standard exchange functional for the
energies of the CT states, as expected, but an influence was also seen on the
g-factors. Despite the emitters showing some chiroptical activity, this activity
was very minimal. It is expected that this is due to the electric magnetic cou-
pling remaining very small due to the small molecular size. The nature of the
chiral perturbing unit is another reason why the g-factors remain small, this
study has shown that very little of the S1 state is spread over the chiral per-
turbing moiety. Therefore, this moiety has very little effect on the emission
of the system.

Continuing the study of emitter with CP-TADF emission, a further emit-
ter was investigated. This time the chiral perturbing was put closer to the ac-
tive chromophore. Upon initial exploration, the emitter showed some promis-
ing features for both TADF emission and CP emission. However, upon com-
parison with experimental findings by The Fuchter Group, there was no CP
emission observed. Furthermore, a more in depth study was undertaken in
which the MD was scrutinised. This resulted in a large spread of chirop-
tical emission being observed, this is due to the fine-motion of the emitter
throughout the emission process. This motion is critical for TADF emission
but detrimental to CP emission, thus the design of this emitter was not a fea-
sible solution to creating an efficient TADF emitter that also displayed CP
emission. Therefore, the thesis moves to consider larger polymer systems
that do not have an inherent limit to CP emission due to their size, which is
a factor when designing small molecule CP-TADF emitters.

Finally, to improve device architecture, decrease power consumption and
increase out-coupling, the integration of CP luminescence into emitters can
not only reduce the need for polarisers, but also ensure that there is less light
reflected back into the device itself therefore, reducing power consumption.
Traditional TADF emitters designed with the D-A architecture can be manip-
ulated to include a chiral section to induce both TADF and CP luminescence.
However, this work concludes that the fine movement required for TADF
quenches the CP luminescence of the emitter. Thus, a new strategy to design
emitters that display both of these properties is brought forward. This work
builds upon the work by Yang et al.[149] who present a chiral polymer syn-
thesised by doping an achiral light-emitting polymer, namely F8BT, with a
helically chiral aromatic molecule; the resultant polymer chain forms in a he-
lical arrangement and showed to emit CP luminescence. This study aimed to
understand the contributions of local short-range electric-magnetic coupling
and longer-range structural chirality to aid the design of new materials with
favourable CP emission.

In the short-range regime, the theoretical study found that CP light can be
induced by the twisting of the polymer chain, and furthermore, that the di-
rection of this twist will control the sign of the dissymmetry produced. This
conclusion supported the experimental findings of Wan et al.[64] This study
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also concluded that the excited state can be delocalised across the polymer
structure and the length of the polymer, and importantly the length of the
excited state, is most crucial to the size of the glum. To develop an under-
standing of the longer-range structural chirality, dimers were created. These
dimers demonstrated that the exciton can be extended not only over the in-
dividual polymer chains, but also over nearby polymer chains. It was re-
ported that the dissymmetry of these systems was significantly increased by
exploiting the intrinsic magnetic transition dipole moment arising from the
helically configured polymer backbones. However, it is important to note
that this theory may not hold if polymers adopt a planar structure in the ag-
gregate state as they are likely to have negligible magnetic transition dipole
moments. Wan et al. have shown exceptional chiroptical response from thin
films of PFO, which have a planar structure, in this case it is expected that the
coupling of the electronic transition dipole moments dominate the interac-
tion as the electronic-magnetic coupling is negligible.[157] Furthermore, this
study does not yet consider the further exciton delocalisation over a larger
stack, nor how conformational and environmental disorder impacts the chi-
roptical response of a larger stack. Polymer films that have been optimised
for CP-OLEDs are only weakly ordered, therefore it is important to consider
that the resultant dissymmetry will be the average across all orientations and
configurations.[169] Moreover, it is possible that the overall chiroptical re-
sponse would be reduced if all sites were equally likely to interact with CP
light, as reducing the inter-chain coupling quenches the dissymmetry. How-
ever, both the energy and oscillator strengths of the states involved are con-
trolled by this inter-chain coupling, meaning that not all sites are equally
likely to absorb or emit light. Future work should apply molecular dynamics
to investigate this effect.

Overall, this work has dived into how the design of molecules can influ-
ence their emission properties. In the first instance, this work probed how
the macrocyclic ring could be utilised to manipulate the emission properties
of mechanically interlocked molecules, namely rotaxanes. This work proved
that architectural engineering of molecules can be used to fine tune emission
properties. Furthermore, the thesis developed a description of the interplay
between the TADF and CPL properties of single molecules. It is evident that
making adjustments to traditional small TADF D-A molecules in an endeav-
our to induce dissymmetry is not conducive to creating effective TADF-CPL
emitters. This is due to the inherent limit on the size of the chiroptical re-
sponse from a small molecule. For this reason, the work moved to larger sys-
tems that could bypass this inherent limit. The work presented evidence that
the exciton could be delocalised across neighbouring polymers and this ex-
tension is critical in enhancing the dissymmetry. Furthermore, this thesis has
highlighted some key properties that could be implemented into a machine
learning algorithm to predict molecules that could display these preferential
properties.
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