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Abstract

One of the primary challenges in treating epilepsy is that it is a dynamic disorder, with fluctuations in pathological brain activity and symptoms. Interestingly, seizures themselves can manifest in different ways, resulting in a range of spatiotemporal seizure evolutions within the same patient. Although such diversity may affect patient treatments and outcomes, the extent and characteristics of within-patient seizure variability are unknown. Here I investigated within-patient seizure variability by analysing seizure network evolutions in intracranial EEG (iEEG) recordings from patients with focal epilepsy. I first developed an approach for objectively comparing seizures and used my resulting “seizure dissimilarity” measure to characterise the extent and features of seizure variability. I then investigated how seizures changed over time in short-term recordings, revealing that variability in seizure evolutions could be explained by fluctuations over circadian and/or slower timescales. I next examined the relationship between seizure evolutions and seizure durations and found that these features could vary independently in the same patient: seizures with the same evolution could have dramatically different durations due to temporal “elasticity,” and seizures with similar durations could have distinct evolutions. Finally, using chronic iEEG recordings, I explored how the occurrence and duration of different seizure networks changed over multiple timescales that were revealed by fluctuations in interictal spike rate. I found that all patients had seizure network feature(s) that were associated with specific spike rate fluctuations, suggesting that seizure evolutions were modulated over these timescales. My work provides the first extensive characterisation of variability in within-patient seizure evolutions as well as a framework for quantitatively comparing seizures. Moreover, my results suggest that various modulatory factors, operating over different timescales, influence seizure evolutions. Understanding the mechanisms that shape seizure features within the same brain could provide new opportunities
for controlling the full repertoire of seizures in each patient.
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Chapter 1: Background: Brain Dynamics in Focal Epilepsy

1.1 Focal Epilepsy

Epilepsy is a neurological disorder in which pathological neural dynamics lead to spontaneous, recurrent seizures (Badawy et al., 2012). In focal epilepsies, a patient-specific epileptogenic zone triggers the onset of seizure activity, which can subsequently recruit neighbouring healthy regions to the seizure (Rosenow and Lüders, 2001). Although the epileptogenic zone is localised, altered interactions between distant brain regions are also thought to create an “epileptic network” that further contributes to the pathology (Bernhardt et al., 2015; Kramer and Cash, 2012; Spencer, 2002). Additionally, widespread alterations in the balance between neuronal excitation and inhibition (Badawy et al., 2012) play an important role in producing the pathological brain activity observed in epilepsy. Uncovering mechanisms that contribute to the development of epilepsy (epileptogenesis) and seizure occurrence (ictogenesis) is an active area of research, with researchers and clinicians investigating a range of potential factors such as genetic (Myers and Mefford, 2015), circuit (Paz and Huguenard, 2015), and structural network (Bernhardt et al., 2015; Englot et al., 2016; Sinha et al., 2021a,b) abnormalities.

Focal epilepsy is commonly treated with antiepileptic drugs (AEDs) that cause widespread changes to neural exciability (Meisel et al., 2016, 2015) through molecular targets such as ion channels and neurotransmitter receptors (Macdonald and Kelly, 1995). In those patients that continue experiencing seizures despite medication, surgical treatment to resect the epileptogenic tissue is often pursued (Rosenow and Lüders, 2001); however, in 50-70% of patients, surgery fails to completely abolish seizures or only provides short-term relief (de Tisi et al., 2011). Due to the limitations of these approaches, researchers and clinicians are developing novel treatment strategies such as brain stimulation (Jarosiewicz and Morrell, 2021; Sisterson et al., 2019; Wang et al., 2015) and chronotherapy, in which AED doses depend on fluctuations in seizure risk (Baud and Rao, 2018; Ramgopal et al., 2013). To improve existing treatment strategies and develop new treatment options, a better understanding of the mechanisms underlying epilepsy and seizures is needed.

One of the challenges in treating epilepsy is that seizure features such as patterns and spread vary, even in patients with the same type of epilepsy (Alarcon et al., 1995; Fisher
et al., 2017; Jiménez-Jiménez et al., 2015; Martinet et al., 2015; Saggio et al., 2020; Salami et al., 2021, 2020). This diversity in how the disease manifests suggests that the underlying mechanisms of seizure processes also vary. As such, patients may require tailored treatment strategies (Baud and Rao, 2018; Freestone et al., 2017; Sisterson et al., 2019; Wang et al., 2015, 2019). Indeed, surgical outcome is associated with seizure onset patterns (Alarcon et al., 1995; Jiménez-Jiménez et al., 2015; Lagarde et al., 2019) and propagation patterns (Martinet et al., 2015), though the reasons certain characteristics improve treatment outcomes is poorly understood. Thus, relating seizure features to their underlying mechanisms and using that knowledge to guide clinical treatments will be key for achieving seizure freedom in such a heterogeneous group of patients.

### 1.2 Capturing and Analysing Epileptic Brain Activity

Many researchers use computational approaches to explore mechanisms underlying epilepsy and seizures (Baud et al., 2018; Jirsa et al., 2014; Karoly et al., 2018a; Leguia et al., 2021; Proix et al., 2018; Wang et al., 2017) and develop new treatment strategies (Goodfellow et al., 2016; Karoly et al., 2017; Kini et al., 2019; Proix et al., 2021; Sinha et al., 2016; Stirling et al., 2021; Wang et al., 2015, 2019). Much of this research involves analysing recordings of neural activity from patients with epilepsy, such as electroencephalographic (EEG) recordings, and this is the approach I will take in my thesis. In particular, the data in this work comes from intracranial EEG (iEEG) recordings, in which implanted subdural and/or depth electrodes record activity from either the cortical surface or deeper neural tissue, respectively (Rosenow and Lüders, 2001). These recordings are often performed as part of pre-surgical monitoring in epilepsy monitoring units (EMUs) to collect data for localising epileptogenic tissue prior to resective surgery (Rosenow and Lüders, 2001). For each patient, epilepsy monitoring unit (EMU) iEEG recordings typically last a few days to a few weeks and thus provide a snapshot of the patient’s longer-term brain dynamics (Baud et al., 2021). More recently, seizure prediction and neurostimulation studies have obtained chronic (multiple months to years) iEEG recordings in human patients with focal epilepsy (Cook et al., 2013; Jarosiewicz and Morrell, 2021) and animals with focal-onset seizures (Howbert et al., 2014). Chronic iEEG recordings can capture slower timescales of
brain dynamics (Baud et al., 2018; Baud and Rao, 2018; Karoly et al., 2018a, 2021; Leguia et al., 2021) and rarer events (King-Stephens et al., 2015) compared to EMU recordings. Both EMU and chronic iEEG recordings capture seemingly normal background activity as well as pathological events such as interictal spikes, high frequency oscillations, and seizures (Baud et al., 2018; Chen et al., 2021; Karoly et al., 2016, 2018a; Leguia et al., 2021; Ung et al., 2016).

Fundamentally, iEEG signals are a type of multivariate time series that describe spatial changes in brain activity at a high temporal resolution, and thus can be analysed using a variety of time series analysis methods. In the following sections, I will briefly discuss computational approaches that are commonly applied to this data.

1.2.1 Univariate times series analysis

Univariate times series measures describe features of a single time series and can capture properties such as signal amplitude, variance, and spectral composition (Fulcher, 2017). When analysing iEEG recordings, univariate measures can either be applied to the signal from a single electrode (also known as a recording channel), or individually to all electrodes. In the latter case, computing a univariate measure of an iEEG signal with \( n \) recording electrodes yields \( n \) features of the iEEG that describe the spatial pattern of the measure across the recording layout. Multiple univariate measures can also be computed for the same data to characterise different properties of the neural signal.

Often, researchers are interested in how brain activity changes over time during interictal (between seizure), preictal (before seizure), ictal (seizure), and postictal (after seizure) periods. Therefore, to describe the temporal evolution of brain activity, the iEEG recording can be divided into smaller segments. A common approach is to apply a “sliding window,” in which the signal is divided into successive, equivalent-sized segments (Karoly et al., 2018b; Panagiotopoulou et al., 2022). Neighbouring windows can overlap in time to further increase the measure’s temporal resolution. The univariate measure is then applied to the time series of each segment and recording electrode. If the recording is divided into \( T \) windows, this analysis produces a new \( n \times T \) time series that describes the spatiotemporal evolution of the measure during the selected time period.
A number of univariate measures have been applied to iEEG recordings to understand interictal brain dynamics (Maturana et al., 2020; Panagiotopoulou et al., 2022; Taylor et al., 2021), characterise seizure patterns and evolutions (Jiménez-Jiménez et al., 2015; Salami et al., 2020; Wendling et al., 1997, 1996, 1999; Wu and Gotman, 1998), and predict seizure occurrence and features (Howbert et al., 2014; Maturana et al., 2020; Naftulin et al., 2018). One common measure is signal band power in specific frequency bands (Howbert et al., 2014; Panagiotopoulou et al., 2022; Taylor et al., 2021), which are defined based on past observations of healthy and pathological brain rhythms (Blum and Rutkove, 2007). While the exact definitions of these frequency bands can slightly vary, they are generally approximately divided into delta (1-4 Hz), theta (4-8 Hz), alpha (8-13 Hz), beta (13-30 Hz), gamma (30-80 Hz), and high gamma (80-150 Hz) (Groppe et al., 2013). This spectral analysis captures normal spatial variability in the frequency of brain activity (Blum and Rutkove, 2007; Groppe et al., 2013; Taylor et al., 2021) as well as pathological ictal (Alarcon et al., 1995; Blum and Rutkove, 2007; Jiménez-Jiménez et al., 2015; Salami et al., 2020; Wendling et al., 1997, 1996, 1999; Wu and Gotman, 1998) and interictal (Blum and Rutkove, 2007; Chen et al., 2021; Gliske et al., 2018) rhythms.

Univariate time series analysis can also be used to automatically detect and characterise brief pathological interictal activity such as epileptiform spikes (Karoly et al., 2016) and high frequency oscillations (Gliske et al., 2018) in each recording channel. While these events can be detected visually on iEEG traces, marking them in long recordings is prohibitively time-consuming. By automatically detecting abnormal interictal activity, researchers have been able to characterise how their spatial patterns (Chen et al., 2021; Gliske et al., 2018) and/or frequency (Baud et al., 2018; Karoly et al., 2016; Leguia et al., 2021) change over time and relate to other features such as seizures.

1.2.2 Functional networks

While a univariate analysis captures properties of individual brain areas, interactions between different parts of the brain play a crucial role in epileptic processes (Kramer and Cash, 2012; Spencer, 2002). To describe these “network” interactions, many researchers compute functional networks, also known as functional connectivity, from iEEG record-
ings. In this scenario, each node represents a brain region whose activity has been captured by an electrode. The network edges correspond to the statistical relationship (e.g., correlation or coherence) between the iEEG signals of each pair of recorded brain regions. Thus, an iEEG recording with $n$ electrodes can be transformed into a $n \times n$ functional network, with each entry corresponding to the pairwise interaction of two recordings sites. As with univariate measures, time-varying functional networks can be computed from windowed iEEG recordings to explore changes in brain dynamics (Burns et al., 2014; Khambhati et al., 2017, 2015; Kramer et al., 2010; Mitsis et al., 2020; Schindler et al., 2007b). The spatiotemporal evolution of functional connectivity can be quantified by identifying recurring patterns of interactions (Burns et al., 2014; Frusque et al., 2020; Khambhati et al., 2017) and tracking changes in node-wise or global network measures (Burns et al., 2014; Khambhati et al., 2016; Kramer et al., 2010; Meisel et al., 2015; Mitsis et al., 2020; Schindler et al., 2007b). Such work has contributed to our knowledge of how network interactions change during seizures and relate to the underlying pathology. For example, functional network structure has been linked to properties such as seizure spread (Khambhati et al., 2016). Further, network interactions during seizures may reveal the epileptogenic zone (Burns et al., 2014; Goodfellow et al., 2016; Kini et al., 2019), demonstrating the potential usefulness of network analysis for clinical applications.

### 1.2.3 Computational modelling

The above analytical techniques can be complemented by computational modelling of neural activity (Jirsa et al., 2014; Proix et al., 2018; Wang et al., 2019, 2017; Wendling et al., 2002). A biophysical model of the brain contains interacting components that correspond to different neurons (Hodgkin and Huxley, 1952; Izhikevich, 2003) or populations of neurons (Wang et al., 2019; Wilson and Cowan, 1972). The model then simulates neural activity from different components, with differential equations describing how the activity changes over time. Model parameters, which describe features and interactions of the model components, can be changed to explore how such alterations affect brain activity (Jirsa et al., 2014; Wang et al., 2017). Alternatively, model parameters can be derived from neural data to elucidate the possible underlying interactions between neural
populations (Karoly et al., 2018b). Researchers have used biophysical models to explore mechanisms involved in processes such as seizure onset, propagation, and termination (Jirsa et al., 2014; Kramer et al., 2012; Proix et al., 2018; Wang et al., 2017; Wendling et al., 2002). Through the incorporation of patient-specific data, these models also provide opportunities to test treatment strategies (Goodfellow et al., 2016; Sinha et al., 2016; Wang et al., 2019) and propose novel interventions, such as neurostimulation (Wang et al., 2015).

1.3 Seizure Variability Within Individual Patients with Focal Epilepsy

As discussed earlier, many seizure features can vary between patients (Fisher et al., 2017; Proix et al., 2018; Saggio et al., 2020; Salami et al., 2021), and this diversity may contribute to differences in treatment responses (Alarcon et al., 1995; Jiménez-Jiménez et al., 2015; Lagarde et al., 2019; Martinet et al., 2015). On the other hand, seizures in the same patient are often described as stereotyped due to conserved EEG evolutions (Burns et al., 2014; Karoly et al., 2018b; Wagner et al., 2015) and symptoms (Chauvel and McGonigal, 2014; McGonigal, 2020). Nonetheless, certain features such as seizure onset patterns (Jiménez-Jiménez et al., 2015; Salami et al., 2020) and durations (Cook et al., 2016) can vary from seizure to seizure within the same patient. What features of intrapatient seizures vary, the mechanisms that support this variation, and its implications for treatment remain open questions. In part, these questions have been unanswered due to the challenges of objectively and quantitatively comparing the complex spatiotemporal features of seizures. In the following sections, I review current approaches for comparing characteristics of within-patient seizures and past findings of within-patient variability using these frameworks.

1.3.1 ILAE clinical seizure types

ILAE clinical seizure types provide a broad classification of seizures based on their extent of spread and certain clinical symptoms (Fisher et al., 2017). These clinical types do not group seizures based on underlying mechanisms or seizure EEG patterns; rather, they are
defined as “a useful grouping of seizure characteristics for purposes of communication in clinical care, teaching, and research” (Fisher et al., 2017).

In this classification, focal-onset seizures are divided into two main categories (Fisher et al., 2017):

1. **Focal**: Focal seizures are defined as originating in the network of one hemisphere and remain in that hemisphere during their ensuing propagation.

2. **Focal to bilateral tonic-clonic (formerly “secondarily generalised”)**: Focal to bilateral tonic-clonic seizures begin in one hemisphere, but spread to the contralateral hemisphere, thus engaging bilateral networks and leading to tonic and clonic contractions (Noachtar and Peters, 2009). For consistency with my clinical metadata, I will use the older term “secondarily generalised” to refer to these seizures throughout this thesis.

A seizure can also be classified as “subclinical” or “electrographic only” if it appears on the EEG recording, but does not have any corresponding clinical symptoms (Farooque and Duckrow, 2014). While focal seizures can be further subdivided based on their salient or early clinical symptoms (Fisher et al., 2017), computational research of ILAE clinical seizure types has largely focused on subclinical, focal, and secondarily generalised seizures (Badawy et al., 2009; Karthick et al., 2018; Khambhati et al., 2016; Naftulin et al., 2018; Sinha et al., 2021a), and I also focus on those distinctions in this thesis.

It is well known that the same patient often experiences multiple clinical seizure types (Farooque and Duckrow, 2014; Karthick et al., 2018; Marciani and Gotman, 1986; Naftulin et al., 2018). Due to the severity of secondarily generalised seizures, there has been particular interest in understanding why some seizures remain focal while others secondarily generalise. As such, research on secondary generalisation provides some of the most concrete examples of how spatiotemporal brain dynamics may influence seizure features within and between patients. In particular, widespread functional network (Khambhati et al., 2016), band power (Karthick et al., 2018; Naftulin et al., 2018), and cortical excitability (Badawy et al., 2009; Enatsu et al., 2012) patterns during the preictal period
and/or seizure onset have been implicated in whether seizures secondarily generalise. These findings suggest that brain state during and before seizure onset plays a crucial role in shaping the extent of seizure spread.

Importantly, the ILAE clinical seizure classification does not distinguish seizures by their specific propagation patterns, EEG rhythms, or other characteristics (Fisher et al., 2017). Thus, this seizure classification provides limited insight into different spatiotemporal seizure features.

1.3.2 Seizure semiology

Beyond the symptoms highlighted by the broad ILAE clinical seizure classification, seizures can cause a number of different symptoms, and a seizure’s set of clinical symptoms are referred to as its semiology (Noachtar and Peters, 2009). Seizure symptoms fall into one of four categories (sensorial, motor, consciousness, or autonomic) depending on what system they affect; for example, auras are subjective symptoms, such as auditory hallucinations or a fearful feeling, that belong to the sensorial sphere (Noachtar and Peters, 2009; Rossetti and Kaplan, 2010). A seizure’s semiology often consists of multiple symptoms from multiple categories (Noachtar and Peters, 2009), and the sequence of symptoms is often consistent across a patient’s seizures (Chauvel and McGonigal, 2014; McGonigal, 2020). This stereotyped semiology arises because seizure symptoms are linked to which areas are activated by the seizure (Noachtar and Peters, 2009); thus, seizures with similar evolutions will activate the same areas and produce similar symptoms (Chauvel and McGonigal, 2014). Inferring seizure spread and localising seizure onset based on semiology is an active area of research (Chauvel and McGonigal, 2014; McGonigal, 2020; Rossetti and Kaplan, 2010). However, concrete mappings between clinical symptoms, brain regions, and brain network interactions have not been established (Chauvel and McGonigal, 2014; McGonigal, 2020), and the localisation reliability and specificity of different symptoms varies (McGonigal, 2020; Rossetti and Kaplan, 2010).

Using semiology alone to classify seizures has several limitations. First, seizure spread to a brain region does not necessarily cause symptoms, and thus a seizure’s full propagation cannot be inferred from semiology alone (Noachtar and Peters, 2009). Further, within
the same patient, seizures with distinct onsets can have the same semiology, likely due to shared networks engaged by both types of seizures (Vaugier et al., 2017). As such, semiology does not accurately distinguish seizures with different evolutions. Like ILAE clinical types, although certain symptoms are associated with specific EEG patterns (Noachtar and Peters, 2009) and the frequency of seizure activity can shape symptoms (Chauvel and McGonigal, 2014; McGonigal, 2020), semiology does not explicitly distinguish between seizure spread with different features. Finally, a seizure’s semiology can be difficult to determine and usually requires an experienced observer to classify the symptoms (McGonigal, 2020). During presurgical monitoring, clinicians use video-EEG to review a patient’s seizure semiology (Rosenow and Lüders, 2001), but such data is not available for chronic iEEG recordings. Even with footage of the seizure, some symptoms such as loss of consciousness can be difficult to evaluate (Ali et al., 2012; McGonigal, 2020) and semiology assessments can vary between clinically trained observers (Benbir et al., 2013).

1.3.3 Seizure EEG patterns

Seizures are also characterised by different patterns of activity on EEG that can be classified by their frequency, amplitude, and temporal evolutions (Blum and Rutkove, 2007). Many studies have classified inter- and intra-patient seizures by their onset patterns, such as low-voltage fast activity or high amplitude spikes (Alarcon et al., 1995; Jiménez-Jiménez et al., 2015; Lagarde et al., 2019; Salami et al., 2020). Different onset patterns appear to have different underlying mechanisms (Wang et al., 2017) and are associated with different surgical outcomes (Alarcon et al., 1995; Jiménez-Jiménez et al., 2015; Lagarde et al., 2019); thus, onset patterns can provide important information about a patient’s pathology. While onset patterns are often consistent from seizure to seizure in a given patient, some patients have multiple onset patterns (Jiménez-Jiménez et al., 2015; Salami et al., 2020), suggesting that different mechanisms for seizure onset may co-exist in the same brain.

Variability in seizure EEG patterns beyond seizure onset have been less well-explored, although some studies have examined variability in seizure termination features, such as bursting patterns (Salami et al., 2021) and whether termination is synchronous across
electrodes (Afra et al., 2015; Salami et al., 2021). As with seizure onset, the same patient can have multiple termination patterns (Afra et al., 2015; Salami et al., 2021), indicating that this feature is also not stereotyped within patients. Seizures of the same ILAE clinical seizure type can also have different termination patterns (Salami et al., 2021), further demonstrating that clinical types do not capture many spatiotemporal aspects of seizure variability.

While these classifications provide useful insights into mechanisms of seizure onset and termination, they are not designed to quantitatively compare seizures in the same patient. In particular, focusing solely on seizure onset and/or termination misses possible differences in other parts of seizure evolutions. Additionally, these classifications do not account for spatial differences between seizures, such as different onset locations or which channels terminate early in an asynchronous termination.

### 1.3.4 Dynamical classes of seizure onset and offset

Seizures can be modelled using a dynamical system that qualitatively changes over different timescales due to underlying factors (Jirsa et al., 2014). Seizures can then be characterised by the qualitative transitions, or bifurcations, that the model undergoes at seizure onset and termination, which can be identified from their different iEEG signatures (Jirsa et al., 2014). Recently, Saggio et al. (2020) used this framework to describe seizure “dynamotypes” in patients with focal epilepsy, with each dynamotype corresponding to a set of seizure onset and offset bifurcations. They found that individual patients can have multiple dynamotypes, and this co-existence of dynamotypes can be explained by the proximity of different bifurcations in a computational model of neural activity. While they focused on classifying seizure onset and offset dynamics, Saggio et al. (2020) also demonstrated that seizure evolutions can be described as pathways through this computational model, explaining more complex patterns of seizure onset, evolution, and termination. This classification provides a conceptual and mathematical framework for understanding inter- and intra-patient seizure diversity and suggests universal dynamical mechanisms for seizure onsets and terminations. However, the approach also has limitations: some empirical seizure recordings can be difficult to classify, not all recordings
contain sufficient information to distinguish certain dynamotypes, and the classification does not take into account spatial differences in seizure evolutions.

1.3.5 *Spatiotemporal seizure evolutions*

As discussed above, most seizure comparisons based on EEG focus on specific parts of seizures and do not capture spatial differences in seizure activity. However, several studies have proposed measures for comparing spatiotemporal seizure evolutions, defined as the spatial changes in EEG features over the course of a seizure. These approaches therefore first describe seizure evolutions as multivariate time series that capture the time-varying spatial patterns of specific seizure features (Burns et al., 2014; Dorr et al., 2007; Le Bouquin-Jeannès et al., 2002; Wendling et al., 1996, 1999; Wu and Gotman, 1998). The evolutions of a pair of seizures can then be compared using time series analysis methods, ultimately yielding a single number for the (dis)similarity of the two seizures. Thus, unlike other methods, this approach quantifies the pairwise similarities between a patient’s seizures.

Many of these studies described seizure evolutions by computing multiple time-varying univariate measures (Wendling et al., 1996, 1999; Wu and Gotman, 1998) or time-varying functional connectivity (Dorr et al., 2007; Le Bouquin-Jeannès et al., 2002) and then computing a “distance” between each pair of seizure evolutions. Specifically, each channel’s evolution was described by a sequence of states that summarised the channel’s changing properties, and a seizure’s evolution was then described by the time-varying states of all channels. The studies then compared pairs of within-patient seizures by computing the edit distance, or the cost of transforming one sequence into another by inserting, deleting, or switching states, of the multivariate state time series. Interestingly, Wu and Gotman (1998) observed variability in within-patient seizure evolutions, with some patients having a range of seizure edit distances and groupings of similar seizures. Importantly, the edit distance measure must be modified (e.g., as by Dorr et al. (2007)) to disentangle differences in seizure evolutions and seizure durations; otherwise, the insertion cost penalises seizures that take different amounts of time to complete the same evolution. Approaches that recognise similar seizure evolutions, even if the seizure progress at different rates, are
needed to characterise variability in different seizure features. Additionally, these past studies were limited to a small number of patients and/or seizures per patient, limiting their insights into the prevalence and characteristics of within-patient seizure variability.

More recently, Burns et al. (2014) took a different approach to comparing seizure evolutions. In this study, the authors instead clustered each patient’s seizure functional networks into a small number of states that summarised different network patterns. Each seizure could then be described as a progression of these network states. Each seizure’s dynamics were further characterised by a transition matrix containing transition probabilities between the network states. Burns et al. (2014) found that these transition matrices were consistent across seizures in half of their cohort of 12 patients, indicating similar within-patient seizure network evolutions. The variable transition matrices in the other patients suggests that seizure network evolutions can also differ across patients; however, the variability was not explored in this study. While Burns et al. (2014) explored the overall consistency of within-patient transition matrices, the same general approach could be used to create a pairwise measure of seizure similarity. The main disadvantages of this framework would be that 1) state descriptions of seizure evolutions may miss more subtle differences between seizures, and 2) seizure transition matrices do not preserve the order of state occurrence if any states occur multiple times in the same seizure. As such, state transition matrices do not fully describe seizure evolutions.

1.4 Thesis Aims and Contributions

Epilepsy is a dynamic disorder, and recent studies have highlighted the importance of understanding how pathological brain dynamics fluctuate over time within individual patients (Baud et al., 2018; Chen et al., 2021; Gliske et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Mitsis et al., 2020; Saggio et al., 2020). While many studies have explored variability in interictal events and/or seizure occurrence (Baud et al., 2018; Chen et al., 2021; Gliske et al., 2018; Karoly et al., 2021; Leguia et al., 2021), little is known about variability in seizures themselves. In this thesis, I addressed this knowledge gap by answering three primary open questions:
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1. How prevalent is variability in seizure evolutions within individual patients?

2. Does a seizure’s evolution also determine its duration, or is there independent variability in these features?

3. How do seizure features change over different timescales?

My research chapters make the following contributions towards these aims:

• In Chapter 3, I first developed a new approach for objectively comparing within-patient seizure evolutions. I then used my pairwise “seizure dissimilarity” measure to compare seizure network evolutions in EMU iEEG recordings of patients with focal epilepsy and demonstrated that all patients had seizure variability. I additionally used my measure to (1) explore whether within-patient seizures could be clustered into distinct groups with different evolutions and (2) determine whether seizure variability was explained by differences in ILAE clinical seizure types.

• In Chapter 4, I investigated how seizures change over time in the same cohort of EMU patients. Interestingly, more similar seizures tended to occur closer together in time within each patient, and within-patient variability in seizure evolutions could be explained by fluctuations over circadian and/or slower timescales. These results suggest that underlying, time-varying factors influence seizure evolutions, producing the observed within-patient seizure variability.

• In Chapter 5, I next examined the relationship between seizure evolutions and seizure durations in EMU iEEG recordings as well as chronic iEEG recordings in human patients with focal epilepsy and canines with focal-onset seizures. I found that these features could vary independently in the same patient, indicating that seizures can have separate axes of variability in different features. Most notably, seizures with the same evolution could have dramatically different durations due to temporal “elasticity” in seizure evolutions, and seizures with similar durations could have distinct evolutions.
• Finally, in Chapter 6, I used the insights from the previous chapters to explore how within-patient seizure features varied over longer timescales in chronic iEEG recordings of human patients with focal epilepsy. I found that the occurrence and duration of different seizure networks could change over multiple timescales that were revealed by fluctuations in interictal spike rate. These results provide stronger evidence that seizure features are modulated over multiple timescales within individual patients.

In Chapter 7, I discuss extensions for this work, including mapping within-patient seizure variability, uncovering mechanisms underlying changes in seizure features, and determining the clinical implications of fluctuating seizure evolutions.
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In this chapter, I describe the data and computational methods that are used throughout the subsequent research chapters of my thesis. In particular, I describe how I compute seizure network evolutions from seizure intracranial EEG (iEEG) recordings, reduce the dimensionality of these evolutions and compute progressions of seizure network states using non-negative matrix factorisation (NMF), visualise seizure network evolutions using multidimensional scaling (MDS), and compare within-subject network evolutions using dynamic time warping (DTW).

2.1 Subjects and Subject Seizure Data

In this work, we analysed iEEG data from three cohorts of subjects:

- **epilepsy monitoring unit (EMU) patients**: Thirty-one patients with drug-resistant focal epilepsy recorded in EMUs as part of presurgical identification of their epileptogenic zones (data used Chapters 3, 4, and 5).

- **NeuroVista patients**: Ten patients with drug-resistant focal epilepsy who were chronically implanted with iEEG electrodes as part of a NeuroVista seizure prediction study (data used in Chapters 5 and 6).

- **Canine subjects**: Three dogs with focal-onset seizures who were chronically implanted with iEEG electrodes as part of a NeuroVista seizure prediction study (data used in Chapter 5).

All of research chapters in this thesis were retrospective studies that did not influence data collection or patient treatments. Details on each cohort are below.

2.1.1 Epilepsy monitoring unit patients

We analysed seizures from 13 patients from the Mayo Clinic and the Hospital of the University of Pennsylvania (available on the IEEG Portal, www.ieeg.org (Kini et al., 2016; Wagenaar et al., 2013) and 18 patients from the University College London Hospital (UCLH) who were diagnosed with refractory focal epilepsy and underwent presurgical monitoring. Patients were selected without reference to the cause or other characteristics of their
pathology. All IEEG Portal patients gave consent to have their anonymised iEEG data
publicly available on the International Epilepsy Electrophysiology Portal (www.ieeg.org)
(Kini et al., 2016; Wagenaar et al., 2013). For the UCLH patients, their iEEG was
anonymised and exported, and the anonymised data was subsequently analysed in this
study under the approval of the Newcastle University Ethics Committee (reference number
6887/2018).

For each patient, the placement of the intracranial electrodes was determined by the clinical
team, independent of this study. Ictal segments that were at least 10s long were
identified and extracted for the analysis based on clinical seizure markings. To be in-
cluded in the study, each patient was required to have had at least six seizures suitable
for the analysis. This threshold was chosen to allow examination of seizure variability in a
broad cohort of patients, while still ensuring that enough seizures were observed to draw
conclusions about the characteristics of seizure variability in each patient. Seizures were
excluded from the analysis if they did not have clear electrographic correlates (with clear
onset and termination), if they were triggered by/occurred during cortical stimulation, if
they had noisy segments, or if they had large missing segments. Periods of status epilep-
ticus and continuous epileptiform discharges were also excluded. However, electrographic
seizures without clinical correlates (i.e., subclinical seizures) were included in the analy-
sis, as they may have either similar or disparate dynamics (relative to clinical seizures)
that convey clinically relevant information (Farooque and Duckrow, 2014). Additional
information about each patient and the analysed seizures is shown in Table 2.1.

2.1.2 Canine subjects

To explore seizure variability on longer timescales and in non-human subjects, iEEG
was also analysed from three canine subjects with focal-onset seizures due to naturally
occurring epilepsy that underwent prolonged recordings as part of a seizure prediction
study (Howbert et al., 2014) (recording data available on the IEEG Portal, www.ieeg.org
(Kini et al., 2016; Wagenaar et al., 2013)). Metadata for the canine subjects is provided
in Table 2.2. As for the EMU patients, canine seizures were included in the analysis if
were at least 10s long and lacked noisy or missing segments. Seizure onset was determined
Table 2.1: Metadata of EMU patients. Patient identifiers are listed under “Subject.” IEEG Portal patients (MC and HUP hospitals) have the same identifier as the one used by the database. Metadata was extracted from the reports provided on the IEEG Portal (MC and HUP patients) or the patient clinical reports (UCLH patients). For each patient, the following information is provided: Hospital: hospital at which the patient underwent presurgical monitoring. Age: age, in years, at the time of the presurgical monitoring. Sex: patient sex. Hemisphere: purported hemisphere of onset of the patient’s seizures, based on clinical findings. Lobe: purported lobe of onset of the patient’s seizures, based on clinical findings. Note that some patients had seizures arising from multiple lobes/at the boundary of two lobes (e.g., OP = occipital/parietal onset). Pathology: postoperative tissue pathology findings. ILAE surgical outcome: patient surgical outcome according to the International League Against Epilepsy classification (1 = seizure free, 2 = only auras, 3+ = not seizure free). A dash indicates that the patient did not undergo surgery or their surgical outcome is unavailable. For IEEG Portal patients (MC and HUP hospitals), the surgical outcome provided by the database is given. For UCLH patients, the 12 months post-surgical outcome is provided. Total recording time: total duration of the presurgical intracranial recording time. # seizures analysed: number of the patient’s seizures analysed in this work. # electrodes analysed: number of recording electrodes included in the analysis, after removing noisy electrodes. Sampling frequencies: sampling frequencies at which intracranial data was acquired and stored. AED reduction performed: whether patient antiepileptic drug (AED) s were systematically reduced during the presurgical recording. A dash indicates that this information is unavailable.
using the seizure onsets provided on the IEEG Portal; however, seizure termination times were not marked in this dataset. Therefore, for each canine subject, the time periods around each marked seizure onset were extracted, beginning with 300s before seizure onset and ending with sufficient time after seizure onset to capture all seizure terminations, based on visual inspection (460s for canine 1, 250s for canine 2, and 150s for canine 3). Seizure termination time points were determined algorithmically after each extract was preprocessed (see Section 2.2.2). Because this identification relied on preictal data, seizures were only included in the analysis if 1) there was at least 300s between the seizure start and the termination of the previous seizure, and 2) if the preictal period, defined as three minutes to one minute before seizure start, lacked large noisy or missing segments.

<table>
<thead>
<tr>
<th>Subject identifiers</th>
<th>Total recording time</th>
<th># seizures analysed</th>
<th># electrodes analysed</th>
<th>Sampling frequency</th>
</tr>
</thead>
<tbody>
<tr>
<td>1004_A0001_D001 (C1)</td>
<td>45d 19h</td>
<td>86</td>
<td>16</td>
<td>399.6098 Hz</td>
</tr>
<tr>
<td>1004_A0002_D001 (C2)</td>
<td>451d 20h</td>
<td>58</td>
<td>16</td>
<td>399.6098 Hz</td>
</tr>
<tr>
<td>1004_A0003_D001 (C3)</td>
<td>475d 17h</td>
<td>43</td>
<td>15</td>
<td>399.6098 Hz</td>
</tr>
</tbody>
</table>

Table 2.2: Metadata of canine subjects. Subject identifiers are listed under “Subject.” For each subject, the following information is provided: Total recording time: total duration of the iEEG recording. # seizures analysed: number of the subject’s seizures analysed in this work. # electrodes analysed: number of recording electrodes included in the analysis, after removing noisy electrodes. Sampling frequencies: sampling frequencies at which intracranial data was acquired and stored.

2.1.3 NeuroVista patients

Seizures from the NeuroVista patients were included to analyse seizure variability over longer timescales in patients with focal epilepsy. The patients and collection of their chronic iEEG data is described in detail in Cook et al. (2013). Briefly, all patients had refractory focal epilepsy and experienced 2-12 seizures per month. For the NeuroVista seizure prediction study, each patient was implanted with 16 surface iEEG electrodes over the brain quadrant thought to contain the epileptogenic zone. Additional patient details are provided in Table 2.3.

The NeuroVista seizure data from Karoly et al. (2018b) was provided for this analysis by the authors. This dataset includes iEEG of type 1 seizures (seizures with clinical manifestations and corresponding iEEG changes) and type 2 seizures (seizures with iEEG
changes comparable to type 1 seizures, but without confirmed clinical manifestations) from 12 patients. All seizure onsets occurred at least 6 minutes after the termination of the preceding seizure. We also limited our analysis to seizures that were at least 10s long, lacked noisy segments, and had sufficient data (see Sections 2.2.3 and 2.3). Patients NeuroVista 2 and NeuroVista 4 were removed from our analysis due to low numbers of analysable seizures. For the included seizures, the iEEG data from each seizure’s marked onset to termination were extracted for the downstream analysis.

Table 2.3: Metadata of NeuroVista patients. Patient identifiers are listed under “Subject.” Clinical metadata and patient demographics are reproduced from Cook et al. (2013). The following information is provided for each patient: Age (yrs): patient age in years. Sex: patient sex. Age at diagnosis (yrs): patient age when they were diagnosed with epilepsy, in years. Lobe: purported lobe of onset of the patient’s seizures, based on clinical findings. Note that some patients had seizures arising from multiple lobes (e.g., OP = occipital/parietal onset). Previous resection: whether the patient had undergone surgical resection prior to the chronic recording. # seizures analysed: number of the patient’s seizures analysed in this work. # electrodes analysed: number of recording electrodes included in the analysis after removing noisy electrodes. Total recording time (days): total duration of the chronic intracranial recording time, in days. Sampling frequency: sampling frequency at which intracranial data was acquired and stored.

2.2 Intracranial EEG Preprocessing

Although the preprocessing pipeline was similar for all subjects, some data required additional preprocessing steps due to unique features of the data from that cohort.
2.2.1 Intracranial EEG preprocessing for epilepsy monitoring unit and canine subjects

For each subject, if different seizures were recorded at multiple sampling frequencies, all of the recordings were first downsampled to the lowest sampling frequency. Noisy channels were then removed based on visual inspection. In the remaining channels, short sections of missing values were linearly interpolated. These sections of missing values were <0.05s with the exception of one segment in seizure 2 of patient “Study 020”, which was 0.514s. All channels were re-referenced to a common average reference. Each channel’s time series was then bandpass filtered from 1-150 Hz (4th order, zero-phase Butterworth filter). To remove line noise, the time series were additionally notch filtered (4th order, 2 Hz width, zero-phase Butterworth filter) at 60 and 120 Hz (IEEG Portal patients and canines) or 50, 100, and 150 Hz (UCLH patients).

2.2.2 Canine subjects: Identifying seizure terminations

Because seizure end times were not marked in the canine data, seizure termination was identified algorithmically using an approach similar to Schindler et al. (2007b) after the preprocessing steps in Section 2.2.1. The seizure termination algorithm is demonstrated in an example seizure in Fig. 2.1A-C. In each channel, the time period containing seizure activity was first identified based on an increase in signal absolute slope, $S(t)$, compared to each seizure’s preictal period, which was defined as three minutes to one minute before the clinically marked seizure start.

The absolute slope $S$ of each channel $i$ was given by

$$S_i(t) = \left| \frac{x_i(t) - x_i(t-1)}{\Delta t} \right|$$

where $x_i$ is the time series voltage value of channel $i$ and $\Delta t$ is size of the time step, which was determined by the sampling frequency of the recording. $S_i(t)$ was then normalised to $S'_i(t)$ by dividing each time point by $\sigma_{i,pre}$, the standard deviation of the absolute slope of channel $i$ during the seizure’s preictal period, and smoothed by applying a 5s moving average sliding window. Channel $i$ was considered epileptic at time point $t$ if $S'_i(t)$ was
greater than 2.5. Seizure termination was marked as the first time, following the clinically marked seizure start, when the number of epileptic channels fell below and remained below two channels for at least 1.5s. All algorithmically marked terminations were then verified by visually inspecting the iEEG traces. We also note that because the mean and standard deviation of the absolute slope were tightly linked in our data (Fig. 2.1D), normalising the absolute slope by the standard deviation had an approximately equivalent effect to normalising by computing the z-score of the absolute slope (Fig. 2.1E).

### 2.2.3 Intracranial EEG preprocessing for NeuroVista patients

Seizure data was previously notch filtered at 50 Hz during the iEEG acquisition and bandpass filtered (2nd order, zero-phase Butterworth filter 1-180 Hz) by Karoly et al. (2018b). We then removed any electrodes with noisy or intermittent signal from the seizure analysis and referenced all iEEG to a common average reference.

We detected and removed periods of signal dropout by using line length to identify iEEG segments with no signal (i.e., a flat time series with no voltage changes). We defined the line length $L$ of a time series as

$$L = \frac{1}{T-1} \sum_{i=1}^{T-1} |x_{i+1} - x_i|$$

where $x_i$ is the $i$th time point in a time series with $T$ time points.

For each seizure, time-varying line length was computed for each iEEG channel in sliding windows (1/10s window, 1/20s overlap). If a time window had at least 8 channels with line length $\leq 0.5$, that time window along with the preceding and following time windows were considered missing data. Section 2.3 describes how this missing data was handled during the computation of seizure time-varying functional connectivity.

### 2.3 Computing Seizure Functional Connectivity

#### 2.3.1 Choice of functional connectivity measure

To measure pairwise interactions between iEEG channels, we used a functional connectivity measure called coherence. Coherence measures the linear relationship of two signals
Figure 2.1: **Algorithmically identifying seizure termination in canine subjects** (previous page). A-C) Identifying seizure termination in an example seizure in canine subject C1 (I004 A0001 D001). A) Heatmap of the smoothed normalised absolute slope $S'$ of the extracted iEEG segment. B) Number of “epileptic” channels vs. time in the extracted iEEG segment. A channel was considered epileptic at a time point if its smoothed $S'$ exceeded 2.5. The times of the clinically marked seizure onset and algorithmically identified seizure termination are marked with vertical red dashed lines. C) The iEEG of the example seizure, with the clinically marked seizure onset and algorithmically identified seizure termination marked with red lines as in (B). The algorithm successfully identified the time when high amplitude activity ceases. D-E) Comparison of normalised absolute slope $S'$ with the z-scores of the absolute slope $S_z$. D) Mean $\mu$ vs. standard deviation $\sigma$ of each channel $i$ in six example preictal reference periods (two preictal periods per subject). Each point corresponds to one channel in one preictal period. E) The absolute slope z-scores $S_z$ vs. the normalised absolute slope $S'$, before smoothing, of the iEEG segments that corresponded to the preictal periods in (D). Each point corresponds to a channel and time point. The identity line is shown in gray. $S_z$ and $S'$ are closely related, with each point’s $S'$ slightly higher than its $S_z$; as a result, the points lie slightly below the identity line (see inset).

in the frequency domain; signals have high coherence at a given frequency if they have a consistent phase and amplitude relationship at that frequency (Bastos and Schoffelen, 2016; van Mierlo et al., 2014). We selected coherence as a measure due to this formulation in the frequency domain, its relatively low computational expense, and its frequent use as a measure of time-varying functional connectivity of iEEG signals (Burns et al., 2014; Duckrow and Spencer, 1992; Khambhati et al., 2016; Martinet et al., 2017; Shah et al., 2019; van Mierlo et al., 2014). Coherence’s definition in the frequency domain allowed us to readily describe networks in different frequency bands without any additional filtering steps. This ability was an important consideration for our work, as neural interactions in different frequency bands are thought to have different functions and spatial patterns (Chapeton et al., 2019; Kopell et al., 2000). Additionally, network interactions before and during seizures depend on the analysed frequency band (Khambhati et al., 2016). Thus, we decided to analyse network interactions in several canonical frequency bands to avoid losing band-specific information about seizure network evolutions.

Other common measures for computing pairwise interactions in iEEG signals are Pearson’s correlation and cross-correlation, which capture linear relationships between signals in the time domain (Bastos and Schoffelen, 2016; van Mierlo et al., 2014). Unlike correlation,
which only measures the instantaneous relationship between two signals, coherence is not decreased by phase differences between signals (Bastos and Schoffelen, 2016; van Mierlo et al., 2014). This property makes coherence well-suited for analysing brain activity, as one brain region may influence another with some time delay, resulting in phase differences between the activities of each region (Bastos and Schoffelen, 2016). As such, the most similar measure to coherence in the time domain is the cross-correlation of two signals, which allows signals to be shifted relative to each other to maximise their correlation (Bastos and Schoffelen, 2016; van Mierlo et al., 2014). Correlation and cross-correlation can also be computed in specific frequency bands by first filtering the signal using, for example, bandpass filters. However, filter frequency cutoffs are gradual, limiting the ability to isolate frequencies of interest (de Cheveigné and Nelken, 2019; Luck, 2014). Filters can also create distortions in the time domain, especially if they have steep slopes and narrow bands (de Cheveigné and Nelken, 2019; Luck, 2014). Such distortions can be particularly problematic in the presence sharp transients such as epileptic spikes (Bénar et al., 2010; Jmail et al., 2017). We therefore chose coherence as our measure due to our interest in functional connectivity in different frequency bands.

However, one disadvantage of coherence is that it is positively biased for small sample sizes; in other words, it overestimates the true relationship between two signals (Benignus, 1969). In Section 2.3.3, we demonstrate that this bias was small for the parameters we used to compute coherence. We also emphasise that there are many other approaches for measuring pairwise interactions in multivariate time series, and comparing these measures is an active area of research (Bastos and Schoffelen, 2016; Cliff et al., 2022; van Mierlo et al., 2014). Future work could determine if certain measures provide more information about the underlying pathology that contributes to seizure variability. For example, some measures may provide more information about the dynamics of the seizure onset zone (Li et al., 2021) or spatiotemporal patterns of cortical excitability (Meisel et al., 2016, 2015).

2.3.2 Computing functional connectivity

To compute the time-varying functional connectivity of each seizure, a 10s sliding window, with 9s overlap between consecutive windows, was applied to each preprocessed seizure...
time series. The same sliding window parameters have previously been used to estimate
time-varying coherence in seizure iEEG data (Martinet et al., 2017). For each window,
the coherence between each pair of iEEG channels was computed in six different frequency
bands (delta 1-4 Hz, theta 4-8 Hz, alpha 8-13 Hz, beta 13-30 Hz, gamma 30-80 Hz, high
gamma 80-150 Hz). The coherence in each frequency band was computed using band-
averaged coherence, defined as

\[ C_{i,j} = \frac{|\sum_{f=f_1}^{f_2} P_{i,j}(f)|^2}{\sum_{f=f_1}^{f_2} P_{i,i}(f) \sum_{f=f_1}^{f_2} P_{j,j}(f)} \]

where \( f_1 \) and \( f_2 \) are the lower and upper bounds of the frequency band, \( P_{i,j}(f) \) is the
cross-spectrum density of channels \( i \) and \( j \), and \( P_{i,i}(f) \) and \( P_{j,j}(f) \) are the autospectrum
densities of channels \( i \) and \( j \), respectively. In each window, channel auto-spectra and
cross-spectra were calculated using Welch’s method (2s sliding window with 1s overlap).
Note that band-averaged coherence is equivalent to coherence, but filtered in the frequency
domain to the frequency band of interest. As such, band-averaged coherence ranges from
0 to 1 and will be higher when the two signals have a consistent phase and amplitude
relationship in the specified frequency band.

As noted in 2.2.3, many seizures in NeuroVista patients contained missing data due to
signal dropouts. We tolerated some amounts of missing data in this cohort by allowing
functional connectivity to be estimated using a subset of the 2s Welch subwindows (used to
compute the average auto-spectrum and cross-spectra of the 10s window). Specifically, for
each functional connectivity time window, we only treated the 10s functional connectivity
time window as missing data if five or more of the 2s subwindows contained missing data.
Any seizures with missing functional connectivity time windows were excluded from the
remainder of the analysis.

Thus, in a subject with \( n \) iEEG channels, the functional connectivity of each time
window was described by six symmetric, non-negative, \( n \times n \) matrices, in which each entry
\((i,j)\) gives the coherence between channels \( i \) and \( j \) in the given frequency band. Each
matrix was then written in vector form by re-arranging the upper-triangular, off-diagonal
elements into a single column vector of length \((n^2 - n)/2\). Each vector was normalised so
that the \( L1 \) norm (i.e., sum of all elements) was 1, thus ensuring that differences between
connectivity vectors captured a change in connectivity pattern rather than gross changes in global levels of coherence. This normalisation step also allowed the magnitude of seizure dissimilarities to be compared across subjects with different numbers of electrodes. For each time window, the six connectivity vectors were then vertically concatenated together, forming a single column vector of length $6 \times (n^2 - n)/2$. Each subject’s seizure connectivity vectors were subsequently horizontally concatenated together to form a matrix $V$ containing $6 \times (n^2 - n)/2$ features and $m$ observations, where $m$ is the total number of time windows across all seizures.

### 2.3.3 Impact of window size on bias in functional connectivity estimates

To determine the impact of bias on our coherence estimates (Benignus, 1969), we generated 100 noisy time series by randomly sampling from a standard normal distribution. A sampling frequency of 400 Hz (approximately the lowest sampling frequency observed in our cohort) was used to determine the number of samples per second of simulated data. For each unique pair of different time series (a total of 4,950 pairs), we then computed the coherence in each of the six frequency bands used in our analysis for three different time window lengths: 2s, 5s, and 10s. As described above, we used Welch’s method with a 2s subwindow and 1s overlap to compute the coherence of each time window.

Fig. 2.2 shows the distributions of estimated coherence for each frequency band and time window length. Ideally, coherence estimates should be zero for pairs of noisy time series, as there is no relationship between independently and randomly sampled time series. However, we instead observed that in some scenarios, the coherence estimates could be much higher than zero. Both frequency band and time window length impacted coherence estimates; they were higher for lower frequency bands and for smaller time windows. However, at the time window length used in our analysis (10s, bottom row), the bias in coherence estimates was low, ranging from an average of 0.034 in the delta band to 0.002 for the high gamma band. Our dimensionality reduction approach (Section 2.4) also further reduced these small fluctuations in coherence due to noise.

We note that the $L1$ normalisation step will scale these small overestimates in coherence and result in different “background” levels of coherence in the final functional connectivity
Figure 2.2: **Impact of window size and frequency band on bias in coherence estimates.** Distributions of the coherence estimates between pairs of noisy time series for different time window sizes (rows) and frequency bands (columns).

matrices. Thus, changes in background levels will also contribute to the distances between different patterns of connectivity. As such, edge-specific differences in connectivity patterns would need to be interpreted carefully. In this work, however, we do not comment on which specific functional connections vary between seizures. We instead focus on the total distance between connectivity patterns and/or differences in overall connectivity patterns (e.g., as captured by our dimensionality reduction approach, Section 2.4). If edgewise differences are evaluated in future work, it may be beneficial to first determine which connections are statistically significant (Kramer et al., 2009) to avoid analysing spurious connectivity changes.

### 2.3.4 Definition of seizure pathways

Throughout my thesis, I will also refer to the seizure time-varying functional connectivity as “seizure (functional) network evolutions” and “seizure pathways (through network space).” Here the term “pathway” does not refer to an anatomical pathway, but rather describes how the seizure traverses a high dimensional feature space from time window
to time window as the seizure’s network dynamics change. In our work, each feature is the functional connectivity (coherence) between a pair of the patient’s iEEG channels in a specific frequency band.

Due to our choice of functional connectivity measure, seizure pathways describe two aspects of seizure evolutions. First, they capture the functional connectivity edges, or the strength of relationship between different iEEG signals, during a seizure. This aspect is a spatial characteristic, as connectivity edges exist between different brain areas that each have a spatial location. Importantly, this spatial aspect does not capture the location of the seizure activity itself. Indeed, the connectivity of the seizure onset zone can be low during parts of a seizure (Burns et al., 2014), and the level of connectivity does not increase as the seizure spreads, but instead has a different temporal profile (Kramer et al., 2010). Thus, high values for functional network edges do not indicate participation in the seizure itself, but instead describe interactions between different brain areas during the seizure. Second, because we measure functional connectivity in multiple frequency bands, seizure pathways also depend on how brain regions are related in different frequencies. For example, the signal of two regions could be similar in the alpha, but not beta, frequency band. As above, this frequency band information does not directly describe seizure activity itself: it does not measure the frequency of seizure rhythms, but rather captures the frequencies of the functional interactions during seizures. Because seizure pathways capture both spatial and frequency aspects of the functional connectivity, differences in seizure pathways can be driven by changes in either or both aspects; for example, the functional edges could remain the same, but shift to a different frequency band.

Thus, here seizure pathways provide information about variability in seizure functional connectivity. Future studies could apply a similar approach using univariate measures that reflect the location and features of seizure activity itself, such as line length (Donos et al., 2018; Ramgopal et al., 2014), signal energy (Karoly et al., 2018b; Kramer et al., 2010), or spectral measures (Donos et al., 2018; Ramgopal et al., 2014; Wendling et al., 1996; Wu and Gotman, 1998), in order to directly compare seizure spread and rhythms.
2.4 Non-negative Matrix Factorisation

2.4.1 Properties and applications of non-negative matrix factorisation

Non-negative matrix factorisation (NMF) (Lee and Seung, 1999) is a dimensionality reduction approach that factors a two dimensional matrix of observations (e.g., seizure time windows) and features (e.g., connections between brain regions) into two matrices. One matrix contains a small number of basis vectors that each specify weights for all of the original features. The second matrix, known as the coefficients matrix, then provides the contribution of each basis vector to each of the original observations. Using these two matrices, the original data can be approximately reconstructed as a linear combination of basis vectors.

NMF differs from other matrix factorisation techniques, such as principal components analysis (PCA), due to the properties of the basis vector and coefficients matrices. In particular, NMF yields matrices that are do not contain any negative values, and each of the original observations is therefore reconstructed solely by adding together basis vectors (Lee and Seung, 1999). This property improves the interpretability of the NMF factorisation compared to approaches such as PCA that contain negative weights in both matrices. For example, a feature that is present in one PCA basis vector could be removed by subtracting another basis vector, making it difficult to determine whether that feature is present in the original observation. However, unlike PCA, NMF does not produce orthogonal basis vectors unless additional constraints are added (Li and Ngom, 2013).

Depending on the data and any sparsity or orthogonality constraints, NMF basis vectors may have different properties (Mackevicius et al., 2019). First, if the rows of the coefficients matrix (with each row describing the contributions of one basis vector) are uncorrelated, each observation can be approximately described by only one basis vector. This approach essentially clusters the observations into groups defined by the dominant basis vector. The basis vectors themselves, however, can be highly correlated. In Ch. 6, we use this property of our data to cluster seizure time windows into different network states, each of which corresponds to a different basis vector. Alternatively, the basis vectors can be designed to be uncorrelated, creating non-overlapping basis vectors that
are added together to generate the original observations. In this case, a given observation cannot be described by a single basis vector, and the coefficients matrix therefore contains correlated rows. Due to NMF’s non-negative constraints, these properties can be imposed using sparsity constraints (Mackevicius et al., 2019). For example, a sparse coefficients matrix will have a single high value for each observation (here, seizure time window) and very low or zero values elsewhere (e.g., see Fig. 2.3C, F), producing uncorrelated rows.

In this work, we use NMF for two purposes: to reduce noise in our data (in Ch. 3, 4, and 5) and to cluster seizure time windows into network states (in Ch. 6). The detailed methods for our applications of NMF are described below.

### 2.4.2 Matrix factorisation of seizure time-varying functional connectivity, $V$

We first used NMF to reduce noise in the connectivity matrices. In particular, small fluctuations in the functional connectivity due to noise would create a high baseline dissimilarity between seizures. Therefore, NMF was used to approximately factor each subject’s seizure time-varying connectivity matrix $V$ into two non-negative matrices, $W$ and $H$, such that $V \approx W \times H$ (Fig. 2.3A-C). The matrix $W$ contained subject-specific basis vectors, each of which had $6 \times (n^2 - n)/2$ features that captured a pattern of connectivity across all channels and frequency bands. Each original seizure time window was summarized as an additive combination of these basis vectors, with the coefficients matrix $H$ giving the contribution of each basis vector to each time window. These factorizations were subject-specific since the basis vector features depended on the iEEG electrode layout in each subject. The optimal number of basis vectors, $r$, was determined using stability NMF (Wu et al., 2016).

### 2.4.3 Selecting the number of basis vectors using stability non-negative matrix factorisation

To determine the optimal number of basis vectors, $r$, for each subject, the highest $r$ that produced consistent sets of basis vectors was found (Fig. 2.4). This approach, known as stability NMF (Wu et al., 2016), exploits the non-deterministic nature of NMF to
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A. $V$ (functional connectivity)

B. $W$ (basis vector matrix)

C. $H$ (coefficients matrix)

D. $V^*$ (functional connectivity after noise reduction)

E. Frequency band

F. Seizure state progressions

G. Basis vector with highest coefficient at each time point

NMF: Non-negative Matrix Factorization

Coefficients of each basis vector as a time series

Seizure dissimilarity matrices and downstream analysis
Figure 2.3: **Workflow for using NMF to reconstruct seizure functional connectivity and compute progressions of seizure network states** (previous page). The factorisation of patient I002 P006 D01, which was chosen using stability NMF (see Fig. 2.4), is used as an example. From the matrix $V$ (A), which contains the functional connectivity evolution of all seizures, NMF found a set of basis vectors, each of which forms a column in the matrix $W$ (B), and a coefficients matrix, $H$ (C), that describes the contribution of each basis vector to the observed connectivity at each time point. $W$ and $H$ were used to construct a noise-reduced version of the original matrix, $V^*$ (D). In $V$, $V^*$, and $W$, rows correspond to features (here, the coherence between a given pair of channels at a given frequency band). The boundaries between features corresponding to different frequency bands are delineated using horizontal red lines (e.g., the top rows correspond to coherence in the delta frequency band). The heatmap colouring corresponds to the square root of the coherence between pairs of channels to aid in visualising the structure of the data. Meanwhile, the columns of $V$, $V^*$, and $H$ correspond to a seizure time window, with vertical red lines marking the boundaries between seizures.

E) Each NMF basis vector is a single column vector in $W$; however, each of the component frequency band matrices can be re-written in matrix form to emphasise the network pattern. Each basis vector therefore corresponds to a set of six connectivity matrices that describe the network configuration of all pairs of channels across the six frequency bands. Note the different colourbar scale for each basis vector.

F) The coefficients matrix $H$ can be visualised as a time series of the coefficients for each basis vector. Each time point corresponds to the functional connectivity of a 10 s window of seizure iEEG and, at each time point, the coefficients indicate how much each basis vector contributes to the observed seizure connectivity. Note that at a given time, a single NMF basis vector usually has a much higher coefficient relative to the other basis vectors (i.e., there is sparsity in each column of the coefficients matrix, $H$). Thus, the dominant basis vector provides a simplified description of the network dynamics at that time point.

G) As an alternative visualisation of seizure evolutions, each time point was assigned to a network state corresponding to the dominant NMF basis vector, resulting in a series of state progressions for each seizure.
identify the $r$ at which $W$ consistently converges to a similar set of basis vectors. Since the resulting stable NMF basis vectors can be reliably found, they are thought to provide a meaningful representation of the data. To perform stability NMF for each subject, the value of $r$ was scanned from 1 to 20. This scan range was chosen based on the observation that the stability of the factorisation greatly decreases at approximately $r > 10$ in our data, and it is consistent with the number of connectivity patterns typically found in seizure iEEG data in other studies (Burns et al., 2014; Khambhati et al., 2017, 2015). At each $r$, NMF of $V$ was performed 25 times using the alternating non-negative least squares with block principal pivoting method (Kim et al., 2014; Kim and Park, 2011). Each iteration used different random initializations of $W$ and $H$, thus yielding 25 different factorizations of $V$ at each value of $r$. Using the method established by Wu et al. (2016), for each $r$, the instability $I$ of two sets of basis vectors $W$ and $W'$ was defined as

$$I(r)_{W,W'} = \frac{1}{2r} \left( 2r - \sum_{j=1}^{r} \max_{1 \leq i \leq r} P_{i,j} - \sum_{i=1}^{r} \max_{1 \leq j \leq r} P_{i,j} \right)$$

where $r$ is the number of basis vectors in both $W$ and $W'$, $i$ and $j$ are the $i$th and $j$th basis vector in $W$ and $W'$, respectively, $P$ is the Pearson’s cross-correlation matrix of the sets of basis vectors, and $P_{i,j}$ is the correlation between basis vectors $i$ and $j$. Low values of $I$ indicate that similar sets of basis vectors were found in the separate iterations; indeed, if the two sets of basis vectors are the same (minus reordering), then $I = 0$. The instability of all pairs of basis vector sets was then averaged to produce $I_{\text{avg}}(r)$. The highest $r$ with $I_{\text{avg}}(r) \leq 0.005$ was selected for each subject, thus allowing small deviations between the observed basis vector sets while still enforcing consistent factorisations across iterations. At this $r$, the factorisation yielding the lowest reconstruction error was used to construct $V^* = W \times H$, a lower-rank approximation of the original time-varying seizure functional connectivity. This noise-reduced version of the connectivity was used in the downstream analysis.

### 2.4.4 Reconstruction of the seizure time-varying functional connectivity, $V^*$

For each subject, the selected factorization was then used to create $V^* = WH$, a lower-rank approximation of the original time-varying seizure functional connectivity (Fig. 2.3B-
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A. $r = 5$

B. $r = 7$ (optimal)

C. $r = 11$

D. Average instability of basis vectors sets across 25 runs
Figure 2.4: **Finding the optimal number of NMF basis vectors using stability NMF in an example EMU patient, I002 P006 D01** (previous page). At each number of basis vectors, NMF was repeated 25 times using different initialisations, yielding 25 sets of basis vectors. A-C) Correlation matrices showing Pearson’s correlation between all pairs of basis vectors found within and between different initialisations of the NMF algorithm. In each matrix, the same number of basis vectors $r$ were optimised for in each run: 5 (A), 7 (B), or 11 (C) basis vectors. Black lines mark the divisions between different runs of the algorithm. When possible, the basis vectors were re-ordered to emphasise similarity between different runs. Specifically, within run $i$, if there was a unique closest match to each of the basis vectors of run 1, the basis vectors of run $i$ were re-ordered so that they were in the same order as the corresponding basis vectors in run 1. When $r = 7$ (B), note that similar sets of basis vectors were found across each run: in a given run, each basis vector had a high (close to 1) correlation to a basis vector of another run. Meanwhile, when $r = 5$ (A) or $r = 11$ (C), there was variability in the sets of basis vectors found across runs. D) Plot of the instability, $I$, of the basis vector sets, averaged across all pairs of runs, vs. the number of basis vectors, $r$. For a given $r$, the average instability quantifies the dissimilarity in the basis vectors found across runs. A low average instability indicates that similar sets of basis vectors were found regardless of the initialisation of NMF algorithm; i.e., NMF converged to similar sets of basis vectors from different initial points in the search space. We defined the optimal number of basis vectors, $r$, as the highest $r$ at which $I(r) < 0.005$. For this patient, the optimal number of basis vectors was $r = 7$.

D). This return to the original feature space is necessary since NMF basis vectors are not orthogonal, and distances in NMF basis vector space are therefore not equivalent to distances in feature space. Each reconstructed connectivity vector was then renormalized to have an $L_1$ norm of 1, ensuring that differences in reconstruction accuracy did not affect the distances between different seizure time windows.

### 2.4.5 Computing progressions of seizure states

The NMF factorisation can also be used to cluster seizure time windows into states (Brunet et al., 2004; Kim and Park, 2007) (Fig. 2.3F,G). Specifically, in our data, we observed sparse coefficients matrices, with only a single highly-expressed basis vector in a given time window. As such, the dominant basis vector provided a simplified description of the functional connectivity at that time. Therefore, in each subject, each time window was assigned to a network state corresponding to the basis vector with the highest coefficient. Each seizure could then be described as a progression of network states, enabling us to quantify how these states varied from seizure to seizure. We used this approach as an
alternative visualisation of seizure pathways on in the Zenodo supplementary for Chapters 3 and 4 (http://dx.doi.org/10.5281/zenodo.3692923) and to define progressions of seizure states for Chapter 6.

As noted in Section 2.4.1, the use of NMF to define seizure network states depends on sparsity in the $H$ coefficients matrix. This property creates rows in the coefficients matrix whose values do not overlap, as different basis vectors contribute to different seizure time windows. The basis vectors in the $W$ matrix, however, can be highly correlated, and different network states may therefore capture small differences in the network dynamics of different time windows. To demonstrate this property in our data, for each subject we found the median and maximum correlation between (1) all pairs of the subject’s basis vectors in $W$ and (2) all pairs of rows in the coefficients matrix $H$. For the basis vectors, a positive correlation indicates that the basis vectors represent similar connectivity patterns, a correlation close to zero reveals no relationship between the connectivity patterns, and a negative correlation indicates that connectivity in one basis vector is high when connectivity in the other is low. For rows of the coefficients matrix, a positive correlation indicates that the corresponding basis vectors have high contributions during similar time windows, a correlation close to zero indicates no relationship between the contributions of the corresponding basis vectors, and a negative correlation reveals that one basis vector has high contributions when the other does not and vice versa (e.g., if there are only two basis vectors that alternately contribute).

Fig. 2.5 shows the distributions of the median and maximum correlations for the $W$ and $H$ matrices. As expected based on our earlier visual observations (Fig. 2.3C, F), the rows of the $H$ matrix had correlations that were negative or close to zero, reflecting that different basis vectors contributed to different seizure time windows (Fig. 2.5A,B). Meanwhile, the basis vectors of the $W$ matrix tended to have weak to strong correlations, reflecting that many basis vectors contained overlapping patterns of functional connectivity (Fig. 2.5C,D). The highest correlation between two basis vectors was 0.804. However, the prevalence of moderate correlations revealed that most basis vectors, and thus seizure states, nonetheless described relatively different patterns of connectivity.
2.5 Quantitatively Comparing Seizure Evolutions Using Dynamic Time Warping

2.5.1 Overview of dynamic time warping of seizure functional network evolutions

Following the NMF-based reconstruction of the seizure functional connectivity, the network evolution of each seizure was described by a multivariate time series with $6 \times (n^2 - n)/2$ features. To compare network evolutions across within-subject seizures, a seizure dissimilarity matrix was created for each subject. Each pair of seizure functional connectivity time series was first warped using dynamic time warping, which stretches each time series such that the total distance between the two time series is minimized. This step ensures that 1) similar network dynamics of the two seizures are aligned and 2) the warped seizures are the same length. We chose to minimize the $L_1$ distance between each pair of seizures as this metric provides a better measure of distances in high-dimensional spaces (Aggarwal et al., 2001).

Following dynamic time warping, the $L_1$ distance between the pair of warped time series was computed, resulting in a vector of distances capturing the dissimilarity in the seizures’
network structures at each time point. The seizure dissimilarity between the two seizures was defined as the average distance across all warped time points. The seizure dissimilarity matrix contains the dissimilarities between all pairs of the subject’s seizures.

2.5.2 Demonstration of dynamic time warping of seizure data

In this section, we demonstrate how DTW aligns similar dynamics across seizures. In our application, this warping allows us to identify seizures with similar network evolutions, even if the rates of the evolutions differ.

DTW selectively “stretches” two time series in order to minimise the total distance between them. In our application, the distance between two time series reflects the difference between the network evolutions of two seizures. Importantly, DTW can only stretch each time series in order to align similar dynamics, which means that the algorithm cannot

1. skip time points; instead, all time points of both time series, including beginning points, must be included in the warp path.

2. repeat earlier time points; i.e., the warp path cannot double back on itself in order to repeatedly include a section of one of the time series.

The warping process is also repeated individually for each pair of seizures, and the warp length and path will therefore differ between different pairs of seizures. In order words, this algorithm provides a pairwise alignment of time series, rather than a multiple time series alignment. We focus on pairwise alignments because a global warping solution would likely sacrifice the optimal alignment of some pairs of time series.

To understand how DTW aligns pairs of time series, consider two seizures, seizure A with $M$ windows, and seizure B with $N$ windows. From these two seizures, we compute the time-time distance matrix $D$ (Fig. 2.6A). This $M \times N$ matrix contains the pairwise distance between the functional connectivity of each pair of time windows across the two seizures: $D(m, n)$ is the distance between the functional connectivity of the $m$th time window of seizure A and the $n$th time window of seizure B. Thus, the row of $D$ corresponds
to the time window index of seizure A, while the column of D corresponds to the time window index of seizure B.

DTW finds a path through this distance matrix that minimises the total distance between the two seizures. The algorithm only allows three categories of moves through the matrix (Fig. 2.6A):

1. Horizontal moves, \( D(m, n) \rightarrow D(m, n + 1) \), stretch seizure A (blue arrow)
2. Vertical moves, \( D(m, n) \rightarrow D(m + 1, n) \), stretch seizure B (red arrow)
3. Diagonal moves, \( D(m, n) \rightarrow D(m + 1, n + 1) \), do not stretch either seizure (purple arrow)

We demonstrate this process by visualising the time-time distance matrices and warp paths of three pairs of patient 1109's seizures (Fig. 2.6B-D). Each time-time distance matrix is computed by calculating the \( L_1 \) norm distance between the functional connectivity vectors (reconstructed following NMF) of each pair of time windows in the two seizures. Low distances reveal pairs of time windows with similar functional network dynamics. Points in the warp path (red squares), laid over the time-time distance matrix, indicate which pairs of indices were aligned. Finally, to calculate the seizure dissimilarity between two seizures, we average over the pointwise distances along the warp path. To visually demonstrate how DTW aligns similar time windows, we additionally assigned each seizure time window to a network state (section 2.4.5); each seizure can therefore be described as a progression of different network states. Time windows with the same state have similar functional network connectivity and should therefore, when possible, be aligned across different seizures.

To provide a simple example of the warping process, we first examine the warp path of seizures 7 and 12, which have a relatively low seizure dissimilarity (0.62) (Fig. 2.6B). Both seizures begin with network state 3 (orange) and then transition to network state 1 (aqua). While the duration of state 3 is the same in both seizures, state 1 lasts longer in seizure 12 than seizure 7. As such, window 7 of seizure 7 is repeated in order to align the two seizures, as shown by the horizontal line in the warp path.
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Figure 2.6: **Visualising the optimal seizure alignment found by dynamic time warping.**
A) The time-time distance matrix, \( D_{M \times N} \), contains the distance between each pair of time windows across two seizures. A warp path must start at \( D(1,1) \) and move horizontally, vertically, or diagonally until it reaches \( D(M,N) \). B-D) The warp path and time-time distance matrices of patient 1109’s (B) seizures 7 and 12, (C) seizures 3 and 4, and (D) seizures 3 and 6. Each heatmap shows the \( L_1 \) distance between the functional network evolutions of the pair of seizures. Low distances, in blue, indicate time points with similar network dynamics. Red squares indicate the warp path chosen by the dynamic time warping algorithm; if entry \((i,j)\) is part of the warp path, then the corresponding time windows of the two seizures were aligned. For example, in (B), seizure 7’s time window 7 is aligned to seizure 12’s time windows 7-11. Along each side of the time-time distance matrix, the network state of each time point is shown. Note that since the time-time distance matrix is calculated from the functional connectivity time courses, and not the simplified state descriptions, there are non-zero distances between points assigned to the same state. However, the network state progressions provide a useful visualisation for how the warp path aligns comparable network states.
Fig. 2.6C shows the warp path of seizures 3 and 4, which have similar state progressions but differ in the rate of their state progressions. However, because DTW aligns the similar parts of each seizure, there is also a relatively low seizure dissimilarity between these two seizures (0.52). These two seizures exemplify how certain windows are stretched to accommodate longer state durations in the other seizure: horizontal lines in the path correspond to places where seizure 3 is stretched, while vertical lines correspond to time points in seizure 4 that are repeated. For example, in seizure 3, a window of the last state (state 5, green) is stretched so that it matches the dynamics of state 4. Notably, the brief transition of seizure 4 to state 6 (dark orange) cannot be matched by any time point in seizure 3 because the warp path cannot skip this window or align it to earlier windows. In seizure 4, the longest warpings occur during state 3 (orange) and state 2 (burgundy red), which are both longer in seizure 3. Thus, by warping the seizure time series, our method recognises parts of the seizures that have similar network dynamics, despite differences in the rates of the seizure evolutions.

Finally, Fig. 2.6D demonstrates how DTW aligns two seizures, seizures 3 and 6, that have somewhat different state progressions. Compared to seizure 3, seizure 6 spends more time in state 2 (burgundy red) and never progresses to seizure 3’s final state, state 5 (green). As such, in seizure 3, a window of state 2 is stretched. However, because the warp path must include all time points, the final part of seizure 6 must be matched to the final dynamics of seizure 3, even though there are high distances between these time points. This difference between the final seizure dynamics raises the dissimilarity between seizures 3 and 6: it is 1.03, which is almost double the previously examined dissimilarity between seizures 3 and 4.

Note that seizures 3 and 6 provide an example of when seizure pathways only partially match: the dynamics are initially very similar, and seizure 3 diverges by progressing to an additional state. In these cases, DTW cannot find a close alignment between the entire seizure progressions, and our seizure dissimilarity measure depends on the length of the mismatch relative to the overall length of the warping. In other words, had the green state lasted longer in seizure 3, the seizure dissimilarity measure would be higher in this example. In some cases, this dependence on state duration also means that the seizure
dissimilarity measure is not a metric distance.

2.5.3 Impact of functional connectivity window size and dimensionality reduction on seizure dissimilarities

To demonstrate the suitability of our functional connectivity window size and dimensionality reduction approach, Fig. 2.7 shows the impact of these choices on seizure dissimilarities in patient I002 P006 D01 (same example patient as in Fig. 2.3).

Fig. 2.7A first shows the iEEG traces of the seizures analysed in this patient. While our network approach did not explicitly capture the visually salient features of these seizures (e.g., ictal rhythms and spread), we nonetheless expected seizures with similar iEEG to also have similar underlying network evolutions and thus low, near-zero seizure dissimilarities. For example, we expected seizures 1 and 2 to have low seizure dissimilarity due to their highly similar iEEG traces. Seizure 3 also shared some similarities with these seizures 1 and 2, especially in the bottom two channels with the most prominent activity; however, the remaining channels had different patterns of activity, suggesting this seizure may differ from the earlier two. Meanwhile, seizures 4, 5, and 6 were also highly similar to each other; they were all secondarily generalised seizures with much greater spread and similar propagation patterns. Finally, seizure 7 began similarly to seizures 4-6, but did not secondarily generalise.

Fig. 2.7B demonstrates that our approach to computing seizure functional connectivity (10s sliding window, followed by NMF for dimensionality reduction) captured these visual impressions of the seizure similarities and differences. Smaller window sizes, such as a 2s sliding window, resulted in high dissimilarities between all pairs of seizures. There is some suggestion of similarities between the secondarily generalised seizures, but their seizure dissimilarities were nonetheless comparable to those of highly different seizure pairs. Increasing the window size to 5s and then to 10s gradually improved the distinction between the seizure dissimilarities of different seizure pairs and began to highlight the similarities between seizures 1 and 2 and seizures 4-6. However, the dimensionality reduction step using NMF was needed to produce the expected near-zero seizure dissimilarities within these groups of seizures. Additionally, this approach further highlighted the partial sim-
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Figure 2.7: **Impact of functional connectivity window size and NMF on seizure dissimilarities in an example patient, I002 P006 D01.** A) Intracranial EEG traces of the seizures analysed for patient I002 P006 D01. For clarity, a representative subset of the channels are shown. B) Patient I002 P006 D01’s seizure dissimilarities computed using four different approaches (top to bottom): 2s functional connectivity window with 1s overlap between consecutive windows, 5s window with 4s overlap, 10s window with 9s overlap, and 10s window with 9s overlap followed by dimensionality reduction using NMF. The last approach is the one used in this work. All other methods remained the same for the different approaches. Note that colourbar scales are different for each matrix to focus on differences in seizure dissimilarities within each approach, rather than the absolute values across different approaches.
ilarities between seizure 7 and seizures 4-6, resulting in an intermediate level of seizure dissimilarity.

The larger window size and dimensionality reduction step yielded the expected pattern of seizure dissimilarities by (1) improving our estimates of the functional connectivity (e.g., see Fig. 2.2) and (2) focusing on the prominent, recurring patterns of functional connectivity across seizures. In the other approaches shown in Fig. 2.7B, small differences in functional connectivity patterns due to noise or minor biological differences had large effects on seizure dissimilarities when summed across a high number of features. Our chosen approach thus minimised the influence of noise and highlighted commonalities across pairs of seizures.

2.6 Visualising Seizure Evolutions Using Multidimensional Scaling

We also wanted a way to visually compare the continuous, time-varying seizure evolutions and qualitatively assess similarities in seizure evolutions. Therefore, we used MDS to project each subject’s seizure functional connectivity into a two-dimensional space such that the $L_1$ distances between all pairs of seizure time windows were approximated in the projection (Sammon, 1969). Unlike matrix factorisation techniques, MDS does not transform the data in basis vectors and coefficients. Instead, variants of MDS (with the exception of Torgerson’s MDS) use optimisation procedures to minimise a loss function that captures differences between the distances in the original data and distances in the MDS projection (van der Maaten et al., 2009). We used a variation of MDS called Sammon mapping (Sammon, 1969) that improves the accuracy of relatively small distances in the projection (van der Maaten et al., 2009). Sammon mapping minimises Sammon’s error, $E$ (Sammon, 1969):

$$E = \frac{1}{\sum_{i<j} d_{ij}^*} \sum_{i<j} \frac{(d_{ij}^* - d_{ij})^2}{d_{ij}^*}$$

Here, $i$ and $j$ are seizure time windows (columns) in the seizure time-varying functional connectivity matrix $V^*$, $d_{ij}^*$ is the $L_1$ distance between the functional connectivity of seizure time windows $i$ and $j$, and $d_{ij}$ is the Euclidean distance between the MDS projections of seizure time windows $i$ and $j$. 
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Importantly, the MDS approximation of the data’s original distances will contain errors that are not necessarily uniformly or predictably distributed; therefore, we used the MDS projections solely for data visualisation and not for any downstream data analysis. Specifically, the MDS projections were used to visualise seizure evolutions in Chapters 3, 4, and 5. The MDS projections of all EMU patient seizure evolutions are available in the published Zenodo supplementary files for Schroeder et al. (2020) (http://dx.doi.org/10.5281/zenodo.3692923).
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3.1 Introduction

Focal epilepsy is characterised by spontaneous, recurrent seizures that arise from localised cortical sites (Rosenow and Lüders, 2001). An unresolved question is how much seizures themselves can vary in individual patients. Past studies suggest that seizures within a single patient share common features (Kramer et al., 2010; Schevon et al., 2012; Schindler et al., 2011; Truccolo et al., 2011; Wagner et al., 2015) and evolve through a similar sequence (Burns et al., 2014), or “characteristic pathway” (Karoly et al., 2018b), of spatiotemporal neural dynamics. However, there is also evidence that various aspects of seizures can differ within the same patient. Clinically, some patients have multiple seizure onset sites that each produce their own characteristic seizure dynamics (Spencer et al., 1981), and long-term electroencephalographic (EEG) recordings suggest that a subset of patients have multiple types of seizure evolutions (Cook et al., 2016; Freestone et al., 2017; Karoly et al., 2018b; King-Stephens et al., 2015). Ictal onset patterns (Alarcon et al., 1995; Jiménez-Jiménez et al., 2015), the extent of seizure spread (Karthick et al., 2018; Marciani and Gotman, 1986; Naftulin et al., 2018), and seizure recruitment patterns (Martinet et al., 2015) can also differ in the same patient. This variability may arise from fluctuations in the underlying brain state (Badawy et al., 2009; Bazil and Walczak, 1997; Ewell et al., 2015; Gliske et al., 2018; Khambhati et al., 2016; Naftulin et al., 2018), suggesting that background neural activity affects not only seizure likelihood (Badawy et al., 2009; Karoly et al., 2017), but also seizure evolution. Crucially, a given treatment may only address a subset of a patient’s seizures: for example, a single neurostimulation protocol may not control the complete repertoire of seizures (Ewell et al., 2015) and a single prediction algorithm may fail to forecast all seizures (Cook et al., 2016; Freestone et al., 2017; Takahashi et al., 2012). Consequently, seizure variability has important implications for clinical management in these patients.

To design optimal and comprehensive treatments, we therefore need to understand the prevalence and characteristics of within-patient seizure variability. Do seizure pathways vary in all patients? Can the seizures within a patient be grouped into distinct clusters based on their evolutions? Is within-patient seizure variability solely explained by
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the coexistence of multiple International League Against Epilepsy (ILAE) clinical seizure types, such as focal and secondarily generalised seizures? To answer these questions, we must objectively quantify the similarity of seizure pathways. This task is challenging due to the complexity of seizure dynamics: a variety of spatiotemporal features change independently during seizure evolution. Although some studies have quantitatively compared within-patient seizures (Le Bouquin-Jeannès et al., 2002; Louis Door et al., 2007; Wendling et al., 1997, 1996, 1999; Wu and Gotman, 1998), the current gold standard remains visual inspection of ictal EEG by trained clinicians. This latter approach is time-consuming and subjective, and can miss important features, including functional network interactions, that are difficult to detect visually.

Such functional network dynamics, also known as functional connectivity patterns, describe relationships between the activity recorded by different EEG channels. Temporal changes in network dynamics play important roles in seizure initiation, propagation, and termination (Bartolomei et al., 2004; Guye et al., 2006; Kambhathi et al., 2016; Kramer and Cash, 2012; Kramer et al., 2010, 2008; Rummel et al., 2013; Schindler et al., 2007a,b, 2008; Spencer, 2002; Wendling et al., 2003), in part due to dynamic changes in the connectivity of the seizure onset zone (Bettus et al., 2008; Burns et al., 2014; Kambhathi et al., 2017, 2015). Past work suggests that in some patients, the brain consistently progresses through a specific sequence of finite network states during seizures; however, other patients had unexplained variability in their seizure network evolutions (Burns et al., 2014). To fully understand how functional interactions support ictal processes, we must also understand if and how multiple seizure pathways, representing different ictal network evolutions, can co-exist in an individual patient. Such diversity would reveal that the same neural regions can variably interact to produce a variety of pathological dynamics.

In this chapter, we therefore focus on quantifying and characterising within-patient variability in seizure network evolutions; however, our approach can be adapted to compare the temporal evolutions of any ictal feature of interest. We first visualised and compared the within-patient seizure network evolutions of human patients with focal epilepsy (recorded for 43-382 hrs). In each patient, we analysed all seizures with clear electrographic correlates (i.e., both subclinical and clinical seizures). In total, we quantitatively
analysed 511 seizures (average 16.5 seizures/patient), allowing us to characterise the nature of within-patient variability in these dynamics. In each patient, we found variability in seizure network evolution, revealing that within-patient seizures are not well-represented by a single characteristic pathway through network space. However, seizures can share parts or all of the same pathway, with recurring dynamical elements across seizures. We then clustered seizures based on their within-patient dissimilarities, revealing that in most patients, seizure variability is best described as a spectrum of different evolutions, rather than distinct groups of seizure pathways. Finally, we show that the observed variability in seizure pathways is not solely a reflection of multiple clinical seizure types within individual patients. Our work provides a preliminary description of within-patient seizure variability and a quantitative tool for future research on how and why seizures change within individual patients.
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3.2 Results

3.2.1 Visualising and quantifying variability in within-patient seizure pathways

Our first goal was to objectively compare within-patient seizure network evolution. For each patient, we extracted the seizure intracranial EEG (iEEG) (Fig. 3.1A) and computed the sliding-window functional connectivity, defined as band-averaged coherence in six frequency bands (Fig. 3.1B). Thus, each seizure time window was described by a set of six connectivity matrices that captured interactions between iEEG channels in each frequency band. We additionally normalised the magnitude of each connectivity matrix to focus on the evolving patterns of network interactions, rather than gross changes in the global level of coherence. The set of all possible connectivity patterns created a high-dimensional space, in which each location corresponded to a specific network configuration. As such, each time window could be represented by a high-dimensional data point, and the evolution of a seizure’s network dynamics formed a pathway in this high-dimensional connectivity space. By transforming seizures in this manner, we framed our comparison of seizures as a comparison of seizure pathways (i.e., trajectories) through the high-dimensional network space.

Due to the high dimensionality of this network space, it was infeasible to directly visualise seizure pathways. However, seizure pathways could be approximated in a two-dimensional projection using multidimensional scaling (MDS), a dimensionality reduction technique that attempts to maintain the distances between high-dimensional data points in the lower dimensional space (Fig. 3.1C). This technique has been previously used to visualise ictal and interictal network dynamics (Khambhati et al., 2017). In our case, MDS placed seizure time windows in a two-dimensional projection based on the similarity of their network configurations; each time window was represented by a single point, and points corresponding to time windows with more similar network dynamics were placed closer together. While imperfect, this approximation of the network space nonetheless provided an intuitive visualisation for comparing seizure pathways in the same patient. For example, in patient 931, the projection demonstrated that two seizures may follow approximately the same pathway (seizures 6 and 8), part of the same pathway (seizures
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Figure 3.1: Visualising and comparing seizure pathways through network space in an example patient, patient 931. A) Intracranial EEG traces of a subset of the patient’s seizures. For visual clarity, only a representative subset of the recording channels are shown. B) Functional connectivity of three example seizure time windows. Functional connectivity was defined as band-averaged coherence in each of six different frequency bands. Each matrix was normalised so that the upper triangular elements summed to one. Self-connections are not shown. C) Projection of all seizure time windows into a two-dimensional space using MDS, allowing visualisation of seizure pathways through network space. Each point corresponds to a seizure time window, and time windows with more similar network dynamics are placed closer together in the projection. Consecutive time windows in the same seizure are connected to visualise seizure pathways. The time windows and pathways of the six seizures shown in Fig. 3.1A have been highlighted using the corresponding colours, and the time windows of the remaining seizures are shown in grey for reference. The first time windows of the selected seizures are each marked with a black diamond. D) Seizure dissimilarity matrix of all of the patient’s seizures, which quantifies the difference in the network evolutions of each pair of seizures. A low dissimilarity indicates that the two seizures have similar pathways through network space.
8 and 9), or completely distinct pathways (seizures 2 and 10) through the network space, in agreement with visual impressions of the EEG.

To quantify these visual observations, we developed a “seizure dissimilarity” measure that provided a “distance” between two seizures based on their pathways through network space. Importantly, our approach recognised similarities in seizure pathways, even if the seizures evolved at different rates, by first applying dynamic time warping (Sakoe and Seibi, 1978) to each pair of seizure functional connectivity time courses. Dynamic time warping nonlinearly stretches each time series such that similar points are aligned, thus minimizing the total distance between the two time series. We then defined the dissimilarity between two seizures as the average difference between the seizure pathways across all warped time points. The seizure dissimilarity matrix then summarised the dissimilarity between all pairs of seizure pathways in the same patient (Fig. 3.1D). In patient 931, seizures with similar pathways therefore had a low dissimilarity (e.g., seizures 6 and 8, dissimilarity 0.49); seizures with distinct, distant pathways had high dissimilarity (e.g., seizures 2 and 10, dissimilarity 3.21); and seizures with partially overlapping pathways had an intermediate level of dissimilarity (e.g., seizures 8 and 9, dissimilarity 1.75). Again, our measure of seizure dissimilarity agreed with intuitive comparisons of seizures based on visually assessing the iEEG (Fig. 3.1A) and MDS projections of the seizure pathways (Fig. 3.1C).

It is important to note that both seizure dissimilarity matrices and MDS projections were patient-specific: due to different electrode implantations, we could not compare seizures across patients using these network features. However, because we normalised the magnitude of the functional connectivity, we could compare seizure dissimilarity values across patients, even if the patients had different numbers of recording electrodes. In the remainder of the paper, we will focus on the across patients results, while using patient 931’s seizures as examples. The seizure variability analysis of all patients is available on Zenodo (http://dx.doi.org/10.5281/zenodo.3692923).
### 3.2.2 Seizure variability is a common feature in all patients

Using our measure of seizure dissimilarity, we compared seizure pathways through network space in each patient. We first determined if seizure variability was present in all patients by visualising the seizure dissimilarity matrix of each patient as a distribution of seizure dissimilarities (see Fig. 3.2A for an example). Note that in these distributions, each point corresponds to the difference in network evolutions of a pair of seizures, rather than a feature of a single seizure. Fig. 3.2B shows the distribution of seizure dissimilarities in each patient, with patients sorted from lowest (patient 934) to highest (patient I002 P006 D01) median dissimilarity. Although the average level of variability differed between patients (Fig. 3.2C), it is apparent that all patients had variability in seizure network evolutions. Even in patients with more consistent seizures, such as patient 934, there were pairs of seizures with high dissimilarity, indicating dissimilar seizure pathways. Many patients, including patient 931, had varying levels of differences between pathways, with only a few pairs of similar seizures. In all patients, network differences across all frequency bands contributed to the observed seizure dissimilarities, revealing that variability in seizure network evolutions was not limited to a narrow frequency range within a given patient (Schroeder et al., 2020).

We also explored if the observed seizure variability was related to the available clinical information for each patient. We found no association between postsurgical seizure freedom (defined as ILAE surgical outcome) and median seizure dissimilarity in the 26 patients with known surgical outcomes (Spearman’s $\rho = 0.06, p > 0.05$) (Schroeder et al., 2020). We also found no significant differences in median seizure dissimilarity between patients with strictly temporal ($n = 12$) and frontal ($n = 8$) onset seizures, between patients with left ($n = 15$) and right ($n = 13$) hemisphere onsets, or between male ($n = 16$) and female ($n = 15$) patients ($p > 0.05$ for all comparisons) (Schroeder et al., 2020). Sample sizes were too small to test for associations with other types of onsets (e.g., bilateral seizures) or pathological features such as hippocampal sclerosis. These findings suggest that the level of seizure variability is not associated with certain patient pathologies or treatment outcomes; instead, other factors may be more crucial for controlling the amount of seizure variability.
Figure 3.2: **Variability in seizure pathways is common in all patients.** A) The seizure dissimilarity matrix of patient 931 (left) was converted into a distribution of seizure dissimilarities (right) to reveal the amount and form of seizure variability in this patient. Each point in the distribution corresponds to the dissimilarity of a pair of seizures (i.e., one of the squares in the seizure dissimilarity matrix). Because the matrix is symmetric, only the upper triangular entries are plotted in the distribution. B) Distributions of seizure dissimilarities in each patient. Patients are sorted from lowest median seizure dissimilarity (patient 934) to highest median seizure dissimilarity (patient I002 P006 D01). Each grey point corresponds to the dissimilarity of a pair of seizures. The median dissimilarity of each distribution is marked by a green circle. C) Histogram of the median seizure dissimilarities of all patients.
3.2.3 **Seizures form either clusters or a spectrum of different pathways within each patient**

Past studies have noted that some patients have multiple populations of seizures with distinct features such as different onset sites (King-Stephens et al., 2015; Spencer et al., 1981) or durations (Cook et al., 2016; Karoly et al., 2018b). As such, we would expect the variability described in these studies to result from different, discrete seizure pathways coexisting in the same patient. However, it is also possible that seizure variability could arise from a series of small variations in seizure pathways, potentially producing a spectrum of different seizures within a given patient.

To determine which of these types of variability was present in our cohort, we found the optimal number of clusters of seizures within each patient. Fig. 3.3 shows the clustering results for each patient. In Fig. 3.3A, the seizure dissimilarity distributions from Fig. 3.2B are now coloured by whether the patient had one seizure cluster (teal) or multiple seizure clusters (purple). Patients with multiple seizure clusters tended to have more bi-modal dissimilarity distributions since most of their seizure pairs had either relatively low dissimilarities (those seizure pairs that belonged to the same cluster) or relative high dissimilarities (those seizure pairs that belonged to different clusters). Importantly, patients with a single seizure cluster still had variability in seizure pathways, as they had pairs of seizures with high dissimilarities. However, without a clear way to split their seizures into different categories, the full diversity of each patient’s seizure pathways could not be described by a few example seizures. In the remainder of this text and in Fig. 3.3, we will refer to these patients as having a spectrum of seizure pathways.

Fig. 3.3B shows the frequency of different numbers of seizure clusters in our cohort. Contrary to our expectation, the majority of patients (21 patients), including the example patient, patient 931, did not have distinct groupings of seizures pathways. However, as noted above, there was still variability in seizure pathways in these patients. Ten patients had two or more seizure clusters. As in the case of a single seizure cluster, there was nonetheless often additional variability in pathways within each cluster (see Supplementary section 3.5.1). The average amount of seizure variability was the same in patients with or without multiple seizure clusters (Fig. 3.3C) (two sample t-test, \( p = 0.68 \)).
Figure 3.3: Seizure variability may take the form of either a spectrum or clusters of different seizure pathways. A) Distributions of seizure dissimilarities in each patient. This figure is a modified version of Fig. 3.2B. Patients are sorted from lowest to highest median seizure dissimilarity. Each point corresponds to the dissimilarity of a pair of seizures (see Fig. 3.2A for details). These distributions are now colored based on whether the seizures were best described as a spectrum of pathways (teal) or multiple clusters (i.e., separable groupings) of seizure pathways (purple). B) The number of patients with different numbers of seizure clusters based on seizure dissimilarities. C) Distribution of median seizure dissimilarities in patients with a spectrum of seizures (left, teal) or multiple seizure clusters (right, purple).
Thus, the presence or absence of different groups of seizure pathways does not indicate the average amount of seizure variability in each patient.

As in Section 3.2.2, we compared the number of seizure clusters to patient clinical features (ILAE surgical outcome, temporal vs. frontal lobe onset, left vs. right hemisphere onset, and male vs. female patients). As before, we found no significant association between this feature of seizure variability and any of these clinical variables.

To provide additional confidence in our clustering results, we repeated the seizure clustering using a different clustering method (see Supplementary section 3.5.1). The majority of patients had both the same optimal number of seizure clusters and the same seizure partitioning (i.e., assignment of seizures to clusters) regardless of the clustering algorithm. Thus, our clustering results are consistent across different types of clustering algorithms.

### 3.2.4 Seizure variability is not driven by differences in seizure clinical type

We next examined the relationship between variability in seizure pathways and the seizures’ ILAE clinical seizure classifications (Bancaud et al., 1981; Berg et al., 2010; Fisher et al., 2017). Unlike our seizure dissimilarity measure, the ILAE clinical seizure classification was not designed to group seizures based on their specific progressions or dynamics; rather, a type is defined as “a useful grouping of seizure characteristics for purposes of communication in clinical care, teaching, and research” (Fisher et al., 2017). However, different ILAE clinical types are often characterised by specific features, such as greater spread or the presence of specific ictal rhythms (Fisher et al., 2017), suggesting that different clinical types may be distinguished by their seizure pathways. We therefore investigated the extent of amount of variability within and between different clinical types within each patient.

We labelled seizures as subclinical (i.e., electrographic only), focal, or secondarily generalised (also known as focal to bilateral tonic clonic (Fisher et al., 2017)) when that information was available in the patient’s clinical report. Fig. 3.4 visualises the pathway similarity between these different ILAE clinical types in example patients. Each dendrogram shows the hierarchical clustering of a patient’s seizure pathways, with seizure labels coloured by clinical type. In some patients, all recorded seizures were focal seizures (Fig.
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A One clinical type with variable seizure pathways

B Seizure clustering (based on pathways) can segregate different clinical seizure types

C Seizure clustering (based on pathways) disagrees with clinical types
Figure 3.4: **Comparison of ILAE clinical seizure types classification and variability in seizure pathways** (previous page). A-C) Dendrograms of example patients with known clinical classifications for all seizures. Each dendrogram describes the hierarchical clustering of the patient’s seizures, which was computed from seizure dissimilarities. More similar seizures, represented by leaves on the dendrogram, are joined by nodes. The height of the node linking two seizures (or groups of seizures) represents the dissimilarity between them, with higher nodes indicating less similar seizures. Seizure labels are coloured by their ILAE clinical type (dark red = subclinical, orange = focal, yellow = secondarily generalised). A) Example patients whose analysed seizures consisted of a single clinical type (focal). B) Example patients whose analysed seizures consisted of at least two clinical types, and whose hierarchical clustering of seizures agreed with the clinical seizure classification; i.e., the dendrogram can be cut at a specific level (blue dotted line) to perfectly segregate seizures of different clinical types. C) Example patients whose hierarchical clustering did not agree with the seizure clinical classification; i.e., there is no way to cut the dendrogram to perfectly segregate seizures of different clinical types. The resulting clusters will contain multiple clinical types and/or multiple clusters will contain the same clinical type.

3.4A). Although all seizures shared the same clinical type, there was nonetheless variability in the seizure pathways in each of these patients, revealing intra-patient variability within the same clinical seizure type.

In other patients, we observed that seizures clustered into groups of seizure pathways that corresponded to their clinical types (Fig. 3.4B). For example, patient 821’s seizure pathways could be split into two groups, one containing only focal seizures and another containing only subclinical seizures. However, this division was not necessarily the optimal clustering of seizures that was described in Section 3.2.3, and there could still be high levels of variability within a clinical types.

Finally, in the remaining example patients, we observed that the seizures’ clinical classifications did not agree with the clustering based on seizure pathways (Fig. 3.4c). In these patients, all levels of the hierarchical clustering contained clusters with multiple clinical types and/or split the same clinical type between multiple clusters. In summary, these examples demonstrate that although seizures of the same clinical type often shared similar pathways in a given patient, 1) there was often variability in seizure pathways within the same clinical type and 2) seizures of different clinical types could have relatively similar pathways, making them more similar to each other than to seizures of different clinical
types.

These findings are further confirmed by visualising the distributions of seizure dissimilarities between seizures of the same and different clinical type(s) and computing the median of each distribution (Fig. 3.5). Seizures of the same clinical type had lower median dissimilarities that seizures of different clinical types (e.g., focal vs. focal seizures, median = 1.41; focal vs. secondarily generalised seizures, median = 2.77). However, the within-type distributions nonetheless contained a wide range of dissimilarities, again revealing within-type variability in seizure pathways within individual patients. Meanwhile, pairs of seizures with different clinical types could have relatively low dissimilarities. In particular, subclinical and focal seizures often had similar pathways, resulting in a peak of low dissimilarities in their distribution. Secondarily generalised seizures, on the other hand, tended to differ from seizures of other clinical types. Therefore, while seizures of the same clinical type tended to be more similar to each other than to seizures of different types, there was also variability within clinical types and similarities across clinical types.
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Figure 3.5: Distributions of seizure dissimilarities between seizures of the same and different clinical types. Each distribution contains seizure dissimilarities (computed between pairs of seizures from the same patient) of pairs of seizures that have the specified clinical type(s). Row and column labels indicate the clinical types compared in each distribution; for example, the row 1, column 1 distribution contains comparisons of subclinical seizures to other subclinical seizures, while the row 1, column 2 distribution contains comparisons of subclinical seizures to focal seizures. The number of pairs of seizures in each distribution is noted above each plot, along with the distribution’s median dissimilarity (also marked with a black circle on each plot). The median dissimilarities of comparisons within seizure types (diagonal plots, in blue) are lower than the median dissimilarities of comparisons across seizure types (off-diagonal plots, in light blue); however, there is variability within and between each pair of seizure types.
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3.3 Discussion

We have quantitatively compared seizure network evolutions within individual human patients with focal epilepsy, revealing that seizure variability is a common feature across patients. We often observed pairs of seizures with relatively low dissimilarity due to their largely conserved pathways through the space of possible network dynamics, suggesting that seizure evolution is not purely random. However, we likewise found that a single dynamical pathway cannot comprehensively represent all of a patient’s seizure evolutions. Additionally, most patients’ full spectrum of dynamics cannot be represented by a few archetypal seizures due to a lack of distinct groupings of within-patient seizure pathways. We also found that while seizures of the same ILAE clinical type tended to have more similar pathways, there is diversity within the same clinical type and commonalities across different clinical types.

We focused our investigation of seizure variability on seizure functional network evolutions due to the importance of such interactions in ictal processes (Bartolomei et al., 2004; Bettus et al., 2008; Burns et al., 2014; Guye et al., 2006; Kambhati et al., 2017, 2016, 2015; Kramer and Cash, 2012; Kramer et al., 2010, 2008; Rummel et al., 2013; Schindler et al., 2007a,b, 2008; Wendling et al., 2003) and build on previous work by demonstrating within-patient variability in these pathological network dynamics. However, in future work, the framework we present could easily be adapted to compare other features that highlight different aspects of seizure dynamics. For example, a univariate feature that captures the amplitude and frequency of ictal discharges may be better suited for comparing the involvement of different channels, similar to how clinicians visually compare EEG traces. Data from other recording modalities, such as microelectrode arrays, could be analysed to evaluate consistency in neuronal firing patterns between seizures (Schevon et al., 2012; Truccolo et al., 2011). Meanwhile, although we do not perform biophysical modelling of seizure dynamics in this work, other studies have used model inversion to hypothesise how the activities of different neuronal populations change during seizures (Freestone et al., 2014; Karoly et al., 2018b; Nevado-Holgado et al., 2012). Comparing the parameter time courses of such models could reveal different patterns of changes in neural
activity during a patient’s seizures. Finally, due to patient-specific recording layouts, we focused on comparing seizure pathways within individual patients. However, comparing seizures across patients, either using spatially-independent features or common recording layouts, in future studies could uncover common classes of pathological dynamics (Jirsa et al., 2014; Karoly et al., 2018b).

To quantify within-patient variability in seizure pathways, we developed a “seizure dissimilarity” measure that addresses the challenges of comparing diverse spatiotemporal patterns across seizures. A few previous studies have attempted to quantitatively compare seizure dynamics using either univariate (Wendling et al., 1997, 1996, 1999; Wu and Gotman, 1998) or network (Le Bouquin-Jeannès et al., 2002; Louis Door et al., 2007) features computed from scalp or intracranial EEG recordings. These earlier dissimilarity measures were based on edit distance, which captures how many replacements, insertions, and deletions are required to transform one sequence into another. Importantly, unlike this previous method, our dynamic time warping approach recognises that two seizures are equivalent if they follow the same pathway, even if they do so at different rates. Despite this difference, those past studies also reported both common and disparate dynamics across within-patient seizures; however, their analysis was limited to a small number of patients and/or seizures per patient. Our work provides novel insight into the prevalence and characteristics of seizure variability by analysing over 500 seizures across thirty-one patients.

Previous work has found that within-patient seizures have similar dynamics (Burns et al., 2014; Karoly et al., 2018b; Kramer et al., 2010; Schevon et al., 2012; Schindler et al., 2011; Truccolo et al., 2011; Wagner et al., 2015), although variability may be introduced through different rates of evolution (Truccolo et al., 2011; Wenzel et al., 2017) or early termination in the seizure pathway (Karoly et al., 2018b; Wagner et al., 2015). In our cohort, we observed that subsets of within-patient seizures follow approximately the same dynamical pathway through network space, and such similar groups of seizures likely underlie these past findings. However, we also found that the complete repertoire of within-patient seizure network evolutions was poorly characterised by a single, characteristic pathway. Notably, we also found that few patients had subsets of distinct pathways; instead, small
variations between seizures often produced a spectrum of pathways. An intriguing possibility is that various “decision points,” existing on the framework of potential seizure pathways, produce a repertoire of seizure evolutions. Each decision point would correspond to a seizure stage at which a seizure could evolve in multiple possible ways and/or terminate early along the potential pathway. A greater number of decision points, which in turn produce a range of small variations between seizures, would produce a spectrum of seizure pathways. On the other hand, fewer decision points and/or separate seizure pathways could produce groups of seizures with more distinct pathways. Further research is needed to map these potential seizure pathways and uncover the factors that determine how individual seizures evolve.

The crucial question is then how these different seizure pathways arise from the same neural substrate. In theory, a range of changes before or during the seizure can affect its network evolution. We hypothesise that spatiotemporal changes in the interictal neural state produce seizures with different characteristics. Past studies suggest that neural excitability (Badawy et al., 2009; Napolitano and Orriols, 2013; Wang et al., 2017), inhibition (Wenzel et al., 2017), and network interactions (Khambhati et al., 2016; Proix et al., 2018) influence certain spatiotemporal seizure features, such as the rate and extent of seizure propagation. These changes in brain state may be driven by various factors, including sleep (Bazil, 2018; Bazil and Walczak, 1997; Sinha et al., 2006), hormones (den Heijer et al., 2018; Harden and Pennell, 2013; Reddy and Rogawski, 2013; Tauboll et al., 2015), and medication (Meisel et al., 2015). Since many of these modulators vary over time, additional research is needed to determine if seizure pathways, like seizure frequency (Baud et al., 2018; Karoly et al., 2018a, 2021; Leguia et al., 2021; Maturana et al., 2020), change over different timescales within individual patients.

If interictal dynamics indeed shape how seizures manifest, future research will need to determine how specific interictal features relate to seizure characteristics. One possibility is that elements of seizure networks are activated during interictal states (Khambhati et al., 2017); thus, seizures with different network features could be preceded by preictal periods with corresponding network structures. Researchers could also relate preictal and interictal networks to other seizure features, such as seizure propagation patterns, perhaps
by investigating how the underlying structural connectome relates to functional networks (Shah et al., 2019) and mediates seizure spread (Proix et al., 2018). Importantly, the relationship between preictal network dynamics and seizure features could be limited to a specific frequency band (Khambhati et al., 2016), which could in turn suggest possible physiological mechanisms for the observed changes in seizure dynamics (Chapeton et al., 2019; Kopell et al., 2000). Additional aspects of interictal dynamics, such as the pattern of high frequency oscillations (Gliske et al., 2018) and band power changes (Naftulin et al., 2018), may also be linked to changes in seizure features. Overall, a better understanding of both functional and pathological fluctuations in interictal dynamics could suggest ways in which the background brain state alters seizure evolutions.

The clinical implications of seizure variability for patient symptoms and treatment outcomes remains an open question. We found that although seizures of the same ILAE clinical type (subclinical, focal, or secondarily generalised) tended to have more similar pathways, this classification alone misses much of the observed variability in within-patient seizures. In other words, the within-patient variability in seizure pathways in our cohort was not solely due to the coexistence of multiple clinical seizure types within the same patient. Past studies have also observed that within the same patient, seizures of the same clinical type may have different features (Fisher et al., 2017; Marciani and Gotman, 1986; Sinha et al., 2006), while seizures of different clinical types can share elements of their dynamics. For example, some patients have multiple populations of subclinical seizures, only some of which share the same onset location as the focal seizures (Farooque and Duckrow, 2014). Likewise, focal and secondarily generalised can share the same onset dynamics in the same patient (Marciani and Gotman, 1986). Since we compared within-patient seizure network evolutions, rather than propagation patterns, further work is needed to determine how commonalities in network evolutions across different clinical seizure types relate to shared seizure onset and propagation dynamics. In particular, such similarities in network evolutions could potentially reveal how the same pathological brain networks can support seizures with different clinical characteristics and produce seizures with differing spread and severity (Khambhati et al., 2016).

One limitation of our clinical analysis was that we compared our seizure pathway group-
ings to a coarse clinical classification of seizure types. A number of finer distinctions of clinical types also exist based on symptoms such as loss of consciousness, specific motor characteristics, and cognitive impairments or experiences (Fisher et al., 2017; McGonigal, 2020; Noachtar and Peters, 2009; Rossetti and Kaplan, 2010). Since seizure semiology may indicate seizure lateralisation and spread (Noachtar and Peters, 2009; Rosenow and Lüders, 2001; Rossetti and Kaplan, 2010), it is possible that variability in seizure network evolutions may more closely align with variability in seizure semiological progressions. However, since seizures with different onsets can share the same semiology (Vaugier et al., 2017), it is unlikely that there is a one-to-one correspondence between seizure pathways and seizure semiology. Although we lacked the data to pursue this analysis in our work, such analysis could help reveal the network underpinnings of different types of seizure symptoms. This knowledge could, in turn, suggest mechanisms for preventing more severe symptoms such as loss of consciousness.

Contrary to the expectation that high levels of seizure variability may worsen surgical outcomes, we found no association between these patient features. It may be that only some types of variability, such as multifocal (Ryzi et al., 2015; Spencer et al., 1981) or secondarily generalised (Baud et al., 2015) seizures, impact the likelihood of seizure freedom following surgery. Importantly, variability in the seizure onset network state does not indicate that a patient has multifocal seizures, as different network configurations can be associated with the same apparent ictal onset zone. Additionally, variability in seizure pathways may not be inherently deleterious, as long as it is observed and accounted for when planning the surgical resection. Indeed, due to the short presurgical monitoring time and limited spatial coverage of the recording electrodes, some potential seizure pathways may not have been captured (King-Stephens et al., 2015; Ung et al., 2016), leading us to underestimate the level of variability in some patients.

Although the amount of seizure variability was not associated with post-surgical seizure freedom, it may have implications for clinical treatments. First, regardless of the source of the observed seizure variability, the different seizure dynamics observed during presurgical monitoring provide crucial information for guiding surgical resection. For example, recent studies suggest that seizure network properties can help identify epileptogenic tissue
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(Burns et al., 2014; Goodfellow et al., 2016; Kini et al., 2019); however, we must determine if seizures with different network evolutions provide equivalent localisation information. Seizure variability may also have implications for seizure prediction. In particular, in that same patient, seizures with different pathways may have distinct preictal signatures, making seizure prediction more difficult (Cook et al., 2016; Freestone et al., 2017). A successful seizure prediction algorithm would either need to recognise multiple signatures or find common features among the disparate preictal dynamics. Finally, neurostimulation offers a promising new approach for controlling seizures; however, in rodent models, the effectiveness of a given stimulation protocol depends on the preictal brain state (Ewell et al., 2015). Thus, such interventions may need to recognise and adapt to the specific characteristics of each corresponding seizure evolution in order to control all seizures. Importantly, our cohort was limited to patients with medication refractory focal epilepsy who were candidates for surgical resection. The characteristics and clinical implications of seizure variability may be different in other patient cohorts.

In summary, we have developed a method for quantitatively comparing seizure pathways within individual patients. Using this approach, we have shown that there is within-patient variation in seizure network evolutions in patients with focal epilepsy. In most patients, this variability creates a spectrum of possible seizure pathways, suggesting that there are many possible ways that pathways can vary within a patient. Additionally, our measure of seizure dissimilarities provides more information about seizure dynamics than high-level clinical seizure groupings. Further research is needed to determine whether and how preictal dynamics influence seizure pathways. Uncovering these mechanisms could provide novel approaches for predicting and controlling seizures that are tailored to the complete repertoire of pathological neural dynamics in each patient.
3.4 Methods

Full descriptions of the analysed patients and seizure preprocessing, as well as the computation, visualisation, and comparison of seizure functional connectivity, is provided in Chapter 2. A brief summary of these approaches and the detailed chapter-specific methods are provided below.

3.4.1 Computing seizure functional connectivity

This work analysed 31 patients with refractory focal epilepsy whose iEEG was acquired during presurgical evaluation at epilepsy monitoring units (EMUs). Briefly, for each patient, seizures were extracted and preprocessed by re-referencing the seizure iEEG to a common average reference, bandpass filtering from 1-150 Hz, and notch filtering at either 60 and 120 Hz (IEEG Portal patients) or 50, 100, and 150 Hz (University College London Hospital (UCLH) patients). The time-varying functional connectivity, defined as coherence in six frequency bands (delta 1-4 Hz, theta 4-8 Hz, alpha 8-13 Hz, beta 13-30 Hz, gamma 30-80 Hz, high gamma 80-150 Hz), was computed for each seizure using a 10s sliding window with 9s overlap between consecutive windows. Each coherence matrix was re-expressed in vector form by re-arranging the upper-triangular, off-diagonal elements, and the vector was normalised to have an $L1$ norm equal to 1. Non-negative matrix factorisation (NMF) (Lee and Seung, 1999) was then applied to each patient’s set of seizure coherence matrices to reduce noise. All downstream analysis was performed on the resulting reconstructed, noise-reduced time series.

3.4.2 Visualising seizure functional connectivity

To visualise how connectivity changed over time within and between seizures, the seizure time-evolving connectivity patterns were projected into two-dimensional space using Sammon mapping, a variation of MDS (Sammon, 1969). The mapping approximated the $L1$ distances between the functional connectivity patterns of each pair of seizure time windows.
3.4.3 Computing seizure dissimilarities

For each patient, dynamic time warping (DTW) was applied to each pair of seizure functional connectivity time series such that the total $L_1$ distance between the pair of time series was minimised. Their “seizure dissimilarity” was defined as the average distance between the warped time series. The dissimilarities between all pairs of seizures in a patient formed the patient’s seizure dissimilarity matrix.

3.4.4 Seizure clustering and cluster evaluation

To identify groups of similar seizures in each patient, each patient’s seizures were hierarchically clustered by using the seizure dissimilarity matrix as input for an agglomerative hierarchical clustering algorithm, unweighted pair group method with arithmetic mean (UPGMA). The hierarchical clustering resulted in a dendrogram that summarised the similarity between the patient’s seizures. Note that the hierarchical clustering representation was an approximation of the seizure dissimilarities that forced all dissimilarities into a metric space.

The gap statistic (Tibshirani et al., 2001), which compares the within-cluster dispersion of a given clustering relative to a reference (null) distribution, was then used to determine if optimal flat (i.e., non-hierarchical) clusters of seizures existed in each patient. In order to generate reference datasets, the patient’s seizures were first projected into Euclidean space using classical (Torgerson’s) MDS (Fulcher, 2017). This step differs from the earlier visualisation of seizure pathways, which projected seizure time points, rather than seizures themselves. Given the seizure dissimilarity matrix, MDS assigned a coordinate point to each seizure while attempting to preserve the specified dissimilarities between seizures. In order to most closely approximate the dissimilarities matrix, the seizures were projected onto the maximum possible number of dimensions; note, however, that like the hierarchical clustering, MDS also provided a metric approximation of the nonmetric dissimilarities. One thousand reference datasets were then generated by drawing coordinates from a uniform distribution placed over a box aligned with the principal components of the projected seizure data. Each reference dataset was hierarchically clustered by computing
the distances between the coordinate points and applying the UPGMA algorithm. To test for flat clusters in the seizure data and reference datasets, the dendrograms were cut at different levels to generate $1, 2, \ldots, s$ clusters, where $s$ is the number of seizures. At each number of clusters $k$, the gap statistic $G(k)$ was computed by comparing the within-cluster dispersion of the observed seizures and the reference datasets. The multiple reference datasets also allowed calculation of the standard error of the gap statistic at each $k$, $SE(k)$. The optimal number of clusters was defined as the smallest number of clusters where $G(k) \geq G(k + 1) - SE(k + 1)$, which identifies the point at which increasing the number of clusters provides little improvement in the clustering of the data (Tibshirani et al., 2001).
3.5 Supplementary

3.5.1 Supplementary clustering results

Amount of variability within and between seizure clusters

As described in the main text, each patient either had a spectrum of seizures (i.e., one seizure cluster, with variability in seizure pathways within that cluster) or multiple seizure clusters (i.e., their seizure pathways could be grouped into different classes of dynamics, with more similarity within a group than between groups) (Section 3.2.3). Fig. 3.6 shows the median seizure dissimilarity of pairs of seizures within the same cluster and the median seizure dissimilarity of pairs of seizures from different clusters in both patients with a spectrum of seizures (teal histogram) and patients with multiple seizure clusters (purple histograms).

In patients with a single seizure cluster, the median within-cluster seizure dissimilarity is equivalent to the patients’ overall median seizure dissimilarity. As we saw before in Fig. 3.3C, despite having the same clustering results, the average amount of variability in seizure pathways varies in these patients.

Overall, in patients with multiple seizure clusters, the average between-cluster seizure dissimilarity is higher than the average within-cluster seizure dissimilarity, as expected. However, there is overlap in the distributions of within- and between-cluster median seizure dissimilarities. As such, depending on the patient, seizures in the same cluster can be relatively different, while seizures in different clusters can be relatively similar. Thus, a single cluster may represent seizures that may still have variable pathways, but that are nonetheless more similar to each other than to the patient’s other seizure pathways. Meanwhile, in some patients, different groups of seizure pathways (corresponding to different clusters), are still relatively similar, indicating overall lower variability in seizure evolutions.

Clustering using alternative algorithm (k-means)

To provide additional confidence in our clustering results, we repeated the seizure clustering analysis from the main text using k-means clustering instead of hierarchical clustering.
Figure 3.6: **Amount of variability within and between seizure clusters.** Teal correspond to data from patients with a spectrum of seizures (i.e., single seizure cluster), while purple corresponds to data from patients with two or more seizure clusters. Top histogram: median within-cluster seizure dissimilarity in patients with a spectrum of seizures (one seizure cluster). Middle histogram: median within-cluster seizure dissimilarity in patients with multiple seizures clusters. Bottom histogram: median between-cluster seizure dissimilarity in patients with multiple seizure clusters.
Because the $k$-means algorithm requires the observations to be in a metric distance space, we performed this clustering on the MDS embedding of the seizures (see “Seizure clustering and cluster evaluation”), rather than using the seizure dissimilarity matrix. As in the main text, the gap statistic was then used to determine the optimal number of seizure clusters. Of the 31 patients, 28 patients had both the same optimal number of seizure clusters and the same seizure partitioning (i.e., assignment of seizures to clusters) regardless of the clustering algorithm (hierarchical clustering or $k$-means clustering). Thus, in the majority of patients, we obtained equivalent clustering results using a different clustering algorithm.

We next looked at the three patients whose clustering solutions differed. The two patients whose optimal number of clusters changed were patients 1167 and 1182, who had two clusters based on hierarchical clustering, but four and eight clusters, respectively, using $k$-means clustering. We compared these finer partitions to the hierarchical clustering of each patient by cutting each patient’s dendrogram at the level required to make four and eight clusters, respectively. The different clustering solutions can then be compared using the Rand index, which is the proportion of pairs of elements (here, seizures) that have the same relative clustering assignment in both solutions; i.e., the two elements are in the same cluster in both solutions or are in different clusters in both solutions. Additionally, the adjusted Rand index (ARI) can also be computed to determine if the level of agreement is likely to arise by chance. The Rand index and ARI will both be one if the two clustering solutions are exactly the same. Meanwhile, an ARI close to zero indicates chance levels of agreement between the clustering solutions. Although these clustering solutions differed from the $k$-means clusters, there was a high level of overlap (Rand index of 0.78 for patient 1167 and 0.91 for patient 1182), indicating that both clustering solutions nonetheless capture similar information. The ARI (0.57 for patient 1167 and 0.69 for patient 1182) revealed that these similarities were higher than expected by chance. Finally, Patient Study 012-2 had two optimal clusters in both cases, but the partitions slightly differed; namely, the cluster assignment of two of the patient’s 28 seizures changed, resulting in a Rand index of 0.86 and ARI of 0.72.
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4.1 Introduction

In patients with focal epilepsy, the frequencies of pathological neural dynamics such as seizures and interictal spikes change over time within individual patients (Karoly et al., 2016). These rates do not randomly fluctuate; rather, in many patients, seizure and spike rates change over circadian and/or multi-day cycles (Baud et al., 2018; Karoly et al., 2018a, 2021; Leguia et al., 2021; Maturana et al., 2020) that are thought to be driven by time-varying factors (Rao et al., 2020) such as sleep (Bazil, 2018; Bazil and Walczak, 1997; Sinha et al., 2006) and hormones (den Heijer et al., 2018; Harden and Pennell, 2013; Reddy and Rogawski, 2013; Taubøll et al., 2015). Importantly, understanding patient-specific cycles of seizure risk improves seizure forecasting (Karoly et al., 2017; Proix et al., 2021) and could provide opportunities for delivering time-sensitive treatments for controlling seizures (Baud and Rao, 2018; Navis and Harden, 2016; Ramgopal et al., 2013).

In the previous chapter, we demonstrated that seizure pathways, defined as seizure functional network evolutions, also vary within individual patients. However, it is unknown whether these different pathways occur randomly or if seizure pathways change over the same timescales that influence seizure occurrence and spike rates. Past studies suggest that at least some seizure features may fluctuate over different timescales. For example, in some patients, seizures are more likely to secondarily generalise during sleep (Bazil and Walczak, 1997). Additionally, some studies have found shifts in seizure onset and/or propagation dynamics in intracranial EEG (iEEG) recordings in humans (Gliske et al., 2018) and canines (Ung et al., 2016). Importantly, such changes in seizure dynamics could potentially impact seizure prediction (Cook et al., 2016) and responses to treatments such as neurostimulation (Ewell et al., 2015). Despite these observations, a more comprehensive analysis of temporal changes in seizure dynamics is lacking.

We addressed this knowledge gap by exploring how different seizure pathways were distributed in time within individual patients with focal epilepsy. In Chapter 3, we developed a method for quantitatively comparing seizure pathways within patients using a “seizure dissimilarity” measure. In this chapter, we used the previously computed seizure dissimilarities of 31 epilepsy monitoring unit (EMU) patients to determine how seizure pathways
change during short-term presurgical iEEG recordings. We first asked if seizures with more similar pathways, as described by seizure dissimilarities, tended to occur closer together in time. We then explored how seizure pathways change over different timescales and determined if patterns of variability could be explained by changes over circadian and/or slower timescales.
4.2 Results

We analysed temporal changes in seizure pathways during presurgical iEEG recordings in 31 patients with focal epilepsy. This analysis is a continuation of the comparison of seizure pathways from Chapter 3 and uses the same patient data and approaches for comparing seizure pathways. As before, we defined seizure pathways as seizure trajectories through functional network space and quantified the “dissimilarity” between each pair of a patient’s seizures using dynamic time warping (DTW). This objective comparison of within-patient seizure pathways allowed us to quantify patterns of changes in seizures in the following sections.

4.2.1 Seizures with more similar pathways tend to occur closer together in time

We first asked whether seizures that occurred closer together tended to have more similar dynamics in each patient. Fig. 4.1A shows the pathways of patient 931’s seizures, as well as the time that each seizure occurred relative to the patient’s first seizure. From this visualisation, we see that the pathways gradually migrated through network space as the recording progressed, creating the observed spectrum of network evolutions. Moreover, looking at the seizure timings, we also see that seizures with similar pathways, such as seizures 6-8, tended to occur close together in time.

To quantify this temporal relationship, we defined a “temporal distance” matrix as the amount of time elapsed between each pair of the patient’s seizures (Fig. 4.1B). Patient 931’s seizure dissimilarity and temporal distance matrices have strikingly similar structures: groups of seizures with low dissimilarity tended to occur together in a relatively short time interval. In this patient, there was a strong and statistically significant positive correlation between these features (Spearman’s $\rho = 0.69$, $p = 0.001$, one-tailed Mantel test), indicating that seizures with more similar pathways tended to occur closer together in time.

Fig. 4.1C summarises the relationship between seizure dissimilarities and temporal distances across all patients. In almost all patients, there was a positive Spearman’s corre-
Figure 4.1: **More similar seizures tend to occur closer together in time in most patients.**

A) Multidimensional scaling (MDS) projections of all of patient 931’s seizure pathways, numbered from first to last seizure. The pathway of each seizure is shown in purple, with earlier time windows in lighter purple. In each plot, the pathways of the remaining seizures are shown in grey for comparison. Below the pathways, the time of each seizure (orange circles) relative to the first seizure is shown. B) From left to right: patient 931’s seizure dissimilarity matrix, temporal distance matrix, and comparison of seizure dissimilarities and temporal distances. The seizure dissimilarity matrix captures differences in the patient’s seizure pathways, while the temporal distance matrix quantifies the amount of time between each pair of seizures, in days. Plotting the seizure dissimilarity vs. the corresponding temporal distance of each pair of seizures (scatter plot, second from right) reveals a positive Spearman’s correlation \( \rho \) between the two features. The significance (p-value) of this correlation was determined using a permutation test (far right panel); the observed correlation (blue) is shown against the distribution of correlations from permuted matrices (grey). C) Dot plot showing the range of correlations between seizure dissimilarities and temporal distances across all patients. Each marker represents a patient (blue = significant correlation, grey = not significant after false discovery rate correction). D) Median seizure dissimilarities of pairs of seizures occurring within different time intervals (i.e., temporal distances) for patients with (left, blue) and without (right, grey) a significant correlation between seizure dissimilarities and temporal distances. Each point corresponds to the median dissimilarity of pairs of seizures occurring within the given time interval in a single patient. Some time intervals have fewer observations since some temporal distances were not observed in all patients. The boxplots indicate the minimum, lower quartile, median, upper quartile, and maximum of the distribution of median seizure dissimilarities, across the subset of patients, for that time interval.
lation between seizure dissimilarities and temporal distances (range: -0.10 – 0.83, mean: 0.45). This association was significant in 21 patients (67.7%) after false discovery rate correction. In these patients, we also observed that the average level of dissimilarity tended to increase with the time between the two seizures (Fig. 4.1D). Interestingly, there was no association between whether antiepileptic medication was reduced and whether the correlation between seizure dissimilarities and temporal distances was significant ($\chi^2$ test, $p = 0.9$) (Supplementary Section 4.5.1). Therefore, although medication levels may affect seizure occurrence and dynamics (Engel and Crandall, 1983; Marciani and Gotman, 1986; Napolitano and Orriols, 2013; Spencer et al., 1981), medication changes alone could not explain the observed shifts in seizure pathways, suggesting that other factors also play a role in shaping seizure features.

4.2.2 Changes in seizure pathways on different timescales can be modelled by a combination of slow, circadian, and noisy factors

The observed temporal associations of seizure dissimilarities reflected gradual changes in seizure network evolutions across the length of each recording. In other words, we observed relatively slow shifts in seizure pathways over the course of multiple days. We also hypothesised that seizure pathways may change on shorter timescales due to, for example, circadian rhythms. We first used a similar approach to Section 4.2.1 to determine if seizures that occurred at similar times of day had more similar pathways (Supplementary Section 4.5.2). However, contrary to our expectations, in most patients there was little association between seizure dissimilarities and “circadian differences” (i.e., the differences in the times-of-day of seizure occurrences). Across patients, the mean correlation between these measures was close to zero (mean: 0.05, range: -0.40 - 0.51), and the association was only significant in two patients after false discovery rate (FDR) correction for multiple comparisons.

We next hypothesised that circadian influences on seizure pathways may be obscured by the strong gradual shifts observed in Section 4.2.1. We therefore first computed a measure that characterised multiscale temporal relationships between seizure pathways. One of the drawbacks of the approach in Section 4.2.1 is that the overall correlation between seizure
dissimilarities and temporal distances only measured associations between seizures over the timescale of the patient’s entire recording (Legendre and Gauthier, 2014). However, faster rhythms in seizure variability would also create timescale-dependent relationships between seizures; in particular, circadian changes would create a positive correlation between seizure dissimilarities and temporal distances on shorter timescales, but this association would be destroyed over longer timescales. Therefore, to explore the possibility of different timescales of changes in seizure pathways, we scanned the correlation between seizure dissimilarities and temporal distances on different timescales $T$ ranging from 6 h to the longest amount of time between a seizure pair (Fig. 4.2A). For example, for $T = 3$ days, we computed the correlation between seizure dissimilarities and temporal distances for all pairs of seizures that occurred within three days of each other. We refer to this set of correlations as a “temporal correlation pattern” of seizure pathways. This approach is also known as a correlogram in ecological research (Legendre and Gauthier, 2014) and can be used to uncover temporal autocorrelations over different timescales.

Fig. 4.2A shows the temporal correlation pattern of patient 931’s seizures. As we determined earlier, there was a positive correlation between seizure dissimilarities and temporal distances when all seizures were included in the computation ($T = 5$ days) as a result of the observed gradual changes in seizure pathways. At shorter timescales, however, the temporal relationship fluctuated; for example, the correlation was relatively low at $T = 1$ and 2.5 days, and higher at $T = 0.75$ and 2.5 days. These fluctuations were signs of additional, timescale-dependent changes in seizure pathways.

To investigate how these temporal correlation patterns arose, we modelled different patterns of seizure variability and the corresponding temporal correlation patterns (see Section 4.4.2 and Supplementary Sections 4.5.3 through 4.5.6 for modelling details). For each patient, we then determined which pattern(s) of changes were most likely to reproduce the observed dynamics. In particular, we classified patients as having

1. linear changes in seizure pathways (Fig. 4.2B, left column), which corresponded to the slower, gradual shifts in seizure evolutions,

2. circadian changes (Fig. 4.2B, middle column), which represented dynamics modu-
Chapter 4: Seizure Pathways Change over Circadian and Slower Timescales in Patients with Focal Epilepsy

Figure 4.2: Temporal patterns of changes in seizure pathways. A) Calculation of patient 931’s temporal correlation pattern. Temporal distances between seizures, which were derived from the patient’s seizure times (top), were compared to seizure dissimilarities at different timescales (middle row). Example timescales $T = 1, 3, 5$ days are shown (scatter plots, middle row). In each scatter plot, brown shading indicates the timescale, black points correspond to seizure pairs used to compute the correlation for that timescale, and grey points were pairs excluded from the correlation computation. At $T = 5$ days, all seizure pairs are included, producing the same temporal correlation as in Fig. 4.1B. Scanning the timescale produces a set of correlations, or “temporal correlation pattern,” shown in the heatmap (bottom). Grey dots in the heatmap indicate insufficient information at that timescale, and these timescales are excluded from downstream analysis. B) Seizure dissimilarities were modelled based on linear (left column), circadian (middle column) or a combination of linear + circadian (right column) changes in seizure pathways. The simulated changes in seizure pathways are shown as different functions of time (top row), with patient 931’s seizures marked in orange. Temporal distances and simulated seizure dissimilarities were compared across different timescales (scatter plots, middle row), yielding a temporal correlation pattern for each model (heatmaps, bottom row). Example models and simulation results are shown here; the full set of tested models is provided in Supplementary Section 4.5.3. C) Observed temporal correlation patterns of seizure pathways in each patient, categorised by the model that best reproduces these dynamics. The goodness of model fit was measured using “model likelihood” (grey heatmap). The full details of each patient’s model are provided in Supplementary Section 4.5.5.
lated by daily rhythms, or

3. some combination of the both linear and circadian changes (example combination shown in Fig. 4.2B, right column).

Fig. 4.2B demonstrates how seizure dissimilarities were simulated using patient 931’s seizure times and example models from each of the above categories. In each model (Fig. 4.2B, top row), the x-axis value of each seizure gives the seizure’s time, relative to the first seizure. These values are the same across all three models because they are the empirically observed seizure times of patient 931. Thus, the x-axis distance between a pair of seizures measures the amount of time, or temporal distance, between them. Based on the seizure times, each model then predicted how seizure pathways would change from seizure to seizure; specifically, the distance between two seizures along the other dimension(s) corresponds to the simulated dissimilarity of each pair of seizures. Each model additionally included noisy dynamics that allowed for further, random fluctuations in seizure pathways and thus seizure dissimilarities (Supplementary Section 4.5.4). By incorporating both circadian and linear changes in this model, we could identify more subtle circadian changes that would have been obscured by strong slow (linear) changes in seizure pathways and vice versa. Incorporating noise in the model and analysing the results of different noise realisations also allowed us to reproduce seizure variability patterns that were not strictly due to circadian/linear changes and determine how often such patterns could arise due to random effects. We note that simulating the model’s effects on seizures directly, as in the top row of Fig. 4.2B (rather than fitting the model directly to seizure dissimilarities and temporal distances) allows us to more easily account for interdependencies present in the pairwise measures. For example, the effect of noise on one seizure’s pathway will impact that seizure’s similarity to all other seizures, as in our model.

From the temporal distances and simulated seizure dissimilarities (Fig. 4.2B, middle row), we then computed the corresponding temporal correlation patterns (Fig. 4.2B, bottom row) using the same process shown in Fig. 4.2A. A linear change in seizure pathways produced a positive temporal relationship that was stronger at longer timescales. Meanwhile, a circadian model only produced strong, positive temporal correlations at timescales
shorter than one day. Finally, a combination of the linear and circadian factors created both the short-term temporal relationships and a positive temporal correlation at the longer timescales. Note that there were also some additional fluctuations in the temporal correlation patterns due to noisy changes in dynamics; these effects differed depending on the outcome of the noisy simulation. To fully explore these noisy effects, we therefore additionally varied the level of noise added to the models. The tested combinations of noisy, linear, and circadian contributions are provided in Supplementary Section 4.5.3. For each combination of these factors, we simulated temporal correlation patterns 1000 times using different noise realisations to produce a series of possible temporal correlation patterns for each model.

Fig. 4.2C shows the type of model (linear, circadian, or linear + circadian) most likely to underlie the observed temporal correlation pattern of each patient. As a measure of model fit, we defined “model likelihood” as the percentage of model simulations that reproduced the patient’s observed temporal correlation pattern. Model likelihood ranges from 0-100%, and higher values reveal that the modelled changes in dynamics consistently produced temporal correlation patterns that were similar to the patient’s observed temporal correlation pattern. We additionally required the selected model to 1) outperform noisy simulations alone, 2) clearly distinguish between the linear and circadian models, and 3) in the case of the linear + circadian model, clearly outperform one of the simpler models. Using these criteria, 17 patients’ temporal correlation patterns were best explained by the linear model, three by the circadian model, and seven by the linear + circadian model. Thus, most patients (77.4%) required a linear component to explain the observed changes in seizure pathways, while 32.3% of the patients were well-matched by a model incorporating circadian changes in pathways. Notably, model likelihood tended to be higher for patients with higher number of seizures, reflecting greater model certainty in cases with larger sample sizes (Supplementary Section 4.5.6). These different classifications of seizure variability were not associated with surgical outcomes (Schroeder et al., 2020) or whether the patient’s antiepileptic medication was reduced during presurgical monitoring (Supplementary Section 4.5.7).

Notably, two of the three patients that were best fit by the circadian model, patients 1167
and 1211, were the two patients with significant associations between seizure dissimilarities and circadian distances (Supplementary Section 4.5.2)). The third patient, patient 770, was not identified by the circadian distance analysis, but this patient also had a weaker fit to the circadian model (model likelihood = 6.9), revealing that their temporal correlation pattern also relied on specific patterns of noisy fluctuations in seizure pathways. Thus, our two circadian analysis approaches agreed in the patients with the strongest circadian changes in seizure pathways, and this correspondence supports the ability of our model to uncover circadian patterns in seizure variability.

Four patients’ temporal correlation patterns could not be assigned to a model, either because the linear model and circadian model performed similarly (patient Study 038) or the best model did not outperform noise alone (patients Study 017, Study 033, and 1163). Additionally, in some patients (e.g., patients Study 020, 756, and 1196) only a small percentage of the simulations matched the observed temporal correlation patterns, indicating that reproducing the observed dynamics required specific patterns of noise. In these cases, other models may therefore provide a better explanation for the patient’s changes in seizure pathways. In particular, many of these patients had strong positive correlations at a timescales longer than one day, but less than the length of the recording, suggesting multi-day fluctuations in seizure pathways.
4.3 Discussion

In this chapter, we have explored how seizure pathways, defined as seizure network evolutions, change over time within individual patients with focal epilepsy. Using our quantitative measure of seizure dissimilarity, we have shown that more similar seizures tend to occur closer together in time. Our modelling results further indicate that in most patients, a combination of circadian and/or slower changes in seizure pathways may underlie the observed variability, suggesting that factors operating on different timescales modulate within-patient seizure evolutions.

One limitation of our work is that we analysed short-term recordings, ranging in length from a couple of days to a couple of weeks. As such, we were unable to observed cycles in seizure pathways over longer timescales (Baud et al., 2021). Analysing prolonged recordings of patients with focal epilepsy (Cook et al., 2013; Jarosiewicz and Morrell, 2021) may provide further insight into how pathological brain dynamics change over time and influence seizure features. In particular, recent studies using such data have shown that the rates of epileptiform discharges and seizures fluctuate according to both circadian and patient-specific multidiem (approximately weekly to monthly) cycles (Baud et al., 2018; Karoly et al., 2018a, 2021; Leguia et al., 2021). An intriguing possibility is that the same factors that rhythmically modulate seizure likelihood may also influence seizure evolution. Consistent with this hypothesis, we found that the majority of observed temporal patterns of seizure variability were well-explained by models incorporating circadian and/or linear changes in seizure pathways. In particular, the linear component of the model may reflect gradual changes in pathways on slower timescales, ranging from weeks to months. These simple models provided an initial hypothesis for the observed patterns of changes in seizure evolutions. Some patients' seizure patterns may be better explained by more complex models that capture different dynamics, such as multistability or multidiem cycles. Ultimately, it is likely that various factors, with differential effects on seizure evolution, interact to produce the observed repertoire of seizure pathways. Analysing within-patient seizure variability in long-term recordings could provide additional insight into such patterns of changes in seizure pathways.
Many of the patients in our study underwent antiepileptic medication reduction as part of pre-surgical monitoring, making it difficult to disentangle the effects of changing drug levels from other potential slow-varying modulators of seizure pathways. Changes in antiepileptic medication can impact neural excitability (Badawy et al., 2010, 2013; Meisel et al., 2016, 2015), and medication tapering increases seizure likelihood in most patients (Bardy, 1992; Marciani and Gotman, 1986); however, it is controversial whether it also affects seizure patterns (Bardy, 1992; Engel and Crandall, 1983; Marciani and Gotman, 1986; Spencer et al., 1981). In some cases, it appears that medication tapering reveals latent seizure pathways that are suppressed by medication (Spencer et al., 1981) or allows existing pathways to further progress (e.g., the secondary generalisation of typically focal seizures) (Marciani and Gotman, 1986). It is possible that the impact of medication reduction on seizure dynamics is drug-, patient-, and dose-dependent, and may ultimately depend on how well the medication controls neuronal excitability (Napolitano and Orriols, 2013). However, medication changes alone cannot account for the observed seizure variability in our cohort, as we observed temporal associations of seizure pathways in patients that did not undergo medication reduction. In future work, associating medication levels with differences in seizure pathways could help untangle the different factors shaping seizure dynamics.

Another confounding factor in our data is that the surgical implantation itself could artificially alter seizure dynamics over the length of the recording. Using chronic recordings of epileptic canines, Ung et al. (2016) found variability in seizure onset and interictal burst dynamics, with the most stable dynamics emerging approximately a few weeks after electrode implantation. In agreement with their work, we found that earlier seizure evolutions often recurred later in the recording, making it unlikely that gradual changes in the recording quality or an acute reaction to the surgery underlay the observed variability. Instead, Ung et al. (2016) hypothesised that seizure variability results from transient, atypical dynamics as the brain recovers from surgery, with later dynamics representing a truer epileptic network. Other stressors, such as medication withdrawal, could similarly elicit abnormal dynamics. Nevertheless, a large number of our patients had good surgical outcomes, suggesting that their recorded seizures accurately represented their epileptic
networks. Additionally, clinicians often note that patients have typical seizures during iEEG recordings, as compared to preimplantation reports, despite the effects of surgery and medication withdrawal (Marciani and Gotman, 1986). As such, the observed seizure dynamics in our cohort may be part of their usual repertoires of seizure evolutions, even if some dynamics are only elicited by strong stressors. Further analysis in chronic human recordings, such as the NeuroVista dataset (Cook et al., 2016, 2013; Karoly et al., 2018b), is needed to determine whether and how seizure pathways vary in a more naturalistic setting.

More generally, our work adds to the growing literature on within-subject temporal variability in brain dynamics and other physiological states (Poldrack et al., 2015) in both health and disease. In particular, there is increasing interest in developing improved, time-sensitive treatments that adapt to the patient’s changing state. Rather than delivering a continuous or regular therapy, such treatments would be modified and/or timed to improve their efficacy while also reducing treatment side effects. Treatment parameters may be tuned to biological rhythms (Baud et al., 2018; Baud and Rao, 2018; Karoly et al., 2018a; Navis and Harden, 2016; Ramgopal et al., 2013; Scheiermann et al., 2018) or respond directly to fluctuating conditions within each patient (Fava et al., 2003; Sanchez-Morillo et al., 2017; Vettoretti and Facchinetti, 2019). To investigate temporal fluctuations within each patient and determine how treatments interact with these changes, researchers may draw inspiration from spatiotemporal analyses in other fields, such as ecology (Legendre and Gauthier, 2014), genetics (Wu et al., 2016), and engineering (Thomas et al., 2019; Wang et al., 2015), as well as develop new techniques that address specific data-analytical challenges.

In summary, we have shown that seizure network evolutions do not randomly fluctuate within individual patients with focal epilepsy. Instead, patterns of temporal changes in seizure evolutions suggest that a combination of circadian and slow-varying factors shape these seizure pathways, perhaps by modulating the background brain state. Determining the factors that influence neural dynamics and seizure pathways could allow researchers and clinicians to develop new, seizure-specific treatments for altering seizure pathways and preventing seizure onset. Ultimately, understanding temporal patterns of changes in
seizure pathways could allow time-varying treatments to target specific seizure dynamics within each patient, ultimately improving patient outcomes and reducing treatment side-effects.
4.4 Methods

This chapter is a continuation of the analysis from Chapter 3; it analyses seizure network evolutions from the same 31 EMU patients using the methods outlined in that chapter. Additional methods used to analyse temporal patterns in seizure network evolutions are outlined here.

4.4.1 Comparison to temporal distances

For each patient, we computed a “temporal distance matrix” containing the amount of time elapsed (measured in days) between the onset times of each pair of seizures. Spearman’s correlation was computed between the upper triangular elements of the seizure dissimilarity matrix and the temporal distance matrix of each patient. Since the distances in each matrix were not independent observations, the Mantel test (Mantel, 1967) was used to determine the significance of each correlation. Briefly, the rows and columns of one matrix were randomly permuted 10,000 times. The correlation between the two sets of upper triangular elements was re-computed after each permutation, resulting in a distribution of correlation values that described the expected correlation if there were no relationship between seizure dissimilarities and temporal distances. The $p$-value of the association was then defined as the proportion of permuted correlation that were greater than or equal to the observed correlation. To correct for multiple comparisons, the Benjamini-Hochberg FDR correction (Benjamini and Hochberg, 1995) was applied to the set of $p$-values computed across all patients (31 total tests). The correlation was considered significant if the corresponding adjusted $p$-value was less than 0.05.

4.4.2 Computing and modelling temporal correlation patterns

To quantify how seizure dynamics change over different timescales in each patient, Spearman’s correlation between seizure dissimilarities and temporal distances was computed only for seizure pairs with temporal distances less than or equal to timescale $T$. $T$ was scanned from 0.25 days up to the patient’s largest temporal distance in steps of 0.25 days. A timescale was excluded from the analysis if less than seven pairs of seizures occurred
within the given timescale or if no new seizure pairs were added when the timescale was increased. The resulting set of correlations across various timescales were referred to as “temporal correlation patterns.”

Modelling seizure dissimilarities and temporal correlation patterns: To determine the underlying processes that could produce the observed temporal correlation patterns, changes in seizure dynamics were modelled using the functions

- \( f_l(t) = \frac{1}{7t} \) (a line with a slope of one per week)
- \( f_c(t) = \sin 2\pi t \) (a sine wave with a period of one day)
- \( f_n(t) \sim N(0,1) \) (Gaussian noise with a mean of zero and standard deviation of 1)

where \( t \) is time in days.

For each function, a simulated distance matrix \( D \) was then defined for the patients’ seizures, with

\[
D(i, j) = |f(t_i) - f(t_j)|
\]

where \( t_i \) is the time of seizure \( i \), \( t_j \) is the time of seizure \( j \), and \( f(t) \) is the corresponding function. The simulated dissimilarity of the two seizures was then defined as

\[
Diss(i, j) = \sqrt{[lD_l(i, j)]^2 + [cD_c(i, j)]^2 + [nD_n(i, j)]^2}
\]

where \( l, c, \) and \( n \) are scalar parameters controlling the relative contributions of the linear, circadian, and noise functions, respectively.

The relative contributions of the linear, circadian, and noise functions were scanned by varying the levels of \( l, c, \) and \( n \). For each set of parameters, seizure dissimilarities were simulated 1000 times using different noise realisations (and correspondingly changing the noise distance matrix, \( D_n \)), and the resulting temporal correlation patterns were computed for each set of simulated dissimilarities. Note that because temporal correlation patterns only depend on the order of the dissimilarities, only the relative magnitudes of
the parameters $l$, $c$, and $n$ affected the modelling results. A model was termed a “linear model” if $c = 0$, a “circadian model” if $l = 0$, and a “linear + circadian model” if $l > 0$ and $c > 0$.

To determine if a patient’s seizure dynamics could be categorised as linear, circadian, or linear + circadian, the simulated temporal correlation patterns were compared to the patient’s observed temporal correlation pattern by computing the mean squared error (MSE) of each simulated pattern. Simulated temporal correlation patterns with MSE $\leq 0.02185$ were defined as “good matches” to the observed dynamics. This threshold was chosen because it was the 5th percentile of the set of all MSEs, across all patients, and based on visual inspection of simulated temporal correlation patterns with different MSEs. The likelihood $L$ of a given parameter set was then defined as the percentage of “good matches” produced by the 1000 noisy simulations of seizure dissimilarities at those parameter values. For each class of model (linear, circadian, or linear + circadian), the model’s likelihood ($L_l$, $L_c$, or $L_{l+c}$, respectively) was the highest likelihood among the model type’s parameter sets, and the “best model” was the model with the highest likelihood. $L_n$ was also defined as the highest likelihood of the parameter sets without any linear or circadian contributions ($l = 0$, $c = 0$, $n > 0$).

This best model with likelihood $L_{\text{max}}$ was then used to categorise the patient’s dynamics if it outperformed all competing models. Specifically, we required that:

- The best model clearly outperformed noise alone ($L_{\text{max}} \geq 2L_n$); otherwise, the patient’s dynamics were classified as other/indeterminate.

- The performance of the linear model and circadian model were clearly distinguishable ($L_l \geq 2L_c$ if the linear model was best; $L_c \geq 2L_l$ if the circadian model was best); otherwise, the patient’s dynamics were classified as other/indeterminate.

- If the best model was linear + circadian, it clearly outperformed the two simpler models ($L_{l+c} \geq 2L_l$ and $L_{l+c} \geq 2L_c$); otherwise, the patient’s dynamics were classified as other/indeterminate (if both simpler models performed comparably by this criterion) or as other/indeterminate (if both simpler models performed comparably).
See Supplementary Sections 4.5.3 through 4.5.6 for additional modelling details and the selected models for each patient.
4.5 Supplementary

4.5.1 No relationship between temporal correlation and AED reduction

During presurgical recordings, the antiepileptic drug (AED) dosages of patients are often gradually reduced to provoke more seizures and thus facilitate localization of the epileptogenic zone (Bardy, 1992; Engel and Crandall, 1983; Marciani and Gotman, 1986; Spencer et al., 1981). Because such medication alters neural excitability (Badawy et al., 2010; Meisel et al., 2016, 2015), it is possible that it also affects seizure dynamics. Thus, gradual changes in AED dosages could potentially produce gradual changes in seizure evolution, leading to the observed temporal changes in seizure pathways in our work. We therefore investigated if differences in the correlation between seizure dissimilarities and temporal distances across patients could be attributed to whether antiepileptic medications were reduced in each patient.

Information about medication dosages was available from the clinical reports of 19 patients. This information was extracted and used to label each patient as “AED reduction performed” or “no AED reduction performed.” Medication changes due to stat doses of medication (i.e., medication given in addition to the planned dose in order to control seizures) were not considered in this assessment; rather, we sought to identify whether gradual changes in medication were intentionally made, as such changes could underlie the observed gradual temporal changes in seizure pathways. We then also labelled whether each of the 19 patients had a significant or not significant correlation between seizure dissimilarities and temporal distances.

Table 4.1 shows the cross-tabulation table of these variables. If AED reduction reliably altered seizure evolution, we would expect significant correlations between seizure dissimilarities and temporal distances in approximately all patients who underwent medication reduction. However, of the 11 patients that underwent AED reduction, four did not have a significant association between these distances. Additionally, if the temporal changes in seizure pathways were solely due to medication reduction, we would not expect a significant relationship between seizure dissimilarities and temporal distances in patients who did not undergo AED reduction. Instead, we observed a significant correlation in five of
Table 4.1: Cross-tabulation table of AED reduction and significant temporal correlations. The frequency of AED reduction (columns, “AED reduction performed”) and the frequency of a significant correlation between temporal distances and seizure dissimilarities (rows, “Significant temporal correlation”) in our cohort of patients.

<table>
<thead>
<tr>
<th>Significant temporal correlation</th>
<th>AED reduction performed</th>
</tr>
</thead>
<tbody>
<tr>
<td>no</td>
<td>yes</td>
</tr>
<tr>
<td>no</td>
<td>3</td>
</tr>
<tr>
<td>yes</td>
<td>5</td>
</tr>
<tr>
<td>total</td>
<td>8</td>
</tr>
</tbody>
</table>

the eight patients who did not undergo AED reduction. A $\chi^2$ test found no association between whether AED reduction was performed and whether the correlation between seizure dissimilarities and temporal distances was significant ($\chi^2 = 0.0026, p = 0.96$). As such, the temporal relationship between similar seizure pathways cannot solely be attributed to AED reduction in our cohort.

4.5.2 No relationship between seizure dissimilarities and circadian timing alone in most patients

In many patients with focal epilepsy, seizure likelihood (Baud et al., 2018; Karoly et al., 2017; Leguia et al., 2021; Maturana et al., 2020; Stirling et al., 2021) and seizure dynamics (Bazil, 2018; Bazil and Walczak, 1997; Sinha et al., 2006) vary according to circadian timing and cycles. We therefore investigated if within-patient variability in seizure pathways could be explained by differences in the circadian timing of the seizures.

For each patient, we computed a circadian distance matrix, which contained the differences (measured in hours) in the time-of-day of the occurrence of each pair of seizures. This measure is a circular statistic that can range from 0 to 12 hours; for example, the circadian distance between two seizures that occur at 1 am and 11 pm is two hours, not 22 hrs. As for the temporal distance matrix (section 4.4.1), Spearman’s correlation was computed between the upper triangular elements of a patient’s seizure dissimilarity and circadian distance matrices to determine if seizures with more similar circadian timings had more similar pathways, and the Mantel test (Mantel, 1967) was used to determine the significance of the correlation. To correct for multiple comparisons, the Benjamini-
Hochberg false discovery rate (FDR) correction (Benjamini and Hochberg, 1995), with $\alpha = 0.05$, was applied to the set of p-values across all patients.

Fig. 4.3 shows this comparison in three patients, as well as the correlations between seizure dissimilarities and circadian distances across patients. In patient 931 (Fig. 4.3A-D), there was no relationship between seizure dissimilarities and circadian distances; indeed, the correlation between these measures was close to zero. Of our cohort, patient 1211 (Fig. 4.3E-H) had the highest correlation between seizure dissimilarities and circadian distances; however, most seizures occurred within the same 24 hour period in this patient; thus, the observed changes could also be due to slower shifts in seizure pathways. We therefore also show this relationship in patient 1167 (Fig. 4.3I-L), whose seizures spanned multiple days. This patient had a significant association between seizure dissimilarities and circadian distances, but the relatively low correlation and the visual differences between the two matrices also suggest that much of the variability in seizure pathways was unexplained by the circadian timings of the seizures.

Across patients, the distribution of correlations between seizure dissimilarities and circadian distances was centred close to zero (mean: 0.05, range: -0.40 – 0.51), with weak associations in most patients (Fig. 4.3M). Further, the correlation was significant in only two patients. Contrary to our expectations, these results indicate that the circadian timing of seizures alone does not explain the observed variability in seizure network dynamics in our cohort. It is possible that only some seizure features, such as secondary generalisation (Bazil, 2018; Bazil and Walczak, 1997; Sinha et al., 2006), are influenced by circadian rhythms. Additionally, seizure features may be more influenced by wakefulness and sleep stage than by time-of-day; for example, seizures that have relatively similar circadian timing (e.g., 7 am and 8 am) could be highly dissimilar if they span a transition from wake to sleep. Future studies could detect sleep and wake states from iEEG recordings (Conrad et al., 2020) to test this hypothesis.

The weak relationship between seizure dissimilarities and circadian distances could also be due to other, stronger factors that influence seizure pathways on different timescales, obscuring more subtle circadian effects. Indeed, many of our patients had strong shifts in seizure pathways across the timescale of their recordings (section 4.2.1). These slower
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Figure 4.3: Relationship between seizure dissimilarities and circadian distances. For three example patients, patients 931 (A-D), 1211 (E-H), and 1167 (I-L): the patient’s seizure dissimilarity matrix (A, E, I), circadian distance matrix (B, F, J), scatter plot of the seizure dissimilarities vs. circadian distances (C, G, K), and permutation tests results for determining the significance of the Speaman’s correlation between seizure dissimilarities and circadian distances (D, H, L). M) Dot plot showing the range of Spearman’s correlations between seizure dissimilarities and circadian distances across all patients. Each marker represents a patient (blue = significant correlation, grey = not significant after false discovery rate correction).
changes may need to be accounted for in order to observe circadian influences on seizure pathways. Thus, in section 4.2.2, we used a model that incorporated both slow (linear) and circadian factors to explain temporal patterns in seizure variability.

### 4.5.3 Model parameter scan

Table 4.2 shows the values used to scan the parameters \( l, c, \) and \( n \) in the model of seizure temporal correlation patterns. To reduce the model complexity, we do not change the phase of the circadian cycle; however, in future work, the circadian phase could also be included as an additional parameter. Alternatively, the parameter could be tuned based on the patient’s known or likely sleep/wake cycle (data that was unavailable for our patients).

<table>
<thead>
<tr>
<th>parameter</th>
<th>description</th>
<th>scan range</th>
<th>step size</th>
</tr>
</thead>
<tbody>
<tr>
<td>( l )</td>
<td>scales linear contribution (i.e., slow/gradual changes)</td>
<td>0 to 1</td>
<td>1</td>
</tr>
<tr>
<td>( c )</td>
<td>scales circadian (sinusoidal) contribution</td>
<td>0 to 5</td>
<td>0.1</td>
</tr>
<tr>
<td>( n )</td>
<td>scales noise contribution</td>
<td>0.025 to 0.5</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Table 4.2: **Parameter scan values for model of temporal correlation patterns.**

Note that temporal correlation patterns only depend on the relative magnitude of seizure dissimilarities, and not their absolute magnitude, since they are computed using Spearman’s correlation. As such, only the relative values of the model parameters matter for model selection. For example, given the same noise realisation, the temporal correlation patterns of the parameter sets \((l = 0.5, c = 1, n = 0.05)\) and \((l = 1, c = 2, n = 0.1)\) would be equivalent. These properties allowed us to limit the parameter scan, removing redundant parameter sets, in the following ways:

- We limited the values of \( l \) to 0 (no linear contribution) or 1 (linear contribution), and only scanned the values of \( c \) and \( n \), relative to these fixed linear contributions. Therefore, for all model that include a linear component, \( l = 1 \). The values of the other parameters then indicate the contributions of circadian and/or noisy changes in dynamics, relative to the contribution of the linear component.
For parameter sets where \( l = 0 \), we likewise fixed the value of \( c \) to 1 and only scanned \( n \) to determine the relative contributions of the circadian and noise processes. Thus, for any patient whose pattern of dynamics was categorised as “circadian” (with no linear contribution), \( l = 0 \) and \( c = 1 \).

### 4.5.4 Effect of level of noise on modelled temporal correlation patterns

For the example models shown in Section 4.2.2, Fig. 4.2, we visualise how increasing the level of noise alters the temporal correlation pattern (Fig. 4.4). In general, increasing the level of noise attenuates the correlations produced by the linear and/or circadian dynamics. Additionally, specific realisations of noisy dynamics can produce random fluctuations in the correlation pattern (i.e., correlations that are much higher or lower than expected based on linear and/or circadian dynamics).

### 4.5.5 Modelling results of all patients and example computation of model likelihood

As a reminder, at each set of parameters, seizure dissimilarities and the corresponding temporal correlation patterns were simulated 1000 times. Each simulated temporal correlation pattern was then compared to the patient’s observed temporal correlation pattern by computing the MSE between the simulated and observed patterns. The likelihood \( L \) of a given parameter set was defined as the percentage of “good matches” (simulations with \( \text{MSE} \leq 0.02185 \)) produced by the 1000 noisy simulations at those parameter values. A model was termed a “linear model” if \( c = 0 \), a “circadian model” if \( l = 0 \), and a “linear + circadian model” if \( l > 0 \) and \( c > 0 \). For each class of model (linear, circadian, or linear + circadian), the model’s likelihood \( (L_l, L_c, \text{or } L_{l+c}, \text{respectively}) \) was the highest likelihood among the set of qualifying parameter sets, and the “best model” was the model with the highest likelihood, \( L_{\text{max}} \). \( L_n \) was also defined as the highest likelihood of the parameter sets without any linear or circadian contributions (\( l = 0, c = 0, n > 0 \)).

However, this “best model” was only the “selected” model for the patient if

1. The best model clearly outperformed noise alone \( (L_{\text{max}} \geq 2L_n) \); otherwise, the patient’s dynamics were classified as other/indeterminate.
Figure 4.4: Effect of noise level on example temporal correlation patterns. Using example models of patient 931’s seizure variability (reproduced from Fig. 4.2B), we demonstrate how increasing the level of noise impacts temporal correlation patterns. A) As in Fig. 4.2B, seizure dissimilarities were modelled based on linear, circadian, or varying combinations of linear + circadian changes in seizure pathways. In each model, distances between seizures reflected the observed temporal distances and the simulated seizure dissimilarities (see annotations on “Linear” model). B) In the same way, noisy changes in seizure dynamics were also incorporated into the models. The right panel shows the noisy dynamics (sampled from a standard Gaussian distribution) used in these example simulations; distances between seizures along the y-axis correspond to differences in seizure evolutions due to random fluctuations. C) The simulated seizure dissimilarities and temporal distances were compared across different timescales, yielding a temporal correlation pattern for each model (heatmaps, bottom row). For each model, the effects of three different levels of the additional, noisy dynamics are shown; specifically, from top to bottom of the heatmaps, the contribution of the noisy changes from panel B were multiplied by 0.1, 0.25, or 0.5 to vary their effect on the temporal correlation patterns. The top row of each heatmap is the temporal correlation pattern shown in Fig. 4.2B. Increasing the noisy contribution (second and third rows of the heatmaps) attenuates these correlations and/or produces additional fluctuations in the correlations.
2. The performance of the linear model and circadian model were clearly distinguishable ($L_l \geq 2L_c$ if the linear model was best; $L_c \geq 2L_l$ if the circadian model was best); otherwise, the patient’s dynamics were classified as other/indeterminate.

3. If the best model was linear + circadian, it clearly outperformed the two simpler models ($L_{l+c} \geq 2L_l$ and $L_{l+c} \geq 2L_c$); otherwise, the patient’s dynamics were classified as the simpler model (if one simpler model performed comparably by this criterion) or as other/indeterminate (if both simpler models performed comparably).

Fig. 4.5 shows the final modelling results for each patient after the above model selection criteria were applied. From the simulated temporal correlation patterns (Fig. 4.5B), it is apparent that our simple model can approximately reproduce the observed temporal correlation patterns (Fig. 4.5A). Fig. 4.5C provides the selected model parameters for each patient. Fig. 4.5D provides the likelihood of the selected model, and Fig. 4.5E shows the relative performances of the “best model,” with $L_{max}$, compared to each of the model categories. The relative performance was computed as the likelihood of the best-performing model, $L_{max}$, divided by the likelihood of the given model category of model. Lower values indicate better performances compared to the best model; indeed, the relative performance of the best model is 1 because $L_{max}/L_{max} = 1$ (e.g., patient 934, linear model). These relative performances were used to select the final model parameters (Fig. 4.5C) and corresponding model category. For example, in some patients, the linear + circadian model performed best ($L_{max} = L_{l+c}$), but the linear model was selected because it performed comparably: in Study 012-2, for instance, $L_{l+c}/L_{l} = 1.058$, indicating that almost as many simulations from the linear model provided a good match to the observed temporal correlation patterns.

To illustrate how the model likelihood was computed, Fig. 4.6 shows the 1000 simulations arising from the selected parameter sets of three patients, 931, 1005, and 1211, which were modelled using the linear, linear + circadian, and circadian models, respectively. The simulations are ordered from lowest to highest MSE and are divided by whether they fall under the MSE threshold for a “good match” to their observed temporal correlation
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Figure 4.5: **Temporal correlation pattern modelling results for each patient** (previous page). A) Observed temporal correlation patterns of all patients, sorted by the selected model (linear, circadian, linear + circadian, or other/indeterminate). These results are also included in Fig. 4.2C. B) For each patient, the simulated temporal correlation pattern, arising from each patient’s selected model parameters, that best matched the observed temporal correlation pattern. No simulated pattern is shown for the last four patients because none of the models (linear, circadian, or linear + circadian) met the model selection criteria. C) Parameter values of the selected model for each patient ($l = $ linear contribution, $c = $ circadian contribution, $n = $ noise contribution). D) The performance of the selected model, as defined by the likelihood $L$ of the selected model. A higher likelihood indicates that the model is more likely to produce the patient’s observed temporal correlation pattern. E) The relative performances of the different model categories (linear, circadian, and linear + circadian, as well as the noise-only model) compared to the best-performing model. The relative performance is defined as the likelihood of the best-performing model, $L_{max}$, divided by the likelihood of the given type of model. Lower values indicate better performances compared to the best model. For each patient, the relative model performances were used to determine the model that clearly outperformed the other categories of models, while also providing the most parsimonious explanation of the observed dynamics.

pattern, which is shown in Fig. 4.5A. For each patient, the “good matches” are visually similar to the observed temporal correlation pattern of each patient. Note that the average MSE of the set of simulations would not necessarily be an appropriate evaluation for model selection because noisy fluctuations can dramatically alter the simulated temporal correlation pattern, especially if the number of analysed seizures was small. For example, for patient 931 (Fig. 4.6A), although some simulations provided a good match to the observed temporal correlation pattern, other simulations had a very high MSE. Our approach determined the “likelihood” of observing such good matches to the observed dynamics, without penalising the parameter set for also producing drastically different dynamics under different noise realisations.

### 4.5.6 Relationship between model likelihood, sample size, and the level of noise

Ideally, a measure of model fit reflects the amount of confidence in the model, and this confidence should increase with a larger sample size (here, the number of seizures). The model fit may also reflect how consistently the observed dynamics match the model dy-
Figure 4.6: **All simulated temporal correlation patterns arising from the selected model parameters of three example patients:** A) patient 931, B) patient 1005, C) patient 1211. See Fig. 4.5C for the parameters used to generate the simulated temporal correlation patterns. From left to right, the example patients were categorised as linear, linear + circadian, and circadian. For each patient, the heatmap shows the temporal correlation patterns, with the MSE of each temporal correlation pattern (compared to the patient’s observed temporal correlation pattern) to the right of the heatmap. Simulations are ordered from lowest MSE (top) to highest MSE (bottom). The red dotted line shows the MSE threshold for a “good match” to the observed temporal correlation pattern, and the dotted green line marks the boundary of the simulations that fall under this threshold.
Figure 4.7: **Relationship between model likelihood, number of seizures, and the model noise parameter $n$.** Scatter plot of model likelihood (the percentage of model simulations, arising from the selected model parameters, that matched the patient’s observed temporal correlation pattern) vs. the number of seizures analysed in each patient. Spearman’s correlation between these two measures is 0.438. Points are labelled by the corresponding patient ID and coloured by the value of the noise parameter, $n$, in the selected model. See Fig. 4.5 for the exact values of model likelihood and $n$ for each patient. Patients who were not assigned model parameters (patients Study 038, Study 017, Study 033, and 1163) are excluded from this figure.

To evaluate our measure of model fit (model likelihood), we therefore compared the model likelihood of each patient to the number of seizures analysed in each patient (Fig. 4.7). We additionally visualised how the amount of noise in the selected model (the model parameter $n$) was related to model likelihood.

From Fig. 4.7, it is apparent that model likelihood tended to increase as the number of seizures analysed also increased. Spearman’s correlation between these two measures was 0.438. Thus, our measure of model fit was sensitive to the number of seizures analysed, and we had more confidence in our model when the sample size was larger.

Notably, three patients with a relatively low number of seizures (patients Study 027, I002 P006 D01, and 821) had high model likelihood despite their small sample sizes. In these cases, the model likelihood was still high because their pattern of seizure variability was
very consistent with the linear and/or circadian changes predicted by the model; i.e., the noise contribution (controlled by the model parameter \( n \)) was low for all of these patients. The low \( n \) in turn meant that the selected model parameters created consistent simulated temporal correlation patterns that were all a good match for the observed dynamics. Therefore, even though the sample sizes for these patients was low, the model likelihood was high because the observed variability was highly consistent with the linear and/or circadian pattern of changes predicted by the model.

However, this relationship between model likelihood and the noise parameter \( n \) was only present for patients with low numbers of seizures. Patients with high numbers of seizures had high model likelihood regardless of the selected value of \( n \). This situation arose because we compared observed and simulated correlations, rather than trying to predict specific fluctuations in seizure pathways; as such,

- When a patient had a low number of seizures, noisy fluctuations in seizure pathways could produce spuriously high or low correlations between seizure dissimilarities and temporal distances. Because these high correlations were unexplained by the linear or circadian trends in seizure dynamics, the model instead reproduced them by introducing higher levels of noisy dynamics. However, only a small number of these noisy simulations would reproduce the observed dynamics, resulting an overall low model likelihood (for e.g., see simulations of patient 931, with 11 seizures and \( n = 0.2 \), in Fig. 4.6A).

- In patients with a high number of seizures, spuriously high or low correlations become less likely to occur by chance. The same sample size effect would occur in the model, as well; due to the larger sample size, noisy fluctuations predictably attenuate the correlations created by other modelled changes. Thus, a high percentage of the noisy model simulations would match the observed dynamics, as long as those dynamics were also consistent with other modelled trends (i.e., the linear and/or circadian dynamics) (for e.g., see simulations of patient 1211, with 20 seizures and \( n = 0.275 \), in Fig. 4.6C).

Therefore, model likelihood does not necessarily reflect whether the observed dynamics...
are consistent with the modelled linear/circadian changes in seizure pathways. Instead, such model uncertainty is directly incorporated into the model via the addition of noise. A higher contribution of noise reflects that additional changes in seizure pathways occurred due to other factors or random fluctuations.

Note that the relationship between model likelihood and the number of seizures only holds if the model is able to reproduce the observed pattern of seizure variability; models that cannot reproduce the observed temporal correlation patterns will always have a low or zero likelihood. Fig. 4.5E compares the performances of the different types of models, and it is apparent that model likelihood will be low, regardless of the sample size, if the model cannot reproduce the observed temporal correlation pattern. Therefore, model likelihood does not purely reflect the number of seizures, but also whether the model is a good fit for the observed dynamics. Thus, model likelihood is a useful measure for selecting models that reproduce the observed temporal correlation patterns in our cohort.

4.5.7 No relationship between model timescales and AED reduction

We additionally explored if patients who underwent AED reduction had seizure variability that was best described by a particular model (linear, circadian, or linear + circadian changes in dynamics). In particular, the linear model describes more gradual changes in seizure pathways over the course of the recording, which could be attributed to AED reduction.

As in Section 4.5.1, we analysed the 19 patients who had information about AED reduction in their clinical reports. Table 4.3 shows the number of patients with and without AED reduction who were assigned to each model category. A $\chi^2$ test cannot be performed here due to small sample sizes and assignment to multiple categories (patients with linear + circadian variability could be considered members of both the linear and circadian groups). However, from the cross-tabulation table alone, it is apparent that similar proportions of patients with and without AED reduction were assigned to each model category. In particular, AED reduction alone cannot explain the linear pattern of seizure variability: six of the eight patients without AED reduction had variability that was categorised as either linear or linear + circadian. Thus, factors beyond AED reduction influence the
temporal patterns of changes in seizure pathways in this cohort.

<table>
<thead>
<tr>
<th>AED reduction</th>
<th>Linear</th>
<th>Circadian</th>
<th>Linear + Circadian</th>
<th>Other/Indeterminate</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Cross-tabulation table of model category and AED reduction.
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5.1 Introduction

Within individual patients with focal epilepsy, seizure spatiotemporal neural dynamics can vary in two main ways. First, the progression, or evolution, of pathological activity can differ from seizure to seizure. These progressions can be described with various features, such as functional networks (Burns et al., 2014; Schroeder et al., 2020) or model parameters (Karoly et al., 2018b), that capture specific seizure properties. Using this approach, each seizure progression can be conceptualised as a pathway through the chosen feature space (Karoly et al., 2018b; Nevado-Holgado et al., 2012; Schroeder et al., 2020; Wendling et al., 2002). Second, each seizure is also characterised by its duration, which is commonly defined as the amount of time that elapses from its electrographic start to finish (Dobesberger et al., 2015; Halford et al., 2015; Kaufmann et al., 2020; Kim et al., 2011). Together, these features describe both the sequence of brain activity during a seizure as well as the amount of time that it takes to complete that sequence.

Importantly, seizure pathways and seizure durations are related to clinical symptoms (Dobesberger et al., 2015; Kaufmann et al., 2020; Kim et al., 2011; Schroeder et al., 2020), seizure severity (Cramer and French, 2001), and the outcome of treatments such as surgical resection (Burns et al., 2014) and seizure prediction (Cook et al., 2016). However, despite their clinical relevance, little is known about how these features interact. In particular, it is unclear whether variability in seizure duration arises purely from changes in seizure pathways, or whether pathways and durations can vary independently within the same patient.

Some past studies suggest that seizure pathways and durations are linked, with different durations corresponding to seizures with distinct pathways. First, seizure duration often differs between different International League Against Epilepsy (ILAE) clinical seizure types, which classify seizures based on features such as clinical symptoms (Fisher et al., 2017) and are also associated with changes in functional networks (Burns et al., 2014; Schindler et al., 2007b; Schroeder et al., 2020). Seizure types with more severe clinical manifestations tend to last longer; for example, focal seizures that progress to bilateral tonic-clonic seizures tend to have longer durations than seizures that remain focal (Dobes-
berger et al., 2015; Kaufmann et al., 2020), and focal seizures tend to be longer if they involve loss of awareness (Dobesberger et al., 2015; Kim et al., 2011). Meanwhile, analysis of chronic intracranial EEG (iEEG) recordings suggests that seizures with different durations have similar onsets, but different terminations (Karoly et al., 2018b). Additionally, there is evidence that distinct populations of short and long seizures correspond to different seizure pathways with characteristic durations (Cook et al., 2016; Karoly et al., 2018b). Overall, such findings suggest that seizure pathways and durations may co-vary within patients, with different seizure durations serving as a proxy for different seizure pathways.

However, it is also possible that seizure duration is modulated independently of seizure pathways. At one extreme, two seizures could have the same pathway, but different durations due to variability in their rates of progression. In a rodent model, Wenzel et al. (2017) found seizures with consistent recruitment patterns and different rates of seizure spread at a neuronal level, a characteristic that they termed “elasticity.” To our knowledge, no studies have extensively explored such temporal flexibility in seizure pathways in human patients. Nonetheless, within-patient seizures with consistent firing patterns, but small changes in duration, have been observed (Truccolo et al., 2011), suggesting that elasticity in the same seizure pathway may also occur in humans. This mechanism could potentially lead to variable durations among seizures with the same pathway.

Thus, it is unclear whether seizure durations and seizure pathways are co-modulated within individual patients with focal epilepsy. In the past, the relationship between these features has been difficult to investigate due to the lack of an objective measure for comparing seizure pathways. In Chapter 4, we addressed this need by proposing an approach for quantitatively comparing within-patient seizure pathways and specifically investigated variability in seizure functional network evolutions (Schroeder et al., 2020).

In this chapter, we used the same approach to explore if variability in seizure pathways was linked to variability in seizure durations. Importantly, our comparison of seizure pathways allowed us to recognise similar pathways even if they progressed at different rates; thus, we could determine if two seizures shared the same pathway, even if their durations differed. Moreover, we extended our analysis from the original epilepsy monitoring unit (EMU)
patients to include long-term recordings from NeuroVista patients and canines, allowing us to analyse the relationship between pathways and durations in subjects with a higher number of recorded seizures that occurred over longer timescales.

5.2 Results

To explore the relationship between seizure pathways and seizure durations, we analysed a total of 3,224 seizures, recorded using iEEG (Fig. 5.1A), from 44 subjects with focal epilepsy or focal onset seizures: 31 EMU patients (average 16.5 seizures/patient), 10 NeuroVista patients with long-term recordings (Cook et al., 2013) (average 252.6 seizures/patient) and 3 canine subjects (Howbert et al., 2014) (average 62.3 seizures/subject).

Fig. 5.1B shows the iEEG recordings of four seizures from an example subject, EMU 821. In the remainder of this chapter, we first describe our approach to comparing seizure pathways and durations within individual subjects. We next use our measures to determine how pathways and duration can co-vary and independently vary within a given subject.

5.2.1 Quantifying within-subject variability in seizure pathways and seizure durations

In this work, we describe the dynamics of each seizure using two features:

1. The seizure’s functional network evolution, which can be considered a pathway through the space of possible functional network interactions (Fig. 5.1C).

2. The amount of time that it takes the seizure to traverse its pathway; i.e., the seizure’s duration in time (Fig. 5.1D).

For clarity, throughout this chapter we will only use the terms short/long to describe seizure temporal duration and small/large to describe relative amounts of spatial distances traversed by seizure pathways. These distinctions are important since a seizure’s relative size in time and space are not necessarily linked; for example, a short seizure can have a large pathway if it progresses quickly through network space. Likewise, a long seizure with network interactions that barely change from onset to termination would only traverse a small part of network space.
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Figure 5.1: Quantitatively comparing seizure pathways and durations within individual subjects. A) Schematic of the electrode implantation for iEEG recording of an example subject, EMU 821. A = anterior of brain, P = posterior of brain. B) Intracranial electroencephalographic (EEG) of four of EMU 821’s seizures. The recordings from a representative subset of electrodes are shown. C) Multidimensional scaling (MDS) embeddings of the corresponding pathways of the example seizures. Each point corresponds to the functional network configuration of a seizure time window, and time windows with more similar network configurations are located closer together in the embedding. Coloured points correspond to time windows that occurred during the example seizure, with the first time window marked with a black diamond and successive time window connected with the coloured line to form the seizure pathway. Time windows that occurred during other seizures are shown in grey for reference. D) The durations of each of the example seizures, shown on a natural logarithm scale. Seizure dynamics were characterised by seizure pathways (C) and seizure durations (D). E) Pairwise pathway dissimilarities and F) duration differences of the example seizures. Both matrices are symmetric.
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As in previous work (Schroeder et al., 2020), we described seizure pathways through network space by computing the time-varying (sliding window) coherence between pairs of iEEG channels across six frequency bands: $\delta$ (1-4 Hz), $\theta$ (4-8 Hz), $\alpha$ (8-13 Hz), $\beta$ (13-30 Hz), $\gamma$ (30-80 Hz), and high $\gamma$ (80-150 Hz). Each seizure was therefore described by a multivariate time series that captured how interactions between channels changed over the course of the seizure. To visualise seizure pathways through network space, we used multidimensional scaling (MDS) to project each subject’s seizure network evolutions into a two-dimensional space (Fig. 5.1C). Each point in the projection corresponds to a network configuration that occurred during the seizure, and time points with more similar network configurations tend to be plotted closer together. These projections therefore allow us to qualitatively compare seizure pathways within the same subject. For example, in EMU 821, seizures 5 and 6 appear to have highly similar pathways relative to the other example seizures.

To quantify similarities and differences in seizure pathways, we then used dynamic time warping (DTW) (Sakoe and Seibi, 1978) to compute pairwise dissimilarities between seizures, resulting in a symmetric “seizure dissimilarity” matrix for each subject (Schroeder et al., 2020) (Fig. 5.1E). In our case, DTW minimised the overall distance between a pair of seizure pathways by selectively stretching parts of each pathway such that similar network configurations were temporally aligned. Therefore, DTW allowed us to recognise similar seizure pathways even if the seizures had different durations. We defined the pathway dissimilarity between a pair of seizures as the average distance between their functional connectivity time series after DTW.

To compare variability in seizure pathways to variability in seizure durations, we additionally quantified the pairwise differences in each subject’s seizure durations. As in previous work (Cook et al., 2016), we first computed the natural logarithm of each seizure duration (Fig. 5.1D). We then computed the pairwise absolute differences between the transformed seizure durations, resulting in a symmetric “duration difference” matrix for each subject (Fig. 5.1F). Note that due to the properties of logarithms, our measure captures relative changes in duration (see Methods, section 5.4.2).

Thus, each subject’s spatiotemporal seizure variability was described by two matrices:
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their pathway dissimilarity matrix (Fig. 5.1E), containing pairwise comparisons of seizure pathways through network space, and their duration difference matrix (Fig. 5.1F), composed of pairwise differences of seizure durations. In our downstream analyses, we used these two measures to explore the relationship between seizure pathways and seizure durations in each subject. As such, our analysis focused on differences in seizure pathways and durations between pairs of seizures, rather than the pathway and duration features themselves. This seizure pair approach had two main advantages. First, unlike seizure duration, seizure pathways do not map onto a single feature that changes from seizure to seizure (Schroeder et al., 2020). However, we could readily measure changes in pathways with our pathway dissimilarity measure, and we could likewise compare seizure duration using duration differences. Therefore, our pairwise measures naturally allowed us to ask questions such as, “Does a pair of seizures have similar pathways if and only if they have similar durations?” Second, comparing these features at the seizure pair level was a more appropriate analysis for features that vary on a spectrum. In many subjects, seizures cannot be clearly grouped based on their pathways (Schroeder et al., 2020) or durations (Cook et al., 2016; Karoly et al., 2018b) because these features vary continuously, producing a spectrum of seizure dynamics. Forcing seizures into distinct groupings of “similar pathways” and “similar durations” would therefore have obscured the different, continuous levels of variability in these subjects. While we also analysed the special case of subjects with distinct seizure duration populations (Results section 5.2.5), our pairwise approach allowed us to precisely compare the spectrum of seizure pathways and durations present in most subjects.

5.2.2 In most subjects, seizure durations and seizure pathways are only weakly to moderately related

We first compared each subject’s pathway dissimilarity matrix to their duration difference matrix. Fig. 5.2 shows the matrices of three example subjects, one from each cohort. Visually comparing the matrices within each subject already revealed that their concordance varied across subjects. Specifically, NeuroVista 11’s pathway dissimilarity (Fig. 5.2A) and duration difference (Fig. 5.2B) matrices had very similar structures, with relatively low and high values in similar places in both matrices. As such, seizures with dissimilar
paths also appeared to have different durations in this subject. On the other hand, Canine 3’s matrices (Fig. 5.2G,H) had drastically different structures, suggesting little or no relationship between pathway dissimilarity and duration differences. Finally, EMU 1200’s matrices (Fig. 5.2D,E) appeared to fall between these two extremes: while there were visual similarities across the two matrices, each matrix also had unique patterns of relatively low, intermediate, and high values.

To quantitatively compare these matrices, we correlated each subject’s pathway dissimilarities and duration differences. This analysis captured whether seizures with similar pathways also tended to have similar durations. As expected based on the visual comparison, the example subjects in Fig. 5.2 had a range of correlations: NeuroVista 11 had a high positive correlation (Fig. 5.2C), EMU 1200 had a weak positive correlation (Fig. 5.2F), and Canine 3 (Fig. 5.2I) had approximately no correlation between pathway dissimilarities and duration differences. These examples demonstrate that the relationship between seizure pathways and seizure durations differed across subjects. In most subjects, pathway dissimilarities and duration differences were weakly to moderately correlated (Fig. 5.2J), as in EMU 1200 (median correlation: 0.322, first quartile correlation: 0.191, third quartile correlation: 0.537).

Using permutation tests, we determined that the correlations were statistically significant in 17/31 EMU patients, 9/10 NeuroVista patients, and 2/3 canine subjects after correction for multiple comparisons (Supplementary 5.5.1). The strength of the correlation between pathway dissimilarities and duration differences was not significantly associated with the maximum pathway dissimilarity or duration difference of each subject (Supplementary 5.5.2). Thus, the relationship between pathways and durations was not contingent upon or driven by the amount of variability in either feature.

Overall, the weak to moderate correlations revealed that although seizures with more similar pathways tended to also have more similar durations, changes in seizure durations were not completely explained by changes in seizure pathways and vice versa. Therefore, seizure pathways and durations contained complementary information about the dynamics of a given seizure.
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**Figure 5.2:** Comparison of pathway dissimilarities and duration differences. A-I) Comparison of pathway dissimilarities and duration differences in three example subjects. A,D,G) Pathway dissimilarity matrices of the example subjects. Each matrix quantifies the pairwise dissimilarities of the subject’s seizure pathways. B,E,H) Duration difference matrices in the same subjects. Each matrix quantifies the pairwise differences in the subject’s seizure durations on a natural logarithm scale. C,F,I) Scatter plots and Spearman’s correlations of each subject’s pathway dissimilarities vs. duration differences. Each point corresponds to a seizure pair. J) Dot plot of the Spearman’s correlations between pathway dissimilarities and duration differences of all subjects. Each marker corresponds to a subject, with the colour and shape indicating the subject’s cohort.
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5.2.3 The relationship between pathways and durations is strengthened by pairs of seizures with both similar, or both dissimilar, pathways and durations

We next examined how pairwise relationships between seizures could strengthen or weaken the association between seizure pathways and seizure duration within each subject. A pair of seizures could fall into one of four possible categories:

1. The seizure pair had similar pathways and similar durations.
2. The seizure pair had different pathways and different durations.
3. The seizure pair had similar pathways, but different durations.
4. The seizure pair had different pathways, but similar durations.

We first found cases in which the seizure pair’s pathway and duration agreement was concordant (i.e., both features similar or both features different, cases 1 and 2). Fig. 5.3 shows example pairs of seizures that had similar pathways and similar durations (case 1, Fig. 5.3A,D,G) or different pathways and different durations (case 2, Fig. 5.3B,E,H). In the latter case, we observed that the different pathways could either partially overlap in network space (Fig. 5.3B) or occupy distinct regions (Fig. 5.3E,H). Therefore, these disparate pathways could either share some common network features or have completely unrelated network evolutions.

Fig. 5.3C,F,I, visualises how these pairs of seizures impact the relationship between pathway and duration variability in each of the example subjects. When their pathways and durations were similar, the seizure pair had a low pathway dissimilarity and a low duration difference (purple points). Meanwhile, the pairs of seizures with different pathways and durations had high pathway dissimilarities and high duration differences (dark grey points). The combination of such seizure pairs within the same subject contributed to the observed positive correlations between pathway dissimilarities and duration differences. Although not visualised here, coinciding intermediate levels of changes in both seizure pathways and
Chapter 5: Seizure Pathways and Seizure Durations Can Vary Independently Within Individual Patients with Focal Epilepsy
Figure 5.3: **Example seizure pairs that strengthen the relationship between seizure pathways and seizure durations** (previous page). A,D,G) Example pairs of seizures with similar pathways and similar durations. Left: the seizures’ pathways (light teal and dark teal), embedded in network space as in Fig. 5.1C. The time points in the subjects other seizure pathways are shown for reference (light grey points). Right: The iEEG and durations of each pair of seizures, with 10s of preictal and postictal data also shown. Red lines mark seizure onset and termination. For EMU I002 P006 D01, a representative subset of channels is shown. B,E,H) For the same subjects as in A,D, and G, example pairs of seizures with different pathways and different durations. Visualisation formats are the same as in A,D, and G. For A,B,D,E,G, and H, the time and voltage scales of the iEEG traces are consistent for each subject, but not across subjects. C,F,I) Scatter plots of pathway dissimilarities vs. duration differences of the three example subjects, with the example seizure pairs highlighted in purple (similar pathways, similar durations) and dark grey (different pathways, different durations).

seizure durations also strengthened this relationship. In other words, pathway and duration variability were related when changes in pathways produced proportional changes in durations and vice versa.

### 5.2.4 The relationship between pathways and durations is weakened by elastic pathways and duplicate durations

We next examined how pairs of seizures could weaken the relationship between seizure pathways and durations. First, as described in the previous section, a pair of seizure could have similar pathways, but different durations (case 3). Fig 5.4A-F provides three examples of this scenario in our cohorts. Although the seizures in each pair followed similar routes through network space, they spent different amounts of time traversing that pathway. Following previous literature (Wenzel et al., 2017), we refer to this temporal variability as *elasticity* of the seizure’s pathway. Interestingly, in these examples, the pathways were not uniformly elastic; instead, there appeared to be pathway-specific locations where a pathway dwelled for different amounts of time. For example, the NeuroVista 6, seizure 5 spent relatively more time in the middle and end of the pathway (Fig. 5.4A). Due to their shared pathways and different durations, such pairs of seizures had low pathway dissimilarity and high duration differences (Fig. 5.4B,D,F blue points). Because the duration changes were not accompanied by corresponding changes in pathways, these pairs of seizures weakened the relationship between pathways and durations.
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results revealed that seizure durations could change independently of changes in seizure pathways. In other words, a seizure’s duration was not rigidly constrained by its pathway.

The final possible scenario was that two seizures had different pathways, but the same duration (case 4). Fig 5.4G-L shows examples of this case, which we termed **duplicate durations**. These examples revealed that the duration of a seizure does not necessarily provide information about a seizure’s pathway; in each of these examples, the seizures had near-identical durations, but drastically different pathways. These pairs of seizures all had low duration differences and high pathway dissimilarities (Fig. 5.4H,J,L), again weakening the relationship between pathway and duration variability in each of these subjects.

To determine the prevalence of elastic pathways and duplicate durations, we set thresholds for whether two seizures had similar pathways and/or similar durations (see Methods, section 5.4.4). We found that almost all subjects had elastic pathways (30/31 EMU, 10/10 NeuroVista, and 3/3 canine subjects) and duplicate durations (27/31 EMU, 10/10 NeuroVista, and 3/3 canine subjects) (Supplementary 5.5.3). Therefore, these mechanisms for independent variability in pathways and durations were widespread in our cohorts.

### 5.2.5 Populations of short and long seizures do not reliably correspond to different seizure pathways

In the previous sections, we analysed the relationship between seizure pathways and seizure durations in all subjects, regardless of the nature of their seizure dynamics. It is possible, however, that pathways and durations are more closely related in subjects...
whose seizures can be grouped into different populations based on their durations. In particular, previous studies have hypothesised that patients with distinct groups of short and long seizures have different, corresponding seizure pathways (Cook et al., 2016; Karoly et al., 2018b).

As in previous work (Cook et al., 2016; Karoly et al., 2018b), we clustered seizure durations into “duration populations” in each subject and used the gap statistic to find each subject’s optimal number of duration populations (see Methods section 5.4.5). While most subjects did not have multiple duration populations, a total of eight subjects (5/31 EMU patients, 3/10 NeuroVista patients, and 0/3 canine subjects) had an optimal number of two duration populations. Fig. 5.5A-F explores the pathways of these short and long duration populations in two example subjects, NeuroVista 3 and NeuroVista 8. In NeuroVista 3, there were usually relatively low pathway dissimilarities between seizures from the same duration population (i.e., between seizures that were both short or both long), but not between short and long seizures (Fig. 5.5B). These distributions indicate that the duration populations corresponded to different seizure pathways, as seen in Fig. 5.5C. Although there was still some pathway variability within each duration population (e.g., see some higher dissimilarities between long seizures, Fig. 5.5B), pathways within the same duration population were almost always much more similar than pathways from different duration populations.

Meanwhile, in NeuroVista 8 there was extensive overlap in the pathway dissimilarity distributions of within-population pairs and between-population seizure pairs (Fig. 5.5E). In other words, pairs of seizures with different durations often had more similar pathways than pairs of seizures with similar durations. As such, short and long seizures did not distinguish different seizure pathways in this patient. Seizures with similar durations could occupy drastically different parts of network space, while seizures with different durations (for example, short seizure 407 and long seizure 56) could partially overlap in network space (Fig. 5.5F). Due to the within-population pathway variability and across-population pathway similarity, seizure duration populations did not distinguish different seizure pathways in NeuroVista 8.

To quantify the agreement between seizure pathways and durations populations, we ad-
Figure 5.5: **Short and long seizures do not necessarily correspond to different seizure pathways.** Analysis of seizure pathways within subjects with multiple duration populations. A,D) Distribution of seizure durations in example subjects NeuroVista 3 (A) and NeuroVista 8 (D). Each bimodal distribution can be divided into two duration populations: one with short seizures, and one with long seizures. B,E) The distributions of pathway dissimilarities between short-short (top), long-long (middle), and short-long (bottom) pairs of seizures in each example subject. C,F) Example seizure pathways of short and long seizures in each subject. G) The adjusted Rand index between seizure duration populations and and seizure pathway clusters in all subjects with duration populations.
ditionally clustered seizures into two groups based on seizure dissimilarities. We then compared these pathway group assignments to duration populations using the adjusted Rand index (ARI) (Fig. 5.5G). An ARI of one indicated perfect agreement between the two partitions, while an ARI close to zero corresponded to only chance levels of agreement. NeuroVista 3 was one of three subjects with an ARI of one, indicating that short and long seizures perfectly corresponded to the division of seizure pathways. Meanwhile, NeuroVista 8’s ARI was only 0.14; in this subject, as well as two others with near zero ARI, short and long seizures were not proxies for different seizure pathways. The remaining two subjects had intermediate levels of agreement between pathway groups and duration populations. An alternative measure of partition agreement and the statistical significance of each partition comparison are available in Supplementary 5.5.4.

Overall, these results revealed a complex, subject-specific relationship between seizure durations and pathways in subjects with multiple duration populations. We found that in some subjects, duration populations indeed corresponded to different seizure pathways, although there was still additional pathway variability within each duration population. However, in many other subjects, duration populations were not associated with different groups of seizure pathways. As such, in the absence of information about a subject’s seizure pathways, duration populations are an unreliable way to distinguish different seizure pathways.

5.2.6 The relationship between seizure pathways and seizure durations is not associated with surgical outcome or seizure localisation

In the EMU patients, we related measures of seizure pathway and duration variability to the following clinical measures: ILAE surgical outcome, seizure localisation (temporal vs. extratemporal and left vs. right hemisphere seizure onset), and disease duration (see Methods, section 5.4.6). There were no significant relationships between seizure pathway/duration measures and surgical outcome after false discovery rate (FDR) correction for multiple comparisons, although there was a trend (Spearman’s correlation \( \rho = 0.45, p = 0.0209 \)) for surgical outcome to worsen as median seizure duration increased. There were also no significant differences between patients with different onset
locations, and the only trend was for patients with temporal onset to have higher median seizure duration than patients with extratemporal onset (Wilcoxon rank sum test, $p = 0.0381$).

Disease duration was significantly correlated to median seizure duration (Spearman’s correlation $\rho = -0.56, p = 0.0011$), with median seizure duration decreasing as disease duration increased. Additionally, the tendency of similar seizure pathways to be elastic significantly decreased with disease duration (Spearman’s correlation $\rho = -0.51, p = 0.0038$). Importantly, disease duration at the time of the iEEG recording was not sampled at a random time for each patient, but rather determined by the clinical decision to undergo presurgical monitoring. Therefore, disease duration in our cohort could also be associated with clinical considerations such as seizure severity and the patient’s level of antiepileptic medication resistance. As such factors could also influence measures such as seizure duration, it is difficult to interpret the observed associations with disease duration.

5.3 Discussion

In this chapter, we quantitatively compared two features of seizure dynamics: seizure durations and seizure pathways. We found that although these features were linked, they often varied independently within individual subjects. Seizures with the same pathway could have different durations due to temporally elastic progressions, and seizures with the same duration could have different pathways. Additionally, we found that the level of association between pathways and durations was subject-specific: in some subjects, similar seizures usually had similar durations, while in others, there was little to no association between pathway and duration similarity. Even in subjects with distinct populations of short and long seizures, seizures with different durations did not necessarily correspond to different seizure pathways. Our results indicate that seizure pathways and durations carry complementary information about a seizure’s dynamics, and that these features can perhaps be modulated independently within a given subject to create the observed diversity in both pathways and durations.

One mechanism that creates variability in seizure durations, while maintaining the same pathway, is variability in the rate of a seizure’s progression. Wenzel et al. (2017) previ-
ously observed this phenomenon in a rodent model, describing it as “elasticity” of seizure propagation. To our knowledge, seizure elasticity has not previously been quantitatively described in human seizures, although human seizures with consistent spiking patterns, but slightly different durations, have been observed (Truccolo et al., 2011). Our work reveals that temporal elasticity is also a common feature of human seizures. Interestingly, it appeared that such elasticity did not necessarily affect the entire seizure pathway; instead, a seizure could selectively dwell in certain parts of a given pathway. Further research is needed to understand what parts of seizure pathways are most prone to variable rates of progression, as well as the underlying mechanisms, such as local (Wenzel et al., 2017) or feedforward (Trevelyan et al., 2007) inhibition, that determine these temporal features. Uncovering these mechanisms could provide possible clinical strategies for controlling seizure progression. For example, the same mechanism that slows seizure propagation could potentially be leveraged to entirely halt seizure progression at these dwell sites, limiting seizure spread.

It is also likely that some mechanisms affect both seizure pathways and durations, creating seizures that have both different pathways and different durations. One possibility is that temporally shorter and longer seizures can arise from truncating seizure pathways (Karoly et al., 2018b). This process could produce temporally longer seizures that progress along the entire pathway as well as temporally shorter seizures that only traverse the initial part of the full pathway. Indeed, we observed that temporally short and long seizures can have overlapping pathways (Fig. 5.3B). In support of this hypothesis, Karoly et al. (2018b) found that within-patient seizure duration was associated with seizure terminations, but not onsets. This observation suggests that the seizures with different durations shared the same initial pathway. Additionally, microelectrode recordings have revealed that some patients have shorter seizures that terminate earlier along the patient’s characteristic seizure progression, again suggesting that shorter seizures can arise by truncating seizure pathways (Wagner et al., 2015). While this mechanism could be responsible for creating duration populations with different pathways, it could also exist in patients with a spectrum of seizure durations (Karoly et al., 2018b). When present in a patient, a truncation mechanism could potentially be exploited to trigger early termination of seizure
pathways and thereby reduce seizure duration and severity. Future studies could determine the prevalence of truncated seizure pathways as well as the specific pathways that are susceptible to truncation in each patient.

As most subjects had a spectrum of seizure pathways and durations, the majority of our analysis compared these measures on a seizure pair level. However, we additionally analysed temporally short and long seizures in patients with distinct duration populations, as these duration populations are thought to correspond to different seizure pathways (Cook et al., 2016; Karoly et al., 2018b). Consistent with previous analyses (Karoly et al., 2018b), we identified three NeuroVista patients with duration populations. We augmented our analysis with a small number of EMU patients with apparent duration populations, although long-term recordings of these patients would be needed to determine if these populations persist over longer time periods. Interestingly, duration populations tended to correspond to different, distinct groups of seizure pathways in two of the three NeuroVista patients, with little relationship between seizure durations and pathways in the remaining patient. Additionally, even when duration populations segregated seizure pathways, there was additional, unexplained pathway variability within each duration population. The EMU patients showed similar trends. These results indicate that while duration populations can be signs of different seizure pathways, they are not reliable proxies for seizure pathways without additional information about the patient’s pathway characteristics. Further research is needed to determine mechanisms, such as pathway truncation (Karoly et al., 2018b), that could create distinct duration populations that correspond to different pathways.

The factors that could independently modulate and co-modulate seizure pathways and durations are also unknown. We have previously hypothesised that preictal variability in brain dynamics could produce changes in seizure pathways (Schroeder et al., 2020). Likewise, variability in preictal features such as levels of cortical excitability and inhibition could potentially affect seizure duration. Importantly, the observed independent variability in seizure pathways and seizure durations suggests that these features can be modulated separately in some patients. In other words, some factors may solely shape seizure spread, patterns, and connectivity, while others could determine the rate of seizure
evolution. Disentangling these effects may require accounting for variability in one feature when analysing the other aspect of seizure dynamics. For example, it may be difficult to uncover preictal associations with seizure duration without controlling for variability in seizure pathways.

Our study was limited to human patients with focal epilepsy and canines with focal-onset seizures, and it is unclear whether similar relationships between seizure pathways and durations exist in other types of epilepsies. However, our concordant findings in canine subjects indicates that our results generalise beyond human patients. It is also likely that we did not observe all types and combinations of pathway and duration variability in our subjects, especially in EMU patients with shorter recordings (King-Stephens et al., 2015); for example, it is impossible to observe elasticity in a seizure pathway that only occurs once in a recording. Another limitation of our study is that seizure duration depends on clinically or algorithmically marked seizure onsets and terminations. Clinical markings can be subjective and vary from marker to marker, especially in some seizures with more ambiguous onsets (Davis et al., 2018; Halford et al., 2015). Seizure duration errors were likely small relative to the length of most seizures, however, and were therefore unlikely to drive our results.

Overall, we have revealed that seizure pathways and durations can vary independently, increasing the possible combinations of seizure dynamics that can occur in a given patient. As such, both pathway and duration information is needed to fully characterise a seizure’s dynamics. Determining the mechanisms by which each feature independently and co-varies could potentially provide strategies for slowing or terminating seizure spread in therapeutic interventions.

5.4 Methods

The steps for seizure selection and extraction, iEEG preprocessing steps, and computation and dimensionality reduction of seizure functional connectivity are available in Chapter 2. Additionally, the EMU subjects and seizure functional connectivity used in this study were the same as the cohort in Schroeder et al. (2020) (Chapters 3 and 4). These initial steps
transferred each subject’s seizure iEEG data into functional connectivity (i.e., functional network) time series, which we described as pathways through network space.

5.4.1 Comparing seizure pathways using pathway dissimilarities

We used the approach of Schroeder et al. (2020) to compare pairs of seizure pathways, which were described by the functional connectivity time series, within each patient (see Chapters 2 and 3 for details). Briefly, for each pair of seizures, we used DTW (Sakoe and Seibi, 1978) (MATLAB function dtw) to align similar time points in their functional connectivity time series and minimise the overall $L_1$ distance between the time series. The seizure pair’s “pathway dissimilarity” (previously called “seizure dissimilarity” in Schroeder et al. (2020) and Chapters 3 and 4) was then defined as the average $L_1$ distance between their warped time series. Repeating this process for each pair of a subject’s $s$ seizures yielded the subject’s pathway dissimilarity matrix, a symmetric $s \times s$ matrix containing all of the pairwise pathway dissimilarities.

5.4.2 Comparing seizure durations using duration differences

To compare seizure durations, we computed a pairwise “duration difference” measure for each pair of a subject’s seizures. First, as in previous work (Cook et al., 2016), we transformed each subject’s seizure durations by computing their natural logarithm, which made each subject’s distribution of seizure durations closer to a normal distribution. We then defined the duration difference between a pair of seizures as the absolute difference between their transformed durations,

$$|\ln(l_i) - \ln(l_j)|$$

where $l_i$ and $l_j$ are the durations, in seconds, of seizures $i$ and $j$, respectively. Due to the properties of logarithms, this measure is equal to

$$|\ln(l_i/l_j)|$$

and therefore depends on the ratio between the durations of seizures $i$ and $j$. As such, duration differences capture the proportional differences between seizure durations. For
example, the duration difference between a 20s seizure and a 40s seizure will be the same as the duration difference between a 60s seizure and a 120s because in both cases, the longer seizure is twice the duration of the shorter seizure. Likewise, a certain absolute change in duration, such as 10s, results in a larger duration difference when the original seizure is shorter. As for the pathway dissimilarity measure, duration differences were computed for each pair of a subject’s $s$ seizures to create the subject’s symmetric $s \times s$ duration difference matrix.

### 5.4.3 Comparing pathway dissimilarities and duration differences

To compare pathway dissimilarities and duration differences, we used the same approach as Schroeder et al. (2020) for comparing dissimilarity matrices. Specifically, for each subject, we computed Spearman’s correlation between the upper triangular elements of their pathway dissimilarity and duration difference matrices. We then used the Mantel test (Mantel, 1967) (10,000 permutations, one-sided significance test) to determine the probability of obtaining a correlation greater than or equal to the observed correlation by chance.

### 5.4.4 Defining elastic pathways and duplicate durations

To determine the prevalence of elastic pathways and duplicate durations, we set first thresholds for defining whether a seizure pair had similar pathways (pathway dissimilarity $\leq 1$) and similar durations (duration difference $\leq 0.2$). The pathway threshold was chosen because seizures with pathway dissimilarities below the threshold tend to have visually similar pathways as well as electrographic patterns. The duration difference threshold allows $e^{0.2} = 1.22$ fold increase in duration relative to the shorter seizure before the durations are considered difference. These thresholds were also set so that the overall proportion, across all subjects, of seizure pairs with similar pathways was comparable to the proportion of seizure pairs with similar durations (32.6% and 34.7%, respectively). Seizures pairs with similar pathways (pathway dissimilarity $\leq 1$) and different durations (duration difference $> 0.2$) were then defined as examples of elastic pathways. Seizure pairs with different pathways (pathway dissimilarity $> 1$) and similar durations (duration
difference $\leq 0.2$) were considered examples of duplicate durations.

### 5.4.5 Comparing duration populations and seizure pathways

In each subject, we determined the number of duration populations by clustering seizure durations (after the natural logarithm transformation) using $k$-means, with the number of clusters $k$ scanned from 1 to 5. The gap statistic (Tibshirani et al., 2001) (MATLAB `evalclusters`, search method `firstMaxSE`, with 1000 reference distributions) was used to select the optimal number of clusters, with $k = 1$ indicating an absence of multiple duration populations and $k \geq 2$ revealing multiple duration populations.

In subjects with multiple duration populations, we additionally clustered seizures into an equivalent number of groups $k$ to compare seizure clusters based on duration with clusters based on pathways. In each subject, seizure pathways were clustered by applying unweighted pair group method with arithmetic mean (UPGMA) hierarchical clustering to the pathway dissimilarity matrix, and the resulting dendrogram was then cut to produce the same number of discrete pathway clusters as duration populations. The Rand index and adjusted Rand index were then computed to compare the duration population and pathway clusters partitions. To determine the statistical significance of these measures, the cluster membership for one partition was permuted 10,000 times and the measures were recomputed for each partition to create null distributions.

### 5.4.6 Clinical metadata comparisons

To determine if patterns of pathway and duration variability were related, we compared nine subject-specific pathway and duration measures to four clinical variables in the EMU patients. The pathway and duration measures were

1. The correlation between the subject’s pathway dissimilarities and duration differences.
2. The subject’s maximum duration difference.
3. The subject’s median duration difference.
4. The subject’s longest seizure.

5. The subject’s median seizure duration.

6. The proportion of the subject’s seizure pairs with similar pathways that were elastic.

7. The proportion of the subject’s seizure pairs with similar durations that were duplicate durations.

8. The median duration difference of the subject’s elastic pathways.

9. The median pathway dissimilarity of the subject’s duplicate durations.

These measure were compared to

1. The patients’ ILAE surgical outcomes ($n = 26$).

2. The patients’ disease durations ($n = 31$).

3. Whether the patient had temporal ($n = 12$) or extratemporal ($n = 15$) epilepsy.

4. Whether the patient had seizures with left ($n = 15$) or right ($n = 13$) hemisphere onset.

ILAE surgical outcomes and disease duration were associated with the variability measures using Spearman’s correlation. The variability measures of temporal versus extratemporal patients and left versus right hemisphere onset patients were compared using Wilcoxon rank sum tests.

5.4.7 Correction for multiple comparisons

The Benjamini-Hochberg FDR correction (Benjamini and Hochberg, 1995), with $\alpha = 0.05$ ($\alpha = 0.10$ for trends), was applied to the set of $p$-values from all statistical tests in this chapter and corresponding supplementary material. Uncorrected $p$-values are reported in the text.
5.5 Supplementary

5.5.1 Significance test results for pathway dissimilarities/duration differences correlations

Figure 5.6: Significance test results for pathway dissimilarities/duration differences correlations. A) Reproduction of Fig. 5.2J showing the distribution of correlations between pathway dissimilarities and duration differences across subjects. Each marker corresponds to a subject, with the marker shape and colour indicating the subject’s cohort. B) The same distribution as in A, but with markers now coloured by whether the subjects correlation was significant after FDR correction for multiple comparisons.

Fig. 5.6 shows which correlations between pathway dissimilarites and duration differences were significant after FDR correction for multiple comparisons. The Mantel test was used to test the statistical significance of each correlation (see Methods, section 5.4.7). Note that the significance of each correlation depended not only on the strength of the correlation, but also the number of the seizures in each subject and the relationships between the subject’s seizure pathways. As such, some relatively high correlations may not be significant and vice versa.

5.5.2 The relationship between pathway and duration variability does not depend on the amount of variability in either feature.

It is possible that the relationship between seizure pathways and durations requires a certain amount of variability in pathways and duration. To test this hypothesis, we compared the correlation between pathway dissimilarities and duration differences to the maximum duration difference (Fig. 5.7A) and maximum pathway dissimilarity (Fig. 5.7B)
in each subject. The maximum duration difference describes the greatest proportional change in seizure duration within each subject, while the maximum pathway dissimilarity captures the largest level of variability in the subject’s seizure pathways. In other words, these measures serve as ranges for each subject’s seizure durations and seizure pathways.

Figure 5.7: The relationship between pathway and duration variability does not depend on the amount of variability in either feature. A) The correlation between pathway dissimilarities and duration differences plotted versus the maximum duration difference of each subject. The colour and shape of each marker corresponds to the subject’s cohort. B) The correlation between pathway dissimilarities and duration differences plotted versus the maximum pathway dissimilarity of each subject.

In both cases, we found no significant relationship between the extent of variability and the correlation between pathway dissimilarities and duration differences. There was a weak, but insignificant, positive association between pathway dissimilarity/duration difference correlations and maximum durations differences. As such, there was a slight tendency for subjects with greater duration variability to have a stronger relationship between pathways and durations. Future work could investigate this relationship in a larger cohort. However, overall, the relationship between pathways and durations does not depend on the amount of variability in these features.

5.5.3 Prevalence and features of elastic pathways and duplicate durations

Fig. 5.8 describes the prevalence of elastic pathways and duplicate durations in each subject, as well as the level of elasticity and duplication (see Methods, section 5.4.4, for...
Chapter 5: Seizure Pathways and Seizure Durations Can Vary Independently Within Individual Patients with Focal Epilepsy

how elastic pathways and duplicate durations were defined). Fig. 5.8A demonstrates that it was common for a high proportion of seizures with similar pathways to have different durations (i.e., elastic pathways). Likewise, Fig. 5.8B reveals that in many subjects, seizures with similar durations had different pathways (i.e., they were duplicate durations).

The level of pathway elasticity, which can be quantified by the duration differences of the elastic seizure pairs, varied across subjects (Fig. 5.8C,E). On average, duration differences of 0.2 to 0.55 (equivalent to a $e^{0.2}$ to $e^{0.55} = 1.22$ to $1.73$ fold change in seizure duration), were common, but extremes of $e^1 = 2.72$ or higher were also observed in many subjects. Thus, seizures with similar pathways could have drastically different durations. Likewise, the level of pathway dissimilarity between seizure pairs with similar durations varied across subjects (Fig. 5.8D,F). Average pathway dissimilarities of approximately 1.2 to 2 were common, but higher dissimilarities of 3 or higher were also observed in many subjects. Therefore, seizures with similar durations could have very different pathways.

5.5.4 Comparison of duration populations and pathway dissimilarities

Fig. 5.9 shows the adjusted Rand indices (Fig. 5.9A,B) and Rand indices (Fig. 5.9C,D) between duration populations and pathway clusters in subjects with two duration populations (see Methods). The significance of each index will depend on the index value as well as the number of seizures and cluster sizes. The Rand index is the proportion of seizure pairs that have the same relationship in both partitions (i.e., in the same cluster in both partitions or in different clusters in both partitions), and is therefore easily interpretable. However, the Rand Index greatly depends on the relative cluster sizes, making the adjusted Rand index a better measure for understanding the strength of the agreement of the two partitions. We therefore provide both measures here to evaluate the agreement between duration populations and pathway clusters.
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Figure 5.8: **Prevalence and features of elastic pathways and duplicate durations.** In all plots, markers correspond to subjects and their colour and shape indicates the subjects’ cohorts. A) Proportion of seizure pairs with similar pathways that were elastic (i.e., that had different durations) in each subject. B) Proportion of seizure pairs with similar durations that were duplications (i.e., that had different pathways). C,E) In subjects with elastic pathway pairs, the median (C) and maximum (E) duration difference of the elastic pathways. D,F) In subjects with duplicate duration pairs, the median (D) and maximum (F) pathway dissimilarity of the duplicate durations.
Figure 5.9: **Comparison of duration populations and pathway dissimilarities.** A) Reproduction of Fig. 5.5I showing the distribution of adjusted Rand indices between duration populations and pathway clusters. Marker colour and shape correspond to each subject’s cohort. B) Same as A, but marker colour indicates whether the adjusted Rand index of the subject was significant after correction for multiple comparisons. C-D) The corresponding Rand indices of the same subjects.
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6.1 Introduction

Focal epilepsy is characterised by recurrent, unprovoked seizures. Importantly, these seizures are not homogeneous events, even in the same patient. Within individual patients, seizure features such as clinical symptoms (Noachtar and Peters, 2009), onset locations and patterns (Gliske et al., 2018; Jiménez-Jiménez et al., 2015; King-Stephens et al., 2015; Saggio et al., 2020; Salami et al., 2020), durations (Cook et al., 2016; Schroeder et al., 2021) (see also Chapter 5), and network evolutions (Schroeder et al., 2020) can change over time and potentially influence treatment responses (Cook et al., 2016; Ewell et al., 2015; Ryzi et al., 2015). As such, a better understanding of the patterns and sources of within-patient seizure variability is needed.

One open question is whether and how such seizure features change over short (e.g., circadian) and long (e.g., weekly, monthly, and yearly) periods of time. There is some evidence that seizures are modulated over different timescales. For example, certain clinical seizure types and symptoms, such as secondary generalisation, can preferentially occur during specific parts of sleep/wake or day/night cycles (Bazil, 2018; Bazil and Walczak, 1997; Janz, 1962; Loddenkemper et al., 2011; Sinha et al., 2006). Electrographic seizure onset patterns can shift across the days of epilepsy monitoring unit (Gliske et al., 2018) and months of chronic iEEG (Ung et al., 2016) recordings, suggesting that seizure features can also change over slower timescales. More recently, our preliminary analysis in epilepsy monitoring unit patients found that seizure network evolutions do not change randomly over time (Schroeder et al., 2020). Instead, over the timescales of these recordings, seizures with more similar network evolutions tended to occur closer together than less similar seizures. Further, in most patients, the changes in seizure network evolutions could be explained by a combination of circadian and/or slower time-varying factors. However, these temporal associations and the specific timescales of seizure changes need to be further explored in longer recordings with larger numbers of seizures.

In recent years, chronic iEEG recordings with durations of months to years have provided unprecedented insights into epileptic brain dynamics over multiple timescales (Cook et al., 2013; Davis et al., 2011; Howbert et al., 2014; Jarosiewicz and Morrell, 2021). First, these
recordings have revealed fluctuations in interictal dynamics, including in the rates and spatial patterns of bursts (Ung et al., 2016), spikes (Chen et al., 2021), high frequency activity (Chen et al., 2021), and other signal features (Ung et al., 2017). This variability is especially high in the first months after electrode implantation, possibly due to the brain’s response to acute trauma (Chen et al., 2021; Ung et al., 2017, 2016). However, more persistent variability in such features has also been observed (Chen et al., 2021; Ung et al., 2016), suggesting that other mechanisms also drive the observed interictal shifts. In addition, multiple studies have found prevalent patient-specific circadian, multidien (multi-day), and/or circannual cycles in interictal features and seizure occurrence (Baud et al., 2018; Chen et al., 2021; Karoly et al., 2018a, 2021; Leguia et al., 2021; Maturana et al., 2020). Since the exact periods of these cycles often vary over time, they are best tracked using fluctuations in continuous biomarkers such as interictal spike rate (Baud et al., 2018; Leguia et al., 2021; Maturana et al., 2020) that are thought to reflect underlying endogenous and external factors that influence brain dynamics over multiple timescales (Karoly et al., 2021; Rao et al., 2020). An intriguing possibility is that seizure features and seizure evolution could also change over such cycles. For example, certain seizure features may preferentially occur at a particular phase, while other features may gradually change over the course of a spike rate cycle. However, the relationship between seizure features and spike rate cycles has not been explored.

In this chapter, we addressed these questions by analysing changes in seizure network evolutions in chronic iEEG recordings from the NeuroVista dataset (Cook et al., 2013). We described seizure evolutions as a sequence of a small number of patient-specific network states, similar to past studies (Burns et al., 2014; Khambhati et al., 2015). In each patient, we then analysed changes in seizure states over multiple timescales. We first identified gradual changes in seizures states across the course of each recording. We then determined if seizure states also fluctuated over patient-specific circadian and multidien cycles that were revealed by interictal spike rate. To account for possible independent variability in seizure evolutions and seizure duration (Chapter 5), we separately examined variability in seizure state occurrence and seizure state duration. We show that in most patients, both of these features were associated with multiple timescales, providing new insight into the
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patterns and possible mechanisms of within-patient seizure variability.

6.2 Results

We analysed seizure network evolutions in 10 patients with focal epilepsy who underwent chronic continuous iEEG recordings as part of the NeuroVista seizure prediction study (Cook et al., 2013). Patient details are provided in Chapter 2.

6.2.1 Seizure network evolutions vary from seizure to seizure within individual patients

In each patient, we first characterised changes in seizure network evolutions over the length of the patient’s continuous iEEG recording. Specifically, we described seizure network evolutions as a sequence, or progression, of network states (see Methods for details). Similar approaches have previously been used to summarise seizure evolutions by characterising recurring network patterns of seizures (Burns et al., 2014; Khambhati et al., 2015). Fig. 6.1A shows these progressions for an example patient, NeuroVista 1. The vertical lines indicate seizures that occurred during the patient’s approximately two year recording. The line colours indicate the network state in each seizure time window, with each time window corresponding to approximately a second of the iEEG recording. NeuroVista 1 had six seizure network states that each described a specific pattern of coherence between the patient’s iEEG channels (Supplementary section 6.5.1). These state progressions therefore summarised the evolution of channel interactions during the patient’s seizures. Although these states did not explicitly capture visual differences in seizure iEEG traces, seizures with different network evolutions also tend to have different electrographic patterns (Schroeder et al., 2021, 2020). As an example, Fig. 6.1B shows two seizures that began with the same three states (states B, E, and C), but had different final states (state D, dark blue, vs. state F, dark orange), at which time the amplitude and frequency of their seizure activity also diverged.

From Fig. 6.1A, it is already apparent that seizure network evolutions differed from seizure to seizure. In particular, there was variability in both state occurrence (whether a state occurred during a seizure) (Fig. 6.1C) and state duration (the total number of
Figure 6.1: **Variability in seizure network state progressions.** Example patient, NeuroVista 1: A) Seizure network state progressions. Each seizure is represented by a vertical bar; its horizontal location indicates the time of seizure occurrence and the bar’s height indicates the seizure’s duration in terms of the number of time windows (approximately equal to number of seconds). The colours of the bar indicate the network state of the seizure during each time window. B) The iEEG traces of two example seizures, with the seizures’ network state progressions shown underneath. C) Percentage of NeuroVisa 1’s seizures that contained each seizure network state. D) Histograms of state durations of each of NeuroVista 1’s network states. Seizures that do not contain a given state are excluded from the corresponding histogram (i.e., a state duration of zero is not included in the distribution). Across all patients: E) The number of seizure states in each patient (light gray bars), with the number of those states that had variable occurrence (i.e., did not occur in all of the patient’s seizures) overlaid with dark gray bars. F) Variability in seizure state duration for each patient’s states. Each dot corresponds to a single seizure state. NV = NeuroVista.
time windows a seizure spent in the given state) (Fig. 6.1D). For example, in NeuroVista 1, state D only occurred in about 6.4% of seizures, and, in those seizures, its duration could range from 8 to 52 windows.

Across patients, we also observed variability in seizure network state progressions (Fig. 6.1E,F), although the patterns of variability varied from patient to patient (see Zenodo Data File 10.5281/zenodo.5910238 for seizure state progressions of all patients). Importantly, seizure states are not comparable across patients due to patient-specific iEEG implantations; however, for convenience, we allow states in different patients to share the same letter label and colour. All patients had variability in state occurrence for the majority of their seizure states (Fig. 6.1E). Indeed, only NeuroVista 6 and NeuroVista 9 had any states that occurred in all of their recorded seizures (two states and one state, respectively). Further, all seizure states had variable state duration, indicating that state durations were not a fixed feature across seizures (Fig. 6.1F). Thus, both state occurrence and state duration captured information about within-patient seizure variability in our cohort, and we therefore investigated patterns of variability in both features. State occurrence is a binary feature that described whether or not the state occurred in a seizure. Meanwhile, state duration is a continuous measure that, in seizures containing the state, captured how long the state persisted.

6.2.2 Seizure states vary over the duration of chronic iEEG recordings

We first asked if within-patient seizure state occurrence and duration varied over the timescale of each patient’s chronic iEEG recording. Specifically, we explored whether seizures that occurred early in the recording had different features from those seizures that occurred later.

We first investigated relationships between the amount of time elapsed since the iEEG implantation and seizure state occurrence. In each patient and for each of the patient’s seizure states, we divided the patient’s seizures into two groups: seizures containing the state and seizures that did not contain the state. We then compared the recording times (i.e., time since implantation) of these two groups. Fig. 6.2A shows the relationship of an example state with recording time. In this patient, NeuroVista 13, the prevalence
of state C gradually increased over the recording period. While few seizures contained state C during the first few months of the recording, state C was present in the majority of seizures by the end of the recording. The temporal separability of seizures with and without state C can be characterised by the area under the curve (AUC) of distinguishing state occurrence based on seizure time, with an AUC below 0.5 indicating that the state preferentially occurred in earlier seizures and an AUC above 0.5 revealing that the state tended to occur in later seizures. Here, state C has an AUC of 0.71, which was significant after false discovery rate (FDR) correction for multiple comparisons (Wilcoxon rank-sum test, \( p = 2.1 \times 10^{-12} \)).

Across our cohort, eight out of the ten patients had at least one seizure state whose occurrence was significantly associated with the time since implantation (Fig. 6.2B). Ten states had AUCs greater than 0.5, while eight states had AUCs less than 0.5, revealing that a state’s occurrence can increase or decrease across a recording. Most states occurred across the majority of the recording (Supplementary 6.5.3), indicating that the observed temporal associations were not driven by transient states that only occurred during the initial part of the recording. Instead, the pool of possible states remained relatively consistent across a recording, but the likelihood of observing each state changed over time, as in Fig. 6.2A.

In the previous section, we observed that seizures with the same states can additionally differ due to variable amounts of time spent in those states (Fig. 6.1D,F). We therefore next investigated whether seizure state duration was associated with time since implantation. For each state, we only analysed state duration in seizures containing the state, thus ensuring that our results were not driven by seizures without the state (i.e., where state duration would be zero). In NeuroVista 15, state D demonstrates how seizure state duration can vary over the length of the recording (Fig. 6.3A). Here, state D’s duration was significantly higher in earlier seizures, as demonstrated by a significant Spearman’s correlation \( \rho \) of \(-0.59\) after FDR correction for multiple comparisons \( (p = 2.4 \times 10^{-6}) \).

Almost all patients had at least one state whose duration was either significantly positively (eight states) or negatively (eight states) correlated with time since implantation (Fig. 6.3B-C). These findings demonstrate that, across a patient’s chronic iEEG recording, it
Figure 6.2: Relationship between seizure state occurrence and time since implantation. A) Time since implantation of seizures with (green circles) and without (grey circles) state C in example patient NeuroVista 13. Points are spread vertically to prevent overlap between seizures with similar times. Time since implantation separated seizures with and without state C with an AUC of 0.71. B-C) All patients: B) Number of seizure states whose occurrence was significantly associated with time since implantation in each patient (pink bars). Grey outlines provide a reference for the maximum possible number of associated states (i.e., the number of states with variable occurrence, equivalent to the dark grey bars in Fig. 6.1E). C) Dot plot of the AUCs for each significant state in (B). Each blue marker corresponds to one state.
Figure 6.3: **Relationship between seizure state duration and time since implantation.** A) In example patient NeuroVista 15, state D duration versus the time since implantation, with a smoothed trend line (Gaussian window of 24 weeks) shown with the coloured points. Each grey point corresponds to a seizure that contained state D. B-C) All patients: B) Number of seizure states whose duration was significantly associated with recording time in each patient (light blue bars). Grey outlines provide a reference for the maximum possible number of associated states (i.e., the total number of states in each patient, equivalent to the light grey bars in Fig. 6.1E). C) Dot plot of the Spearman’s correlation between state duration and recording time for all significantly associated states. Each blue marker corresponds to one state.
is also possible for a seizure state’s duration to increase or decrease.

### 6.2.3 Seizure states fluctuate over circadian and multidien cycles

The previous results revealed seizure evolutions can differ across the multiple months of chronic iEEG recordings. However, we also hypothesised that seizure evolutions, like seizure occurrence (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Maturana et al., 2020), may vary over circadian and multidien cycles. Importantly, these cycles can be nonstationary, with the cycle period varying over time; thus, they must be extracted using a continuous biomarker such as interictal spike rate (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Maturana et al., 2020). We therefore next explored whether seizure state occurrence and seizure state duration were also associated with interictal spike rate cycles.

As in previous work (Baud et al., 2018; Karoly et al., 2016, 2021; Leguia et al., 2021; Maturana et al., 2020), we observed high levels of variability in interictal spike rate across each patient’s chronic iEEG recording (see Fig. 6.4A for interictal spike rate of an example patient, NeuroVista 1). We obtained each patient’s interictal spike times from a previous study (Karoly et al., 2016) and used a data-driven approach, EMD (Colominas et al., 2014; Huang et al., 1998), to extract fluctuations in spike rate over different timescales (see Methods for details and Zenodo Data File 10.5281/zenodo.5910238 for spike rate decompositions of all patients). EMD decomposes a time series into a series of oscillatory components that can have variable amplitude and frequency over time, thus accommodating non-stationarity in the spike rate cycles. To ensure that the extracted cycles were robust, we limited our analysis to the most prominent cycles that had short periods relative to the length of the patient’s recording (recording length at least four times the average period of the cycle; see Methods for details). Fig. 6.4B shows the extracted spike rate cycles of NeuroVista 1. The fastest analysed cycle (yellow) was circadian, with an average period of 0.96 days. The patient also had a multidien cycle (red) of approximately 10.61 days. These spike rate cycles captured different timescales of changes in spike rate in NeuroVista 1’s recording. We observed such multiscale fluctuations in interictal spike rate in most patients (Fig. 6.4C and D, see Supplementary section 6.5.2 for selection of spike rate cycles).
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Figure 6.4: Patient-specific cycles in interictal spike rate. A-B) Example patient NeuroVista 1: A) The interictal spike rate (number of spikes per hour versus recording time) during NeuroVista 1’s recording. B) The two prominent cycles in NeuroVista 1’s spike rate, extracted using empirical mode decomposition (EMD). NeuroVista 1 had a circadian (average period of 0.96 days) and multidien (average period of 10.61 days) cycle. C-D) All patients: C) Number of patients that had at least one spike rate cycle at each timescale. D) Spike rate cycles of each patient, coloured by their timescale.

All patients had prominent circadian cycles in spike rate (average period of 0.84-1.02 days), and eight of the ten patients also had at least one multidien cycle, with average periods ranging from 3.60 to 54.77 days. Together, these cycles characterised the prominent patient-specific, non-stationary changes in spike rate in each patient.

For each patient, we first asked whether seizure states preferentially occurred during certain phases of each spike rate cycle. Similar to previous work (Baud et al., 2018; Karoly et al., 2018a; Leguia et al., 2021), we defined phase preference as the phase locking value (PLV) of a state for a spike rate cycle. A PLV of 0 would indicate that the state had no phase preference, while a PLV of 1 would indicate that the state only occurred at one specific phase of the cycle. Importantly, seizures themselves usually have phase preferences
for circadian and multidien spike rate cycles (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Maturana et al., 2020), which would by proxy lead to phase preferences for seizure states as well. Therefore, to control for seizure timing phase preferences, we used permutation tests to determine the significance of each state’s PLV. In other words, we determined if the seizure state’s phase preference was significantly stronger than the phase preference of the seizures.

Fig. 6.5A-C shows an example of a seizure state, state F, that preferentially occurred during certain phases of NeuroVista 1’s multidien spike rate cycle. In this example, state F was most likely to occur during a specific part of the rising phase of the multidien cycle, with the proportion of seizures with this state tapering towards the cycle peak. Further, almost all seizures that occurred during the falling phase and the cycle trough lacked this state. As such, state F’s PLV was significantly stronger than the overall seizure PLV (state PLV = 0.84, +0.21 relative to PLV of all seizures, $p = 0.0014$) after FDR correction for multiple comparisons.

Across our cohort, four patients (NeuroVista 1, 7, 10, and 13) had at least one seizure state whose occurrence was significantly associated with a spike rate cycle (Fig. 6.5D-E). Note that the same state could be associated with multiple different spike rate cycles (see Supplementary section 6.5.4 for associated states). Four of these patients had a state that had a phase preference in their circadian cycle, while two patients had one or more states associated with at least one multidien cycle (Fig. 6.5F). We also quantified the strength of the significant associations with spike rate cycles by computing their state PLV increases relative to the overall PLV of all seizures for the given cycles (Fig. 6.5G). The increase in PLV varied from 0.07-0.22, with most states showing a weak increase in PLV (median: 0.12). We interpret these associations as evidence that, in some patients, certain spike rate cycles reveal a modulation in seizure state occurrence over a specific timescale.

We then investigated if seizure state duration also varies over spike rate cycles. For seizures with a given state, we computed the non-parametric circular-linear correlation $D$ (Mardia, 1976) between the seizures’ state durations and the phases of the spike rate cycle at which the seizures occurred, using permutation tests to determine statistical significance (see Methods). The measure $D$ is not signed, but instead ranges from 0 to 1,
Chapter 6: Interictal Spike Rate Reveals Timescales of Modulation in Seizure States and Seizure State Durations

Figure 6.5: Associations of seizure state occurrence with spike rate cycles. NV = NeuroVista. A-C) Example patient NeuroVista 1, seizure state F, 10.61 day cycle: A) NeuroVista 1’s 10.61 day spike rate cycle versus time, with seizures (circles) overlaid on the cycle at the times they occurred. Circles are coloured by whether the seizure did (green) or did not (grey) contain state F. The boxed inset expands a part of the cycle. B) Representation of the phase of the 10.61 day cycle, with the curve indicating whether spike rate is falling or rising at the given phase. As in A, circles correspond to seizures with (green) and without (grey) state F, and they are plotted on the curve at the phase that they occurred. Seizure circles are spread vertically to show all circles. C) Polar histogram of seizure phases with (green) and without (grey) state F. D-G) All patients: D) Coloured circles indicate the spike rate cycles. The circle colours correspond to the number of states significantly associated with the patient’s spike rate cycle at that timescale. Grey circles indicate that the patient had a spike rate cycle at that timescale, but that that timescale was not associated with the occurrence of any seizure state. E) Total number of seizure states associated with spike rate cycles in each patient. Grey outlines provide a reference for the maximum possible number of associated states (i.e., the number of states with variable occurrence). F) For each timescale of spike rate cycle, the number of patients that had at least one state associated with that timescale. Grey bars indicate the number of patients with each timescale (equivalent to the coloured bars in Fig. 6.4C). G) Dot plot of the strength of the phase preferences of significantly associated states, measured as changes in PLV (state PLV minus the PLV of all seizures for the associated spike rate cycle). Marker shape and colour indicates the timescale category of the associated spike rate cycle.
Figure 6.6: Associations of seizure state duration with spike rate cycles. NV = Neuro-Vista. A-C) NeuroVista 11, seizure state A, 0.95 day spike rate cycle: A) The circadian spike rate cycle versus time, with seizures containing state A (circles) overlaid on the cycle at the times they occurred. Circles are coloured by state duration. The boxed inset expands a part of the cycle. B) Representation of the phases of the spike rate cycle, with the curve indicating whether spike rate was falling or rising at the given phase. As in (A), circles correspond to seizures with state A, with their colour indicating state duration. Seizure circles are spread vertically to show all circles. C) Polar scatter plot of state duration versus seizure phase. Each grey point indicates a seizure, while coloured points correspond to the smoothed seizure duration (π/4 Gaussian window). D-G) All patients: D) Coloured circles indicate the spike rate cycles in each patient. The colours of the circles indicate the number of states significantly associated with the patient’s spike rate cycle at that timescale. Grey circles indicate that the patient had a spike rate cycle at that timescale, but that that cycle was not associated with the duration of any seizure state. E) Total number of seizure states whose durations were associated with spike rate cycles in each patient. Grey outlines provide a reference for the maximum possible number of associated states. F) The number of patients that had at least one state duration associated with a spike rate cycle at each timescale. Grey bars indicate the number of patients with each timescale (equivalent to the coloured bars in Fig. 6.4C). G) Dot plot of the strengths of the significant associations between state duration and spike rate cycle phases, measured as non-parametric circular-linear correlation $D$. Marker shape and colour indicates the timescale category of the associated spike rate cycle.
with zero indicating no association. Seizures without the state (i.e., with a state duration of zero) were excluded from the analysis so that duration results were not driven by state occurrence phase preferences.

Fig. 6.6A-C shows an example seizure state duration association with a spike rate cycle in NeuroVista 11. In this patient, the circadian spike rate cycle was significantly associated with the duration of state A after FDR correction for multiple comparisons ($p = 0.0001$). State A’s duration was markedly higher during the rising phase than during the falling phase of the spike rate cycle (Fig. 6.6B); the average duration starts increasing shortly before the trough of the cycle and peaks at approximately $3\pi/2$ in the rising phase before decreasing again (Fig. 6.6C).

In our cohort, seven of the ten patients had one or more states whose duration was significantly associated with spike rate cycle phases (Fig. 6.6D-E). Of these patients, three had circadian associations and five had multidien associations (Fig. 6.6F). The strength of the correlations between seizure state duration and spike rate cycle phases varied from 0.04 to 0.18, with most state durations showing a weak correlation with spike rate phase (median: 0.09) (Fig. 6.6G). As with seizure state occurrence, we interpret these associations as evidence that seizure state duration can be modulated over the timescales of spike rate cycles.

### 6.2.4 A seizure state’s occurrence and duration are usually independently modulated

In Chapter 5, we found that seizure duration could vary independently of changes to the seizure’s network evolution (Schroeder et al., 2021). This finding suggests that features that characterise seizure network evolutions (e.g., seizure state occurrence) and features that influence seizure duration (e.g., seizure state duration) could have different modulators. We therefore next asked whether a given state’s occurrence and duration were associated with the same timescale, which we would interpret as co-modulation by the same time-varying process.

In each patient, we first determined whether each seizure state’s 1) occurrence, but not duration, was associated with the time since implantation, 2) duration, but not occurrence,
Figure 6.7: **Independent and coinciding timescales of seizure state occurrence and seizure state duration modulation** A) From left to right, the three bars for each patient show the number of the patient’s seizure states in which 1) only state occurrence was associated with time since implantation (pink), 2) only state duration was associated with time since implantation (blue), and 3) occurrence and duration were both associated with time since implantation (purple). Grey outlines provide a reference for the maximum number of states that can belong to each category (i.e., for occurrence counts, the number of seizures states with variable occurrence, and for duration counts, the total number of seizures states) in each patient. B) Same measures as (A) for state associations with spike rate cycles.

We repeated this analysis for seizure state associations with spike rate cycles (Fig. 6.7B). Note that for this analysis, a state could belong to multiple categories if its occurrence and duration were associated with different spike rate cycles; for example, a state’s occurrence could be associated with a circadian cycle (category 1) while its duration could vary over a multidien cycle (category 2). For spike rate timescales, a state’s occurrence and duration were only associated with the same timescale in one state in NeuroVista 1 and one state in
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NeuroVista 10 (Supplementary section 6.5.4). Thus, joint modulation of state occurrence and duration was rare over circadian and multidien timescales.

Finally, we investigated two relationships to support our overall results. First, we analysed whether certain parts of a seizure (e.g., onset states) were more likely to change over a given timescale. For both state occurrence and state duration, we did not find any significant associations between where the state occurred in the seizure evolution and whether the state was associated with the time since implantation or a spike rate cycle (Supplementary 6.5.5). These results indicate that multiple places in seizure evolutions are susceptible to temporal modulation. Second, we investigated whether total seizure duration was associated with the time since implantation and spike rate cycles (Supplementary section 6.5.4). We observed associations with total state durations in only a few patients, indicating that overall changes in seizure duration were not the sole driver of our observed state duration associations. In other words, seizure state durations did not simply vary due to changes in overall seizure duration, where increasing seizure duration proportionally increased the component states’ durations. This observation supports our earlier hypothesis that specific parts of seizure evolutions may be more prone to temporal “elasticity” (Schroeder et al., 2021; Wenzel et al., 2017), or variable duration.

6.3 Discussion

We analysed variability in seizure network state progressions in chronic iEEG recordings, providing novel insight into the patterns and mechanisms of seizure variability. We found that in most patients, seizure states depended on when the seizure occurred in the recording, with some states becoming more or less prevalent and/or increasing or decreasing in duration as the recording progressed. Additionally, several patients had one or more states associated with circadian and/or multidien cycles in interictal spike rate. These associations suggest that seizure features are modulated over multiple timescales, including circadian and multidien timescales that can be revealed by interictal biomarkers.

We first found that seizure evolutions often depended on the amount of time that had elapsed since the start of the patient’s recording. Variability over such long timescales (multiple months to years) may reflect non-cyclical changes in seizure evolutions due
to factors such as postimplantation effects (Chen et al., 2021; Ung et al., 2017, 2016), medication changes (Napolitano and Orriols, 2013), and slow changes in the epileptic network due to plasticity (Hsu et al., 2008). Alternatively, more gradual changes in seizure evolutions could be produced by cycles that have long periods relative to the length of these recordings. Analysing longer recordings could determine if persistent seizure variability reflects longer cycles, such as circannual cycles, in brain dynamics (Karoly et al., 2021; Leguia et al., 2021; Rao et al., 2020). Notably, transiently observed states at the beginning of recordings were uncommon in our cohort, suggesting that implantation effects rarely cause atypical seizure states. Thus, shorter presurgical recordings patients with epilepsy, which typically last for a few days to a few weeks, likely contain a patient’s usual seizure states, although state duration and relative state prevalence may change over time. However, some additional seizure states may emerge after weeks of recording (King-Stephens et al., 2015; Ung et al., 2016) that would therefore be missed during presurgical monitoring. Thus, uncovering the longer timescales of variability in seizure evolutions has important implications for interpreting shorter iEEG recordings. Our findings add to the existing literature on variability in brain dynamics across chronic iEEG recordings (Chen et al., 2021; Ung et al., 2017, 2016) by revealing that multiple features of seizure evolutions also vary across these longer timescales.

We also observed associations between seizure state variability and circadian and/or multidien cycles in several patients. It is well-known that there are also cycles in seizure occurrence over the same timescales (Gowers, 1885; Karoly et al., 2016, 2018a; Langdon-Down and Brain, 1929; Loddenkemper et al., 2011; Navis and Harden, 2016; Patry, 1931), and recent research has revealed that fluctuations in interictal spike rate can serve as a biomarker for these seizure cycles (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Maturana et al., 2020). We previously found evidence of circadian rhythms in seizure evolutions from short-term epilepsy monitoring unit recordings, and the same results suggested that slower trends also modulated seizure dynamics (Schroeder et al., 2020). Here, we confirmed that seizure features follow both circadian and multidien cycles that are linked to fluctuations in interictal spike rate. Compared to our previous study (Schroeder et al., 2020), our work here uses much longer recordings and larger numbers of seizures per
patient, providing new evidence for time-varying modulation of seizure evolutions. Moreover, we identified specific aspects of seizure evolutions, network state occurrence and network state duration, that changed over time in most patients. Our results reveal that there is a multiscale temporal structure to seizure variability, and certain characteristics of seizures are susceptible to modulation over a specific timescale.

We found that both seizure state occurrence and seizure state duration changed over the duration of the recording and were associated with spike rate cycles. Interestingly, a given seizure state’s occurrence and duration were usually not associated with the same timescale, indicating that these features were modulated separately in most patients. This finding suggests that the absence of a state is not a special case of duration modulation where the state’s duration is zero; in other words, the factors that decrease the duration of a state are likely different from the factors that prevent the state from occurring altogether. Additionally, it implies that a state’s duration is not necessarily linked to its likelihood of occurring in the seizure; for example, a state does not necessarily persist for longer in seizures where the state is more likely to occur. Instead, separate factors appear to control whether a seizure state occurs and the duration of the state when it occurs. Additionally, we observed that the durations of specific seizure states had associations with time since implantation and spike rate cycles. This observation supports our earlier hypothesis that specific parts of seizure evolutions may be more prone to temporal “elasticity” (Schroeder et al., 2021; Wenzel et al., 2017), or variable duration from seizure to seizure (see Chapter 5). We suggest that future research on seizure duration variability likewise decompose seizure evolutions into states or other subparts to uncover factors that impact overall seizure duration.

Our work builds on past research that provided evidence for seizure variability over specific timescales. For example, it is well-established that in some patients, clinical seizure features such as secondary generalisation are associated with sleep/wake state or day/night cycles (Bazil, 2018; Bazil and Walczak, 1997; Janz, 1962; Loddenkemper et al., 2011; Sinha et al., 2006). Past analysis of chronic iEEG in canines also discovered shifts in seizure onset patterns as the recording progressed, likely due to postimplantation variability in brain dynamics (Ung et al., 2016). Additionally, variability in seizure onset and
spread have been linked to preictal and interictal changes in network features (Khambhati et al., 2016), band power (Naftulin et al., 2018), the location of high frequency oscillations (Gliske et al., 2018), and patterns of cortical excitability (Badawy et al., 2009). The same interictal features (network dynamics (Kuhnert et al., 2010; Mitsis et al., 2020), band power (Panagiotopoulou et al., 2022), high frequency activity (Chen et al., 2021), and cortical excitability (Meisel et al., 2015)) have all been shown to vary over circadian and/or multidien cycles. We now show that seizure evolutions also change over the timescales that influence interictal brain dynamics, suggesting that these fluctuations share common mechanisms.

Uncovering the mechanisms that influence these interictal and ictal dynamics is an active area of research. There is growing evidence that both seizures and spike rate are influenced by multiple factors operating over different timescales (Karoly et al., 2021; Rao et al., 2020). We therefore decomposed interictal spike rate into circadian and multidien cycles, rather than focusing on the relationship between overall spike rate and seizure features. Although past studies had sought a relationship between preictal spike rate and seizure likelihood, they found conflicting results, with decreases, increases, or no discernible patterns in preictal spike rate (Karoly et al., 2016). These inconsistent findings were clarified by later studies that decomposed spike rate and demonstrated timescale-specific phase relationships between spike rate cycles and seizure likelihood (Baud et al., 2018; Leguia et al., 2021; Maturana et al., 2020). For example, the circadian spike rate phase that is associated with seizure occurrence varies across patients (Baud et al., 2018; Leguia et al., 2021). These different circadian seizure “chronotypes” (Loddenkemper et al., 2011) likely arise due to patient-specific circadian influences on seizure likelihood, while spike rate is primarily driven by the sleep/wake cycle (Karoly et al., 2021; Rao et al., 2020). However, across patients, seizures are most likely to occur during the rising phase of the multidien spike rate cycle (Baud et al., 2018; Leguia et al., 2021). Notably, these phase preferences mean that seizures do not preferentially occur when spike rate is maximal. Additionally, seizures are less likely to occur during the falling phase of the multidien spike rate cycle, even though spike rate during the rising and falling phases will be comparable. These observations suggest that seizure occurrence depends on the hidden factors that influence
spike rate, leading to phase preferences that vary from factor to factor. Likewise, we observed specific phase relationships between seizure states and spike rate cycles (e.g., Fig. 6.6B,C, state duration highest during the rising phase). Our work therefore supports the hypothesis that the underlying factors that influence seizure likelihood and spike rate also shape seizure features.

To uncover the timescales of seizure variability, we first needed to extract quantifiable seizure features. In the previous chapters, we described seizure network evolutions as continuous pathways through network space and quantified the overall similarity of pairs of seizure pathways (Schroeder et al., 2021, 2020). These pathways provide the most accurate description of seizure evolutions by capturing all within-seizure variations in functional networks as well as all differences between seizure pathways. However, these seizure pathways and pathway dissimilarities do not readily translate to specific seizure features. In this chapter, we therefore clustered seizure functional networks into a small number of network states, transforming seizure pathways into seizure state progressions. We could then characterise each seizure by its states and state duration. Other papers have used similar approaches to describe seizure network evolutions (Burns et al., 2014; Khambhati et al., 2015) and found comparable numbers of within-patient seizure states.

It is unclear if there is an optimal approach for clustering seizure networks, with past approaches including k-means clustering (Burns et al., 2014), non-negative matrix factorisation (NMF) (Frusque et al., 2020; Gliske et al., 2018; Khambhati et al., 2017), and community detection (Khambhati et al., 2015). It is likely that many approaches will yield similar seizure network states, especially for data with clear clusters. For our data, we found that NMF was well-suited for finding a representative network state for each seizure time window. Unlike hard clustering solutions such as k-means, the underlying NMF decomposition allowed for softer transitions between the seizure network states, a useful feature for decomposing seizure pathways without clear state transitions. Further, our use of stability NMF (Wu et al., 2016) ensured that we found robust seizure states and suggested that our seizure states were accurate representations of the seizure network data. Future work could explore if other clustering approaches yield similar results or apply more complex approaches, such as hidden Markov models (Vidaurre et al., 2017),
to define seizure states.

Our analysis of circadian and multidien timescales of seizure variability also relied on identifying cycles in interictal spike rate. To extract spike rate cycles, we used a data-driven method, EMD, that is adept at decomposing non-stationary time series (Huang et al., 1998). We additionally used a variation of EMD that improves the separation of cycles with different frequencies (Colominas et al., 2014). Unlike approaches such as wavelet decomposition, EMD does not require hypotheses about cycle frequencies or shapes, as cycles are instead found using the intrinsic fluctuations of the time series. EMD is also unique due to its iterative approach for extracting different timescales of cycles. This method provides advantages for spike rate analysis: the spike rate time series does not need to be smoothed to extract slower cycles, and cycles with drastically different periods can be uncovered without scanning a wide range of possible cycle frequencies. Although EMD differs from previous approaches for finding spike rate cycles (Baud et al., 2018; Karoly et al., 2018a; Leguia et al., 2021; Maturana et al., 2020), we found similar results, including circadian spike rate cycles in every patient as well as many multidien cycles. To increase confidence in our extracted spike rate cycles, we also limited our analysis to robust cycles that persisted across the recording and had relatively high contributions to the overall spike rate. Future work could use a less conservative approach and determine if less salient cycles also influence seizure evolutions.

Although we found many associations between seizure timing, spike rate cycles, and seizure states, we were unable to explain the full spectrum of seizure variability in our patients. Other approaches could yield more comprehensive and stronger explanations of seizure features. First, our analysis focused on spike rate phase due to its association with seizure occurrence (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021). However, we also observed that the amplitude of spike rate cycles often varied over time, potentially reflecting variability in the strength of these cycles. Such changes in cycle strength could potentially impact seizure features. Second, as with seizure occurrence (Baud et al., 2018; Leguia et al., 2021; Maturana et al., 2020), different cycles likely interact to produce the observed seizure variability. A predictive model incorporating multiple timescales may be more informative than a single spike rate cycle (Panagiotopoulou et al., 2022). Third, we
limited our analysis to each patient’s overall spike rate. Spatial patterns of spike rate also vary over time (Chen et al., 2021), and other interictal events such as high frequency activity have different temporal profiles than spike rate (Chen et al., 2021). Spatiotemporal variability in interictal dynamics may be linked to seizure variability (Gliske et al., 2018) and spatial patterns of different interictal events could also be incorporated in multivariate models of seizure features. Finally, although a given state’s occurrence and duration were often independently modulated, there were likely interactions across seizure states. For example, the duration of an early state may depend on whether a seizure progresses to a subsequent possible state (Kaufmann et al., 2020). Approaches such as canonical correlation analysis (Zhuang et al., 2020) could uncover combinations of seizure features that are associated with combinations of interictal features.

Another open question is whether changes in the rate of seizure occurrence are linked to changes in seizure features. In particular, it would be interesting to explore if the timescales associated with seizure occurrence, which we did not examine in our study, also influence seizure evolutions. Many factors could impact both whether seizures occur and seizure features themselves. For example, increasing cortical excitability likely increases seizure likelihood (Meisel et al., 2015) and also facilitates seizure spread (Badawy et al., 2009; Enatsu et al., 2012). However, we also hypothesise that more subtle changes in spatial patterns of cortical excitability could change seizure evolutions without impacting seizure likelihood. Additional research is needed to determine if there are independent modulators and comodulators of seizure occurrence and seizure evolutions.

Understanding patient-specific seizure variability could provide new clinical strategies for managing seizures in patients with focal epilepsy. First, cycles in seizure features could be added to seizure forecasting algorithms (Baud and Rao, 2018; Freestone et al., 2017; Stirling et al., 2021), allowing them to forecast not only when a seizure will occur, but also how the seizure will manifest. Thus, seizure forecasting could help anticipate when seizures will be more severe and dangerous to the patient. Additionally, clinicians could modify a patient’s antiepileptic medication based on both seizures likelihood (Baud and Rao, 2018; Ramgopal et al., 2013; Stirling et al., 2021) and seizure severity (Cramer and French, 2001). Both interictal and seizure variability may also have implications for treatment efficacy;
for example, in a mouse model of temporal lobe epilepsy, optogenetic stimulation only impacted seizures that arose from specific brain states (Ewell et al., 2015). Novel, seizure-specific treatments could therefore be designed to fluctuate over the same timescales as the patient’s seizures, thus delivering time-adaptive treatments that account for the patient’s seizure variability. Finally, uncovering the time-varying mechanisms that underlie seizure variability and severity could provide new targets for manipulating seizures and lessening their impact on patients. As a preliminary step towards clinical applications, future work could connect seizure network states to clinically relevant features, such as onset locations and secondary generalisation. Additionally, repeating our analysis in a larger cohort could determine if certain characteristic temporal patterns of variability, analogous to chronotypes in seizure occurrence (Langdon-Down and Brain, 1929; Leguia et al., 2021; Loddenkemper et al., 2011; Rao et al., 2020), exist across patients.

In summary, we have shown that features of seizure evolutions vary over multiple timescales within individual patients with focal epilepsy. Like interictal dynamics, seizures can change over the months and years of chronic iEEG recordings as well as over faster timescales, such as circadian and multidien cycles. As with cycles in seizure occurrence, cycles in seizure features can be extracted using interictal spike rate as a biomarker. Future work could explore whether fluctuations in other interictal features, such as spatial patterns of spikes and high frequency activity, explain additional seizure features. Ultimately, uncovering the timescales of within-patient seizure variability could lead to new time-adaptive approaches for controlling seizures.
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6.4 Methods

6.4.1 Computing seizure functional network evolutions

We analysed long-term iEEG recordings from 10 NeuroVista patients (Cook et al., 2013). The iEEG of type 1 seizures (seizures with clinical manifestations and corresponding iEEG changes) and type 2 seizures (seizures with iEEG changes comparable to type 1 seizures, but without confirmed clinical manifestations) were extracted and preprocessed as described in Chapter 2. For each patient, the time-varying (sliding window) functional connectivity was then computed for each seizure and decomposed using NMF (see Chapter 2). Thus, each patient’s seizure network evolutions were described by a small number of patient-specific NMF basis vectors and time-varying coefficients. Each NMF basis vector described functional network interactions between channels, while the NMF coefficients specified the contributions of each basis vector to the functional network of each seizure time window.

6.4.2 Computing progressions of seizure network states

We observed that most seizure time windows had a single NMF basis vector with a high coefficient. As such, a time window’s dominant basis vector (i.e., the basis vector with the highest coefficient) provided a simplified description of the time window’s functional connectivity. Therefore, a seizure’s time-varying functional connectivity could be simplified as a sequence, or progression, of network states, where the network state of each time window was the dominant NMF basis vector (see Chapter 2). We used this approach to describe each patient’s seizures as progressions of network states.

6.4.3 Preprocessing of interictal spike rate

Detection of interictal epileptiform spikes for this dataset was previously performed and validated (Karoly et al., 2016). The time-varying spike rate for each patient’s recording was summarised as the number of spikes, across all channels, in non-overlapping one hour windows. Due to communication dropouts or failures to regularly store the iEEG data, each one hour segment could have missing segments that affected the spike rate count. To
normalise for these dropouts, we normalised each hourly spike rate count by the proportion of captured iEEG data:

\[ S_{t,\text{norm}} = \frac{S_{t,\text{rec}}}{1 - D_t} \]

where \( S_{t,\text{rec}} \) is the recorded spike rate (spikes/hr) of hour \( t \), \( S_{t,\text{norm}} \) is the spike rate (spikes/hr) of hour \( t \) after normalising for dropouts, and \( D_t \) is the proportion of dropout time, or missing data, of hour \( t \). Recording hours with \( D \geq 0.75 \) were considered missing data.

After normalising for dropouts, each hourly spike rate \( SR_{t,\text{norm}} \) was log transformed:

\[ S_t = \log_{10}(S_{t,\text{norm}} + 1) \]

yielding the final spike rate, \( S_t \), of each hour \( t \).

Beginning with the shortest missing segments of spike rate data, we then iteratively imputed missing segments of spike rate data using a method similar to Baud et al. (2018). For each missing segment, we first selected the spike rate data segments directly preceding and following the missing segment that were the same length as the missing segment. If this data was available (i.e., did not contain missing values or exceed the endpoints of the recording), we used the surrounding segments to generate spike rate data for the missing segment. This data was generated by linearly interpolating between the means of the surrounding segments and then adding Gaussian noise with a mean of zero and standard deviation of the surrounding segments. Any resulting interpolated data with a spike rate of less than zero was changed to zero. The length of each interpolated segment was also recorded so that interpolated data was only included in the analysis when its length was much shorter (\( \leq 20\% \)) than the period of the analysed spike rate cycle (extracted in Methods section 6.4.4). Any remaining missing time points were temporarily set to the mean spike rate value prior to EMD and then returned to missing values after the decomposition and Hilbert transform (Methods section 6.4.4).
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6.4.4 Extracting interictal spike rate cycles using EMD

EMD (Huang et al., 1998) was then used to extract intrinsic mode functions (referred to as “spike rate cycles” in the Results) from each spike rate time series. Briefly, EMD decomposes any given signal into a set of signals known as IMFs that exactly reconstruct the original signal when summed together along with a residual signal. A key property of each IMF is that it must have approximately the same number (up to +/- 1) of extrema as zero-crossings, which ensures that there are no riding waves in the extracted IMFs, as well as a local mean (i.e., the mean of the maximal and minimal envelopes of the IMF) of zero. This property also ensures a well-defined Hilbert transform, allowing us to extract the phase of the signal fluctuations.

We used a variation of EMD known as complete ensemble empirical mode decomposition with adaptive noise (CEEMDAN) (Colominas et al., 2014) that helps ensure that each IMF contains oscillations with a similar timescale (i.e., the mode’s period does not dramatically vary over time) by adding noise to the time series prior to the decomposition. The standard deviation of the added noise was scanned from 0.0025 to 0.125 in steps of 0.0025, and the decomposition at each noise level was performed with 100 noise realisations, a maximum of 1000 sifting iterations to extract each mode, and the signal-to-noise ratio increasing for every stage of the decomposition. This initial step yielded 50 versions, one for each noise level, of the EMD decomposition for each patient’s spike rate time series.

For each decomposition, we used the Hilbert transform to determine the time-varying frequency, phase, and amplitude of each extracted spike rate IMF (Huang et al., 1998). We initially estimated the average period of each IMF using the median frequency of only the original (i.e., non-interpolated) spike rate data, excluding the first and last ten days of the recording due to possible instability in the frequency estimate at the time series boundaries. For each IMF, segments with interpolated spike rate were removed if their duration exceeded 20% of the IMF’s period. To define each IMF’s timescale, we then recomputed the average period of each IMF as above, now using all of the IMF’s non-missing data. The average amplitude of each IMF was computed using the same process.
For each noise level, we then computed the pairwise index of orthogonality, $O$ (Huang et al., 1998), between all pairs of time series from the EMD decomposition (i.e., the IMFs and the residue signal):

$$O_{i,j} = \frac{1}{T} \sum_{t=1}^{T} \frac{C_i(t)C_j(t)}{C_i(t)^2 + C_j(t)^2} \tag{1}$$

where $C_i(t)$ is the $i$th extracted time series, $C_j(t)$ is the $j$th extracted time series, $t$ is the time point in each time series, and $T$ is the total number of time points with spike rate data in both time series. The normalisation by $\frac{1}{T}$ allowed us to compare $O$ across pairs of time series that had different amounts of missing data due to the spike rate interpolation step. $O$ is close to zero when the two time series are locally orthogonal (i.e., do not contain oscillations at similar frequencies during the same time interval). Thus, to minimise overlap in the frequencies of different spike rate cycles, we found the maximum absolute value of the pairwise $O$ for each decomposition and then selected the noise level that minimised this value. This decomposition was used for all downstream analysis.

The median amplitudes versus median periods of the IMFs of the selected decompositions are shown in Supplementary section 6.5.2. To focus our analysis on the primary, robust contributors to spike rate cycles, we limited our analysis to IMFs with locally prominent amplitudes that had median periods that were less than a quarter of the duration of the patient’s recording (see Supplementary section 6.5.2). Across patients, we observed a clear distinction between cycles with median periods of approximately one day (0.83 to 1.03 days) and cycles with longer periods (3.93 to 54.77 days). We labeled these timescales as circadian and multidien cycles, respectively.

### 6.4.5 Comparing seizure state occurrence and seizure time since implantation

State occurrence was a binary seizure feature defined as whether a given state occurred in the seizure. Most seizure states did not occur in all of a patient’s seizures; thus, these states had variable occurrence. For each patient and each of their seizure states with variable occurrence, a Wilcoxon rank sum test was used to compare the seizure times (i.e., the number of days after the recording’s start that the seizure occurred) of seizures with
and without the state. To quantify the temporal separation of seizures with and without the state, the AUC of the receiver operating characteristic curve for distinguishing state occurrence using seizure times was also computed. Note that AUCs are mathematically equivalent to Wilcoxon rank sum tests, and therefore have the same statistical significance as the Wilcoxon rank sum test statistic.

6.4.6 Comparing seizure state duration and seizure time since implantation

State duration was a continuous measure that quantified the number of time windows a seizure spent in a given state. To compare state durations to seizure times in the recording, we computed the Spearman correlation between non-zero state durations and the number of days since the start of the recording that the corresponding seizures occurred. Spearman’s correlation was also computed between the total duration of all seizures and seizure times in the recording.

6.4.7 Comparing seizure state occurrence and spike rate cycles

For each patient and each of their seizure states with variable occurrence, we determined the IMF (“spike rate cycle”) phase preferences of seizures with the seizure state. For each IMF, a seizure’s phase was defined as the phase of the IMF during the hour in which the seizure occurred. Seizures were excluded from the analysis if this spike rate data was missing. To quantify the phase preference of a given state and IMF, we first computed the mean resultant vector from the IMF phases of all seizures with the state:

\[ Re^{-i\psi} = \frac{1}{S} \sum_{s=1}^{S} e^{-i\phi_s} \]

Here, \( S \) is the number of seizures containing the state, \( s \) is a seizure with the state, \( \phi_s \) is the IMF phase of seizure \( s \), \( R \) is the modulus of the mean resultant vector, and \( \psi \) is the angle of the mean resultant vector. As in previous work (Baud et al., 2018; Leguia et al., 2021), we refer to \( R \) as the PLV of seizures containing the state. The PLV varies from 0 to 1 and is higher when the IMF phases are similar across all seizures with the state.
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To control for any seizure phase preference, we used permutation tests to determine the significance of the observed PLV for each seizure state and IMF. For a state that occurred $S$ times, we randomly selected $S$ seizures from all analysed seizures and recomputed the PLV. Repeating this process for 10,000 different permutations yielded a null distribution of PLV if the seizure state had no additional phase preference within that spike rate cycle. The $p$-value of the association was defined as the percentage of times a permuted PLV was greater than or equal to the observed PLV.

6.4.8 Comparing seizure state duration and spike rate cycles

For each patient, we also compared the durations of each seizure state to the patient’s spike rate cycles. For each IMF (“spike rate cycle”) and state, we found the IMF phases of seizures that contained the state and computed the rank linear-circular correlation $D$ between the state’s duration and the IMF phases (Mardia, 1976). $D$ varies from 0 to 1, with higher values indicating a stronger association between the state’s duration and the IMF phases. We determined the significance of these associations by permuting these state durations 10,000 times and computing a null distribution of correlations. The $p$-value of the observed correlation was the percentage of times a permuted correlation was greater than or equal to the observed correlation. We used the same approach to compare each patient’s overall seizure durations to each IMF.

6.4.9 Comparing spike rate and seizure states

We also compared the overall spike rate, prior to EMD, to state occurrences and state durations using Wilcoxon rank sum tests and Spearman’s correlation, respectively (Supplementary section 6.5.4).

6.4.10 Correction for multiple comparisons

Benjamini-Hochberg FDR correction for multiple comparisons (Benjamini and Hochberg, 1995), with $\alpha = 0.05$, was performed for all tests across all patients that compared seizure features (state occurrence, state duration, and seizure duration) to temporal features
(seizure time in the recording, spike rate cycles, and overall spike rate). Uncorrected $p$-values are reported in the text.

### 6.4.11 Code and data availability

All analysis was performed in MATLAB version R2018b. CEEMDAN of interictal spike rate was performed using the MATLAB package CEEMDAN (https://github.com/macolominas/CEEMDAN) (Colominas et al., 2014; Torres et al., 2011). The remaining analysis was performed using custom MATLAB scripts. The NeuroVista seizure iEEG data used in this study is available from www.epilepsyecosystem.org. The processed data ($\text{NMF } W$ and $H$ matrices) of all patients is available on Zenodo (DOI 10.5281/zenodo.5503590).
6.5 Supplementary

6.5.1 Seizure network states of an example patient, NeuroVista 1

Fig. 6.8 shows the six network states of NeuroVista 1. Each state was derived using stability NMF (Wu et al., 2016) (see Chapter 2).

6.5.2 EMD of interictal spike rate and selection of spike rate cycles for comparison with seizure features

For each patient, we used EMD to extract cycles in interictal spike rate. Fig. 6.9 shows the median amplitudes versus median periods (days/cycle) of each EMD cycle. We limited our analysis to cycles that had both (1) locally prominent amplitudes, which we defined as local maxima (found using MATLAB function \texttt{findpeaks}) in these plots with amplitudes greater than or equal to 20% of the patient’s highest median IMF amplitude and (2) median periods of less than a quarter of the recording’s duration. These cycles are shown using the coloured circles in each patient. The fastest IMF of each patient was not included in the analysis since these oscillations are often thought to contain temporally unstructured noise.
Figure 6.8: Seizure network states of NeuroVista 1. Rows correspond to seizure network states. Each network state describes the coherence between pairs of iEEG channels in six frequency bands (columns). Thus, each network state is composed of six functional connectivity matrices, one for each frequency band. Colormap limits are consistent within each state (i.e., across each row). Self-connections (diagonal matrix elements) are not shown.
Figure 6.9: **Amplitudes and periods of the spike rate cycles extracted using EMD.** Each plot shows the median amplitude and period of all of the extracted spike rate cycles (circles) of each patient. Coloured circles indicate cycles that were analysed in this study, with the colour indicating the timescale category of the cycle (circadian or multidien). Spike rate residues are not shown.
6.5.3 First and last occurrences of seizure states in patient recordings

Fig. 6.10 shows the first and last known occurrences of each seizure state in each patient. Each state visualisation is also coloured by whether the state’s occurrence was significantly associated with the time since the start of the recording. As a reminder, states are patient-specific, even if they share the same letter label. In most cases, the time from first to last occurrence of a seizure state spans the majority of the patient’s recording. Thus, most states are not limited to a specific section of the recording.

Note that due to missing and noisy data, some of the patient’s seizures were not captured in the iEEG recordings. As such, some states may have occurred earlier or later in the recording period than displayed here. As such, this analysis can only conclusively say when seizure states did occur, and there is some uncertainty regarding when states did not occur.

6.5.4 Supplementary spike rate, seizure duration, and seizure state analyses and visualisations

Fig. 6.11 shows which seizure state and total seizure duration were significantly associated with seizure time since implantation, spike rate cycles, and spike rate in each patient. We emphasise that states are not comparable across patients, even if they share the same label and colour.

The first columns in Fig. 6.11A and 6.11B show which states were significantly associated with overall spike rate after FDR correction for multiple comparisons. While overall spike rate was often associated with these seizure features, it was usually associated with the same or fewer states than specific timescales (spike rate cycles and time since implantation) (Fig. 6.11). The only exceptions were the occurrence of state C in NeuroVista 1, the durations of states C and D in NeuroVista 6 and, the duration of state C in NeuroVista 10, which were only associated with overall spike rate. Cases where overall spike rate, but not individual spike rate fluctuations, are associated with states may be due to spike rate features that our analysis did not capture (e.g., cycle amplitude) or joint effects of modulations over different timescales that were not significant at the level of individual timescales.
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Figure 6.10: **First and last known occurrences of each seizure state in each patient.** In each patient, the times in the recording of the first and last occurrences of each seizure state (circles), with the time spanned by those occurrence marked with horizontal line. States are ordered from the shortest to longest amount of time that they spanned. State markers are coloured by whether the state’s occurrence was significantly associated with the time since implantation.
Fig. 6.11B also indicates when a patient’s total seizure duration was associated with overall spike rate, spike rate cycles, and/or recording time. Seizure duration was only associated with spike rate cycles in two patients and recording time in four patients; thus, state duration associations were more widespread than seizure duration associations in our cohort.

6.5.5 Locations of modulated states in seizure network state evolutions

We also investigated whether modulated states tended to occur during certain parts of seizure evolutions. In each patient, we first identified the order in which states occurred in each seizure. Only the first occurrence of a state was considered; for example, in the hypothetical seizure state progression
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state $B$ would be first, $A$ would be second, $C$ would be third, and $E$ would be fourth. This seizure does not provide any information about other states, such as state $D$. A state’s location was then defined as the state’s most common (i.e., mode) order of occurrence across all the patient’s seizures that included the state. Fig. 6.12A shows the distributions of state locations in each patient. Across all patients, we then computed the mean state location for four categories of states (Fig. 6.12B, top row, left to right): (1) states whose occurrence was associated with seizure recording time, (2) states whose duration was associated with seizure recording time, (3) states whose occurrence was associated with at least one spike rate cycle, and (4) states whose duration was associated with at least one spike rate cycle.

We then performed permutation tests to determine whether significant states occurred earlier or later in the seizure evolutions than expected by chance (Fig. 6.12B, bottom row). For each scenario, we permuted state labels in each patient, selected the same number of “significant” states and their corresponding locations from each patient, and then recomputed the mean state location across all patients. Thus, this permutation test accounts for the distribution of state locations in each patient. For each test, the null distribution of mean state locations was computed using 10,000 permutations. The $p$-value
Figure 6.11: Seizure states significantly associated with recording time, spike rate cycles, and spike rate. Coloured circles indicate the seizure states with occurrences (A) or state duration (B) were significantly associated with overall spike rate (left columns), spike rate cycles (middle columns), and recording time (right columns). Rows for different patients are demarcated by horizontal grey lines. States are not comparable across patients, but are comparable within each patient. In (B), associations with total seizure duration are also marked with a black star.
Chapter 6: Interictal Spike Rate Reveals Timescales of Modulation in Seizure States and Seizure State Durations

Figure 6.12: Locations of significant seizure states in seizure network state evolutions. A) Distributions of state locations in each patient. B) State locations of states significantly associated with seizure recording time and spike rate cycles. Top row: distributions of locations of significantly associated states. Bottom row: permutation test results for determining the significance of the mean state location in each scenario. The observed mean state location is marked with a red line in each distribution of permuted mean state locations.

of the observed mean location was defined as the percentage of permutations with a mean location as extreme (i.e., equidistant from the centre of the distribution) as the observed mean location. In all scenarios, the mean state location did not significantly differ from chance, suggesting that states that occurred earlier or later in seizure evolutions were not preferentially modulated.

6.5.6 Detecting signal dropouts

The NeuroVista data contains time periods of signal dropouts when the iEEG signal was not recorded. We used line length to identify iEEG segments with no signal (i.e., a flat time series with no voltage changes). We defined the line length $L$ of a time series as
where $x_i$ is the $i$th time point in a time series with $T$ time points.

The time-varying line length of each seizure was computed for each iEEG channel in sliding windows (1/10s window, 1/20s overlap). Any time windows with 8 or more channels with line length $\leq 0.5$, along with the preceding and following time windows, were considered missing data.
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7.1 Contributions of This Thesis

Although epilepsy is a dynamic disorder in which symptoms fluctuate over time, it is unclear whether and how variability in its most salient feature - seizures - can arise within the same patient. Our understanding of within-patient seizure variability has largely been limited to select seizure features, such as seizure duration (Cook et al., 2016) and the extent of seizure spread (Karthick et al., 2018; Marciani and Gotman, 1986; Naftulin et al., 2018), that are known to change from seizure to seizure in some patients. However, fluctuations in seizure characteristics could have important implications for seizure control (Ewell et al., 2015; Martinet et al., 2015; Ryzi et al., 2015; Spencer et al., 1981) and seizure forecasting (Cook et al., 2016). As such, a comprehensive analysis of the prevalence and characteristics of such variability has been needed. In this thesis, I addressed this gap by providing new insight into within-patient seizure variability in patients with focal epilepsy. My analysis focused on comparing seizure functional network evolutions, which I conceptualised as seizure “pathways” through the space of possible brain network dynamics. Using this approach, I analysed seizure pathways in three different cohorts and addressed three open questions about within-patient seizure variability:

1. How prevalent is variability in seizure pathways within individual patients?

2. Does a seizure’s pathway also determine it duration, or is there independent variability in these features?

3. How do seizure features change over different timescales?

In Chapter 3, I first addressed the need for an objective approach for comparing seizure pathways. My pairwise “seizure dissimilarity” measure built on previous methods for comparing seizures (Le Bouquin-Jeannès et al., 2002; Wendling et al., 1997, 1996, 1999; Wu and Gotman, 1998) by recognising seizures that share the same pathway, even if they progress at different rates. This temporal warping also easily allowed me to compare seizures with different durations without truncating the longer seizure. Using this measure, I compared seizure functional network evolutions in 31 epilepsy monitoring unit (EMU) patients with
approximately 2-16 days of intracranial EEG (iEEG) recording, revealing seizure variability in all patients. Interestingly, in most patients, this variability resulted from a spectrum of seizure pathways, rather than the coexistence of clear seizure types with different pathways. I also found that this variability did not simply arise from the presence of different International League Against Epilepsy (ILAE) clinical seizure types within the same patient. Overall, this chapter provides a new approach for comparing seizures and reveals a level of within-patient seizure variability that has not been previously acknowledged in computational epilepsy research.

After uncovering the prevalence of within-patient seizure variability, the next question that I began to address in Chapter 4 was how seizure pathways changed over time within each patient. In particular, it was unclear if seizures in each patient changed randomly over time or if there was some sort of temporal structure to when different pathways occurred. In the same cohort of EMU patients, I found that over the timescales of these recordings, seizures with more similar pathways tended to occur closer together in time. As such, within-patient changes in different seizure pathways are not random. Additionally, analysing temporal correlations between seizures over different timescales also revealed changes consistent with circadian fluctuations in seizure pathways. In almost all patients, the observed temporal patterns of seizure variability could be explained by a combination of circadian and/or slower time-varying factors that influenced seizure pathways. These findings suggest that modulatory processes shape within-patient seizure pathways over multiple timescales.

These first two research chapters focused on variability in seizure pathways. However, seizure dynamics are characterised not only by their pathways, but also by how long it takes to complete those pathways - i.e., their durations. In Chapter 5, I explored how variability in seizure pathways and seizure durations interact in the same patient, addressing open questions such as, “Do similar seizure pathways also have similar durations, or can there be temporal ‘elasticity’ (Wenzel et al., 2017) within the same pathway?” and, “Do populations of seizures with different durations correspond to distinct seizure pathways?” In this chapter, I analysed seizures in EMU patients as well as chronic iEEG recordings in both human and canine subjects. While most patients had a weak to moderate re-
relationship between seizure pathways and seizure durations, there was also independent variability in each feature: seizures with approximately the same pathway could have drastically different durations, and seizures with similar durations could traverse distinct pathways. Interestingly, in patients with duration populations, seizure duration was only a reliable proxy for seizure pathways in about half of patients. Overall, this analysis revealed that seizure pathways and durations are not tightly linked, suggesting that they can be independently modulated. Additionally, seizure pathways cannot be reliably inferred from seizure duration information alone, even in patients with distinct duration populations. Instead, both pathway and duration information is needed to fully characterise most seizures’ spatiotemporal evolutions.

In my final research chapter, Chapter 6, I built on the insights from the previous chapters to explore how seizure features change over multiple timescales. For this analysis, I used chronic iEEG recordings from 10 patients with focal epilepsy. To quantify changes in seizure features, I characterised seizure pathways as progressions of a small number of network states, allowing me to separately analyse spatial features (whether each state occurred in a seizure) and temporal features (the duration of each seizure state) of seizure pathways. This approach therefore captures the different types of variability – pathway variability and duration variability – observed in Chapter 5. I found that each of these features were associated with fluctuations in interictal spike rate over circadian and multidien timescales, suggesting that seizure pathways are modulated by time-varying factors. Additionally, seizure states often changed across the months or years of a patient’s recording. A given state’s occurrence and duration were usually not associated with the same timescale, indicating that these features are separately modulated. These findings provide further evidence that time-varying factors shape seizure features within individual patients and, for the first time, uncovered longer timescales of changes in seizure pathways.

Thus, across these chapters, I have presented a new approach for comparing seizure pathways, demonstrated the prevalence of within-patient variability in seizure pathways, revealed that seizure pathways and durations can vary independently, and uncovered multiscale temporal fluctuations in seizure features. Together, this work provides a new perspective for analysing seizures within individual patients and suggests that seizures
themselves are modulated by time-varying factors. In the rest of this chapter, I will discuss areas of potential future work on seizure variability within individual patients with focal epilepsy, with a focus on exploring the types of variability in seizure pathways, uncovering underlying mechanisms that influence seizure features, and determining the clinical implications and applications of my work.

### 7.2 Mapping Within-patient Variability in Seizure Pathways

Early in my thesis, I proposed an approach for comparing seizure pathways that produces a single measure for the (dis)similarity of a pair of seizures. As such, this measure does not reveal exactly how seizure pathways differ within the same patient, and further work is needed to characterise the types of variability in seizure pathways. Here I present a conceptual model for how seizure pathways can differ and discuss potential approaches for exploring types of seizure variability.

#### 7.2.1 A hypothesised model for producing variability in seizure pathways

In the previous chapters, I observed that two seizures could (1) traverse approximately the same pathway through network space, (2) share part of the same pathway, or (3) traverse completely distinct pathways, with no overlap in network space. However, the prevalence of these different scenarios across patients and the ways that they can arise are uncertain. For example, are some seizure pathways truncated versions of other seizure pathways, created by a subset of seizures terminating earlier along the full possible pathway (Karoly et al., 2018b; Wagner et al., 2015)? Can two seizures share the same initial pathway, but then diverge? Understanding how seizures can vary and the mechanisms that cause pathways to diverge could reveal opportunities for therapeutically controlling seizures.

To illustrate some of the potential ways that seizures could differ, Fig. 7.1A presents a conceptual model of how variability could arise in seizure pathways. For simplicity, I describe this model using the state progression simplification of seizure pathways (see Chapter 6), but the concepts also apply to continuous descriptions of seizure pathways. In this model, there is a framework that constrains possible seizure pathways in the patient.
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Figure 7.1: Hypothesised model for generating variability in seizure pathways. A) Diagram of possible seizure pathways in a hypothetical patient. Seizure pathways are described as progressions of network states. States that are filled in (states 1 and 2) are possible initiation states for a seizure pathway. Square states indicate points in the progression where the seizure may terminate. While some transitions are deterministic (e.g., state 3 always progresses to state 4), other states are “decision points” at which variability is introduced into the seizure progression. Variability can be introduced by alternative onsets (e.g., onset states 1 and 2), different possible progressions (e.g., state 6 can progress to either state 3 or 7), and potential termination points (e.g., state 4 can terminate the seizure or progress to state 5). B) Possible seizure pathways arising from this model. The pathways demonstrate variability in state onset, state progression, and state termination. The probability of different onsets, transitions, and terminations would determine the relative prevalence of these different pathways.

However, the paths that a seizure can take are not fully deterministic; instead, “decision points” where a seizure pathway can evolve in different ways leads to variability among the patient’s seizure pathways. For example, here seizures can start from different states, progress to different states from the same initial state, and terminate at different places along a possible progression. As such, this model provides a “map” of the possible seizure pathways within an individual patient (Fig. 7.1B).

This model contrasts with some past perspectives of seizures as deterministic events that, once started, follow a pre-determined course (Cook et al., 2016; Schindler et al., 2011).
However, it does not suggest that seizure pathways are random. Instead, within a patient, seizures are constrained to certain pathways, analogous to the way water follows existing stream and river beds. These shared dynamical elements across seizures explain why within-patient seizures can appear similar to each other, as has been previously observed (Burns et al., 2014; Karoly et al., 2018b; Kramer et al., 2010; Schevon et al., 2012; Truccolo et al., 2011; Wagner et al., 2015). Nonetheless, a single seizure pathway cannot summarise the full repertoire of the patient’s seizure dynamics.

### 7.2.2 Dynamic maps of seizure pathways

The above model provides a static map of possible seizure pathways. However, as revealed in Chapters 4 and 6, within-patient seizure pathways change over time and are likely modulated over various timescales. As such, the maps of potential seizure pathways within individual patients are likely dynamic, with the probabilities of different decision points fluctuating over time and changing the prevalence of different seizure pathways. For example, a specific pathway may only be accessible during a certain phase of a circadian cycle.

Additionally, maps of seizure pathways could potentially change over longer timescales such as years and decades due to alterations in the underlying epileptic pathology. Earlier, I compared seizure pathways to streambeds and riverbeds that determine the “flow” of seizures. Such water channels are not static; they are also shaped by the flow of water, which in turn changes the water flow itself. It is unclear whether seizure activity or other abnormalities likewise change a patient’s possible seizure pathways through mechanisms such as plasticity or structural alterations (Cole, 2000; Galovic et al., 2020; Huang et al., 1998). Alternatively, changes due to non-pathological processes such as ageing could also result in unidirectional shifts in a patient’s map of potential seizure pathways. Further analysis in longer recordings, along with longitudinal measurements of hypothesised influential factors, would be needed to elucidate long-term changes in seizure pathways and the underlying mechanisms.
7.2.3 Approaches for mapping seizure pathways

While I anecdotally observed different patterns of variability in seizure pathways, further work is needed to test and refine the proposed model. One approach would be to create patient-specific models of seizure states and state transitions. A patient’s seizure pathways could then be summarised as diagrams akin to the one in Fig. 7.1A with an accompanying transition matrix that describes probabilities of different onsets, transitions, and terminations. The probability of staying in each state, rather just transition probabilities between states, could also be included to capture state durations. Burns et al. (2014) used a similar approach to compare within-patient seizure state progressions, although they created individual transition matrices for each seizure, rather than summarising transitions across seizures. As Burns et al. (2014) also suggested, these seizure states could be used to create Markov Models of patient-specific seizure evolutions (Dadok et al., 2015).

Another approach to quantitatively mapping seizure variability would be to use variations of dynamic time warping (DTW) and other time series analysis methods to analyse the continuous time series that describe seizure pathways. For example, there are DTW variations that partially match time series (Giorgino, 2009) that could be used to find subsets of conserved dynamics across seizures pathways. The DTW time series warpings could also reveal parts of pathways that tend to have variable durations across seizures. To map these possible pathways, future studies could compute vector fields that summarise seizure trajectories through network space (Stitt et al., 2017). Importantly, small changes in brain state are known to change seizure onset and offset dynamics by qualitatively changing how the brain transitions between seizure and non-seizure periods (Saggio et al., 2020). Unlike the state description of seizure pathways, a vector field analysis could likewise reveal whether subtle early differences in seizure pathways alter the seizure’s downstream evolution. For example, a small difference in seizure onset could potentially lead to an earlier seizure termination. Uncovering such cases could reveal when and how to intervene in seizures so that the seizure’s travel route and destination have less impact on the patient.

Importantly, both of the above approaches could be computed on sliding window subsets
of seizure data to create a series of time-varying maps of seizure pathways. Depending on the timescale, these dynamic maps could capture cyclical or directed changes in seizure pathways. Dynamic maps of seizure variability may help reveal which seizure features and parts of seizure pathways are modulated over different timescales.

7.3 Hypothesised Mechanisms for Seizure Variability

One of the main unanswered questions raised by my work is what mechanisms shape seizure features and produce variability in seizure dynamics over time. Uncovering mechanisms of seizure variability will likely require a combination of testing and generating hypotheses using computational models, monitoring and probing the neural and broader biophysical states of patients with epilepsy, and manipulating neural dynamics in experimental models. Crucially, understanding how and why seizures naturally fluctuate over time could provide more detailed information for seizure forecasts as well as potential mechanisms for therapeutically mitigating seizure spread and severity. In this section, I will discuss some mechanisms that likely influence seizure evolutions within individual patients and approaches for testing these hypotheses in future work.

7.3.1 Spatiotemporal patterns of cortical excitability

Cortical excitability is often characterised by how strongly cortical neurons respond to a stimulus (Badawy et al., 2009, 2010, 2013; Freestone et al., 2011). More generally, cortical excitability depends on the balance of excitation and inhibition in the brain, which is thought to be pathologically altered in epilepsy (Badawy et al., 2012). Levels of cortical excitability are associated with seizure occurrence (Badawy et al., 2009; Meisel et al., 2015) and control (Badawy et al., 2010), and patterns of cortical excitability may influence the extent of seizure spread (Badawy et al., 2009; Enatsu et al., 2012). Uncovering associations between spatial patterns of cortical excitability and other seizure features may require monitoring this measure at finer spatial and temporal resolutions, either by continuously probing cortical excitability (Freestone et al., 2011) or developing localised measures of intrinsic excitability (Meisel et al., 2016, 2015) that do not require actively probing the brain’s state.
Importantly, specific alterations in excitation and inhibition may be linked to changes in certain seizure features. For example, certain types of inhibition may control the rate of seizure propagation, and thus seizure duration (Trevelyan et al., 2007; Wenzel et al., 2017). Computational models can be used to explore the effects of different changes in neural excitation and inhibition (Jirsa et al., 2014; Wang et al., 2015, 2017). These mechanisms can also be tested pharmacologically in experimental models (Trevelyan et al., 2007; Wenzel et al., 2017) to determine the cellular and molecular bases of seizure variability.

### 7.3.2 Interictal and preictal spatiotemporal brain dynamics

Beyond direct measures of cortical excitability, a number of other interictal and preictal features may be linked to seizure variability. As discussed in the previous chapters, patterns of band power (Naftulin et al., 2018), functional connectivity (Khambhati et al., 2016), and high frequency oscillations (Gliske et al., 2018) have been linked to changes in seizure features. One hypothesis is that preictal network dynamics may foreshadow functional networks that will be active during seizures (Khambhati et al., 2017). Alternatively, even if seizure and preictal network dynamics do not have similar structures, seizures with similar pathways could all arise from periods with similar preictal dynamics. However, not all preictal features necessarily impact seizure pathways; instead, only select features may be informative for anticipating seizure features. Indeed, the relevant preictal variability in brain dynamics could be subtle compared to other, non-pathological fluctuations (Mitsis et al., 2020). As such, the challenge may be uncovering which subsets of preictal features influence seizure evolutions. Approaches such as canonical correlation analysis (Zhuang et al., 2020) could be useful for extracting important preictal features and distinguishing modulators of different seizure features, such as pathway and duration variability.

Importantly, as in seizure forecasting, the timescales of fluctuations in brain dynamics may also be crucial for understanding changes in seizure features. For example, in Chapter 6, I found that phases of specific spike rate cycles were associated with more seizure features than overall changes in spike rate. In the field of seizure prediction and seizure forecasting, there has been a shift from trying to identify preictal signatures to instead
uncovering fluctuations that determine seizure risk (Stirling et al., 2021). Inconsistent links between seizure occurrence and interictal features (e.g., spike rate and signatures of impending critical transitions) have been clarified by extracting cycles in these features, rather than limiting the analysis to the preictal period (Baud et al., 2018; Karoly et al., 2021; Leguia et al., 2021; Maturana et al., 2020; Mitsis et al., 2020). Likewise, analysing seizure variability from the perspective of multiscale influential timescales, rather than preictal periods, could reveal more robust associations between interictal features and seizure variability (Panagiotopoulou et al., 2022). Specific modulatory timescales could arise if the interictal feature is a biomarker for other underlying mechanisms (Rao et al., 2020) or if seizure pathways are more sensitive to long-term changes in brain dynamics than to the brain state itself.

### 7.3.3 Variable spread on structural networks

Epilepsy is also associated with changes in whole-brain structural connectivity (Englot et al., 2016), which describes the pairwise connections between different brain regions. Further, alterations in structural connectivity are associated with across-patient differences in seizure onset location (Besson et al., 2014), seizure spread (Sinha et al., 2021a), and surgical outcome (Sinha et al., 2021b). However, it is less clear whether and how structural connectivity, which is relatively static over short timescales, impacts seizure variability within individual patients. One possibility is that structural connectivity constrains seizure spread, limiting possible seizure pathways. Faster, fluctuating spatiotemporal dynamics could then determine how seizures manifest given the structural limitations. Determining the relationships between structural connectivity, interictal/preictal brain activity, and seizures will likely require incorporating patient-specific structural networks into computational models of seizures (Proix et al., 2018), comparing structural connectivity and time-varying functional connectivity in interictal, preictal, and ictal periods (Shah et al., 2019), and comparing seizure propagation patterns and structural connectivity. Additionally, tracking longitudinal changes in structural connectivity alongside seizures could determine if slower changes in structural networks (Park et al., 2020) shift seizure evolutions over long timescales.
7.4 Clinical Implications of Seizure Variability

Seizure variability appears to be a common feature in patients with refractory focal epilepsy, regardless of the seizure onset area or patient pathology (Chapter 3). While the level and features variability do not appear to distinguish different pathologies, they could have implications for current treatments and the development of novel approaches for controlling seizures.

7.4.1 Antiepileptic medication

Antiepileptic drugs (AEDs) are one of the primary treatments for epilepsy and act on targets that influence neural excitation and inhibition (Macdonald and Kelly, 1995). While past studies have explored how AEDs relate to interictal dynamics and seizure frequency (Badawy et al., 2010; Meisel et al., 2016, 2015), little is known about whether and how AEDs change seizure features. Exploring whether and how seizures change in response to AEDs could be potentially provide an alternative measure of AED efficacy and could reveal if AEDs disproportionately impact certain seizure features or pathways. This specificity may arise from regional differences in the structure of neuronal circuits (Semyanov, 2003) and the distributions of AED targets such as GABA(A) receptors (Olsen, 2018; Trimmer and Rhodes, 2004). Such studies could pave the way for AED chronotherapy (Baud and Rao, 2018; Ramgopal et al., 2013) in which AED doses and/or types are adapted to fluctuations in seizure pathways. For example, a higher AED dose may be required to control more severe seizures. Ultimately, chronotherapy could both improve seizure control and reduce side effects by delivering the minimum effective dose needed to control seizures at a given time.

7.4.2 Surgical resection and surgical outcome

For patients with focal epilepsy whose seizures do not adequately respond to AEDs, surgical resection of the region responsible for generating seizures, the epileptogenic zone, is often the next line of treatment (Rosenow and Lüders, 2001). Using seizure functional networks to localise epileptogenic tissue and predict the outcome of surgical resection has
been an active area of research (Burns et al., 2014; Goodfellow et al., 2016; Kini et al., 2019). Since most of these studies analyse only a small number of seizures in each patient and/or average information across seizures, it is unclear how within-patient seizure variability in EMU data (Chapters 3 and 4) impacts these analyses. In particular, in cases where the patient has a single epileptogenic zone, do different seizure network evolutions contain redundant localisation information? If not, how can we tell which seizures will be most informative for presurgical planning? For example, it is unclear whether subclinical seizures are relevant for presurgical planning (Farooque and Duckrow, 2014). Some subclinical seizures and clinical seizures have similar evolutions (Chapter 3), and thus may contain similar localisation information. However, subclinical seizures with atypical spread, relative to clinical seizures, are associated with poor surgical outcomes (Farooque and Duckrow, 2014). As such, some subclinical seizure evolutions may contain additional information about the patient’s pathology.

A particular concern for surgical planning is whether a patient has multifocal epilepsy, in which seizures are generated from multiple brain regions (Rosenow and Lüders, 2001; Ryzi et al., 2015; Spencer et al., 1981), or an area that could become epileptogenic (Rosenow and Lüders, 2001), leading to poor seizure control after surgery. I found that the level of seizure variability itself is not a predictor of surgical outcome (Chapter 3), and further work is needed to determine which types of seizure variability are signs of multifocal epilepsy. For example, it is unclear if seizure functional networks that give disparate localisations of the epileptogenic zone would multifocal epilepsy.

Another open question is what parts of seizure network evolutions are most informative for localisation. Interestingly, Burns et al. (2014) found that secondarily generalised seizures tended to have two periods that could help localise the putative epileptogenic zone: one shortly after seizure initiation, in which the epileptogenic zone is isolated from the rest of the functional network, and another during the later part of the seizure, in which the epileptogenic zone becomes well-connected to other areas. This second location could occur at different relative times across seizures, which is unsurprising given the observed temporal elasticity in seizure pathways (Chapter 5). As such, identifying informative places along pathways, rather than relative times in seizures, may be a more reliable
method for selecting seizure data for localisation.

### 7.4.3 Seizure predicting and seizure forecasting

Accurately anticipating seizures (seizure prediction) or periods of high seizure risk (seizure forecasting) could greatly mitigate the impact of seizures on patients’ daily lives (Arthurs et al., 2010; Stirling et al., 2021). Incorporating information about within-patient seizure variability in seizure prediction and forecasting work could provide two main benefits. First, seizures with different features may have different preictal signatures (Cook et al., 2016). In these patients, algorithms that recognise multiple preictal signatures or find common elements of disparate preictal signatures may be more accurate. Additional research is needed to determine which types of seizure variability have implications for seizure prediction. For example, the seizure dissimilarity measure presented in Chapter 3 could be used to determine whether seizures missed by algorithms are distinct from the patient’s other seizures.

Second, seizure prediction and forecasting could be extended to anticipate not only seizures, but also the characteristics of the seizure. In Chapter 6, I demonstrated that, like seizure occurrence, some seizure features appear to be modulated over specific timescales. Thus, these cycles could potentially be used to forecast seizure features as well. Since some seizures present higher risks of accidents (Lawn et al., 2004), this information could allow patients to further adapt their behaviour based on their seizure forecasts. Additionally, treatments such as AEDs and neurostimulation could be adapted based on the forecast to improve the control of specific seizure pathways.

### 7.4.4 Neurostimulation

Brain stimulation that prevents or quickly terminates seizures is emerging as an alternative treatment for patients with epilepsy (Jarosiewicz and Morrell, 2021; Sisterson et al., 2019; Wang et al., 2015). There is particular interest in closed-loop systems that detect seizure onset and rapidly use stimulation to prevent further seizure spread or, alternatively, use stimulation to steer the brain away from pro-ictal states. As for seizure forecasting, within-patient seizure variability has two main implications for this treatment. First, seizures may
respond differently to the same stimulation depending on their characteristics and their prerictal state (Ewell et al., 2015). As such, complete seizure control may require different stimulation protocols that target different seizure pathways. Second, understanding the natural modulators of seizure pathways could suggest mechanisms for controlling seizure spread. For example, the stimulation could trigger an existing mechanism for earlier termination of a seizure pathway. Thus, a seizure-specific approach to neurostimulation could ultimately improve seizure control.

7.5 Conclusion

In focal epilepsy research, patient-specific models and analyses of epileptic processes have yielded many insights and opportunities to improve clinical treatments (Burns et al., 2014; Freestone et al., 2017; Goodfellow et al., 2016; Jiménez-Jiménez et al., 2015; Kini et al., 2019; Lagarde et al., 2019; Martinet et al., 2015; Proix et al., 2018; Sinha et al., 2016; Wang et al., 2019). More recently, there has been a shift towards accounting for not only heterogeneity across patients, but also variability within individual patients due to fluctuations in brain dynamics over time (Baud et al., 2018; Chen et al., 2021; Gliske et al., 2018; Karoly et al., 2016, 2018a, 2021; Leguia et al., 2021; Panagiotopoulou et al., 2022; Proix et al., 2021; Saggio et al., 2020). My work here has added to this field by uncovering how seizures themselves vary over time within individual patients with drug-resistant focal epilepsy. Further research is needed to fully map patient-specific seizure pathways, determine the underlying mechanisms that shape seizure features, and utilise this knowledge to improve patient outcomes. These avenues provide exciting opportunities to further understand fluctuations in epileptic dynamics and design adaptive treatments that fully control seizures.
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