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Abstract 

Globally, about 100 million people suffer from total or severe vision loss 

and visual prostheses offer the potential to restore some visual function. 

One key target for visual prosthesis has been the primary visual cortex 

(V1). Such prostheses typically use electricity to stimulate V1 neurons to 

artificially induce patterns of spots called phosphenes. Visual prostheses 

relying on electrical stimulation, however, face challenges such as low 

visual resolution, lack of activation selectivity, long-term stability due to 

gliosis and possible painful side effects like headaches.  

Optogenetics enables the stimulation of neurons using light via light-

sensitive ion channels called opsins. Optogenetic stimulation of V1 offers 

an attractive alternative to electrical stimulation because of its ability to 

selectively target specific neural populations. Examining the effects of 

optogenetics in animal models such as nonhuman primates (NHPs) is a vital 

step before its translation and use in human clinical trials. However, 

optogenetics use in NHPs has been relatively limited with significant 

knowledge gaps. In this thesis, I aim to address some of those gaps by 

studying the effects of optogenetically stimulating the macaque V1. 

To accomplish this, I first verified the efficacy of V1 optogenetic stimulation 

and its effect on neural activity recorded by multi-contact laminar probes 

and characterised the effects of different stimulation parameters. Results 

showed that light successfully modulated neural activity with the observed 

effects depending on the light wavelength and stimulation parameters. I 

followed by examining the effects of stimulation across the different layers 

of the cortex which revealed very strong modulation of neural activity 

across the cortical layers as well as stimulation intensity- and frequency-

specific effects. Furthermore, I show similarities between V1 responses to 

optogenetic responses and the well-established visually evoked responses. 
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Finally, I found that with the appropriate testing paradigm, I could confirm 

that one animal could indeed perceive a phosphene. Not only this, but my 

paradigm enabled the inference of some of the phosphene’s characteristics. 

While my results show the challenges of using optogenetics in the macaque 

brain, they also show its potential. I report that optogenetics can result in 

neural activity modulation that is sufficient to generate a phosphene 

opening the way for future studies developing the use of optogenetics for 

visual prostheses. 
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Chapter 1:  Introduction & Background 

1.1 The need for visual prothesis 

Total vision loss or complete blindness affects more than 34 million 

individuals around the world with an additional 86 million people suffering 

from severe vision impairment (Bourne et al., 2017, 2021). Those numbers 

are also increasing for a variety of reasons (Bourne et al., 2021) which 

makes addressing it of increasing importance. While there are a variety of 

efforts and medical interventions aimed at reducing the loss of vision, it is 

important to, in parallel, work on solutions that can restore some form of 

visual function to those who lost it.  

The development of cochlear implants is a great success story showing the 

potential of neural prostheses in restoring auditory function with thousands 

of people receiving the implant in the UK alone (Raine, 2013). After decades 

of efforts, the first cochlear implants were approved in the early 1980s 

(Raine, 2013) and are nowadays part of a standardised procedure that can 

be supplied by many healthcare providers such as the National Health 

Service (NHS). Similar interest has been directed towards visual neural 

prostheses and an increasing commercial development has been underway 

for the past 15 years (Shepherd et al., 2013) with some prototypes already 

being tested in clinical trials with mixed results and poor visual acuity in 

general.  

The Argus II (SecondSight Medical Products, Sylmar, California, USA) and 

Alpha AMS (Retina Implant AG, Reutlingen, Germany) are examples of 

visual prostheses prototypes developed for patients who lost visual function 

due to retinitis pigmentosa (Iuliano et al., 2021; Mills et al., 2017). Both 

systems made their way to the market after the appropriate clinical trials 

in 2013 offering patients an improved quality of life with improved 

environmental navigation as an example (Edwards et al., 2018; Geruschat 

et al., 2016; Mills et al., 2017). However, the visual acuity of those devices 

is limited to recognising few shapes and words (Mills et al., 2017).  
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In addition to prostheses, other more biological approaches are being 

investigated. For example, gene therapy aims at addressing the pathogenic 

retinal genetic mutations by replacement or augmentation to avoid or limit 

vision loss; however, success has been limited and the solution is mainly 

preventative (Gupta & Huckfeldt, 2017). Another approach is to use stem 

cells to replace the damaged retinal cells; although it has had some success 

in animal models, extensive work is still needed to ensure long term 

function (Santos-Ferreira et al., 2017). 

1.2 The visual pathway and targets of prostheses from the retina 

to the cortex 

 

Visual prostheses can be targeted at different parts of the visual pathway 

from the retina to the cortex. The visual pathway (Figure 1.1) starts with 

light going through the eye and transformed into neural signals by 

photosensitive cells, rods and cons, then conveyed by the retinal ganglion 

cells; those signals are then carried via the optic nerve to the lateral 

geniculate nucleus (LGN) before being passed on to the primary visual 

cortex (V1) and then to other areas of the brain for further processing and 

extraction of visual information (Mirochnik & Pezaris, 2019; Schiller & 

Tehovnik, 2015). Vision loss can happen due to damage to various parts of 

Figure 1.1 Early human visual system. 

A ventral view of the visual pathway 

starting from the retina and followed by the 

optic nerve crossing the optic chiasm 

towards the LGN and finally the primary 

visual cortex. Figure from Mirochnik & 

Pezaris, 2019. 
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that pathway and therefore visual prostheses have different potential 

targets. 

1.2.1 Retinal prostheses 

Some disorders such as retinal pigmentosa cause degradation of the 

photosensitive cells but leave the retinal ganglion cells (RGCs) intact 

(Hartong et al., 2006) providing potential for vision restoration by 

delivering electrical stimulation via microelectrode arrays implanted in the 

retina (da Cruz et al., 2013; Shepherd et al., 2013). One type of retinal 

prosthesis is subretinal prostheses; they can act as a replacement of the 

photosensitive cells and transduce light to electrical signals via photodiodes 

arrays replacing the damaged rods and cones (Sachs et al., 2005). This 

type of retinal prosthesis does not require additional hardware and shifting 

the gaze and locating objects can be done by eye movement like normal 

vision. Furthermore, no additional image processing is needed, and the 

retinal network of neurons is used instead; however, it has its downsides 

such as the limited activation by ambient light. Another type of retinal 

prostheses is epiretinal prostheses; they rely on direct stimulation of RGCs 

with stimulation patterns generated according to an external camera 

system (da Cruz et al., 2013; Zrenner et al., 2011). While an epiretinal 

prosthesis can overcome the low light constraints of its subretinal 

counterpart, the user’s head must move so that the camera can move for 

a gaze shift which creates a difficulty in coordination (Ayton et al., 2020). 

Even though retinal prostheses are the closest to being approved and used 

clinically, they suffer from low resolution and acuity (Shepherd et al., 2013; 

Zrenner, 2002). Furthermore, the development of visual prostheses 

targeting the retina limits the potential market to patients with intact RGCs 

or optic nerve; that was a major contributing factor for the companies 

Second Sight and Retina Implant AG to go out of business few years, in 

2019, after their first commercial use in 2013 (Mills et al., 2017; Strickl & 

Harris, 2022). Those companies targeted patients with retinitis pigmentosa 

since it is one of the most prevalent inherited diseases affecting the retina, 
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1 in 3500 to 4000 people in the western world (MedlinePlus.gov). However, 

the complete vision loss resulting from retinitis pigmentosa constitutes only 

a little above 2%, 2 million people (Sahel et al., 2021) of those affected by 

total vision loss. This limits the main target group for those retinal 

prostheses significantly. That group is even more limited considering the 

willingness of patients to undergo such an invasive procedure. On the other 

hand, a key factor for the cochlear implant success was the larger number 

of people who can use it and the relatively less invasive nature of it; that 

lead to improved surgical techniques and lower costs. The limited number 

of people suitable for retinal implants increases the cost of the implant 

making it less commercially viable. Additionally, the visual acuity is limited 

by the number of stimulation electrodes that can be placed in the retina 

which is limited due to the nature of electrical stimulation that is explored 

later. 

1.2.2 Optical tract prostheses 

Retinal prostheses are suitable for intact RGCs; after photoreceptors death, 

RGCs would suffer from degeneration with the lack of visual input 

(Humayun et al., 1999; Palmhof et al., 2019). Additionally, retinal 

approaches are not appropriate for disorders affecting other parts 

downstream from photoreceptors such as RGCs loss due to glaucoma 

(Gupta et al., 2006; Pezaris & Eskandar, 2009). Glaucoma is the cause of 

almost 50% of vision loss instances (Bourne et al., 2021). Optical tract 

stimulation targets the next step in the visual pathway instead. Optical tract 

prostheses use multielectrode array cuff to stimulate the axons on their 

way to LGN. The current resolution and specificity of the generated patterns 

are still limited due to a lack of a clear visuotopic mapping of the optical 

tract (Lu et al., 2013). Unlike retinal prostheses, the electrodes are not 

restricted to limited 2-D space but can be spaced both horizontally and 

along the tract allowing potential higher acuity (Veraart et al., 2003); 

however, the spatial resolution and consistency remain limited for now 

(Sakaguchi et al., 2009; Veraart et al., 2003).  
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1.2.3 Lateral geniculate nucleus (LGN) prostheses 

Following the optical tract, the subsequent target for a visual prosthesis is 

LGN. LGN is the thalamic visual relay hub that receives input from the 

optical tract and forwards it to V1. The retinotopic organisation of LGN has 

been studied extensively (Jeffries et al., 2014) and electrical stimulation 

can reliably generate a visual percept at the stimulated neurons’ receptive 

field (Pezaris & Reid, 2007). Furthermore, LGN is divided into well-

defined parvocellular and magnocellular layers. Parvocellular cells convey 

colour information from the retinal cones while magnocellular cells convey 

luminance information from the retinal rods. Selective stimulation of each 

type of cells could potentially convey colour information as well (Panetsos 

et al., 2011; Pezaris & Reid, 2009). Not only this, but the fovea is 

overrepresented by a larger proportion of LGN neurons potentially enabling 

higher acuity at the centre of the visual field (Pezaris & Reid, 2009). Despite 

the many attractive qualities of LGN as a target for visual prostheses, its 

location presents a surgical challenge; LGN is located about 8cm below the 

surface of the cortex maki ng placing electrodes a challenge for a wider 

implementation (Nguyen et al., 2016; Yagi et al., 2005). Furthermore, the 

compact area and layered nature of LGN allows for limited space for the 

stimulating electrodes.  

1.2.4 Visual cortical prostheses 

The primary visual cortex (V1), or the striate cortex, represents the last 

stage of the main visual pathway before higher cortical areas and a main 

target for visual prostheses in addition to the retina. In primates, V1 is the 

main cortical destination for LGN projections with some minor projections 

to the middle temporal area (MT), or V5 (Sincich et al., 2004). It also 

represents the first stage of cortical processing and integration of visual 

signals (Hubel & Wiesel, 1977). The location of V1 makes it a good 

candidate for prostheses; V1 is located on the surface of the posterior 

portion of the occipital cortex (macaque example, Figure 2.1) (Gattass et 
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al., 2005) allowing easier access compared to the much deeper LGN. Like 

LGN and the retina, V1 is visuotopically organised with an ordered 

representation of the visual field. That representation is magnified for the 

fovea with a larger neuronal population dedicated for the central 6-8 

degrees (the macaque V1 as an example in Figure 2.1) (Schiller et al., 

2011). The foveal magnification coupled with the much larger size and 

neuronal density of V1 (Barlow, 1981; O’Kusky & Colonnier, 1982) makes 

it an attractive target for visual prostheses with potentially higher foveal 

resolution than currently possible with the smaller retina and LGN. 

Furthermore, compared to RGCs and the optic tract, V1 survives long, even 

for decades, after signals cease to come from the retina (Dobelle, 2000). 

In addition to its importance in visual processing, the accessibility of V1 has 

made it one of the most extensively studied areas of the brain whether to 

examine its function and/or to elicit phosphenes. A phosphene is an 

artificially generated sensation of light resulting from nontypical stimulation 

of the visual system; for example, applying pressure to the closed eye 

creates mechanical stimulation to the retinal cells creating a sense of light 

spots. Electrical stimulation of the visual pathway also elicits phosphenes 

with most of those phosphenes being of white colour and non-specific 

shape. The white colour of the electrically generated phosphene is likely 

resulting from an overstimulation resulting in the activation of many 

neurons with different colour preferences (Towle et al., 2021). Phosphene 

generation by electrical stimulation of V1 in humans has been reported as 

early 1929 by Foerster; during surgeries for epilepsy, patients reported 

static bright spots when V1 was electrically stimulated with the location of 

the spot changing depending on the stimulation site in the cortex (Bloch et 

al., 2019; Lewis & Rosenfeld, 2016). In 1950s, Button and Putnam made 

the first attempts for a visual cortical prosthesis by using 4 stainless steel 

wires to stimulate a blind patient’s V1 (Lewis & Rosenfeld, 2016; Mirochnik 

& Pezaris, 2019); the patient was able to get a sense of external brightness 

but nothing more precise. Not long after, Brindley and Lewis demonstrated 
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the ability to generate patterns via cortical stimulation by using an array of 

80 microelectrodes to electrically induce patterns of phosphenes (Brindley, 

1971; Brindley & Lewin, 1968). Visual cortical prostheses have been further 

developed in the following decades with Dobelle testing one of the first 

complete prostheses in a blind patient with moderate success in identifying 

some shapes and letters (Dobelle, 2000).  

Since then, great strides have been made towards a practical visual cortical 

prosthesis like current cochlear implants. For example, several research 

groups are working on devices delivering intracortical microstimulation and 

powered wirelessly via external coils (Farnum & Pelled, 2020; Fernández & 

Normann, 2017; Lowery et al., 2017). Such devices have much bigger 

microelectrode density than those used by Brindley, but they use the same 

concept of producing patterns of small phosphenes to create shapes akin 

to pixels on a screen. A recent more interesting study by Beauchamp and 

colleagues (2020) have used dynamic stimulation to create shapes and 

patterns recognised 3 times faster than achieved earlier by Dobelle. 

Dynamic stimulation uses current steering between pairs of electrodes to 

create a virtual stimulation electrode the location of which can be precisely 

controlled. Traditional cortical stimulation methods would generate multiple 

phosphenes simultaneously to create a particular shape; however, those 

phosphenes can merge hindering accurate shape generation. However, by 

using dynamic stimulation and controlling the virtual stimulation site, 

phosphene sites are not limited by the resolution achieved by electrode 

spacing (Beauchamp et al., 2020). 

Table 1.1 Summary of prostheses targets.  The table shows a summary of the diseases 

that can be addressed by each prostheses targets (information adapted from Mirochnik & 

Pezaris, 2019) as well as the ease of access to place stimulating electrodes.  

Prostheses 

targets 
Examples of addressable diseases 

Surgical 

Accessibility 

Retina 
Age-related macular degeneration (AMD), Cone Rod 

Dystrophy (CRD), Retinitis pigmentosa (RP), Outer 

High 
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Retinal Degeneration (oRD), Inherited Retinal 

Dystrophy (RD), Choroidermia 

Optical tract Glaucoma, AMD, CRD, RP, oRD, RD, Choroidermia Low 

LGN Glaucoma, AMD, CRD, RP, oRD, RD, Choroidermia Low 

Cortex (v1) Glaucoma, AMD, CRD, RP, oRD, RD, Choroidermia High 

 

1.2.5 Phosphene generation in primates 

Since the early 2000s, visual prostheses have advanced rapidly and a key 

reason is the use of nonhuman primates (NHPs), such as macaques, as an 

animal model. Recently, that progress allowed Chen et al. to stimulate the 

macaque V1 via dense electrode arrays, 1024 channels, to generate moving 

phosphene patterns (2020). Prior to their experiments, Brindley and Lewis 

did use an animal model, a baboon, but only to test the biocompatibility of 

the microelectrode array. However, there were no established animal 

models to examine the efficacy of the stimulation patterns. The macaque 

V1 is a prime candidate for studying and developing visual cortical 

prosthesis; it is mostly lissencephalic meaning it is smooth and almost lacks 

any sulci or gyri (Figure 2.1). Like humans, foveal magnification is also 

present in the macaque V1, and the large smooth surface represents the 

foveal 5-6. A barrier to the use of animal models to develop visual 

prostheses is the lack of reporting what artificial precepts, if any, are 

reported compared to humans who can verbally describe the phosphenes 

in detail. Initially, it has been reported that microstimulation of the 

macaque V1 can affect the detection of visual stimuli (Tehovnik et al., 

2002) and delays visually evoked saccadic responses (Tehovnik et al., 

2004). V1 microstimulation was later found to elicit saccadic eye 

movements to the receptive fields of the stimulated neurons (Tehovnik, 

Slocum, & Carvey, 2003) and that the animals can reliably report when 

electrical microstimulation was delivered to V1 (Bradley et al., 2004; 

Murphey & Maunsell, 2007; Tehovnik, Slocum, & Schiller, 2003). However, 
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it was not clear whether the generated saccades were in response to a 

phosphene or if it was due to the recruitment of V1 projections to the 

superior colliculus (SC) which is involved in the oculomotor responses and 

saccade execution (Schiller & Tehovnik, 2015). In the primate brain, SC is 

connected to several brainstem regions that have projections to the ocular 

muscles controlling vertical and horizontal movements (Sparks & Mays, 

1990). This uncertainty was addressed by introducing a gap between when 

visual or microstimulated takes place and the animal response (Bradley et 

al., 2004; Tehovnik et al., 2005, 2009); saccades were found not to start 

at the onset of stimulation but rather they depended on the task 

requirements indicating that they were not caused by activation of 

oculomotor circuitry. Later experiments have managed to identify the size 

and colour of the generated phosphenes (Schiller et al., 2011). Those 

advancements have paved the way to establish macaques as a useful 

animal model to advance and test visual prostheses before their use in 

humans. Since the first phosphene generation via microstimulation of the 

macaque V1, artificially generated phosphene have also been found via LGN 

stimulation (Pezaris & Reid, 2007) and retinal stimulation (Matsuo et al., 

2018; Prévot et al., 2020). However, V1 remains the main target of visual 

prostheses development in NHPs.  

1.3 Electrical stimulation of V1 and its limitations 

Neural prostheses need to communicate with the brain. That 

communication includes either “reading” or “writing” neural activity or a 

combination of both. Reading would be required to control an external 

device while the writing would be required to receive feedback or sensory 

information. In systems neuroscience in general, there have been great 

strides in the reading part with most neural prostheses utilising 

electrophysiology as a reflection of neural activity.  Writing or manipulating 

neural activity has been the more challenging process, however, and 

remains imprecise.  
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As described earlier, electrical microstimulation has been long used in V1 

to generate phosphenes (Tehovnik et al., 2009), in particular, and in 

neuroscience, in general (Verkhratsky et al., 2006). The initial attempts of 

generating phosphenes by Brindley and Lewin (Brindley, 1971; Brindley & 

Lewin, 1968) and Dobelle and Mladejovsky (Dobelle et al., 1974; Dobelle 

& Mladejovsky, 1974) used surface electrodes placed below the dura but 

above the pia. That placement required higher currents, milliampere range, 

to activate the neural tissue below since the amount of current required to 

activate neurons is proportional to the square distance to the stimulating 

electrode (Tehovnik, 1996). The use of higher currents resulted in poor 

spatial resolution since larger portions of the visual field were stimulated 

simultaneously; phosphenes could be distinguished only at sites >2.4mm 

apart (Brindley & Lewin, 1968) which could correspond to 1 in the foveal 

visual field resulting in low visual acuity (Duncan & Boynton, 2003; Qiu et 

al., 2006). Additionally, using high currents caused pain in some cases 

possibly from stimulating the passing by nerve fibres (Rushton & Brindley, 

1977). Later work by Schmidt et al. (1996) resolved some of those issues 

by using intracortical microstimulation via electrodes penetrating V1. 

Schmidt et al. were able to 

generate precepts with much 

lower currents (2-25A) and 

therefore about 5 times better 

resolution (~0.5 compared to 

2.4mm) with the absence of pain 

compared to surface stimulation. 

Phosphene generation in NHPs 

has also found comparable low 

current thresholds for 

intracortical stimulation with the 

lowest thresholds (~2μA) at 

deeper layers (Figure 1.2, 

Tehovnik & Slocum, 2009). 

Figure 1.2 Intracortical microstimulation 

current thresholds as a function of depth. 

Current thresholds resulting in a detection rate 

> 50% of the trials as a function of cortical depth 

from the surface of the cortex. Lower currents 

were required for deeper sites. Figure from 

Tehovnik & Slocum, 2009. 
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Stimulation currents of 2μA spread for an estimated distance of 50μm in 

macaque V1 (Tehovnik & Slocum, 2007) allowing potential resolution of 

100-200μm per pixel while avoiding interference that could be observed 

between neighbouring electrodes in earlier phosphene studies (Brindley & 

Lewin, 1968). Such a resolution could provide enough visual acuity of about 

20/30 (Cha et al., 1992; Pio-Lopez et al., 2021). The promising work by 

Chen et al. (2020) provides promising results, but the resultant resolution, 

~400μm (Rousche & Normann, 1992), still falls short of the desired visual 

acuity. It’s worth noting that the spread of the stimulation current is more 

problematic when stimulating smaller structures such as the retina or LGN 

thus highlighting the promise of V1 stimulation to restore vision.  

While further technical developments are likely to improve the resolution 

of cortical prostheses, there are still undesirable effects of electrical 

microstimulation. Long, and even short, term use of microstimulation has 

been observed to cause headaches (Dobelle & Mladejovsky, 1974; 

Niketeghad et al., 2020) or even seizures (Viventi et al. 2012). 

Microstimulation affects the tissue surrounding the electrode tip 

indiscriminately potentially affecting the meningeal nerve and causing pain 

and headaches in the case of surface stimulation (Pio-Lopez et al., 2021). 

Furthermore, the lack of microstimulation selectivity can recruit various 

Figure 1.3 Glial encapsulation of microelectrodes. A. Example of glial cells (in red, 

neurons in green) encapsulating the circumference of a penetrating multielectrode 

probe in the rabbit brain. B. Another view of the glial encapsulation along the tract of 

the probe across the layers of the cortex (left) with a zoomed in view of the tip of the 

probe (right). Figure from (Marin & Fernández, 2010). 
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passing by neural tracts producing mixed and unclear results (Histed et al., 

2009) which has been observed with deep brain stimulation (DBS) side 

effects (Alhourani et al., 2015; Hariz et al., 2013). In addition to the side 

effects, the lack of specificity of electrical stimulation has been found to 

produce phosphenes with varying appearance, size, and colour (Schmidt et 

al., 1996; Shepherd et al., 2013). 

The long-term effects of implanting electrodes in the brain pose further 

challenges in the form of gliosis or glial encapsulation. In response to an 

injury in the brain, caused by an electrode, gliosis takes place with a 

proliferation of glial cells at the site of the injury forming a scar and forming 

a layer around any foreign objects (Figure 1.3, Marin & Fernández, 2010). 

The biocompatibility of implanted electrodes has improved since the 

attempts of Button and Putnam in the 1950s with the use of flexible silicon 

arrays (Edell et al., 1992); however, the implantation of probes is still an 

invasive process that would result in gliosis (Pio-Lopez et al., 2021). Gliosis 

could result in reduced stability of the implants due to the movement of the 

electrodes (Liu et al., 2006). Furthermore, electrode encapsulation would 

reduce the effectiveness of stimulation (McIntyre & Grill, 2002) and higher 

currents might be needed, possibly resulting in unwanted side effects 

and/or reduced resolution.  

Finally, electrical stimulation complicates simultaneous electrophysiological 

data acquisition by introducing artefacts. While a variety of methods have 

been developed to dramatically reduce the impact of such artefacts to a 

few milliseconds post stimulation onset, such as the SALPA method 

(Wagenaar & Potter, 2002), it would pose a problem with more complex 

stimulation patterns with a dense electrode array (Gilja et al., 2011). A 

read-out of neural activity would be a useful addition for closed-loop 

solutions for more consistent phosphene generation. For example, a broad 

range of stimulation current thresholds has been observed to elicit 

phosphenes in macaques (Tehovnik, Slocum, & Carvey, 2003) depending 
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on the state of the animal. Monitoring of neural activity could prove useful 

to adjust the stimulating currents accordingly.  

1.4 V1 microcircuit and connectivity 

As described earlier, Tehovnik and Slocum (Tehovnik & Slocum, 2009) 

found different current thresholds to generate phosphenes depending on 

the depth of the electrode; this is due to the layered organisation and 

microcircuit of V1.  V1 is divided into 6 layers like other sensory cortical 

areas (Figure 1.4A); unlike other cortical areas, some layers are further 

subdivided based on the source of neuronal axons from the LGN. Layer 4C 

is the main recipient of the thalamic input carrying visual signals from the 

retina. The magnocellular projections terminate in the upper section, or 

layer 4C, while the parvocellular projections terminate in the lower 

section, or 4C (Lund, 1973).  

Visual signals get distributed from layer 4C to the other layers of V1; most 

neurons project to layers 4A, 4B and 2/3 with less extensive projections to 

the deeper layers 5 & 6 (Blasdel et al., 1985; Callaway, 1998). Layers 5 & 

6 send axons to subcortical areas and feedback to LGN while layers 2-4B 

project to higher cortical areas (Figure 1.4B) (Salin and Bullier 1995). This 

Figure 1.4 Schematic of connectivity between LGN and V1 and within V1. A. 

Arrows shows connectivity between each layer in LGN and V1. Magnocellular and 

parvocellular layers project to layers 4C & 4C respectively while koniocellular 

projections go to layers 2/3. Figure from Schiller & Tehovnik, 2015 and based on the work 

by Lund, 1973. B. Schematic of V1 layer connectivity. Figure from Callaway, 1998. 
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could explain the lower current thresholds found by Tehovnik and Slocum; 

microstimulation of layer 4C could be amplified by the local circuitry and 

connections with other layers similar to visually evoked signals coming from 

LGN. Alternatively, microstimulation could be activating axons projecting 

from the deeper layers to the superficial output layers (Peters & Sethares, 

1991) and to higher cortical areas. V1 also receives extensive feedback 

connections from the extrastriate cortices such as V2, V3 (Nassi, Lomber, 

and Born 2013), V4 (Klink et al. 2017) and MT (Salin and Bullier 1995). 

Those feedback connections mostly terminate in layers 2-4B; they are 

hypothesized to help visual perception by modulating V1 representation of 

visual objects by selective spatial attention for example (Desimone & 

Duncan, 1995).  

V1 represents the first stage of cortical processing and feature extraction 

from incoming thalamic visual signals. As a result, V1 neurons are tuned to 

specific visual features such as orientation, spatial frequency (Mazer et al., 

2002), direction (Gur et al., 2005) and colours (Wachtler et al., 2003). This 

tuning has important implications on the generation of detailed 

phosphenes; it is likely that stimulation of a neuron would generate a 

phosphene with features that neuron is selective for. Indeed, phosphenes 

generated via V1 microstimulation in macaques were found to have 

different colours that varied with the site of stimulation (Schiller et al., 

2011); this is likely due to the stimulation of neurons with different colour 

preferences from one site to another. As described earlier, phosphenes are 

usually identified as bright spots likely resulting from the nonspecific 

electrical stimulation of a larger number of neurons surrounding the 

electrode tip (Tehovnik, 1996) encompassing preferences for a variety of 

features. A more selective stimulation method and strategy would be 

needed to achieve higher specificity. 
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1.5 Optogenetics 

One method that has been rapidly adopted as an alternative to electrical 

microstimulation is optogenetics due to its potential to address several of 

its shortcomings.  Optogenetics is a technique that enables the use of light 

to manipulate the neural activity of specific cell types; this manipulation is 

achieved by utilising light-sensitive ion channels called opsins. Opsins used 

in optogenetics are derived from microbial opsins that can be in found 

several types of fungi and algae (Nagel et al., 2002) helping with 

orientation towards light (Hegemann, 2008). In animals, G-protein coupled 

opsins can be found in animals instead of ion channels or pumps; for 

example, opsins are used by rods and cones in the retina to transduce light 

into electrical signals conveyed by neurons. By expressing opsins in 

neurons, they are rendered light-sensitive and can be manipulated with 

light. While opsins have been described since the early 1970s, they have 

only been used to manipulate neural activity in the early 2000s when they 

were successfully expressed in mammalian neurons (Deisseroth, 2015). 

There are three types of microbial opsins: bacteriorhodopsins, 

halorhodopsin and channelrhodopsins (Deisseroth, 2015; Zhang et al., 

2011). Bacteriorhodopsins are used to inhibit neural activity by transporting 

positive ions, H+, outwards causing hyperpolarisation and a decrease in the 

probability of an action potential. Halorhodopsins also inhibit neural activity 

by transporting negative ions, chloride (Cl-), inwards causing 

hyperpolarisation. Channelrhodopsins (ChRs), on the other hand, increase 

neural activity by allowing a broad range of positive ions, NA+, K+, Ca+ and 

K+, inside the cell causing depolarisation and an increase in the probability 

of an action potential. Different opsins respond to different light 

wavelengths; for example, channelrhodopsin-2 (ChR2) responds only to 

blue light (Nagel et al., 2003) while Chronos responds to red light (Hight et 

al., 2015). Over the years, new opsins have been engineered to respond to 

different wavelengths or to be more efficient (Deisseroth, 2011, 2015).  
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1.5.1 Viral constructs and light delivery 

The genetic material to express opsins is usually delivered via a virus such 

as an adeno-associated virus (AAV) or a lentivirus. Both are routinely used 

in human gene therapy (Gupta & Huckfeldt, 2017). Most optogenetic 

studies in NHPs have used AAVs; AAVs can remain in the host cells for years 

without much damage (Tremblay et al., 2020). AAVs also have different 

serotypes that can infect different cell types and can differ in their capacity 

to carry the opsins genetic material (Watakabe et al., 2015). The cell 

specificity of optogenetics comes predominantly from the promoter used in 

the viral vector (Zhang et al., 2007). For instance, Ca2+/calmodulin-

dependent protein kinase II (CaMKII) is a commonly used promoter 

(Tremblay et al., 2020) and it helps target excitatory pyramidal neurons 

(Aravanis et al., 2007; Liu & Jones, 1996). Human Synapsin (hSyn) is 

another commonly used promoter that results in less restrictive expression 

than CaMKII (Gerits, et al., 2015). Opsins are the next part of the viral 

vector and were described earlier. The choice of opsins is based on the 

desired effect, excitatory vs inhibitory, and the light wavelength to activate 

it. In theory, two different opsins operating at different wavelengths could 

be expressed in the same neuron with one of them stimulating it and the 

other causing inhibition allowing precise control of neural activity 

(Deisseroth, 2011; Grosenick et al., 2015). For stimulation in NHPs, ChR2 

is one of the more commonly used opsins; it is a blue gated ion channel 

that allows the flow of non-specific cations, mostly NA+ (Nagel et al., 2003). 

Its variant, C1V1, has been gaining ground due to its response to more 

red-shifted light (Tremblay et al., 2020). For inhibition, ArchT, an outwards 

proton pump, and JAWS, an inwards Cl- pump, are commonly used 

(Tremblay et al., 2020); however, excitatory opsins are more common in 

optogenetic studies. The last part of the viral vector is a reporter which is 

usually a fluorescence protein (FP) such as green fluorescence protein 

(GFP). FPs are used to visualise and quantify opsin expression in the 

targeted cells and the specificity of this expression as well. FP visualisation 
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can be useful in vivo to get an estimate of viral expression (Chen et al., 

2021) or during histological analysis. 

Another piece in the optogenetic manipulation toolbox is light delivery. 

Light can be generated by an external light source such as a light-emitting 

diode (LED) or laser systems and then delivered to neural tissue of interest 

(Andrei et al., 2019; Chernov et al., 2018) or locally via implanted micro-

LED arrays (Grossman et al., 2010; Rajalingham et al., 2021). The 

externally generated light is usually delivered to the surface of the tissue 

(Ju et al., 2018) or coupled to an optical fibre that is carefully inserted in 

the brain (Pisanello et al., 2017).  

Compared to the more traditional neural manipulation methods, 

optogenetics might include a more complex set of steps and components. 

However, it offers more tools to control the specificity and spread of 

modulation. That can be achieved via careful selection of viral vectors, 

injection sites as well as placement of the light source. The use of 

optogenetics can also circumvent the adverse effect of penetrating 

microstimulation electrodes by placing the light sources on the surface of 

the brain and using longer wavelengths that can travel further through the 

tissue. Finally, optogenetics results in fewer artefacts in simultaneously 

recorded signals.  

1.5.2 Optogenetics in primates 

Since its first use, optogenetics has been quickly and extensively adopted 

for use in rodents and it has been used to reliably modulate specific 

neuronal populations and produce behavioural changes (Aravanis et al., 

2007; Kim et al., 2017; Kim et al., 2016; Mamad et al., 2019). In primates, 

however, the number of studies using optogenetics has been low with 

limited success in causing behavioural effects (Tremblay et al., 2020). 

Microstimulation, on the other hand, has been used extensively to induce 

behaviours directly, such as initiating a motor-related action (Jackson et 

al., 2006), or indirectly by eliciting a sensory percept (Schiller et al., 2011).  
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Han et al. (2009) are one of the first to successfully optogenetically 

stimulate the primate brain; they used ChR2 to stimulate the frontal cortex 

of awake macaques and illustrated the feasibility of the technique without 

examining any behavioural effects. Later, Diester et al. (2011) tried to elicit 

behavioural responses, limb movements, by optogenetically stimulating the 

motor and somatosensory cortices. While the optogenetic stimulation 

reliably modulated the targeted neurons’ activity, the authors failed to 

observe any behavioural responses that are usually observed when 

microstimulation is applied. Lu et al. (2015) also did not manage to induce 

limb movements by optogenetic stimulation of the macaque motor despite 

clear modulation of neural activity using the ChR2 variant, C1V1. Recently, 

Watanabe et al. (2020) had more success in evoking forelimb movement 

by optogenetic stimulation of the motor cortex using ChR2 but with 

stronger optical stimulation than Diester et al. (2011). May et al. (2014) 

had more success than Diester and colleagues in creating an artificial tactile 

sensation by stimulating the somatosensory cortex using C1V1.  

A greater number of studies have found success in modifying behavioural 

responses using optogenetic modulation instead of generating the 

behaviour or sensory percept. Gerits et al. (2012) found that saccade 

latencies can be modulated when the arcuate sulcus was optogenetically 

stimulated. In some of the trials, optogenetic stimulation resulted in shorter 

saccade latencies but optogenetic stimulation on its own failed to induce 

saccades. Ohayon et al. (2013) also found that optical stimulation of the 

frontal eye fields (FEF) failed to evoke a saccade on its own; however, 

optical stimulation increased the probability of microstimulation to evoke 

saccades. The electrically induced saccade probability decreased when the 

authors optically inhibited FEF activity using ArchT opsins. Acker et al. 

(2016) also found behavioural effects of FEF optogenetic inhibition using 

JAWS opsins; optogenetic inhibition resulted in a deterioration in the 

performance of a memory-guided saccade task. Optogenetic inhibition of 
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face patchers in the macaque inferior temporal (IT) cortex was also found 

to affect responses in a gender-discrimination task (Afraz et al., 2015).  

1.5.3 Optogenetic manipulation of the macaque V1 

Optogenetics has been used to manipulate the macaque V1 to elucidate its 

circuitry as well as explore the generation of phosphenes. Nassi et al. 

(2015) optogenetically stimulated, using C1V1, V1 to examine 

normalisation circuits; the authors found that visual and optical stimulation 

produced sub-additive electrophysiological responses and that their 

interactions were similar to those observed with multiple visual stimuli. 

Another study used optogenetic stimulation to examine functional 

connectivity in V1 via intrinsic optical imaging (Chernov et al., 2018); 

Chernov et al. found that stimulation of cortical columns resulted in 

activation of nearby columns with similar ocular dominance or orientation 

selectivity highlighting the local connectivity of V1. Andrei et al. (2019) 

used optogenetic stimulation of V1 to examine the integration of neural 

signals in V1. They found that optically and visually induced signals are 

pooled when they activate similarly tuned neural populations; that pooling 

was reflected in the animal’s performance in detecting gratings. De et al. 

(De et al., 2020) found very strong neuronal and behavioural effects on 

visually evoked responses by stimulating the inhibitory GABAergic neurons 

in V1; the animals failed to detect visual stimuli in the RF of the indirectly 

inhibited neurons. Chen et al. (2022) found that optogenetic stimulation of 

V1 in the presence of visual stimuli produced sub-additive responses similar 

to what Nassi and colleagues found earlier. In addition, Chen and 

colleagues found a behavioural masking effect where optogenetic 

stimulation reduced the detection of visual stimuli. 
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Despite the neural and behavioural effects of optogenetic stimulation of the 

macaque V1, very few studies demonstrated phosphene generation using 

the new technique. Jazayeri et al. (2012) were the first to show the 

potential of eliciting artificial sensory precepts via optogenetic stimulation 

of the macaque V1 using ChR2. The monkeys were trained on a simple 

central fixation paradigm and received a reward upon maintaining fixation 

with a subset of the trials, opto trials, including optical stimulation during 

fixation. The post-fixation spontaneous saccadic endpoints were 

concentrated around the receptive field of the stimulated neurons for opto 

trials and were randomly distributed otherwise suggesting phosphene 

generation. A more recent study by Ju et al. (2018) confirmed the 

generation of phosphenes by optogenetic stimulation of the macaque V1 

using C1V1. The authors used a Go/No GO task where the animals were 

required to make a saccade to a target or maintain fixation in the absence 

of any (Figure 1.5). When optical stimulation was applied, the animals 

made saccades to the RF of the stimulated neurons with a high success rate 

and few false alarms indicating the generation of a phosphene.  

Figure 1.5 Go/No Go task reveals phosphene induction by optogenetic 

stimulation of V1. In the Go trials, the animals were required to make a saccade to a 

visual stimulus while in the No Go, the animals were required to maintain fixation. 

Optical stimulation of V1 neurons expressing opsins resulted in the animals making a 

saccade to the RF of the stimulated neurons indicating a perception of a phosphene.  

Mistargeting optical stimulation at neurons not expressing any opsins did not induce a 

similar effect indicating the absence of phosphenes. Figure from Ju et al., 2018. 
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1.5.4 Primate optogenetics challenges 

There are various possible reasons that can account for the lack of 

optogenetics success in eliciting behavioural effects. To begin with, the use 

of optogenetics in primates is very recent and the effects of different viral 

vectors are not yet well understood. With the increasing number of 

optogenetic studies, researchers can learn more about the expression 

patterns of the different viral vector combinations (Tremblay et al., 2020). 

Additionally, the effects of stimulation parameters, such as stimulation 

frequency and intensity, have not been systematically examined. Later 

studies evoking limb movement used higher intensity compared to the 

earlier ones that failed to evoke movement with continuous stimulation at 

a lower intensity. The frequency of stimulation also could be playing a role 

in better activation. Furthermore, the current optogenetically modulated 

responses might be too weak to evoke behavioural effects directly; on the 

other hand, optical stimulation of sensory areas can be more effective as 

signals in the sensory cortex go through a complex series of processing 

stages during which the effects can be amplified (Jazayeri et al., 2012; 

Jazayeri & Remington, 2016).  

1.6 Knowledge gaps and project aims 

Although there have been an increasing number of studies examining the 

effects of optogenetic manipulation in the macaque brain, in general, and 

V1, in particular, there are still gaps to be addressed. To begin with, no 

studies have examined the effects of optogenetic stimulation on the 

different layers of the cortex. Such examination would be crucial to identify 

the spread of activation and examine the relationship between opsin 

expression patterns and the optogenetically modulated activity. To achieve 

this, we have used multi-contact laminar probes to examine how the 

evoked activity across layers. Additionally, no study has systematically 

examined the effects of varying stimulation parameters on the modulated 

responses. We examined using a range of stimulation intensities and 
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frequencies; optimising stimulation parameters could result in more 

efficient and effective modulation akin to the optimisation of 

microstimulation parameters. Finally, we examine the possibility of 

generating phosphenes and the nature of such phosphenes. While previous 

studies have illustrated the feasibility of optogenetically induced 

phosphenes, the findings have not been consistent across studies and the 

perceptual nature of the generated phosphenes remain a mystery. In 

summary, this project aimed to address the following aims: 

• Assess the effects of stimulation parameters (frequency and 

intensity) on optogenetic modulation. 

• Examine the optogenetically evoked laminar activation patterns. 

• Examine optogenetic phosphene generation and its characteristics 
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Chapter 2:  General Methods 

2.1 Subjects 

Four female rhesus macaques (Macaca mulatta) were used in this project 

(Th and Dp: 7 years, weighing 7-9 kg; Fl and Al: 5-6 years, weighing 6-7.5 

kg). Monkeys Th and Dp were previously trained for a primate chair and a 

fixation task prior to the start of the project. Monkeys Al and Fl were 

acclimatised, and chair trained by the technicians of the animal facility 

(CBC, Newcastle University) and for a fixation task during the project. All 

animals were then trained on other visual paradigms such as visual 

discrimination tasks. While monkeys Dp, Al and Fl were successfully trained 

for the different behavioural paradigms, monkey Th’s training was 

challenging and not as successful. 

2.2 Implants 

Each animal was first implanted with a PEEK headpost (Figure 2.1) coated 

with hydroxyapatite (HA) as described by (Ortiz-Rios et al., 2018). The 

surgical and postoperative procedures were similar to what is described by 

Thiele et al (2006). All surgical procedures were approved by the UK Home 

Office and comply with the Animal Scientific Procedures Act (1986) on the 

care and use of animals in research, including the European Directive on 

the protection of animals used in research (2010/63/EU). 

After recovery from the surgery, animals were trained to be head-fixed 

using the headpost implant which enabled accurate eye tracking crucial to 

the paradigms conducted throughout the experiments. Additionally, head 

stabilisation improves electrophysiological data acquisition and limits 

artefacts. Once the animals were successfully trained for head fixation and 

visual fixation tasks, HA-PEEK chambers were implanted (as described by 

Ortiz-Rios et al., 2018) to allow acute electrophysiological recordings. The 

chambers were implanted over the dorsomedial portion of V1 (Figure 2.1) 

targeting the portion of V1 corresponding to the foveal 5°-7° of the lower 
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right visual field (Brewer et al., 2002). The chambers are circular with an 

inner diameter of 17mm and an outer diameter of 22mm and a height of 

18.6mm. For animals Th and Dp, the chamber included two screw holes in 

the sides of the chamber to anchor a grid for electrophysiological 

recordings. For animals Al and Fl, the chamber wall included an outdent 

that would guarantee a consistent placement of the grid. All surgeries were 

conducted by Prof. Michael C. Schmid and Dr Michael Ortiz-Rios with 

assistance from the lab members.  

Figure 2.1 Chamber implant location (left) A posterior view of the rhesus macaque 

V1 with an overlay representing foveal 5 of visual representation. Visual signals from 

each hemifield are projected to the contralateral hemisphere. The blue square highlights 

the location of the chamber implants which targeted the foveal 5°-7° of the lower right 

visual field. Figure from Schiller et al., 2011. (top right) A posterior view of monkey Th 

head illustrating the headpost and chamber implants after full recovery from the 

surgery. (bottom right) A posterior view of monkey Fl with the green fluorescence 

indicating the viral injection location inside the chamber. 
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2.3 Injections 

For optogenetic activation, humanised channelrhodopsin-2 (ChR2) with the 

H134R mutation was used. To deliver ChR2, adeno-associated virus (AAV) 

serotypes 5 and 9 were used as the viral vectors in the four animals. Human 

Synapsin (hSyn) was used as a promoter to target cortical neurons. The 

use of hSyn was motivated by requiring a non-specific widespread 

expression. For visualising the expression, the enhanced yellow fluorescent 

protein (eYFP) was used.  

For monkeys Th, Dp and Al, injections were made during the chamber 

implant surgery. A craniotomy was first performed over the dorsomedial V1 

under general anaesthesia. Then, an average volume of 24ul of the viral 

solution (AAV5/9-hSyn-ChR2-eYFP, UPenn Lot: CS0964 based on Addgene 

26973P, titre: 1.03e13 GC/ml) was injected in each animal (see Table 2.1 

for details). A Nanofil syringe (World Precision Instruments) with a 34-

gauge bevelled needle (World Precision Instruments) was loaded with the 

viral solution. The syringe was attached to a microinjection system (UMP3-

1, SYS-Micro 4; World Precision Instruments). Injections were made at 5 

different locations separated by 1-2mm resulting in an estimated area of 

expression around 12 mm2. To improve the expression spread across the 

cortex, injections were made at three depths separated by 500µm at each 

site; the first injection was made approximately 1500µm followed by 

another at 1000µm and 500µm below the surface of the dura. At each 

depth, the injected volume was approximately 1500nl over the course of 6 

min (4nl/sec). After moving the needle to each depth, the tissue was 

allowed to settle for 1-2 minutes to compensate for any movement caused 

by the needle movement. After the injections were made, we covered the 

craniotomy with a custom-fit MRI compatible recording chamber (Ortiz-Rios 

et al., 2018). For monkey Fl, the injections were not made during the 

chamber implant surgery but a few weeks after to allow fMRI scans of non-

transfected tissue. To compensate for any tissue growth above the dura, 

injections were made deeper in general with an additional deeper fourth 
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injection for each location; injections started 2.2mm below the tissue 

surface with a vertical spacing of 500um like the previous animals.  

Additional injections were made in monkey Dp after a year of the first 

injections. We injected approximately 4mm from the first injection site 

using the same construct but repackaged in serotype AAV5 (AAV5-hSyn-

ChR2-eYFP, UPenn Lot: CS1078 based on Addgene 26973P, titre: 3.828e13 

GC/ml). Injections were performed in a cross-like pattern at 5 locations 

approximately 1mm apart from each other.  

Table 2.1 Viral injections details. For each animal, the specific viral vector is specified 

alongside the injected amount. For monkey Dp, the last entry represents the additional 

injections made after a lack of results from the first set of injections. Viral vectors based 

on Addgene 26973P. 

Animal Viral Vector Amount (µl) Titre (GC/ml) 

Dp AAV9-hSyn-ChR2-eYFP 25 1.03e13 

Th AAV9-hSyn-ChR2-eYFP 25.5 1.03e13 

Al AAV9-hSyn-ChR2-eYFP 22 1.03e13 

Fl AAV9-hSyn-ChR2-eYFP 24.5 1.03e13 

Dp AAV5-hSyn-ChR2-eYFP 28.5 3.828e13 

 

2.4 Electrophysiology acquisition 

2.4.1 Electrode Types 

To record neural activity with a laminar resolution, we used multi-contact 

electrode arrays. For monkey Th, we used dual-shaft Atlas electrodes (Atlas 

Neuroengineering BV, Leuven, Belgium) with each shaft containing 16 

channels of either platinum or iridium oxide contacts. Contacts were 30um 

in diameter with a vertical spacing of 150um. The distance between the two 

shafts was 360um allowing sampling of two locations simultaneously. The 

electrodes included a flexible cable that was fixed before insertion into the 

cortex using polyethylene glycol (PEG). PEG is a biocompatible 

compound that is used in a variety of medical applications (Yang et al., 
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2008). PEG was heated up in a microwave and applied in its liquid state to 

the probe cable after which it solidifies. After insertion in the brain, the 

chamber is filled with saline and the PEG dissolves and then it gets cleaned 

after the experiment. A wire submerged in saline in the chamber was used 

as a reference and was also connected to the recording system ground.  

For monkeys Al, DP and Fl, single-shaft S-probes (Plexon Inc.) with 24 or 

32 platinum/iridium contacts were used. Contacts are 15um in diameter 

with a vertical spacing of 100um allowing for a finer laminar resolution. A 

bevelled guide tube was used to aid the insertion of the electrode. For the 

S-probes, the shaft of the probe itself was used as a reference and 

connected to the recording system ground as well.  

2.4.2 Data acquisition (DAQ) system 

All data was recorded by the Blackrock Cerebus Neural Processing System 

(NSP) (Blackrock Microsystems, UT, USA). Signals were first passed, 

through Cereplex headstages (Blackrock Microsystems, UT, USA) to an 

analog hub that converted the electrical signals to an optic digital format 

which was transferred via an optical fibre to the NSP; this method reduced 

the electrical noise from the environment and kept the recording system 

electrically isolated from the outside world. The system was unable to 

record filtered signals, such as local field potentials (LFPs) or multiunit 

activity (MUA), as well as the raw signal. Therefore, the raw signal was 

recorded at a high sampling rate, 30kS/s, during experiments and 

processing of LFP, and MUA was done offline post recordings as described 

in later chapters.  

The NSP also was used to record other analog signals used in the 

experiment such as the signal used to modulate the laser system or to 

operate the reward pump. Those signals were used to obtain precise timing 

information for data analysis. In addition to analog inputs, a 37-pin parallel 

digital input allowed for the recording of event markers that were sent by 

the experiment computer. 
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2.4.3 Acute recordings 

The collection of the behavioural and neurophysiological data was done by 

the author of this thesis; this included the whole experimental procedure 

from moving the animal to the lab, cleaning the chamber, acute recordings 

and returning the animal to the colony. Recording and training sessions 

were conducted in a custom-built recording booth (IAC Acoustics) that was 

designed to act as a faraday cage; the booth walls included an inner mesh 

layer that was designed to reduce electromagnetic noise from 

contaminating the electrophysiological recordings. The inner walls of the 

booth were painted black to avoid light reflection from the display. The 

outer layer of the booth was solid metal to block any external visual stimuli 

from reaching the animal; it also acted to dampen auditory noise from 

outside the booth. In the front wall of the booth, a transparent window with 

an inner layer of mesh was installed such that an animal can view the 

display and still avoid electrical noise from the display. The back of the 

display was blocked with a solid black metal backplate to avoid any external 

visual stimuli. Inside the booth, a metal frame was installed to enable 

attachment of the headpost used to fix the head of the animal. Prior to the 

start of experiments, the animals were trained to be handled and their head 

fixated; the animal was brought into the booth in a primate chair followed 

by attachment of the implanted headpost to a metal rod and then to the 

metal frame attached to the booth. Once the headpost was attached to the 

frame, it could be manipulated so that the head of the animals were at a 

comparable position across sessions/animals. A tube was fixed in front of 

the animal’s mouth to deliver juice rewards for correct trials. Once fixed, 

the margins of the implant were first cleaned with saline then the chamber 

is opened. Once opened, the chamber was flushed with an antiseptic and 

saline. Prior to an experiment, the electrodes were attached to a 

micromanipulator (Narishige International Limited) that was equipped with 

a custom adapter for the chamber; the micromanipulator allowed for 2d 

movement in addition to the vertical manipulation. The electrodes’ 
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impedance was measured using a 1000Hz sinusoid signal (NanoZ, 

Whitematter LLC, WA, USA); the impedance was used to monitor the health 

of the electrode. Prior to electrode insertion, a grid was fitted to the 

chamber and the micromanipulator was adjusted according to a target site 

on the grid; the grid was then removed before lowering the probes. 

The electrodes were lowered with the coarse manipulator till the tip(s) of 

the electrode touches the surface of the tissue then the fine manipulator 

was used to lower the electrode in micrometre increments. Since the brain 

region of interest is located directly beneath the chamber (Figure 2.2A & 

B), the electrode was lowered until neural activity was first encountered. 

The electrode depth was adjusted to ensure coverage of all the cortical 

layers of the foveal V1; this was done by lowering the electrode so that 

most contacts of the laminar probe are picking up neural activity. Current 

source density (CSD) analysis of the visually evoked responses showed 

response patterns and early sink latencies that are expected of V1 (Raiguel 

et al., 1989; Schroeder et al., 1998; Wójcik, 2014); this was confirmed by 

the short latencies (~40ms) of the visually evoked MUA as well (more on 

the laminar analysis in chapter 4). The depth was then further confirmed 

by mapping the receptive field of the recorded neurons. It is well known 

that this region of V1 represents the visual field close to the fovea (Figure 

2.1A, Schiller & Tehovnik, 2015). Once the desired depth was reached, the 

chamber was filled with saline to dissolve the PGA if the Atlas probe was 

used. The brain tissue was usually pushed down with the movement of the 

electrode, so the tissue was allowed to settle after electrode insertion and 

the electrode was adjusted in case the tissue moved up.  

2.4.4 Event markers calibration 

The display used in the experiment was a Viewpixx (Vpixx Technologies, 

Saint-Bruno, QC, Canada). Viewpixx provided high temporal and spatial 

precision that is comparable to the traditional CRT displays typically used 

in visual neuroscience (Ghodrati et al., 2015). In addition to high precision, 

the Viewpixx offered integration with MATLAB and its settings could be 
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adjusted via a command prompt on the experiment computer. 

Furthermore, the display included a digital 24-pin output providing RGB 

information (8-bit/colour) for the top left pixel of the display. This pixel 

information was useful to provide precise temporal information about when 

a stimulus appeared on the screen instead of using a photodiode to detect 

visual signal change which provided a noisy signal. The Viewpixx monitor 

is designed so that the RGB values of the pixel are converted to a digital 

signal that is provided as an output 6 ms before the actual change of the 

pixel to those values. Prior to experiments, the timing of the pixel change 

was tested and validated against a photodiode placed on the screen and 

both were connected to the electrophysiological recording system. In 

addition to providing precise timing information for the experimental 

events, the pixel system can be used to provide unique RGB values that 

can be used to identify the different events during a trial. By assigning 

specific colour values for the top left pixel of the screen, we could obtain 

unique RGB values from the 24-pin digital output which were used as 

unique event codes providing information about the trial type, stimulus type 

as well as the trial outcome; such information was recorded by the 

electrophysiological acquisition system allowing robust trial extraction and 

analyses independent of the computer managing the experiment events. 

Since 16 bits only can be used with the 37-pin connector in our DAQ, the 

information from two colours only, 1 byte/ 8 bit each, were used from the 

pixel information. For each colour, the most significant 5 bits were more 

reliable with less chance of errors which gave a range of 32 (25) unique 

codes for each colour that can be used.  

For each visual stimulus on the screen, a pixel with specific colour codes 

was queued to appear at the same frame and provided a precise timestamp 

for that event. The pixel information was updated 6ms prior to the 

appearance of the frame on the screen. Prior to experiments, the timing of 

the pixel signal was confirmed to be precise when compared to a 

photodiode placed on the top left corner of the screen. 
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In addition to the visual stimuli timing onsets, we needed timing 

information for optical stimulation which was controlled by a digital signal. 

The digital output from the NI card was fed into one of the analog inputs in 

the Blackrock systems in addition to being fed into the laser/led systems. 

The systems were voltage modulated so additional loads did not have any 

effect.  

2.5 Optical Stimulation 

2.5.1 Surface stimulation 

Previous optogenetics work in macaques have used lasers as sources of 

light to manipulate neural activity; however, those studies either delivered 

light intracortically or via precise optical targeting tools that were not 

available to us. Due to the difficulty of targeting the recorded neural 

population with a precise laser beam from the surface, an LED system with 

a wide-aperture fibre was used instead to provide a wider spread of light 

to cover the region recorded by the electrode array. This stimulation 

approach was aimed at replicating the stimulation method used in another 

study examining the optogenetic effects using functional magnetic 

resonance imaging (fMRI) (Ortiz-Rios et al., 2021) as well as assessing V1 

laminar responses to provide information about the electrophysiological 

signature of the observed BOLD responses. In addition, surface stimulation 

was used to explore the potential of surface stimulation to deliver light to 

different cortical layers in a larger mammalian brain. Surface stimulation, 

via microLED arrays, has been successfully used with smaller animal 

models such as rodents but not with NHPs without direct access to the brain 

(Rajalingham et al., 2021). A blue (451nm) LED (Prizmatix UHP System) 

was used for stimulating neurons expressing ChR2 opsins while a red 

(626nm) LED was used as a control. Both LEDs were connected to a 4.5m 

optical fibre (1.5mm diameter, 0.63 NA, Prizmatix) that produced a 60⁰ 

light beam (Figure 2.2C). Surface stimulation was used during recordings 

that used the Atlas electrodes. The electrodes were attached to a custom 
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holder attached to the micromanipulator with an angled fibre holder in such 

a way that the light would be shining on the tissue surface near the 

electrodes. Power levels for the blue LED were between 40-62mW and 

50mW for the red one. Optical power was measured at the tip of the 4.5m 

optical fibre using a digital power meter (PM100D, Thorlabs GmbH) and a 

photodiode power sensor (S121C, Thorlabs GmbH). 

Table 2.2 Summary of the stimulation and recording combination used in all 

animals.. The table summarises the number of sessions where a particular combination 

of stimulation method (surface vs intracortical) and recording probe (Atlas vs FHC vs 

Plexon) was used for each animal in addition to the total number of sessions obtained from 

each animal. In later results, subsets of the sessions were used for different analyses 

depending on the experimental conditions. 

 

2.5.2 Intracortical stimulation 

While surface stimulation modulated neural activity in monkey Th, it did 

not produce clear results in other monkeys (monkeys Al, Dp & Fl). 

Therefore, we moved to an intracortical stimulation approach. We used 

Plexon S-probes (Plexon Inc., Texas, USA) with an embedded fibre (50μm 

diameter, located between channels 8-9 from the top) (Figure 2.2D) 

delivering light in the upper third of the electrode. To deliver light, the 

electrode included a ceramic ferrule that was coupled via a sleeve to a 4m 

optical fibre (200μm diameter, 0.39 NA, FT200UMT, Thorlabs GmBH). The 

fibre was connected to either a blue laser (473 nm, LuxX diode laser, 

Stimulation method + Probe type 

Number of sessions per animal 

(n) 

Th Dp AL FL 

Surface + Atlas 10 0 0 0 

Surface + Plexon 0 35 14 0 

Surface + Single electrode (FHC) 0 20 0 0 

Intracortical + Plexon 0 20 37 43 

Total number of sessions (n) 10 75 51 43 
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Omicron Lighthub-4) for stimulation or a red (594 nm, DPSS laser, Omicron 

Lighthub-4) one for control. The power of the blue laser was between 38-

52mW and ~42mW for the red one. Optical power was measured at the tip 

of optical fibre before being coupled to the probe. We were not able to 

measure the power out of the embedded optical fibre in the probe itself. 

Table 2.2 represents a summary of the stimulation method(s) and the 

probe type(s) used for each animal with the number of sessions for each 

combination. Table 2.3 represents a summary of the observed effects in all 

animals using different assessment methods; the details will be expanded 

upon in the following chapters. 

All light sources were modulated externally via a TTL signal that would turn 

the laser on or off. Light was delivered continuously or pulsed via a train of 

square pulses. For the continuous stimulation, light was delivered for 1 s 

when using external stimulation and only for 300ms when using 

intracortical stimulation to avoid potential heating and tissue damage. For 

pulsed stimulation, the square wave was set at either 5Hz, 10Hz or 40Hz 

with a 50% duty cycle.  

Table 2.3 Summary of optogenetic effects in all animals . 

The fMRI effects are from a related study that is not the focus of this report (for details 

see Ortiz-Rios et al. 2021). The electrophysiological effects are explored in chapters 3 and 

4 while the behavioural effects are explored in chapter 5.  

Animal Electrophysiology fMRI Behaviour Histology 

Th Strong effects 
Strong 

effects 
Not tested 

Medium 

expression 

Dp No effects 
Strong 

effects 

Possible 

effects 

Weak 

expression 

Al No effects 
Strong 

effects 
Not tested 

Weak 

expression 

Fl Strong effects N/A Strong effects 
Strong 

expression 
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Figure 2.2 Schematic of the recording site and stimulation methods. A. 

Illustration of the chamber position (yellow) over a brain model. The 3D brain model 

was built using the anatomical scans of the four monkeys (model provided by Dr Michael 

Ortiz-Rios). B. (left) A coronal slice illustrating the location of V1 (figure from Saleem 

et al., 2021) below the implanted chamber (yellow) and (right) a corresponding coronal 

slice from monkey Fl showing viral expression (green) in V1 confirming injection and 

recording sites in V1. The chamber was tilted so that it was perpendicular to the brain 

surface. C. Surface stimulation schematic showing the dual-shaft Atlas probe recording 

activity across the cortical layers with light coming from an optical fibre connected to an 

external LED system. The fibre was positioned so that light falls on the recording site. 

D. Intracortical stimulation schematic showing the Plexon probe with the embedded 

fibre delivering light within the layers of the cortex. Light was delivered via an optical 

fibre coupled to the probe from an external laser system.  
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2.6 Experiment management and behavioural data recording 

2.6.1 MWorks  

MWorks (https://mworks.github.io/) was used to manage the experiment 

as well as record behavioural data such as the animal performance and 

eye-tracking information (such as eye position and pupil diameter). 

Custom-built scripts in the MWorks Experiment Language (MWEL) were 

prepared and tested to optimise stimulus presentation and timing. The size 

and location of visual stimuli as well as eye position were presented as 

visual degrees in MWorks; therefore, it was first calibrated by entering the 

dimensions of the monitor and the distance between the monitor and the 

eye of the animal to convert pixels on the screen to visual degrees. A 

multifunction DAQ (USB-6212 BNC, National Instruments, Austin, TX) was 

controlled via MWorks to produce any needed output; one output was a 

digital output to control (via a relay to reduce electrical noise) a pump that 

provided a liquid reward for the animal upon completing a correct trial. The 

amount of the liquid was determined by the length of the pulse sent to the 

pump. The reward time/liquid amount was adjusted online to ensure the 

reward was big enough to keep the animal motivated while short enough 

to allow many trials per session.  

Another output was used to modulate the light source (LED or laser) used. 

The light modulating signal was also fed into our recording system for 

precise timing information about stimulation onset. Prior to experiments, 

the production of the square wave was optimised to ensure consistent and 

precise square waves to reduce jitter between the onset times for the 

individual pulses in a pulse train.  

2.6.2 Eye Tracking 

To track the position of the animal’s eye, the Eyelink 1000 (SR research) 

was used; Eyelink is a remote video-based eye-tracker that utilises infrared 

tracking. The system allowed monocular monitoring with a sampling rate 

of 1000Hz or binocular monitoring with a sampling rate of 500Hz. For most 

https://mworks.github.io/
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of the experiments, monocular eye tracking was used for more precise 

temporal information about the eye position. The camera and the infrared 

light were placed in front of the animal below the display monitor such that 

there is no obstruction of the display. During electrophysiological 

recordings, the system was powered by a battery to reduce any potential 

electrical noise (such as line noise). The information from the camera was 

transferred via an optical fibre to a computer running software from SR 

research. The eye-tracking information was then relayed, via an ethernet 

cable, to the experiment computer running MWorks. At the beginning of 

each experiment, a calibration task was performed by the animal to 

calibrate the eye position data from Eyelink to visual degrees which were 

then used throughout MWorks. In the task, a red square target (0.15⁰ 

diameter) appeared at one of 12 locations on the display (pseudo-random 

locations at x = -12⁰, -4⁰, 4⁰, 12⁰ & y= -8⁰, 0⁰, 8⁰, Figure 2.3) and the animal 

received a reward by making a saccade towards the target that appears. 

At the beginning of the calibration, the saccade window around the target 

was large (around 5⁰ for a non-naïve animal) and got iteratively smaller 

(down to 1⁰) until the required level of accuracy was reached.  

  

Figure 2.3 Schematic of 12-point calibration task. The calibration task was run at 

the beginning of each experimental session during which the animal was required to 

make saccades to a red square appearing randomly at one of 12 points covering the 

screen. The saccade window was iteratively reduced until the required accuracy was 

reached (usually 1-2). 
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Chapter 3:  Validation and characterisation of 

ChR2 photostimulation  

3.1 Introduction 

The opsin used in the experiments described was Channelrhodopsin (ChR2) 

and it has been one of the earliest identified and developed opsins for use 

in optogenetics (Lin, 2012; Nagel et al., 2002, 2003). ChR2 has been 

extensively used in rodents (Aravanis et al., 2007; Grossman et al., 2011; 

Liske et al., 2013; Ramirez et al., 2012) as well as nonhuman primates 

(Andrei et al., 2019; Chernov et al., 2018; Han et al., 2009; Klein et al., 

2016; Nassi et al., 2015; Tremblay et al., 2020). In addition to the genetic 

information to express the opsin itself, the viral vectors used in 

optogenetics are loaded with genetic information to express fluorescent 

proteins (FPs). There are many examples of FPs used in optogenetics and 

some of the commonly used ones are the enhanced yellow FP (eYFP) and 

green FP (GFP)(Tantama et al., 2012). When those proteins absorb a 

particular wavelength, they emit light at a different wavelength allowing 

visualisation of the protein expression location; for example, GFP emits 

green light when it absorbs ultraviolet light (Chudakov et al., 2010; Snapp, 

2009). In vivo, some studies utilised 2-photon (2P) imaging to visualise the 

fluorescence indicating the location of viral expression (Ju et al., 2018) 

while other studies used the implanted optical fibre not just to deliver light 

into the brain, but also to collect some of the fluorescence light and 

measure it via a custom optical setup (Ilker et al., 2013; Mohanty & 

Lakshminarayananan, 2015). Since this project was not focused on 

fluorescence detection in vivo, the effects of optogenetic stimulation were 

measured via the changes in the neural activity itself. FPs make it possible, 

however, to examine and localise viral expression through immunostaining 

ex vivo which would be examined in the next chapter.  

One approach to examining if neurons are optogenetically modulated is to 

compare neural activity when light is delivered to the neural population to 
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the absence of optical stimulation. With optical stimulation at the 

appropriate wavelength, neurons expressing the opsin should exhibit an 

increase or decrease, depending on the opsin, in their firing rates. 

Additionally, the latency of that change can be also used as confirmation 

since opsins have distinct latency profiles that have been extensively 

examined in vitro. ChR2 is characterised by a very short latency of 

activation that ranges between 2-10ms (Lin, 2012). That response time can 

be a good indication that the recorded neural activity is indeed due to 

optogenetic stimulation rather than an evoked visual response that does 

not start before 40ms (Bair et al., 2002; Raiguel et al., 1989) or heating 

effects that would take place hundreds of milliseconds to seconds after 

stimulation onset (Horváth et al., 2020; Owen et al., 2019). Furthermore, 

different opsins are activated by different optical stimulation wavelengths 

such that the opsin responds optimally to one wavelength with the response 

falling the further away the optical stimulation wavelength is. Therefore, a 

wavelength that is far enough from the optimal wavelength should not 

modulate, or only weakly modulate, the opsin. Most studies that utilised 

optogenetics in NHPs have examined the effects of optogenetic 

manipulation on neurons’ spiking activity (reflected in 1P/2P calcium 

imaging and electrophysiological recordings showing single and multiunit 

activity) (Chernov et al., 2018; Ju et al., 2018; Nassi et al., 2015) or 

behaviour (Jazayeri et al., 2012).  

This chapter aims to validate the optogenetic stimulation of macaque V1 

neurons. To achieve this, I first examined whether blue light affects 

neurons and causes increases in firing rates and whether this modulation 

was wavelength specific. After this, I examined the latencies of such 

activation. Then, I examined the effects of stimulation parameters such as 

stimulation power and frequency on the modulated activity.  
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3.2 Methods 

3.2.1 Multiunit activity (MUA) 

Multiunit activity (MUA) was extracted to reflect the spiking activity of the 

recorded neural populations. Blackrock Offline Spike Sorter (BOSS, 

Blackrock Microsystems, UT, USA) was used for MUA extraction. MUA was 

extracted by applying a high pass filter (4th order Butterworth, with a cut-

off at 250Hz) to the raw signal (30kS/s). A threshold (2.5-3.5 of the noise 

RMS for each channel) was applied to the filtered signal and a spike was 

detected when it crossed the threshold. For each channel, all units were 

Figure 3.1 Multiunit sorting examples. A. An example illustrating manual sorting of 

the LED onset artifact. (left) The artefact had a distinct waveform (green) with a sharp 

peak followed by a slow return to baseline. (right) This was reflected in the 2D feature 

plot with the waveforms having high peak values and faster times to reach this peak 

value (green dots). B. An example illustrating the manual sorting of movement artefact 

before removing the waveforms. (left) The waveform of such artefacts was irregular 

with extreme values (green). (right) They were selected by manually selecting the 

outliers (green dots) in a 2D plot of the first and second components resulting from 

principal component analysis (PCA). 
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pooled together into one multiunit per channel. Some examples, such as 

the LED onset artefacts were manually sorted into different single units for 

illustration. Sorting LED onset artefacts waveforms was performed 

manually using a combination of visual inspection of the waveforms and 

the extracted waveform features such as the peak value of the signal and 

the time to reach that peak value (Figure 3.1A). Artefacts due to animal 

movement were sorted manually into units first and then removed. Sorting 

movement waveforms was performed by visual inspection of the 

waveforms and selecting irregular waveforms; in addition, the first and 

second components resulting from principal component analysis (PCA) 

were used to highlight outliers (Figure 3.1B). PCA was performed using 

BOSS after the detection of units. MUA extraction and analyses were 

performed for a limited number of data segments for the purpose of 

illustrating the LED onset artefacts and the noise introduced from using the 

red LED as described later in the results section.  

In addition, the envelope of the MUA (MUAe) was also extracted and used 

as the primary signal to represent neural spiking activity. While single unit 

activity (SUA) has been typically used to investigate the function of specific 

neurons in the brain, it does not fully represent the activity of a neural 

population since it would be biased towards larger pyramidal neurons and 

ignoring smaller spiking activity (Supèr & Roelfsema, 2005). On the other 

hand, MUA provides a better estimate of the larger population since it 

represents the sum of multiple SUA including those of smaller neurons. 

MUAe has been shown to reliably reflect spiking activity and show a close 

resemblance to both MUA and SUA (Drebitz et al., 2019; Shapcott et al., 

2016; Supèr & Roelfsema, 2005). MUAe was used instead of MUA when the 

signal did not include a lot of noise or movement artefacts. MUAe was 

extracted by applying a high pass filter (8th Chebyshev, with a cut-off at 

150Hz) to the raw signal; the signal is then rectified and downsampled to 

500Hz. 
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3.2.2 Local field potential (LFP) 

Local field potentials (LFPs) were extracted to reflect the activity of the 

larger neural population and to capture any oscillatory activity that would 

be otherwise not obvious in the MUA signal. The LFP signal was processed 

by simply downsampling the raw signal to 500Hz. The downsampled rate 

(250Hz Nyquist frequency) allows the analysis of the higher frequencies of 

the LFP power, up to the high-gamma range (~60-200Hz), which has been 

found to reflect neural spiking activity (Ray et al., 2008; Ray & Maunsell, 

2011). The recording booth was electrically floating and not connected to 

any outside electrical outlets and the electrode referencing configuration 

was adjusted prior to experiments to not be susceptible to line noise, 

validated by frequency spectrum analysis, therefore no filtering was applied 

to remove line noise from the LFP data.  

Figure 3.2 Example of MUAe extraction during optogenetic stimulation. Raw 

signal (top panel, examples from two channels, monkey Fl) is high-pass filtered 

(>150Hz) to extract the fast signal components representing neural spiking activity 

(middle panel) and then the signal is rectified and downsampled (grey, bottom panel) 

to produce MUAe signal that encompasses both the larger neural spikes as well as the 

smaller spiking activity (black, bottom panel). Blue lines indicate stimulation using blue 

light.  
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3.2.3 LED light artefact 

It is a well-recorded phenomenon that when light hits a metal surface it 

can result in a photo-voltaic artefact, also known as the Becquerel effect, 

due to the generation of currents or voltages on that surface (Kozai & 

Vazquez, 2015); such a phenomenon has been observed to affect 

electrophysiological recordings (Cardin, 2011). It would cause deflections 

in voltage that are more evident in the LFP that contain more low-frequency 

components. In my recordings, the artefact was observed in the data 

obtained from monkey Th at the onset of blue light stimulation and for the 

whole duration of red-light stimulation. Such an artefact can be 

distinguished as a sharp waveform at the onset of stimulation during MUA 

extraction; however, it can be isolated and rejected (Figure 3.6C, unit 8). 

Such an artefact was not observed in other animals which could be 

attributed to using different electrodes with different recording contacts 

materials (Ir/Ox in Th and Pt/Ir in Al, Dp & Fl). Therefore, the use of MUA 

was sometimes necessary for data from Monkey Th. 
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3.3 Results 

3.3.1  Increase in firing rates in response to optical stimulation   

Out of the four animals tested, clear optogenetic manipulation of neural 

activity was observed in two: Fl and Th (examples Figure 3.3). 

The first set of recording sessions was done in monkey Th. For optogenetic 

stimulation, light was delivered to the surface of the tissue as described in 

chapter 2. We recorded 134 channels, across 5 sessions, that showed 

significant MUAe modulation (p< 0.05, Wilcoxon signed-rank test) by visual 

stimuli (full-field white flash) compared to baseline or by optogenetic 

stimulation (1s pulse, 451nm, 40-62mW, Figure 3.3A). 101 units (75.37%) 

of them were responsive to both visual and optical stimulation with 15 units 

(11.19%) responsive to visual stimuli only and 18 units (13.43%) 

responsive to optogenetic stimulation only. Training of monkey Th proved 

challenging due to excessive movements that introduced several artefacts 

Figure 3.3 Examples of optogenetic modulation from different recording 

sessions. A. MUAe responses (mean in blue and SEM is in black) to 1s pulse of blue 

light (451nm) in monkey Th. B. MUAe responses to 300ms pulse of blue light (473nm) 

in monkey Fl. 
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in the recordings as well as reduced the lifetime of electrodes, so we moved 

on to the other animals.  

The second set of successful optogenetic experiments was done in monkey 

Fl. For optogenetic stimulation, light was delivered intracortically as 

described in chapter 2. We recorded 987 channels, across 43 sessions that 

showed significant MUAe modulation 

(p< 0.05, Wilcoxon signed-rank 

test) by visual stimuli (drifting 

gratings) or optogenetic stimulation 

(300ms pulse, 473nm, 38-52mW, 

Figure 3.3B). 799 channels 

(80.95%) of them were responsive 

to both visual and optogenetic 

stimulation with 49 units (4.96%) 

responsive to visual stimuli only and 

139 units (14.08%) responsive to 

optogenetic stimulation only. 

Although not systematically 

measured, optical stimulation 

resulted in an increase in firing rates 

up to 3mm away from an injection 

location (Figure 3.4).  

3.3.2 Latency of modulation confirms ChR2 

The latency of the optogenetically modulated MUAe was calculated on a 

trial-by-trial basis for the significantly modulated channels; the modulation 

latency (t0) was defined as the following: 

𝑡0 𝑤ℎ𝑒𝑟𝑒 𝑥(𝑡0) ≥ 𝜇𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (𝑡<0) +  1𝜎𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒 (𝑡<0)  

Equation 3.1 

 

Figure 3.4 Schematic of recording and 

injection sites in monkey Fl. Injection 

sites were at the centre of the grid (blue 

circles) while recording sites sampled the 

area near the injection sites (black dots). 

Distance between in grid sites was 1mm. 
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where the modulation latency (t0) is the first time point when the signal, 

x(t), crosses a threshold defined as one standard deviation, baseline, above 

the baseline, baseline (-500ms to -100ms for monkey Th and -300ms to -

100ms for monkey Fl) for that trial. The modulation latency for a channel 

was calculated as the mean of the latencies across trials. In monkey Th, 

the mean latency of modulation for the 119 optically modulated channels 

was 5.76±0.4596ms with the majority (n = 68, 75.13%) of the 

optogenetically modulated channels having shorter latencies (Figure 3.5A). 

In monkey Fl, the mean latency of modulation was 3.37±0.155ms with the 

majority (n = 598, 67.27%) of optically modulated units having shorter 

latencies (Figure 3.5B). Additionally, the intertrial variability of the 

Figure 3.5 Latency of optically modulated channels. A, B Histograms of onset 

latencies for the optogenetically modulated channels in monkey Th (left) and monkey Fl 

(right). C, D Scatter plot of the mean latencies of the optogenetically modulated units 

and intertrial standard error of the modulation latencies in monkey Th (left) and monkey 

Fl (right). 
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modulation latency was significantly correlated with the mean latencies 

with the shorter latencies having a smaller standard error (Figure 3.5C, D, 

Spearman’s ⍴ = 0. 0.8424, p <= 0.0001 for monkey Th & ⍴ = 0.9463, p 

<= 0.0001 for monkey Fl). 

3.3.3 Wavelength specificity of optical modulation 

To examine if the optically modulated neural activity was wavelength-

specific, we used a red-light source (626nm LED for monkey Th, 594nm 

laser for monkey Fl) for control in some of the recording sessions. 

Stimulation duration was identical to optical stimulation using blue light (1s 

for monkey Th, 300ms for monkey Fl). Stimulation intensities were also 

comparable (40-62mW for 451nm LED vs 50mW for 626nm LED and 38-

52mW for 473nm laser vs ~42mW for 594nm laser). In monkey Th, red 

light caused a high level of noise that contaminated the signal. MUAe 

signals showed a sharp increase in response to red light; to examine this 

further, I extracted and analysed the MUA signal for one session. The same 

channel was used for comparison with the same threshold (-30uV) used to 

extract multiunits and the units were sorted automatically (BOSS) resulting 

in four units. In Figure 3.6A, the peristimulus time histogram (PSTH) and 

the raster plot of the extracted multiunits showed an increase in response 

to red light in monkey Th; however, the increase can be attributed to one 

or two units in particular, units 1 and 2 (Figure 3.6B) which does not 

resemble typical single or multiunits waveforms indicating that they are 

likely artefacts. On the other hand, the other extracted units, units 3 and 

4, are more representative of neural activity (Figure 3.6B) and did not 

exhibit an increase in response to red light (Figure 3.6A). In comparison, 

blue light did not exhibit such behaviour (Figure 3.6C); the waveforms of 

the extracted units reflected typical multiunit waveforms (Figure 3.6D, 

examples unit 5, 6 & 7) with one waveform (Figure 3.6D unit 8) which is 

likely due to a photoelectric artefact that occurs only at the onset of light 

(Figure 3.6C in green) ; the artefact waveform was not observed otherwise. 

It was a simple process to remove waveform 8 and thus removing the 
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photoelectric artefact from the blue LED. It is worth noting that unit 3 and 

7 likely reflect the activity of the same unit due to their similarity in 

waveform (Figure 3.6B, D) and that this unit only responded to blue light. 

In monkey Fl, no artefacts were observed in response to either wavelength. 

In the control sessions (n = 8), there was no significant increase in neural 

activity in response to red light (examples Figure 3.6E). 

Figure 3.6 Neural response to different wavelengths. A. (top) Peristimulus time 

histogram (PSTH) of four units in response to a 1s pulse of red light (626nm) and the 

corresponding raster plot (bottom) in monkey Th. B. Waveforms of the units in A. C. 

PSTH (top) and a raster plot (bottom) of four units in response to a 1s pulse of blue 

light (451nm). D. Waveforms of the units in C; unit 8 is a typical artefact observed at 

the onset of blue light stimulation. E. Example response to red (594nm) and blue 

(473nm) 300ms light pulse from two sessions in monkey Fl. 
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3.3.4 Effect of stimulation power on neural activity and latency 

In monkey Fl, the neural modulation described previously was in response 

to optical stimulation at one light intensity level ~50mW measured at the 

Figure 3.7 Effects of light intensity on neural modulation. A. Effect of light 

intensity on the number of modulated channels (blue) and the modulation latency 

(black). B. Example channel responses to different power levels in one session. C. 

Histograms of response latencies for each light intensity with mean latency (dashed 

black line). D. Scatter plot of normalised MUAe levels (100-300ms from stimulation 

onset) for modulated channels (grey) and mean normalised MUAe level for each 

stimulation intensity (blue). 
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optical fibre tip coupled to the laminar probe. In a subset of the recording 

sessions (n=27) in monkey Fl, the light intensity was varied (5mW, 20mW,  

35mW and 50mW, example in Figure 3.7B). The number of channels 

significantly (p< 0.05, Wilcoxon signed-rank test) modulated with blue light 

increased with the increase in power (Figure 3.7A). Additionally, the mean 

onset latency decreased with the increase in power (Figure 3.7A, C) with 

increasing power. The onset latency variability between trials was 

significantly highly correlated with mean onset latency for each channel 

across the different power levels (Spearman’s ⍴ = 0.8998 ±0.0171, p <= 

0.0001). 

In addition to more channels being optically modulated with decreasing 

latency, increasing the stimulation power also increased the optogenetically 

modulated spiking activity, reflected in the normalised (z-scored) and 

averaged MUAe signals over time (100-300ms, Figure 3.7D). The increase 

in power was not proportional to the increase of the MUAe across channels; 

for example, the increase of power by a factor of 10, 5mW to 50mW, only 

increased the overall MUAe by 3.2, ~1.5 to 5. Additionally, the increase in 

the overall MUAe seems to be driven by a smaller number of channels 

rather than uniformly across channels (Figure 3.7D). 

3.3.5 Optically modulated activity follows the stimulation frequency 

In addition to continuous stimulation, blue light was modulated by a train 

of pulses at different frequencies (5Hz, 10Hz, 40Hz) at a 50% duty cycle 

for 1 second. Similar to continuous stimulation, MUAe was modulated by 

the pulsed stimulation. Optically modulated MUAe followed the stimulation 

frequencies (examples in Figure 3.8A, B, C). For each channel that is 

significantly modulated compared to baseline (p< 0.05, Wilcoxon signed-

rank test) by blue light at each frequency, I calculated the frequency 

spectrum for the stimulation period (1s) and plotted the frequencies with 

the peak power for that channel (Figure 3.8A, B, C). Across sessions and 

channels, the median frequency was close to the stimulation frequency (m 
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= 3.7Hz for 5Hz, m = 9.1Hz for 10Hz and m = 31.2Hz for 40Hz). Next, I 

examined whether stimulation frequency influences the strength of the 

modulated MUAe. MUAe signals were normalised (z-score) and averaged 

over time (100-300ms for continuous stimulation and pulsed stimulation, 

Figure 3.8D). Pulsed stimulation at 5Hz resulted in a slightly, but 

significantly (p<0.01, one-way ANOVA test), reduced modulation compared 

to continuous stimulation. There was not a significant difference (p>0.5, 

Figure 3.8 Effects of stimulation frequency on spiking activity (MUAe). A. (left) 

Example MUAe response (black) to 5Hz stimulation (1s pulse train in blue, 50% duty 

cycle) in monkey Fl. (right) A plot of the frequencies with the peak power for each 

optically modulated channel (median frequency in blue); the frequency spectrum is 

calculated for the stimulation period and then the frequency with the peak power is 

extracted. B. Same as A but for 10Hz. C. Same as A & B but for 40Hz. D. Normalised 

MUAe amplitudes (grey, averaged for the stimulation period 100-300ms post first pulse 

onset) in response to each stimulation frequency and the mean MUAe amplitudes across 

units (blue; bars represent standard errors). 
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one-way ANOVA test) between 10Hz stimulation and the continuous one. 

Finally, 40Hz resulted in a stronger, and highly significant, modulation 

(p<0.0001, one-way ANOVA test) compared to continuous stimulation. 

3.3.6 Weak/unsuccessful modulation in Al, Dp 

For monkeys Al and Dp, there was a significant increase in blood-oxygen-

dependent (BOLD) fMRI activity in response to V1 optogenetic stimulation 

with blue light (Ortiz-Rios et al., 2021). However, there was no clear or 

significant modulation in response to optical stimulation when assessed by 

acute electrophysiological recordings. Both stimulation methods were used: 

Figure 3.9 Schematic of recording and injection sites in monkeys Al and DP. A, 

B Schematic of recording sites using both surface and intracortical stimulation. In 

monkey Dp, the second set of injected are presented in blue. C, D Images taken during 

the surgery where the injections were first made. An estimate of injection sites is 

presented as blue circles. 
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surface and intracortical stimulation, and single and laminar probes were 

used as well (see Table 2.2 for details). In monkey Al, surface stimulation 

(PL-32 & LED) was used in 14 sites and intracortical stimulation (PL-24 & 

embedded fibre) was used in 37 sites (Figure 3.9A). In monkey Dp, surface 

stimulation was used in 35 sites and intracortical stimulation was used in 

20 sites (Figure 3.9B); during initial experiments, a single electrode was 

used in addition to surface stimulation in 20 sites. In some stimulation 

blocks, there was a weak increase in MUAe in response to blue light, but its 

latency was >50ms which is more consistent with a visual response.  

In those monkeys, as well as monkey Th, injections were made following 

the craniotomy and before the chamber implant; therefore, the injection 

sites were not marked according to the chamber grid that would be used 

later for recordings. From the surgeries, the injection sites appear to be 

localised in the more medial anterior part of the craniotomy (Figure 3.9C, 

D) and therefore the recording targets were concentrated there. Due to the 

lack of certainty about injection sites, additional injections were made in 

monkey Dp (Figure 3.9B). After 4 weeks following the new injections, the 

new sites were tested, but there were no optogenetic effects in the newly 

injected as well. For the remaining duration of the project, the chamber 

was explored for optogenetic effects, and no responsive sites could be 

detected throughout the chamber region. 

3.4 Discussion 

3.4.1 Validation of optogenetic stimulation 

The first focus of this chapter is the validation of optogenetic stimulation of 

V1 neurons using ChR2 opsins and blue light. The results showed a 

significant increase in firing rates in most of the channels in response to 

continuous optogenetic stimulation in two monkeys Th and Fl. Most of those 

channels were also modulated by visual stimuli with a few channels 

exclusively modulated by either visual or optical stimulation. The larger 

number of channels modulated with blue light, compared to visual stimuli, 
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is not surprising either; visual stimuli were not optimised to the 

characteristics of the recorded neurons. For example, the sizes of the 

stimuli were larger than the recorded RF potentially resulting in surround 

suppression decreasing the overall response (Bair et al., 2003). In addition 

to size optimisation, the orientations of drifting gratings were not selected 

based on the orientation tuning of the recorded neurons which has a large 

effect on the macaque V1 neurons (Ringach et al., 2002, 2003). Therefore, 

optimisation of the different visual stimuli features for the recorded neurons 

would have required running a bank of paradigms at the beginning of each 

acute recording session. Furthermore, stimuli optimisation for maximal 

response across layers (or probe contacts) is complicated. While neurons 

in a V1 cortical column are functionally similar (Lund et al., 2003), there 

are laminar differences for both orientation and size tuning (Sceniak et al., 

2001; Wang et al., 2020) and therefore it will be a challenge to ensure the 

strongest drive across all layers. Under the animal project license used, the 

animals can be involved in experiments outside their home cage for a 

limited time, 5 hours; a large portion of that time would be used to fix the 

head of the animal, clean the chamber as well as carefully inserting and 

removing the recording probe. It was decided to focus more on the 

optogenetic stimulation components since it would not have been affected 

by the preferences of the recorded neurons but rather by the opsin 

expression. Similarly, the time constraints of the experiment and the 

project did not permit the comparison to electrical microstimulation. It 

would be more optimal in a future project to compare the effects of visual, 

microstimulation as well as optogenetics on neural activity; similarly, to 

compare the efficacy of microstimulation and optogenetics in generating a 

phosphene.  

Another important step in ChR2 verification is the latency of modulated 

response. Studies examining the onsets of neural responses in the visual 

system have calculated the latencies based on the signal reaching a certain 

percentage of the maximum response (Bair et al., 2002, 2003). However, 
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since we did not know the characteristics of optogenetically modulated 

responses, we used the baseline to calculate our threshold. The observed 

latencies in both animals were in the lower range of ChR2 response latency 

(2-10ms, Lin, 2011). On the other hand, the earliest visually evoked 

responses in the macaque V1 have latencies >=30ms (Bair et al., 2002; 

Raiguel et al., 1989). Those results confirm that the observed responses 

are due to direct activation of neurons expression ChR2 opsins by blue light. 

The modulation latencies were calculated on a trial-by-trial basis, and we 

observed a significant and high correlation between the latency of 

activation and the latency variability between trials. One possible 

explanation is that the responses with shorter latencies are a result of direct 

activation of neurons expressing ChR2 with blue light while the later (10-

30ms) responses are due to an indirect network effect. Network latencies 

of 10-40ms can be observed in the macaque V1 after the arrival of visually 

evoked signals in layer 4C (Bijanzadeh et al., 2018). Most of the modulated 

channels, however, had a short latency expected of ChR2 indicating that a 

big portion of the observed modulation was due to a direct optogenetic 

drive accompanied by a smaller, but still significant, indirect drive 

propagated by the local network.  

Our final verification method is to examine if the overserved modulation is 

wavelength specific. In monkey Th, red light introduced artefacts in the 

signal that could be mistaken for a neural response; however, inspecting 

the optically evoked MUA waveforms refuted this as illustrated earlier in 

Figure 3.6B (units 1 & 2). It is not clear why such an artefact was not 

observed in monkey Fl. The combination of the light source and the material 

of the electrode contacts could be a factor or the red LED system itself could 

have been introduced an electrical artefact that was not observed with the 

other light sources. The observation of artefact waveform prior to light 

emission supports the electrical nature of the artefact. Red light stimulation 

was not successful in modulating neural activity confirming the blue light 

specificity of modulation. Additionally, optical stimulation with a different 
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wavelength indicates that it is not likely the modulation was induced by 

heat. In monkey Fl, blue light with a much lower intensity (5mW) than red 

light (40mW) could still reliably modulate neural activity. If any neural 

activity would be modulated due temperature increase in response to light, 

then the higher power of 40mW would have achieved this effect. Another 

study by Stujenske and colleagues demonstrated increased brain tissue 

temperature by more than 1.5C leading to increased spiking activity in 

response to as little as 10mW of yellow light (Stujenske et al., 2015); 

however, the authors measured the power at the fibre tip and directly 

inserted it in brain tissue while our measurement at the fibre tip was before 

coupling it to the Plexon probe with the embedded fibre. It is likely that 

there is a considerable power loss resulting from coupling the fibre to the 

probe; however, we did not possess the tools to measure the power coming 

out of the probe without damaging the probe itself. One limitation of the 

study is that non-transfected tissue was not tested using blue light; 

however, the wavelength specificity and the short latency of activation 

provided enough evidence for the effects of optogenetic stimulation. 

3.4.2 Effects of stimulation parameters on neural modulation 

After verification of optogenetic stimulation, we examined the effects of 

different stimulation parameters, such as light intensity and stimulation 

frequency, on neural modulation in monkey Fl. Increasing stimulation 

intensity resulted in an increased number of optogenetically modulated 

channels. Increasing the stimulation intensity also significantly (p< 0.0001, 

two-tailed Wilcoxon signed-rank test) reduced the modulation latency 

across the modulated channels for every step of intensity increase. Even 

though the modulation latency for the lowest intensity (5mW) was close 

(9.04ms) to the upper limits of ChR2 onset latencies, the majority (>60%) 

of the modulated channels are still within the expected latency (<10ms) of 

ChR2 (Lin, 2011) indicating direct activation with blue light. Increasing the 

stimulation intensity resulted in an increase in the number of channels with 

modulation latency of less than 10ms which could be attributed to more 
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blue light reaching the recorded neurons. That effect is expected since 

transmission of blue light in the mammalian brain tissue is limited with 

power halving less than 0.2mm away from the source of light (Yona et al., 

2016). The findings show that even though low stimulation intensity may 

have not resulted in direct activation of neurons, the optogenetic drive was 

sufficient to modulate a large number of neurons and cause a widespread 

activation along the cortical column (more on that in the next chapter) 

which can be seen in the plateau in Figure 3.7A. Finally, the increase in 

stimulation intensity resulted in an increase in the modulated MUAe that is 

more linear than the effects on modulation latency or the number of 

modulated channels. This indicates that while the effects of optogenetic 

stimulation are widespread at lower intensities, higher intensity could 

increase the firing rates even further. The increase in firing rates with an 

increase in power has been observed previously (Cardin et al., 2009; Nassi 

et al., 2015). The observed increase in firing rates could be attributed to 

more blue light reaching opsin-expressing neurons or a stronger excitatory 

drive to the local network recruiting more neurons indirectly. The number 

of modulated channels show minimal increase with power and the overall 

MUAe increase is mainly driven by few channels (Figure 3.7A & D). These 

results suggests that the overall MUAe increase is driven by a number of 

neurons that benefit from receiving more blue light rather than a uniform 

increase in activity. Taken together, increasing stimulation power seems to 

have diminishing returns at the higher levels. The MUAe increase or the 

activation latencies do not seem proportional to the power increase at the 

higher power levels. Increasing the power from 5mW to 20mW seems to 

have a linear relationship with a doubled MUAe and a halved modulation 

latency; this suggests that stimulation intensities around 20mW would be 

ideal. On the other hand, increasing power levels beyond 20mW resulted in 

marginally better results. Nonetheless, further experiments are needed to 

examine whether the observed effects in neural signals can be replicated 

in behaviour and if low intensities can be sufficient to generate a 

phosphene. 
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In addition to varying the stimulation intensity, the stimulation frequency 

was also varied. One benefit of pulsed stimulation is the reduction of the 

heat generated that could harm the brain (Kole et al., 2012). In addition, 

it is important to characterise the effects of different optogenetic 

stimulation frequencies since there are no studies that systematically 

examined such effects in the primate brain (Gerits & Vanduffel, 2013) with 

studies using specific frequencies such as 24Hz (Chernov et al., 2018) 16Hz 

(Williams et al., 2019), 25Hz (El-Shamayleh et al., 2016) and 50Hz 

(Fabbrini et al., 2019) without a specific rationale. Typical electrical 

stimulation frequencies are high (>200Hz) (Graziano et al., 2002; Tehovnik 

et al., 2005; Tehovnik & Slocum, 2007) with higher frequencies being more 

effective to a certain limit, when higher frequency stimulation starts to have 

an inhibitory effect (Mattis et al., 2012; Waataja et al., 2011). ChR2 

remains one of the most common opsins used in primate optogenetics 

(Tremblay et al., 2020) and it is important to understand how it responds 

to different stimulation frequencies. Our findings indicate that spiking 

activity can follow the stimulation frequencies at 5Hz, 10Hz and 40Hz. 

Those frequencies were chosen since oscillations in those ranges have been 

associated with affecting the performance of the cortical circuits 

(Deisseroth, 2014; Sohal et al., 2009). Stimulation at 5Hz resulted in 

reduced MUAe compared to continuous stimulation which can be attributed 

to a shorter stimulation period (100ms pulses for 5Hz at 50% duty cycle) 

compared to continuous stimulation (300ms pulse). However, stimulation 

at 10Hz and, especially, 40Hz resulted in a much stronger spiking activity 

than continuous stimulation. The observed effects can be attributed to an 

intrinsic adaptation in the ChR2 opsin that is accompanied by reduced 

depolarisation current the longer the ion channel is open (Nagel et al., 

2003). Pulsed stimulation would allow the ion channel to close briefly, 

avoiding this adaption and maintaining the higher initial currents; however, 

even with pulsed stimulation, the channels cannot fully recover with a 

period of no stimulation (Lin, 2012). One can see this adaptation in the 

MUAe responses to pulsed stimulation (Figure 3.8) with the response 
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decreasing with each subsequent pulse; it is most evident when comparing 

the response between the first and last pulses. Even if subsequent light 

pulses would generate a lower transient current than the first one, pulsed 

stimulation is likely to result in higher depolarization currents overall 

compared to continuous illumination. Evidence suggests, however, that 

stimulation at 40Hz is the highest feasible stimulation for ChR2 (Grossman 

et al., 2011); the closing time of ChR2 is around 13.5ms (Bamann et al., 

2008; Mattis et al., 2011; Nagel et al., 2003) and stimulation at 40Hz with 

50% duty cycle allows 12.5ms for the opsin to close. In mice, evidence 

shows that higher stimulation can increase the effects of optogenetic 

stimulation (Yu et al., 2020). There is also evidence that high-frequency 

stimulation of ChR2 could inhibit evoked responses (Liske et al., 2013); 

however, we did not test this since our goal is significant activation of 

neurons to evoke behavioural effects and we focused on increasing 

responses. 

3.4.3 Unsuccessful optogenetic stimulation 

The lack of optogenetic effects in monkeys Dp and Al can be attributed to 

several reasons. The viral expression could have been unsuccessful in both 

animals or at least not as extensive as in the other two animals. Animals 

could have some immunity to AAV viruses before being administered with 

the viral vectors (Mendoza et al., 2017). Therefore, pre-existing antibodies 

could reduce the extent of viral expression. Indeed, we found some 

evidence of weaker viral expression in the histology of animals Al and Dp 

(Figure 3.10). 

There is more evidence for weak/limited expression rather than no 

expression at all. This is supported by the histological analysis of the tissue 

which found very small traces of expression. In addition, the effects of 

optogenetic stimulation in V1 using surface stimulation were tested using 

functional magnetic resonance imaging (fMRI) in other experiments. 

Optogenetic stimulation reliably elicited blood-oxygen-dependent (BOLD) 

fMRI activity in V1 and extrastriate regions (Ortiz-Rios et al., 2021). One 
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explanation for the observed BOLD modulation is the sensitivity of fMRI to 

detect subthreshold activity, such as synaptic potentials, from weak 

activation that does not result in action potentials (Logothetis & Wandell, 

2004). The subthreshold activity can be explained by weak or sparse viral 

expression and therefore easily missed if the precise injected sites are not 

targeted by the laminar probes. On the other hand, heat due to optical 

stimulation could affect the fMRI signal relaxation times, T1 and T2, 

producing signal changes not related to a BOLD haemodynamic response 

(Christie et al., 2013). This is unlikely since we did not observe the negative 

BOLD signal observed by Christie et al. nor did we observe similar large 

temperature increases (Ortiz-Rios et al., 2021).  

An additional factor could be the light delivery method; surface stimulation 

was used initially in monkeys Dp and Al and while successful in monkey Th, 

it might not have been enough to elicit strong spiking activity. In monkey 

Fl, there was a very strong and significant modulation when the light was 

delivered intracortically but not with surface stimulation in the same 

session. The LFP signal shows a slow positive deflection when the surface 

LED light is on indicating that light reaches the electrode but there was no 

increase in spiking. A possible explanation is the growth of granulation 

tissue and therefore a bigger portion of the blue light is absorbed before it 

reaches the cortex.  A potential explanation for the mismatch between our 

fMRI and electrophysiological results is that fMRI signals reflected a change 

in the subthreshold activity of neurons, rather than spiking activity. 

Evidence has been found of a high correlation between the BOLD, captured 

by fMRI, and LFP signals that reflect the subthreshold activity (Logothetis 

et al., 2001). Nonetheless, optogenetic stimulation of monkeys Dp and Al 

failed to produce similar electrophysiological results to monkeys Fl and Th. 

Additional injections were made in monkey Dp using the recording grid as 

a reference to avoid the uncertainty about injection sites. Both intracortical 

and superficial optical stimulation did not affect neural activity in the newly 

injected areas. Injections’ depths were similar to those with a fresh 
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craniotomy (500µm, 1000µm and 1500µm from the tissue surface); 

however, there was granulation tissue growth on top of the dura after a 

craniotomy was made.  

 

Figure 3.10 eYFP expression examples from all animals. Each row contains an 

image of a coronal brain slice (A: Al, B: Dp, C: Th, D: Fl) with a close-up of V1 showing 

eYFP expression of the optogenetic construct can in green. Figure provided by Dr Marcus 

Haag. 
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A dura scrape was performed prior to the injections, but to avoid any 

damage to the brain or dura, the scrape did not reach the dura and 

therefore there was still tissue remaining above the dura. That tissue could 

have been thicker than 1.5-2mm and therefore the virus might not have 

reached the brain, to begin with. 
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Chapter 4:  Laminar examination of optogenetic 

manipulation of V1 

4.1 Introduction 

As described earlier, there is a fairly limited number of studies examining 

the physiological effects of optogenetic stimulation in NHPs and a small 

portion of those studies have used electrophysiology to assess the effects 

(Andrei et al., 2019; Jazayeri et al., 2012; Nassi et al., 2015). The rest of 

the studies have used either intrinsic optical imaging or calcium imaging 

(Chernov et al., 2018; Ju et al., 2018; Nakamichi et al., 2019; Ruiz et al., 

2013). The studies that have examined electrophysical signals used single 

electrodes that did not provide laminar resolution therefore not providing 

information about the optogenetic stimulation effects on the different 

cortical layers (Jazayeri et al., 2012; Nassi et al., 2015).  

Examining the laminar effects of optogenetic stimulation serves several 

purposes. To begin with, the use of different viral vectors leads to different 

expression patterns across the layers depending on the serotype of the 

virus and the promoter (Gerits et al., 2015; Lerchner et al., 2014; 

Watakabe et al., 2015). It is unknown how impactful those expression 

patterns are on the laminar activity. While it is likely that the existing 

microcircuitry of V1 have a very strong effect on the resulting effects (Bloch 

et al., 2022), it is important to consider the effects of viral expression and 

stimulation patterns on the resulting activation. Additionally, 

microstimulation current thresholds required to induce a phosphene were 

found to vary depending on depth (Figure 1.2); this is likely due to the 

stimulation of axonal projections from the deeper layers to the output 

superficial layers of V1 (Tehovnik & Slocum, 2009). It would be 

informative to examine any depth dependency of optogenetic stimulation 

or if expression patterns are more of a determining factor in the overall 

resulting effect. 
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Schroeder et al. pioneered the use of multicontact laminar probes to 

examine neural activity across the layers of the macaque V1 (Schroeder et 

al., 1990, 1991, 1998). Schroeder et al. examined the laminar sources of 

the different components of visually evoked potentials (VEPs) recorded at 

the surface of the brain; their work was pioneering in finding physiological 

signals predicted by V1 anatomy (Schroeder et al., 1991). That opened the 

way for further studies examining the laminar effects of spatial attention 

(Mehta et al., 2000b, 2000a). Since then, the laminar examination of the 

macaque V1 using multicontact laminar probes has been providing 

important insight into the function of the different layers during 

corticocortical processing (Maier et al., 2010), sustained activity (Maier et 

al., 2011), orientation selectivity (Ringach et al., 2002), attention (van 

Kerkoerle et al., 2017) and the origins of near vs far surround suppression 

(Bijanzadeh et al., 2018). In a study by Andrei et al., the combination of 

laminar probes (Plexon S-probes) and optogenetic stimulation has been 

used to study the effects of optogenetic stimulation in the macaque V1, 

using C1V1 opsins; however, the authors did not extract any laminar 

information or provide information about the cortical layers being 

stimulated (Andrei et al., 2019). On another hand, a study by Klein et al. 

have utilised laminar probes to identify koniocellular projections from the 

lateral geniculate nucleus (LGN) to the superficial layers of the macaque V1 

(Klein et al., 2016). Using multicontact recording methods, Klein et al 

managed to delineate the konio-specific input to V1 supragranular layers. 

Laminar information can therefore be a vital tool to provide information 

about the local circuitry and how optogenetic stimulation affects the 

different layers of the cortex. For example, optogenetic stimulation was 

shown to affect cortical layers differently in rodents depending on whether 

selective optogenetic stimulation was delivered to the superficial or the 

deeper layers (Bitzenhofer et al., 2017). In both cases, pyramidal neurons 

were stimulated and exhibited increased firing rates but only stimulation in 

the superficial stimulation produced increased oscillatory activity and 

entrainment in the beta-gamma range. Such a difference can be attributed 
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to the inherent properties of the local circuitry such as the existence of 

inhibitory interneurons in the superficial layers (Fitzpatrick et al., 1987) 

facilitating such oscillation. In this chapter, the effects of optogenetic 

stimulation on the different cortical layers are examined. Similar to the 

previous chapter, we examine the effects of the different stimulation 

parameters on the spiking activity as well as the oscillatory activity in V1. 

4.2 Methods 

4.2.1 Current Source Density (CSD) 

Current source density (CSD) analysis refers to the second spatial 

derivative of the LFP signals (Schroeder et al., 1991; Wójcik, 2014). For 

multielectrode arrays, the second spatial derivative results in a more 

localised signal to the recorded channel since the activity of the 

neighbouring channels are subtracted. The CSD signal is defined as the 

following: 

𝐶𝑆𝐷(𝑡)𝑐ℎ =  
𝐿𝐹𝑃(𝑡)𝑐ℎ+1 + 𝐿𝐹𝑃(𝑡)𝑐ℎ−1 −  2 ∗ 𝐿𝐹𝑃(𝑡)𝑐ℎ

𝑑𝑥2
 

Equation 4.1 

 

Where the CSD signal for once channel, CSDch(t), is calculated by 

subtracting the LFP signal for that channel, LFPch(t), from the neighbouring 

channels, above LFPch-1(t) and below LFPch+1(t), then dividing by the 

spacing between the channels, dx. 

More importantly, CSD reflects the flow of transmembrane currents in 

neurons; a current sink, or a negative CSD value, reflects a positive current 

entering the neuron, causing depolarization, while a current source reflects 

a positive current leaving the neuron and corresponds to a positive CSD 

(Fallon et al., 2016; Pettersen et al., 2006; Schroeder et al., 1998; Wójcik, 

2014). In the macaque V1, layer 4C receives its primary driving visual input 

coming via the LGN (Figure 4.1) (Fitzpatrick et al., 1985); therefore, in 

laminar electrophysiological recordings, the earliest visual response onset 
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will correspond to layer 4C input. As this visual onset CSD pattern can be 

observed reliably across tasks, conditions, and varying electrode 

penetrations, it will be used as a reference to examine the cortical lamina 

across sessions.  

4.2.2 Extraction and alignment of laminar recordings 

During each recording session, the probe depth was adjusted such that the 

whole depth of the V1 cortical sheet is recorded. To extract and align the 

data offline, the CSD analysis was used in addition to the latency of the 

visually evoked MUAe response. For each session, the latencies of visually 

evoked MUAe were calculated by detecting when the signal exceeds the 

baseline by four standard deviations. The channel with the earliest response 

was used as a reference as it would correspond to the input layer 4C. A 

number of channels are then extracted above and below the input layer to 

cover the cortical depth depending on the spacing between channels (13 

channels covering 1.950mm for monkey Th and 20 channels covering 2mm 

for monkey Fl). The visual stimuli used for CSD calculation is specified in 

the previous chapter. 

Figure 4.1 Schematic of LGN projections to 

V1. LGN projections from the magnocellular and 

parvocellular layers of the LGN arrive mainly in 

layers 4Cα and 4Cβ of V1 with sparse 

projections to layer 6 and layer 4A. Figure from 

Thomson, 2010  
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4.2.3 Histology 

After the completion of data collection, the animals were euthanised with 

an overdose injection of an anaesthetic. Once the animals were sufficiently 

anaesthetized, they were perfused with saline (phosphate-buffered set at 

37 °) by inserting a needle in the left ventricle with a cut in the right atrium 

as an output. Once the blood was rinsed with saline, paraformaldehyde 

(PFA, 40%, pH 7.4) was used until sufficient tissue fixation was achieved. 

The brains were then carefully dissected out of the skull and placed in PFA 

solution overnight. In the following days, the brains were transferred to 

containers with increasing concentrations of cryoprotection (10%, 20% and 

30% solutions). Brain tissue was cut using a cooling microtome into 50um 

thick slices and stained with Cresyl violet with some stained using standard 

immunohistological protocols. To label layer 4Cβ of the V1, an antibody was 

used to mark cells expressing vesicular glutamate transporter (vGlut2, 

MAB5504, Merckmillipore); vGlut2 marks the LGN input projections to V1 

(Balaram, 2011; Balaram & Kaas, 2014). Additionally, a nuclear cell body 

maker was used (Fluoroshield TM with DAPI, Merck). Finally, a fluorescence 

microscope (DM6B, Leica Navigator, Leica Biosystems, Wetzlar, Germany) 

was used to visualise eYFP, the fluorescence protein reporter included in 

the viral vectors used. eYFP was used to reflect opsin expression. 

4.2.4 Frequency analysis 

Frequency power spectra calculation was performed on the LFP and MUAe 

data using the Fieldtrip toolbox (Oostenveld et al., 2011). To obtain the 

frequency power spectrum, a fast Fourier transform (FFT) was performed, 

with a single Hanning taper, on a trial-by-trial basis then averaged across 

trials. The analysis window varied depending on the analysis but did not 

include the first stimulation onset to avoid the initial sharp transient 

response; for each duration of interest, a similar time length during the 

baseline period was analysed. For LFP spectra, the resultant power spectra 

of the trials were then baseline corrected, by subtraction, and divided by 
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the baseline for normalisation. LFP frequency analyses results are 

expressed as a percentage relative change from the baseline where a 

positive number would indicate an increase in that frequency. MUAe 

frequency analyses results are expressed as the absolute artificial units 

(a.u.). 

4.2.5 Granger Causality 

Granger Causality (GC) is a statistical test that measures the causal 

relationship between two signals and if one signal can help predict the 

other. For two signals that can be represented by the bivariate 

autoregressive models X1(t) and X2(t) (Equation 4.2), X2(t) would be said 

to cause signal X1(t) if the inclusion of the past values, X2(t-j), reduces the 

prediction error variance, E1(t), and vice versa (Kamiński et al., 2001). That 

means that there are parts of the signal X1(t) that cannot be explained by 

the past values of X1(t-j) on their own. 

𝑋1(𝑡) = ∑ 𝐴11(𝑗)

𝑝

𝑗=1

𝑋1(𝑡 − 𝑗)  +  ∑ 𝐴12(𝑗)

𝑝

𝑗=1

𝑋2(𝑡 − 𝑗) + 𝐸1(𝑡) 

𝑋2(𝑡) = ∑ 𝐴21(𝑗)

𝑝

𝑗=1

𝑋1(𝑡 − 𝑗)  +  ∑ 𝐴22(𝑗)

𝑝

𝑗=1

𝑋2(𝑡 − 𝑗) +  𝐸2(𝑡) 

Equation 4.2 

GC can be a useful tool to find which signals “cause” other signals as an 

estimation of information propagation from one brain region or cortical 

layer to another. GC can be also examined in the frequency domain to 

examine causal relationships for frequencies of interest. This is done by 

first Fourier transforming the signal and examining the contribution of one 

signal, X1(f), to another, X2(f) (for more details, see Brovelli et al., 2004; 

Kamiński et al., 2001). Bivariate Granger Causality analysis in the 

frequency domain was performed on the LFP data. Spectral Granger 

causality indices (GCIs) were calculated for a duration of 200ms at the end 

of the stimulation period (100-300ms for continuous stimulation and 800-

1000ms for pulsed stimulation) and using the Fieldtrip toolbox (Oostenveld 
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et al., 2011). First, the amplitude and phase of the different frequencies 

were extracted using FFT with a single Hanning window and then Fieldtrip’s 

connectivity function was used to calculate Granger causality from the 

complex output. In the time domain, conditional granger analysis was 

performed using the MVGC toolbox, a freely available Matlab toolbox 

(Barnett & Seth, 2014). Time GCIs were calculated for the same time 

periods used in the frequency domain. A vector autoregressive model (VAR) 

was estimated for each session and condition with an order selected based 

on the Bayesian Information Criterion (BIC); BIC model estimation is 

suggested for data with larger data points (Ding et al., 2006). 

4.3 Results 

4.3.1 Alignment of sessions and depth information 

For monkey Fl, CSD responses to a patch of drifting gratings were 

calculated on a session-by-session basis (example in Figure 4.2A). For each 

session, the earliest sink was identified visually and then the lower bound 

of that sink was taken as the reference point and the input layer 4C. After 

extraction (see methods), data could be combined across sessions (n=22) 

robustly with early sink location consistent across sessions (Figure 4.2B). 

For confirmation, the onset latencies of the visually evoked MUAe responses 

were calculated as well. The shortest latencies coincided with the input 

layer 4C (based on the CSD) confirming our CSD results (Figure 4.2C). 

Since monkey Th was not successfully trained on central fixation, the eye-

tracking information was used to detect when the animal was looking 

towards the screen during full-field white flashing resulting in noisier data. 

Trials were then extracted based on eye detection during the full-field white 

flash. As CSD signals were noisy, the onset latencies of the visually 
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modulated MUAe signals were used instead to detect the earliest response 

and therefore layer 4C (Figure 4.2D).  

Figure 4.2 Current Source Density (CSD) and latency of visually evoked MUAe 

responses in V1. A. Example CSD response profile to a 5° patch of drifting gratings 

(spatial frequency 2 cycles/°, speed: 2-4 cycles/s) from one session in monkey Fl. The 

lower border of the first sink (in red, thalamic input to L4C) is used as a reference to 

align laminar data across sessions. B. Similar to A but averaged across sessions. C. 

Response onset latency for the visually evoked MUAe across cortical depth across 

sessions (n=22) for monkey Fl. Latency onset was extracted when the signal crosses 

4*SD of the baseline. D. Similar to C but for monkey Th (n=10). 
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4.3.2 Optogenetic stimulation increased firing rates along the cortical 

column 

In the previous chapter, blue light was shown to significantly modulate 

most of the channels. Here, the effects of optogenetic stimulation are 

shown with a laminar resolution. In both monkeys, blue light stimulation 

resulted in a significant increase (monkey Fl: p<0.001 in 20/20 channels, 

monkey Th: p<0.001 in 12/13 channels with p<0.05 in the remaining 

channel, Wilcoxon signed-rank test) in the MUAe activity recorded by every 

channel across the cortical sheet (Figure 4.3). In both animals, optogenetic 

stimulation resulted in 3 peaks of activation at similar cortical depths in the 

two animals. The superficial peak aligns with the middle of layers 2/3 

Figure 4.3 Optogenetic stimulation increases firing rates across the cortical 

layersA. MUAe responses (z-scored) to continuous blue light (300ms) averaged across 

sessions (n=22) for monkey Fl. B. Sustained (100-300ms) laminar activation pattern 

for the responses in A. The location of the optical fibre in the probe (relative to the 

cortical layer 4B) across sessions is presented in blue with a dashed line presenting the 

mean location. Significance is indicated by * for p<0.01 and ** for p<0.001. C. Similar 

to A for monkey Th with responses to 1s of continuous blue light (n=10). D. Similar to 

B but for monkey Th’s sessions. Shaded bars are ± 1 SEM across sessions 
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(relative cortical depth ~400 to 1000 m). The middle peak aligns with 

layer 4B (relative cortical depth ~100 to 300 m). The deeper peak aligns 

with layers 5 and 6 (relative cortical depth ~-100 to -700 m). 

4.3.3 Optogenetically modulated activity aligns with opsin expression 

To examine further the observed laminar activation pattern in 

electrophysiology, we compared it to the histological expression pattern 

across the layers. In monkey Fl, cells in layer 4Cβ were labelled using an 

antibody for vGlut2 (cell bodies in red, Figure 4.4B). This allowed precise 

alignment of the histological analysis results to the recorded laminar 

activity. Histological analyses indicated an increase in the percentage of 

Figure 4.4 V1 neural activity closely matches immunohistochemistry 

expression. A. Sustained (100-300ms) laminar activation pattern (blue) for continuous 

(300ms) optogenetic stimulation and area percentage expressing eYFP (green) as a 

function of relative cortical depth (aligned to layer 4C). Alignment was calculated based 

on the earliest response to a visual stimulus. Shaded bars are ± 1 SEM across sessions. 

Inset: Scatter plot of values in A with the same colour codes with a line fitted to the 

data B. Laminar profile of V1 near the injection site. eYFP expression of the optogenetic 

construct can be seen in green, layer 4C (particularly 4C beta) was co-stained using an 

anti-vGlut2 antibody using standard immunohistochemistry (red). 
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eYFP positive cell expression in layers 4B, 5 and 6 with a less extensive 

expression in layers 2/3. To quantify the expression of the injected viral 

vector, the image was divided into 100umx100um regions of interest 

(ROIs, similar to the spacing of the electrode contacts) and the percentage 

of that area labelled with eYFP was calculated. Then ROIs values were 

averaged across multiple cortical columns (n= 10) covering a 1mmx1mm 

area of the injected V1. The eYFP expression was highly and significantly 

correlated to the laminar electrophysiological responses (Figure 4.4A inset, 

Spearman’s ⍴ = 0.5583, p = 0.017). The number of cells expressing eYFP 

was calculated similar to the eYFP area and was not strongly correlated to 

neural activity and not significantly (Spearman’s ⍴ = 0.05, p> 0.05). 

4.3.4 Increasing stimulation intensity increases firing rates and 

reduces activation latency 

Next, we examined the effects of varying the stimulation intensity on the 

laminar activation pattern and activation latencies across the cortical 

layers. All stimulation intensities (5mW, 20mW, 35mW and 50mW) caused 

a significant increase (p<0.005, Wilcoxon signed-rank test, except the most 

superficial channel for stimulation at 5mW, Figure 4.5A) in MUAe response 

to blue light. The laminar activation pattern was similar for the different 

intensities with two prominent peaks around cortical depths corresponding 

to layer 4B (200um) and layers 5 & 6 (-500um). The activation level 

uniformly decreased with the decrease of stimulation intensity; however, 

the activation pattern peaks at layers 4B, 5 & 6 decrease was much more 

pronounced for 5mW stimulation. In addition to the strength of the 

response, we examined the modulation of onset latencies across the layers 

(similar to chapter 3). Overall, activation latencies were low (<6ms for 

stimulation intensity >= 20mW and <12ms for the lowest stimulation 

intensity, Figure 4.5B) and within the characteristic range of ChR2 

activation (Lin, 2012). The lowest activation latencies were observed closer 

to the light source; however, lower activation latencies were also observed 

at deeper channels with high MUAe responses. There was a significant and 
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strong negative correlation between onset latencies and the strength of the 

evoked MUAe (Spearman’s ⍴ = -0.87, -0.73, -0.73 -0.72 and p<0.001, 

Figure 4.5C). 

4.3.5 Stimulation intensity increases LFP gamma and high gamma 

power 

In addition to an increase in MUAe and a reduction in onset latencies, 

increasing stimulation power resulted in an increase in frequency power 

spectra in the low (35-80Hz) and high gamma (80-150Hz) ranges. For each 

session (n=17, one outlier session was excluded), the power spectra for 

the stimulation period were calculated (see methods) and the power was 

Figure 4.5 Stimulation intensity affects the laminar activation strength and 

latency. A. Sustained (100-300ms) laminar activation pattern for the different 

stimulation intensities. * indicates significance (p<0.005) of activation compared to 

baseline. B. Activation latencies across the cortical layers for the different stimulation 

intensities. The shaded rectangle indicates the location of the optical fibre in the probe 

(relative to the cortical layer 4B) across sessions. Shaded bars are ± 1 SEM across 

sessions. C. Scatter plot of Sustained MUAe vs the onset latencies for the different 

stimulation intensities with a least-square linear fit. 
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averaged across the frequency bands of theta (3-8Hz), alpha (8-14Hz), 

beta (15-25Hz), gamma and high gamma and then the extracted powers 

for each band were averaged across sessions (Figure 4.6). Continuous 

stimulation, regardless of stimulation power, caused a significant decrease 

in power in the theta, alpha and beta bands along the cortical column 

Figure 4.6 Continuous stimulation increases power in the gamma and high 

gamma ranges. A. Laminar profiles of the LFP power (relative change to baseline) in the 

theta (3-8Hz), alpha (8-14Hz), beta (15-25Hz), gamma (35-80Hz) and high gamma (80-

150Hz) ranges. * indicates significant change from zero for the lowest stimulation power 

(5mW) and significance change due to stimulation power increase for the subsequent 

powers. B. High gamma power across channels for the different stimulation intensities. 

C. Sustained MUAe across channels for the different stimulation intensities similar to B. 

D. LFP frequency power spectra for the different stimulation intensities. Spectra were 

averaged across sessions and channels. There were broadband power differences but no 

significant peaks below 80Hz. Power levels represent relative change from the baseline 

where a positive value indicates an increase in power, Shaded bars represent S.E.M. 
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(p<0.0001, one-way ANOVA test compared to no change in power); 

however, there were no significant differences between the stimulation 

powers in those frequency bands. Continuous stimulation caused a 

significant increase (p<0.0001, one way ANOVA test compared to no 

change in power) in gamma power but increasing stimulation power levels 

did not result in any further significant overall increase compared to lower 

stimulation powers (Figure 4.6B). For high gamma, the stimulation caused 

a significant increase in power and increasing stimulation power increased 

the high gamma power significantly (p<0.005, one way ANOVA tests) till it 

reached a plateau for the two highest stimulation powers (Figure 4.6C). 

The increase in high gamma power was highly and significantly correlated 

with the sustained MUAe levels (spearman’s ρ = 0.65, p = 0.0027). All 

changes in power spectra for frequencies <80Hz were broadband with the 

only oscillation peaks emerging for higher frequencies (Figure 4.6D). 

4.3.6 Higher rate of optical stimulation changes the laminar activation 

pattern 

In addition to continuous stimulation, the effects of stimulation frequencies 

on MUAe recorded the different cortical layers were examined. Comparable 

to continuous stimulation, optogenetic stimulation at the different 

frequencies, 5Hz, 10Hz and 40Hz, increased the MUAe activity across the 

cortical column (Figure 4.7). However, pulsed stimulation resulted in 

significantly (p<0.05, Wilcoxon signed-rank test) higher activity compared 

to continuous stimulation for the same sustained duration (100-300ms post 

stimulation pulse train onset) in the supragranular layers of V1 for the 5Hz 

and 10Hz stimulation frequencies with a significantly increased activation 

in all channels for the 40Hz stimulation frequency (Figure 4.7). While the 

5Hz and 10Hz stimulation frequencies caused a small and uniform increase 

in the laminar activation profile compared to continuous stimulation, 40Hz 

stimulation resulted in a much bigger and much more significant increase 

in activation in the supragranular layers (p<0.001, Wilcoxon signed-rank 
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test) with the overall activation larger than continuous or pulsed stimulation 

at lower frequencies (p<0.0001, one-way ANOVA).  

 

4.3.7 Frequency entrainment 

For pulsed stimulation, we examined the entrainment effects of stimulation 

frequency on the LFP oscillatory activity along the cortical column. For each 

stimulation frequency, the frequency power spectra were calculated, and 

the power averaged across three frequency bands centred around the 

stimulation frequency: theta (3-8Hz) for 5Hz stimulation, alpha (8-14Hz) 

for 10Hz stimulation and gamma (35-55Hz) for 40Hz stimulation (Figure 

4.8A). The duration of analysis was adjusted to each frequency so that it 

includes two cycles (400ms for 5Hz, 200ms for 10Hz, 50ms for 40Hz) of 

the stimulation frequency instead of a fixed duration. This was done to 

avoid disproportional power increases due to including more cycles for the 

higher frequencies. Each stimulation frequency resulted in a significant 

(p<0.001, Wilcoxon signed-rank test) increase across all channels with a 

peak centred at the optical fibre locations for the 5Hz and 10Hz pulsed 

Figure 4.7 Stimulation frequency affects the 

laminar activation strength and pattern. 

Sustained (100-300ms) laminar activation pattern 

for the different stimulation frequencies. 

Significance of activation compared to continuous 

stimulation is indicated by x for p<0.05 and * for 

p<0.001. Shaded bars are ± 1 SEM across 

sessions. 
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stimulation (Figure 4.8A). For 40Hz stimulation, however, the peak was not 

centred at the stimulation sites and there was another smaller peak in the 

infragranular layers (-400:-200um Figure 4.8A). Additionally, an inspection 

of the LFP power spectra indicates peaks centred at each stimulation 

frequency and its harmonics (Figure 4.8C). 

It is not clear, however, if the LFP oscillatory activity reflects the MUAe 

following the different stimulation frequencies and/or a reflection on the 

strength of the overall induced neural activity reflected by MUAe. To get 

Figure 4.8. Frequency entrainment by pulsed stimulation. A. Laminar profiles of 

the LPF power (relative change to baseline) in response to each stimulation frequency 

infrequency bands centred around each stimulation frequency: theta (3-8Hz), alpha (8-

14Hz) and gamma (35-55Hz). B. Laminar profiles of the MUAe power in response to 

each stimulation frequency similar to A. C. LFP frequency power spectra for the different 

stimulation frequencies. Spectra were averaged across sessions and channels. Power 

levels represent relative change from the baseline where a positive value indicates an 

increase in power. D. MUAe frequency power spectra similar to C. Power levels represent 

absolute power expressed in artificial units (a.u.). Shaded bars indicate S.E.M. 
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further insight, a simple multiple linear regression (MLR) model was built 

using three variables to predict the increase in the LFP spectra. The first 

variable was the distance from the stimulation site since the increase 

appears to be centred there. The second variable was the frequency power 

spectra of the MUAe signal as a measure of how closely neural activity 

follows the stimulation power. The MUAe laminar power spectra show 

strong oscillatory activity for the 5Hz and 10Hz stimulation frequencies with 

peaks at depths similar to the laminar activation patterns described earlier 

with a weaker and more uniform oscillatory activity for 40Hz (Figure 4.8B). 

Those patterns can also be seen in the MUAe power spectra (Figure 4.8D). 

While each stimulation frequency induced an oscillatory peak centred at 

this frequency, 40Hz stimulation resulted in a much smaller and broader 

peak than 5Hz or 10Hz stimulation. The third variable in the model was the 

overall evoked MUAe levels during the duration used for the LFP analysis; 

this variable represents the laminar activation patterns seen in the previous 

section. The results of each model are shown in Table 4.1. The models 

indicate a negative relationship between MUAe and LFP power spectra, 

especially for 40Hz stimulation, but a positive one between the LFP power 

spectra and the overall modulated MUAe strength. That suggests that the 

induced LFP gamma oscillatory activity is not exclusively generated by 

driving neurons at 40Hz, but rather due to overall increased activity.  

Stim. 

Frequency 

β Error 

5Hz *Distance: -5.64 

MUAe power: -1.59 
*Mean MUAe: 2.67 

0.62 

0.54 
0.2668 

10Hz *Distance: -18.95 
*MUAe power: -6.89 
*Mean MUAe: 6.87 

2.00 
2.29 
0.64 

40Hz *Distance: -12.76 
*MUAe power: -83.55 
*Mean MUAe: 8.55 

4.26 
13.75 
0.43 

Table 4.1 Multiple regression models predicting the LFP change in power. For each 

stimulation frequency, one model is calculated with three variables: distance from the 

stimulation site, MUAe frequency power in the LFP band of interest and the overall MUAe 

level during stimulation. * indicates significance with p<0.0001. Only one variable was not 

significant with p>0.05.  
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4.3.8 Granger Causality reveals a frequency-specific directional flow 

To get further insight into the flow of signals along the cortical depth, we 

performed bivariate spectral Granger Causality analyses. The resulting 

granger causality indices (GCIs) were integrated across 3 frequency bands 

centred around the pulsed stimulation frequencies: theta (3-8Hz), alpha 

(8-14Hz) and gamma (35-55Hz) (Figure 4.9A). To reduce the effects of 

linear mixed noise, we only included GCIs that passed a reverse granger 

Figure 4.9. Frequency and time Granger causality metrics form continuous and 

pulsed stimulation for monkey Fl. A. Bivariate unconditional spectral GCIs for three 

frequency bands (Theta 3-8Hz, Alpha 8-14Hz and Gamma 35-55Hz) along the V1 

cortical column. Sources of the flow are on the bottom with destination on top. GCI 

values are indicated by the colour bar on the right with a darker colour indicating a 

stronger effect. Analyses was performed on the last 200ms of stimulation and averaged 

across sessions with the RGT done on a session-by-session basis. B. Conditional time 

granger causality for the different stimulation frequencies. Duration of analyses and RGT 

are performed similar to A. 
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test (RGT) (Vinck et al., 2015). To pass RGT, the causality between two 

channels should reverse when the analysed LFP time course is reversed. 

Spectral GC revealed a downwards flow, to deeper layers, of the lower 

frequencies (3-14Hz) for both continuous and 40Hz stimulation (Figure 

4.9A top two rows). Additionally, 40Hz stimulation showed a much stronger 

upwards flow, to granular/superficial layers, and downwards flow from the 

superficial layers to the rest of the column, in the gamma range (Figure 

4.9A bottom row). 5Hz stimulation resulted in minor downwards flow from 

the supragranular and infragranular layers in the lower frequencies (theta 

and alpha, Figure 4.9A top two rows). Furthermore, 10Hz stimulation 

indicated a deeper origin of the lower frequencies that propagate upwards 

through the cortical column (Figure 4.9A, top two rows). In the time 

domain, GCIs indicate an outwards directionality emanating from the 

location of the stimulation fibre that is weakest for continuous stimulation 

and highest for 40Hz stimulation (Figure 4.9B). 40Hz, however, resulted in 

a slightly stronger upwards flow in addition to the fibre-centred flow.  

4.4 Discussion  

4.4.1 Optogenetic stimulation effects on the V1 microcircuit 

In the previous chapter, optogenetic stimulation, using ChR2 as an opsin 

and hSyn as a promotor, was shown to modulate most of the recorded 

channels; however, it was not clear how those modulated channels are 

distributed across the different cortical layers. Identifying the geniculate 

input to V1, layer 4C, was a crucial step to identify the location of a 

recording channel relative to the cortical sheet. CSD analysis of visually 

evoked responses is often used to identify layer 4C (Bijanzadeh et al., 

2018; Gieselmann & Thiele, 2020; van Kerkoerle et al., 2014) which was 

achieved by identifying the initial sink during the recording sessions. In 

addition, the onset of the earliest visually evoked MUAe response was used 

to identify layer 4C and produced similar results to the use of CSD in 

monkey Fl confirming the CSD initial sinks. For monkey Th, acquiring a 
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good visually evoked CSD proved challenging. As mentioned earlier, 

fixation training for monkey Th was not successful which limited the extent 

and number of experiments. Tasks requiring central fixation were not 

feasible with the animal; instead, we used a larger number of trials and a 

gaze-based selection of trials where the animal was looking at the screen. 

The resulting responses were aligned to the gaze of the animal rather than 

stimulus onset which explains the delayed response onsets based on post-

saccadic responses in V1 (McFarland et al., 2015). 

An attractive feature of optogenetics is the ability to selectively manipulate 

different compartments of the cortical microcircuit; a feature that is not 

possible with the traditional electrical microstimulation (Gilja et al., 2011; 

Histed et al., 2009) that can affect bypassing axonal projections and 

modulate the different cell types indiscriminately. Several optogenetic 

tools, such as opsins, promoters, viral vectors, and light delivery systems, 

have been developed enabling sophisticated and specific targeting. Animal 

models that enable transgenic lines have had great success in specific 

optogenetic targeting. However, in nonhuman primates, specific targeting 

remains a challenge. In our experiments, the promoter used, hSyn, targets 

both parvalbumin-positive and negative neurons (Diester et al., 2011; 

Watakabe et al., 2017) and should not be specific to either excitatory or 

inhibitory neurons. Despite that, most studies using optogenetics in vivo 

have found mostly excitatory responses, with an excitatory opsin, when 

hSyn was used as a promoter with a smaller inhibitory effect attributable 

to an indirect inhibition mediated by stimulation of inhibitory interneurons 

(Jazayeri et al., 2012; Ju et al., 2018). We have found similar results with 

an increase in neural activity in the majority of the recorded channels in 

response to blue light (see chapter 3). Similar patterns of mostly excitatory 

drive and indirect inhibition have also been observed when using CaMKII 

(Nassi et al., 2015); a promoter with higher specificity for excitatory 

pyramidal neurons.  
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The comparison of opsin expression patterns between studies is not a 

straightforward process. The limited number of optogenetic studies 

examining the laminar expression patterns, have revealed that expression 

depends not only on the promoter, but also on the viral serotype. For 

example, Gerits et al. (2015) found that even for the same promoter, 

CaMKII, different AAV serotypes resulted in different expression patterns. 

In that study, the authors have examined the expression of the hSyn 

promoter, but using an AAV7 virus which yielded more homogenous than 

that found in our study, using AAV9; however, since they found serotype 

dependence in expression, it is not surprising that their version of AAV-

hSyn would result in a different expression pattern. A more similar 

expression pattern was found in the marmoset V1 resulting from using 

AAV9 and hSyn (Watakabe et al., 2015); however, the expression pattern 

found by Watakabe et al. was more extensive in the superficial layers 

compared to us. It is worth noting that the cortical nomenclature is slightly 

different between our study and Watakabe’s study; however, considering 

the relative cortical depths, our expression patterns are similar. In our 

findings, we observed very strong expression in layer 4B followed by layer 

5 and sparse expression throughout the cortical depth with an absence of 

expression in layer 4C. Jazayeri et al. (2012) used a similar viral vector 

(rAAV1-SYN1-ChR2(H134R)-mCherry) to the one used in this study and 

found a similarly concentrated expression in layer 4B, but with less 

pronounced expression in layers 5 and 6. Comparable histological findings 

to ours were found when an identical viral vector was injected into the 

marmoset somatosensory cortex (Macdougall et al., 2016). Taken 

together, existing literature and our findings indicate that even with a less 

specific promoter targeting, opsin expression and overall activation has a 

high degree of layer specificity. 

Those studies examining the viral expression patterns in NHPs have been 

either mainly focused on the histology and testing the specificity of different 

viral vectors or have not reported the laminar electrophysiological 
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activation profile in response to optogenetic manipulation. In this study, we 

were able to clearly visualise layer 4Cβ using vGlut2 antibodies since vGlut2 

is found in the projections from the thalamus to the cortical layer 4C in 

general, with a much higher density in layer 4Cβ (Garcia-Marin et al., 

2019). This acted as a clear reference point in order to compare our 

histological findings to the laminar activation pattern. We found that the 

optogenetically modulated effects are spread along the cortical depth with 

two peaks that correspond proportionally to the expression of our viral 

vector in layer 4Cβ followed by layers 5 and 6. The strong correlation 

between viral expression and sustained activity suggests that the 

expression plays a more important role in the activation on the laminar 

scale than the distance from the light source which is useful for a potential 

optogenetic prosthesis. Another interesting finding in our study is the 

widespread activation as such activation was not observed in another study 

that utilised a similar approach; Andrie et al used a laminar probe attached 

to a tapered optical fibre to deliver light intracortically (Andrei et al., 2019). 

The authors have found the optogenetically modulated neural activity was 

confined to ±200um from the tip of the fibre and fell quickly outside that 

range. The spread of modulation was estimated based on the number of 

channels where increased activity could be observed. The authors, 

however, used a different promoter, CaMKII, and viral carrier, lentivirus, 

that could have resulted in a non-specific and perhaps less extensive 

expression and therefore no extensive or specific laminar activation pattern 

as a result. No histological data was presented in the study by Andrei et al. 

(2019), but the viral vector used was based on the study by Han et al. 

(2009) who found homogenous expression around the injection site in the 

deeper layers. However, both studies used different injection strategies 

with injections at single compared to multiple depths. Similar expression 

patterns were found in another study because of injections at single depths 

(Lerchner et al., 2014). We also found that the area of the cortex with eYFP 

fluorescence is better correlated with the laminar activation pattern than 

just the number of cells marked with eYFP. Those results would suggest 
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that a higher amount of viral expression per cell, resulting in higher opsin 

density, would result in stronger depolarisation currents and, as a result, 

optogenetic modulation. Schoenenberger et al. has found a positive 

correlation between opsin expression and the resulting current in vitro 

(Schoenenberger et al., 2008); the authors found that the increase in opsin 

density allows for a stronger response, to a limit, to increasing the 

stimulation power.  

It is not clear, however, if the specific expression pattern observed in 

monkey Fl is the key to a strong optogenetic modulation along the cortical 

column or to further activation along the visual pathway. Indeed, with the 

viral vector used, we have observed activation in areas V2 and MT using 

fMRI and surface stimulation (Ortiz-Rios et al., 2021). This finding matches 

well with the known projections from layer 4B, where we observed the 

highest opsin expression, to V2 and MT (Nassi & Callaway, 2007). 

Therefore, with the goal of driving the overall across V1 layers and along 

the dorsal visual pathway to V2 and MT, then a similar expression pattern 

would be effective. That being said, it is uncertain which viral vectors can 

result in that expression pattern. Two previous studies have found similar 

opsin expression patterns, especially in layer 4B, when using an AAV virus 

with the hSyn promoter (Gerits, et al., 2015; Jazayeri et al., 2012); 

however, those studies have used different serotypes: AAV1 and AAV7. On 

the other hand, there is evidence that viral expression is dependent on the 

viral serotype used (Watakabe et al., 2015). Therefore, it is challenging to 

draw generalisable conclusions at this stage and more studies are required 

to increase our knowledge of the viral expression patterns in NHPs.  

One possibility of the spread of optogenetic activation is a strong light 

intensity that utilises the higher opsin expression density. To examine this 

further, we examined the laminar activation profiles resulting from using 

lower light intensities and found that even using only 10% of the light 

intensity (5mW vs 50mW), there was a significant increase in MUAe along 

the cortical column. The laminar activation profile peaks around layers 4B 
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and 5/6 were considerably reduced for the lowest light intensity indicating 

a considerable decrease in opsin activity. The difference in activity in those 

layers could be explained by the higher opsin density in layers 4B, 5 and 

6; higher opsin density would result in higher depolarisation currents in 

response to high-intensity optical stimulation (Schoenenberger et al., 

2008). 

A similar effect could be observed in the laminar onset latencies where an 

inverse correlation with the laminar activation pattern is observed. For the 

higher light intensities, the modulation onsets were very short <6ms 

confirming ChR2 activity and they were considerably increased for the 

lowest light intensity. Despite that increase in latency, it was still within the 

range of ChR2 activation (2-10ms: Lin, 2012) but indirect network effects 

cannot be excluded. For the initial response, the patterns of activation and 

onset latencies point to the effect of the expression pattern described 

earlier with peaks/troughs aligning with the expression peaks. Our fMRI 

findings show increased activation in extrastriate as well as subcortical 

regions in response to V1 optogenetic stimulation. While there are 

reciprocal projections between V1 and those regions (Klink et al., 2017; 

Lund, 1988; Marion et al., 2013), it is not likely that V1 activation is solely 

due to optogenetically stimulating V1 projections to other areas due to the 

low optogenetic activation latency. It is, however, possible that the 

interconnectivity could have contributed to the later stages of the activation 

and further experiments are needed to examine this further. 

It is worth noting that the patterns of activation were similar between the 

two stimulation methods: surface stimulation (monkey Th) and intracortical 

stimulation (monkey Fl). In both animals, widespread activation was 

observed across the layers with similar locations of activation peaks; 

however, it remains unclear whether there is a difference between the 

methods regarding signal transmission to extrastriate or subcortical areas. 

As described earlier in the parallel study by Ortiz-Rios et al. (2021), surface 

stimulation was found, using fMRI, to activate extrastriate regions as well 
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as some subcortical regions. Intracortical stimulation was not used, 

however, in the fMRI study so it remains unclear if there is a difference and 

if intracortical stimulation is more effective in driving the connected 

subcortical areas such as LGN and the pulvinar (Fitzpatrick et al., 1994; 

Marion et al., 2013). 

4.4.2 Optogenetic stimulation effects on V1 oscillatory activity 

In our study, continuous optogenetic stimulation did not induce oscillatory 

activity in the LFP and we did not find any consistent peaks in the frequency 

power spectra <80Hz. This is different from Lu et al. who found that 

optogenetic stimulation in the macaque motor cortex consistently induced 

gamma oscillations that spread outwards from the stimulated site to nearby 

contacts (Lu et al., 2015). The authors used a different promoter, CamKII, 

and opsin, C1V1, but mainly targeted pyramidal neurons; however, while 

both targeted neurons and opsins are similar to our study, the stimulation 

used in that study was ramped up slowly compared to ours. Heitmann et 

al. suggested that such findings can be explained by the mixed targeting of 

excitatory and inhibitory neurons creating a bistable system where a 

ramping, up or down, the external drive would produce such oscillatory 

activity while a constant drive would not (Heitmann et al., 2017). In 

addition to the ramping stimulus, our excitatory effects could be much 

stronger than the indirect inhibitory effects and therefore not create a 

bistable system in the first place. 

We found, however, that optogenetic stimulation resulted in significant 

changes in the overall power in all the traditionally examined frequency 

bands. Optogenetic stimulation resulted in a decrease in power with a 

similar laminar pattern across the lower frequency bands of theta, alpha 

and beta without significant differences between stimulation powers. 

Previous studies found that visual stimulation was associated with a 

decrease in alpha power along the cortical column in the macaque V1 with 

a pattern like what is found here with optogenetic stimulation (Scheeringa 

& Fries, 2019; van Kerkoerle et al., 2014); the decrease was the most 
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predominant in the supragranular and granular layers with a small increase 

in the infragranular layers. While our results do not show an increase 

compared to baseline, the alpha power is highest in the infragranular layers 

similar to what van Kerkoerle et al found. Slower oscillations (0-15Hz) in 

the sensory cortical areas have been found to be associated with the 

absence of stimuli and to be suppressed by visual stimuli (Buzsáki & 

Watson, 2012; Yu & Ferster, 2010). Current evidence suggests that those 

slower oscillations are generated in the infragranular layers and that they 

modulate firing rates across the cortical column, especially in the 

supragranular layers explaining the laminar pattern (Dougherty et al., 

2017; Scheeringa & Fries, 2019; Spaak et al., 2012). Our spectral Granger 

causality analysis suggests a similar finding with alpha oscillations going in 

an upwards direction when stimulation was pulsed at 10Hz. 

Additionally, our stimulation also resulted in an increased gamma across 

the cortical layers with a pattern that is very similar to the increase in 

gamma observed with visual stimulation in V1 (Self et al., 2013; van 

Kerkoerle et al., 2014). Gamma oscillations are often found in V1 to 

increase with visual stimulation with either a narrowband (Frien et al., 

2000; Ray & Maunsell, 2011) or broadband (Friedman-Hill et al., 2000; 

Gieselmann & Thiele, 2020; Henrie & Shapley, 2005) patterns. The 

broadband increase observed with visual stimulation is a result of static 

stimuli which is similar to what we observe with continuous stimulation. 

Interestingly, the increase in the visual stimulation strength, such as an 

increase in contrast, was found to increase the induced gamma; a finding 

that we observed with our stimulation power increase as well. These 

findings suggest that our optogenetic stimulation of V1 drives the local 

circuitry in a manner that is very similar to static visual stimulation despite 

being an artificial drive. The increased gamma could be explained by an 

increase in coherence in the gamma frequency band; Henrie and Shapely 

suggest that if a stimulus is already driving a strong neural activity in V1, 

a stronger stimulus would instead increase the coherence between neurons 
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and neuronal oscillatory activity in the gamma band (2005). To our 

knowledge, there are no studies that examined neural oscillatory activity 

resulting from other artificial excitatory drives such as electrical 

microstimulation whether this activity reflects narrow or broad band 

increases.   

Unlike the other slower frequency bands, increasing stimulation power 

significantly increased the oscillatory activity in the higher gamma band 

(>80Hz). High gamma has been found to be highly correlated with spiking 

activity (Jia et al., 2011; Ray et al., 2008; Ray & Maunsell, 2011) and that 

high gamma power can be used to predict the ongoing spiking activity 

(Rasch et al., 2008). Our results provide further evidence to those findings; 

there was a very high degree of correlation between high gamma power 

and the induced MUAe at each stimulation power. Furthermore, the 

increase in the induced MUAe with stimulation power was accompanied by 

a similar increase in high gamma power. This is not a surprising finding 

based on the literature, but it may be one of the first to show a causal 

relationship between high gamma and spiking activity. Additionally, the 

results might provide further evidence that high gamma might be a 

reflection of nearby spiking activity in addition to the directly recorded 

spiking; high gamma power increase was very minute for the lowest 

stimulation power where the light is less likely to spread far and modulate 

neurons further away. It also plateaued at the highest stimulation powers 

while the recorded spiking activity continued to increase.  

4.4.3 Oscillatory entrainment by pulsed stimulation 

In the previous chapter, we have shown that optogenetically modulated 

MUAe followed pulsed stimulation up to 40Hz with overall increased firing 

rates for 40Hz stimulation. The laminar activation pattern for the different 

stimulation frequencies showed very similar results for the 5Hz and 10Hz 

stimulation frequencies when compared to continuous stimulation; 

however, 40Hz stimulation was accompanied by much higher activity in the 

superficial layers of the cortex resulting in a very different LFP laminar 
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pattern. Electrical microstimulation delivered at ~40Hz has been shown to 

be much more effective in driving activity in connected cortical areas 

(Kampe et al., 2000; Murris et al., 2020). In fact, we found similar effects 

in the BOLD fMRI signal from remote activation of medial temporal (MT) 

and medial superior temporal (MST) areas resulting from 40Hz stimulation 

of V1 in a connected study (Ortiz-Rios et al., 2021). A potential explanation 

for the effectiveness of such frequency is the increased activity in the 

superficial layers that project to higher cortical areas (Salin & Bullier, 1995) 

possibly recruiting monosynaptic connections to the remote activated areas 

(Perkel et al., 1986). 

Additionally, we found that while each stimulation frequency induces an 

oscillation at the used frequency, entrainment to 40Hz is a lot more potent 

especially in the superficial and deeper layers of V1. For the 5Hz and 10Hz, 

the strongest oscillations are induced near the optical fibre and fall off 

further away. A potential explanation is a stronger transient response in 

sites close to the embedded optical fibre contributing to the oscillatory 

power; this is supported by a stronger effect of distance to fibre in our MLR 

model. The MLR models suggest that the increased overall activity in 

response to 40Hz stimulation has the biggest effect on inducing the 

entrainment in the gamma band. It is less likely that LFP 40Hz entrainment 

is solely driven by the spiking activity drive at 40Hz; 40Hz approaches the 

frequency limits of the ChR2 opsin (Ramcharan et al., 2005; Yu et al., 2020) 

and the induced MUAe, while high, does not follow 40Hz closely as seen 

from the MUAe frequency power spectra.  

A contributing factor to that gamma entrainment could be the nature of the 

V1 circuitry in those superficial layers. The MLR model suggests that the 

generally higher MUAe resulting from 40Hz is more correlated with the 

higher gamma oscillatory activity. Anatomical studies have long established 

that there are strong recurring connections between layers 2/3 and layer 

4B with projections to the rest of V1 and extrastriate cortex (Blasdel et al., 

1985; Lund, 1973, 1988). Indeed, those layers are usually grouped 
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together compromising a V1 feedforward compartment to higher cortical 

areas (Callaway, 1998). It is possible that 40Hz stimulation created a 

strong drive to this local network increasing the overall activity and inducing 

gamma oscillations. Those superficial layers have a higher percentage of 

GABAergic inhibitory interneurons (De et al., 2020; Fitzpatrick et al., 1987). 

GABAergic interneurons are thought to play an important role in the 

synchronisation of neurons and the generation of gamma oscillations 

(Kujala et al., 2015; Lozano-Soldevilla et al., 2014; Muthukumaraswamy 

et al., 2009; van Lier et al., 2018; Volman et al., 2011). The combination 

of GABAergic neurons and the interconnectivity of the superficial layers can 

shed some light on the bigger effect on gamma entrainment. Increasing 

evidence highlights gamma oscillation as a feedforward signature between 

brain regions (Bastos et al., 2014; Buffalo et al., 2011; Michalareas et al., 

2016; Spaak et al., 2012; van Kerkoerle et al., 2014). In response to 40Hz 

stimulation, both time and spectral granger show the directionality towards 

layers 2-4B, the output compartment of V1, indicating a built-in quality of 

the network that responds more to gamma oscillations in a feed-forward 

manner. On a smaller local scale, Sohal et al. have shown that artificially 

driving neurons in the gamma frequency range improved information 

transmission between neurons in vitro (Sohal et al., 2009). We can see a 

similar pattern in the difference between continuous and 40Hz stimulation 

in the time granger causality with 40Hz resulting in overall increased 

connectivity in the V1 lamina. To our knowledge, no studies have examined 

the effects of gamma stimulation on the laminar scale and our study 

provides evidence of its effectiveness and unique effects.  

It is not clear if 40Hz stimulation has unique effects on inducing gamma 

oscillatory activity or if it is a response to the increased overall activation. 

Our data suggest that the increased excitatory drive results in network 

resonance in the gamma range. A recent study found similar results of 

optogenetic stimulation of the cat V1 (Lewis et al., 2021); white-noise 

stimulation was used in addition to regular pulsed stimulation, and both 
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resulted in an increased gamma activity. This opens the way for future 

experiments examining if higher excitatory drives increase gamma 

oscillatory activity or if it is confined to stimulation delivered at gamma 

frequencies. 
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Chapter 5:  Phosphene generation by optogenetic 

stimulation 

5.1 Introduction 

The ability to generate visual percepts or phosphenes by electrical 

microstimulation of V1 in humans has been established and refined since 

its inception over 50 years ago (Bradley et al., 2004; Brindley & Lewin, 

1968; Schmidt et al., 1996). Tehovnik and Solcum first found that 

microstimulation of the macaque V1 affected visual perception (Tehovnik & 

Slocum, 2005) and later studies established that macaques could detect 

when microstimulation is delivered to V1 (Bartlett et al., 2005; Murphey & 

Maunsell, 2007). Shortly after, Tehovnik and Solcum established that the 

macaques indeed reported a visual percept in an area confined to the 

locations of the visual field corresponding to the stimulated neurons 

(Tehovnik & Slocum, 2007). Following this, Schiller et. al. (2011) used a 

new paradigm to specify the size and colour of the generated phosphenes; 

a two-alternative forced-choice (2AFC) task was used to compare the 

generated phosphene to visual stimuli and based on the animal’s choices, 

the properties of the phosphenes could be inferred. In the study, the 

animals were initially trained to compare two visual targets and make a 

saccade to the target with either higher contrast or larger size; when the 

choice probability was at the level of chance, that indicated that both 

targets were perceptually similar to the animal. Schiller and colleagues then 

replaced one of the visual targets with microstimulation and identified the 

size or contrast of the phosphene as the size or contrast of the target with 

equal choice probability. While microstimulation of the macaque V1 has 

been since firmly established as a method to induce visual phosphenes 

(Foroushani et al., 2018) and generate distinct shapes (Chen et al., 2020), 

optogenetics has not. 

Compared to the rich knowledge acquired about phosphene generation 

from electrical microstimulation, still very little is known about the 
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perceptual consequences of optogenetic stimulation. Optogenetic 

manipulation of the macaque V1 has been successful in modulating 

responses to visual stimulation by masking (Chen et al., 2022), indirect 

suppression (De et al., 2020) and augmentation of the visually evoked 

neural response as well as behavioural performance (Andrei et al., 2019). 

Jazayeri and colleagues were the first to elicit behavioural responses by 

optogenetic stimulation of V1 in the absence of visual stimuli (Jazayeri et 

al., 2012). They found that optogenetic stimulation elicited saccadic eye 

movements to the receptive field of the stimulated neurons, but did not 

confirm phosphene generation. Ju et al. (2018) later confirmed phosphene 

generation by using a Go/No Go task, but did not examine the nature of 

the phosphene. In this chapter we describe the results of a saccade to 

target task and a 2AFC task adapted from Schiller et al. (2011); our 2AFC 

task did not compare the generated phosphene to visual stimuli directly but 

instead compared the detection of different visual stimuli to the detection 

of the generated phosphene.  

5.2 Methods 

5.2.1 Saccade to target task 

To examine if the animals can detect optogenetic stimulation, monkey Dp 

was trained on a saccade to target task. In the task, the animal maintained 

central fixation (within a <1 window) and after a random interval (500-

1000ms), a white Gabor patch (1 in diameter, with luminance increase of 

1-14% above the background) appeared at random locations equally 

distributed throughout the monitor (Figure 5.1) with different levels of 

luminance increase over the background. The animal received a reward 

upon making a saccade to the disk’s location. In a subset of the trials 

(25%), instead of visual stimulation, continuous optogenetic stimulation 

was delivered epidurally via an optical fibre placed on the surface of the 

tissue. The optical fibre was connected to a blue LED (450nm, 50mW). The 

fibre was placed through a chamber cap and then the cap is closed to 
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ensure no light leakage. The animal received a reward upon making a 

saccade to the lower left quadrant visual field following optogenetic 

stimulation. Another subset of the trials (25%) consisted of catch trials; 

there was no visual or optogenetic stimulation and a reward was received 

if the animal maintained its fixation.  

5.2.2 Receptive field mapping  

To identify the receptive field (RF) of the recorded neurons, automatic RF 

mapping was performed. Animals were required to fixate and maintain 

fixation centrally at a red dot (0.2 in diameter); during fixation, black 

squares were presented at pseudorandom locations in the lower left 

quadrant of the visual field on a 5x5 grid for 100ms at each location with 

at least a gap of 100ms since stimuli were not allowed to appear on the 

same site twice in a row. The resolution of the mapping was progressively 

increased by decreasing the size of the presented squares (down to 0.5/1 

in width). The mean MUAe response for each grid location was calculated 

for 30-100ms after stimulus onset and then used to estimate the centre of 

the minimum response RF (mRF) (Angelucci & Sainsburry, 2006; Barlow et 

al., 1967). Mapping stopped after obtaining a minimum of 10 trials per site.  

5.2.3 Two-alternative forced-choice (2AFC) task 

After RF centre identification, monkey Fl was required to perform a two-

alternative forced-choice (2AFC) task with three alternatives with the same 

probability. The animal was required to maintain fixation centrally (within 

a window <1) for a random duration between 500ms and 1250ms. After 

fixation, two targets (disks, 0.3 in diameter) appeared in the upper visual 

field ~4 away from the fixation point accompanied by one of the following: 

1) a 1 white disk with varying luminance levels (2.5%, 5%, 10%, 15% 

and 20% increase above the background) is presented in the calculated RF, 

2) optogenetic stimulation (continuous at 50mW) or 3) no visual or 

optogenetic stimulation representing a catch trial (Figure 5.3); all trial 

types were interleaved in the same session. A correct response was 
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detected when the animal made a saccade to the left target in response to 

visual or optogenetic stimulation regardless of the location of the stimulus 

and to the right target in the absence of any. If the animal did not respond 

quickly (within 600-800ms), the trial is aborted and once the animal 

responds to either target, the stimulation is extinguished. Initially, the 

animal was trained on a version of the task with only visual stimuli and 

catch trials and once that task was done successfully with an above-chance 

accuracy, we added the optogenetic component. The animal was rewarded 

when making a saccade to the left upon detection of a target, visual or 

optogenetic, or to the right in catch trials. The trials were divided equally 

between the three trial types. Additionally, the coupling between the optical 

fibre and the probe was covered to ensure that the animal cannot see the 

light and avoid any biases. 

5.2.4 Eye movement analyses 

The response of the animals was reported with eye movement and 

performing saccades to specific targets. The eye position was recorded after 

calibration to visual degrees by MWorks as described in chapter 2. Saccades 

were detected by first calculating the horizontal and vertical velocities of 

the eye movement (Engbert & Kliegl, 2003) with a 5ms moving window; 

velocity amplitude was then calculated from the horizontal and vertical 

components. Saccades were detected when the velocity amplitude crossed 

a threshold defined as 6 times the median estimator of the velocity 

amplitude for the horizontal and vertical components. Engbert and Kliegl 

suggest using the median estimator instead of the standard deviation as it 

provides more robustness to noise (Engbert & Kliegl, 2003). The peaks of 

the resultant eye velocity during a trial were used to calculate the number 

of saccades.  

5.2.5 Pupil size changes 

In addition to the eye position, the eye-tracking system allowed the 

recording of pupil diameter expressed in artificial units. We examined the 
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pupil size changes as an additional implicit measure that could shine some 

light on the nature of the elicited phosphene; a recent study found that 

pupillary constriction can reflect the saliency of a stimulus (Pandey & Ray, 

2021; Yamagishi & Furukawa, 2020). Pupil size changes 

(dilatation/constriction) were estimated by calculating the relative change 

from the baseline by subtracting and then dividing by the average baseline 

(before target/stimulus onset) diameter (Peinkhofer et al., 2019). 

5.3 Results 

5.3.1 Saccade to target task 

Across sessions (n=5), monkey Dp detected visual stimuli with a high 

success rate for all locations and luminance levels (~99%) and the 

performance of the visual trials was pooled together for all locations (Figure 

5.1A & B). The saccade window for the trials with optogenetic stimulation 

was located in the lower-left quadrant and the animal received a reward 

when a saccade was made within this window. Monkey Dp had a high 

success rate in opto trials as well (~95%). However, for catch trials, the 

animal performed at the level of chance (Figure 5.1B). During failed catch 

trials, the animal made saccades to the lower-left quadrant similar to opto 

trials (Figure 5.1A, catch trials’ eye traces in blue). The animal’s responses 

during opto trials were slower (mean ~= 560ms) compared to visual trials 

(mean ~= 180ms). The successful catch trials’ eye traces and response 

time reflected the additional fixation time required by the task (Figure 5.1A 

& C). When we examined the performance for opto trials with lower RTs 
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that can be compared to visual RTs (<350ms), we found that the animal’s 

performance fell to 21.414.7%.  

5.3.2 Receptive fields (RF) 

For monkey Fl, RFs were mapped using the MUAe responses (Figure 5.2A). 

For each session, RFs were compared along the laminar probe channels. 

Even though the RF properties change across the lamina (Gilbert, 1977), 

the location of the RF should be similar along the same cortical column 

Figure 5.1 Saccade to target task schematic and performance. A. Task schematic 

and example session performance and eye traces for successful trials. The animal was 

required to maintain central fixation for 500-1000ms. Visual trials included a white Gabor 

patch (1deg) appearing at randomly selected locations across the screen (grey circles, 

top middle panel) and the animal was required to make a saccade to this location (top 

left panel). Opto trials, continuous blue light was delivered epidurally and the animal 

received a reward for making a saccade to the lower right quadrant (middle panels).In 

catch trials, the animal was required to maintain additional fixation time to receive a 

reward (bottom panels). Colour bar indicates reaction time for the eye traces and for 

catch trials, failed trials are also plotted in blue. B. Performance across sessions (n=5) 

for the three conditions. Error bars indicate S.E.M. C. Swarm plot of the reaction times 

across the three conditions. 
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(Bijanzadeh et al., 2018; Callaway, 1998; Hubel & Wiesel, 1962). In our 

experiments, the RF mapping results were consistent indicating that the 

probe is perpendicular to the V1 surface and that we are recording from 

the same cortical column (Figure 5.2B). Across sessions (n=13), automatic 

RF mapping was done with a 0.5-1 resolution (Figure 5.2C) and the 

location of the RF was confirmed online by placing a visual stimulus (1 

drifting gratings disk) in the RF centre and listening to the spiking activity. 

The RFs of the cortical sites used in the 2AFC experiments are between 2-

5 from the fovea (Figure 5.2C). 

5.3.3 2AFC performance 

Monkey Fl was successfully trained on the visual version of the 2AFC task 

before adding optogenetic stimulation to the experiment (Figure 5.3A). The 

detection performance of the visual stimuli increased with the increase in 

Figure 5.2 Automatic RF mapping in monkey Fl. A. Example MUA responses (black) 

to each grid location from -50ms to 100ms post stimulus onset. Blue line represents the 

contour of the mean MUAe responses with the boundary down to 30% of the peak 

response in the centre. B. RF contours similar to A for channels along the laminar probe. 

Data are from the same session as in A. C. RF contours across sessions (n=13). For 

each session, the RF maps were averaged across channels. 
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luminance with the lowest luminance level detection at the level of chance 

(Figure 5.3B). When optogenetic stimulation was added to the task, the 

animal successfully reported the detection of stimulation by making a 

saccade to the left target with a success rate >80% (Figure 5.3B). In 

addition to successful detection of both visual and optogenetic stimuli, the 

success rate with catch trials was high, >85%, indicating a correct rejection 

and reporting of stimuli absence. Across sessions (n=13), the animal 

detected optogenetic stimulation with a high success rate, >75%, and 

performance corresponding to a visual stimulus with a 5-10% luminance 

Figure 5.3 Two-alternative forced choice (2AFC) task reveals visual percept 

generation by optogenetic stimulation of V1. A. Schematic representation of the 

different conditions in the task. Dashed green squares indicated the correct target choice 

for each condition. Left panel includes example eye trajectories for successful trials in 

each condition with the time course indicated by the colour bar on the right. B. The 

performance of the animal for the example session in A with visual trials performance 

(solid black), opto (blue) and catch (dashed black) trials. C. The performance of the 

animal across sessions (n=13) similar to B. 
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increase. The performance of the catch trials decreased slightly in later 

sessions but was still above chance. 

5.3.4 Saccadic patterns and reaction times 

In addition to the detection success rate, I examined the saccadic patterns 

and reaction times (RTs) to get more insight into the generated percept 

and how fast the animal responds during the different conditions. RTs were 

calculated based on saccade detection, as described earlier in the methods. 

For visual trials, RTs decreased with the increased luminance (Example 

session, Figure 5.4A) which is to be expected with increased stimulus 

saliency (Chen et al., 2013). For opto trials, RTs were between those 

corresponding to a 5% and 10% increase in luminance but closer to 5% 

(Figure 5.4A). RTs were consistent across sessions with opto RTs being 

between the RTs for a 5% and 10% luminance increase. RTs were based 

on the detection of the first saccade because the designed 2AFC paradigm 

Figure 5.4 Saccadic reaction times (RT) and patterns for the opto condition are 

comparable to visual conditions.  A. (left) Example session RTs for the visual conditions 

at the different luminance increase levels (black) and the opto condition (blue). RTs are 

calculated from the onset of stimulation. (right) RTs across sessions with shaded lines 

representing  S.E.M. B. Summary of direct to indirect saccade ratios across sessions. 

Opto trials responses are similar to responses to visual stimuli with low luminance. Error 

bars represent S.E.M. C. Eye traces of direct and indirect saccade patterns in response to 

the different visual stimuli as well as optogenetic stimulation. Visual stimuli with higher 

luminance results in higher ration of indirect saccadic responses. Colour indicates the 

latency of the plotted eye traces with colour bar on the right. 
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did not restrict the saccade trajectory of the animal and we observed that 

the animal either makes a saccade first to the stimulus in the RF before the 

target or directly to the target (example session in Figure 5.4C). In the 

visual conditions, the trajectories of saccades changes based on the 

luminance of the stimulus. Lower contrast stimuli were often accompanied 

by direct saccades to the target (Figure 5.4B) while higher contrast stimuli 

were more likely accompanied by a saccade to the stimulus first before the 

target. Some of the opto trials were also accompanied by a saccade to the 

RF first before the target (example in Figure 5.4C) not different to the 

pattern observed with lower contrast stimuli (Figure 5.4B). 

5.3.5 Presaccadic pupil size changes 

For the 2AFC task, we also examined the pupil diameter changes before the 

execution of saccades to either target in correct trials, left target for visual 

and opto trials and right target for the catch trials (Figure 5.5A). For each 

trial condition, we extracted pupil diameter changes for the 100ms before 

the execution of the first saccade (direct or indirect) incorrect trials. In all 

Figure 5.5 Pupil size changes in response to visual and optogenetic stimulation. 

A. Pupil size changes before (-100ms to 0ms) the first saccadic response for correct 

trials across conditions. Increasing visual luminance increased pupil constriction and 

pupil restriction to optogenetic stimulation was similar to that of visual stimuli with lower 

luminance. B. Pupil size changes aligned to stimulus onset (0ms to 150ms independent 

of RT) for correct trials. For catch trials, pupil size changes are aligned to the end of the 

fixation period. 
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trial types, saccadic responses were preceded by pupil constriction (Figure 

5.5A). For visual trials, pupil constriction increased with the increase in 

luminance. For opto trials, pupil constriction was similar to the lower 

luminance visual stimuli. Pupil constriction was the least for correct catch 

trials. To examine if the observed constrictions can be attributed to a 

pupillary reflex to the increased luminance, we also examined the pupil 

diameters changes aligned to targets onsets. This resulted in alignment to 

the visual and optogenetic stimuli onsets and to the end of the fixation 

period for catch trials. There were no discernible effects of increased 

luminance on pupillary constriction or differences between the trial types 

(Figure 5.5B). 

5.3.6 Stimulation power effect on phosphene induction 

In a small subset of sessions (n=3), a lower stimulation power (35mW) was 

tested in addition to the typical stimulation power (50mW) used in the 2AFC 

paradigm described earlier. On average, decreasing the stimulation power 

resulted in a small decrease in performance (<2%) and a small increase in 

reaction time (<2ms). However, the differences were within the standard 

error of means range across the sessions (Figure 5.6).  

Figure 5.6 Stimulation power effect on optogenetic stimulation detection. A. 
2AFC performance across the visual trials (black) and optogenetic stimulation at 50mW 

(blue) and at 35mW (red). B. Saccadic RTs for the different conditions similar to A. 
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5.3.7 Neural activity reflects 2AFC task performance 

We examined the evoked MUAe by the different task conditions across 

sessions (n=12). For analysis, we selected trials with a minimum duration 

of 150ms (based on RT) and compared the sustained evoked responses 

(50-150ms post-stimulation onset for visual and optogenetic stimulation 

and post target onset for catch trials). We found that the evoked MUAe 

activity was higher for correct compared to failed trials (example Figure 

5.7A) with the difference being significant across sessions (p<0.001, one-

Figure 5.7. Neural activity across the 2AFC conditions reflects performance. A. 

Example MUAe responses from one channel for the different conditions for both correct 

(blue) and failed (red) trials. Time indicates time from the stimulation onset for visual 

and opto trials and from the target onset for catch trials. B. Laminar activation pattern 

for the sustained (50-150ms) MUAe across sessions and conditions for correct (solid) 

and failed (dotted) trials. Note: for catch trials, both failed and correct trials were not 

accompanied by an evoked MUAe. Shaded bars represent S.E.M. 
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way ANOVA) for the opto trials and visual trials with higher luminance (10-

20%, Figure 5.7B) similar to findings in figure-ground segregation(Lamme 

et al., 2001). In visual trials, we also observed an increase in the evoked 

MUAe corresponding to an increase in luminance (Figure 5.7A & B) which 

is to be expected from responses to increasing contrast in V1 (Henrie & 

Shapley, 2005). The optogenetically evoked MUAe was much higher than 

that of the visual stimuli even at the highest luminance values; however, 

there was still a difference between correct and failed trials (Figure 5.7B). 

Catch trials did not result in an increase in MUAe (example in Figure 5.7A 

& summary in Figure 5.7B). Attention has been found to modulate the 

cortical baseline activity possibly contributing to the inter-trial variability 

(Ress et al., 2000). The baseline values were pooled across channels and 

sessions and compared for the correct and failed trials; no significant 

differences were found between baseline values based on performance 

(p>0.8, one-way ANOVA).  

5.4 Discussion 

In the pioneering study by Schiller et al. (2011), electrically generated 

phosphenes were directly compared with visual stimuli with varying 

properties. Based on those comparisons, the phosphene properties can be 

inferred at the point of equal choice probability. Additionally, the 

microstimulation currents were varied illustrating their effects on 

phosphene contrast, size and colour. While it has already been established 

that microstimulation of the macaque V1 reliably generates phosphenes 

(Tehovnik et al., 2005; Tehovnik & Slocum, 2007), optogenetic stimulation 

has not yet been established as a method to induce behavioural changes 

on its own, especially in V1. Jazayeri et al. were able to show direct effects 

of stimulating V1 using ChR2 when the authors found that spontaneous 

post-fixation saccades were directed towards the RF of the stimulated 

neurons (Jazayeri et al., 2012). The study did not establish, however, that 

an optogenetically induced visual percept lead to the described saccades. 
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Direct saccade induction by stimulating projections to the superior colliculus 

is a possibility; however, the saccade latencies were too long (Tehovnik, 

Slocum, & Schiller, 2003) making this explanation more unlikely. Therefore, 

it was imperative to include the appropriate controls in our task to confirm 

phosphene generation.  

5.4.1 Saccade to target task and potential bias 

Our first attempt in examining phosphene generation via optogenetic 

stimulation was using a saccade to target paradigm similar to a paradigm 

used by Tehovnik and Solcum (2005). One major shortcoming of our 

implementation of the task is a lack of electrophysiological recordings 

during the experiments; there were technical issues that prevented 

recordings at the time. As described earlier, however, another ongoing fMRI 

study found optogenetic modulation of the BOLD signal (Ortiz-Rios et al., 

2021) providing evidence of successful optogenetic modulation if weak. The 

lack of electrophysiology prevented us from mapping the RF of the 

stimulated neurons and placing a smaller and more localised saccade 

response window for opto trials. Consequently, we can see that bias was 

induced in the animal’s behaviour. That bias is clear in the animal’s 

performance in catch trials; to maximise reward probability, the animal 

made more frequent saccades to the lower right quadrant if uncertain. 

Qualitatively, we observed saccades towards the lower left quadrant with 

optogenetic stimulation at the first session, likely before bias was induced, 

and quantitively there is a percentage of successful opto trials with faster 

RTs; however, it is difficult to conclude if there was an optogenetically 

induced visual percept. From the following experiments, we also found that 

the generated phosphenes have low contrasts possibly contributing to the 

animal’s uncertainty and bias. This uncertainty is aggravated by the lack of 

electrophysiology data confirming optogenetic modulation in monkey Dp. 

In a separate series of fMRI experiments, we observed optogenetically 

induced effects in monkey Dp suggesting that there was indeed some 
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optogenetic effects even if not found in electrophysiology (Ortiz-Rios et al., 

2021). 

5.4.2 Generation and nature of the induced visual phosphene 

With very helpful suggestions by Schiller, we designed a 2AFC task to first 

establish if optogenetic stimulation can induce a visual percept or a 

phosphene that is detectable by the animal. A key component was avoiding 

false detection or reporting of optogenetic stimulation; for that reason, we 

added catch trials in which the animal reports the absence of stimulation 

for a true rejection. Additionally, we included visual stimuli with different 

luminance values for two main reasons; the first reason is to train the 

animal to detect weak as well as strong visual stimuli since the nature of 

the phosphene, if any, is yet to be known. The second reason is to compare 

the explicit and implicit performance parameters of the visual and 

optogenetic stimuli. RF mapping was performed to place the visual stimuli 

in the same RF as the stimulated neurons and therefore create comparable 

conditions between opto and visual trials. As well, placing the visual stimuli 

in the RF would allow us to compare the neural responses across the 

different conditions.  

The 2AFC results indicate that optogenetic stimulation elicited an artificial 

visual percept or a phosphene. Across sessions, the animal had a high 

success rate in detecting optogenetic stimulation (~80%); the performance 

was consistently similar to that of a low contrast visual stimulus with close 

to a 10% increase in luminance over the background. That finding was also 

reflected in the animal’s saccadic reaction times (RTs); RTs for optogenetic 

stimulation was again similar to visual stimuli with a 5-10% increase in 

luminance.  

RTs were calculated based on the initial saccade instead of the timing of 

the animal’s report at the target because, although not required by the 

paradigm, the animal made saccades to the visual stimuli before the target. 

This behaviour likely reflects the increased salience of the stimuli with 
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increasing luminance (Schütz et al., 2012; Tatler et al., 2011). Similar 

behaviour was also observed for optogenetic trials; the animal made 

saccades towards the RF of the stimulated neurons before the target. The 

saccades to RF were not as precise as the visual stimuli but that is not 

surprising since an elicited phosphene would move with the shift in gaze 

(Lewis et al., 2015). The proportion of the direct vs indirect saccade 

provides further evidence of the nature of the elicited phosphene since it 

was similar to the visual stimuli with lower contrast. Finally, pre-saccadic 

pupil constriction in opto trials shows a similarity to the visual stimuli with 

lower contrasts.  

Furthermore, for visual trials, pupil constriction increased with the 

increased luminance which could be attributed to the pupillary light reflex 

(PLR) (Clarke et al., 2003); however, we do not believe that the change in 

luminance is directly activating the PLR circuitry. PLR responses are locked 

to the onset of the luminance increase (May & Warren, 2020; Pong & Fuchs, 

2000) while we found the change in pupil diameter is locked to the saccade. 

Indeed, when we aligned our pupillary changes to the stimulus onset, there 

was no clear effect of luminance on constriction. Instead, we interpret the 

change as a reflection of saliency as pupil constriction increases with stimuli 

saliency even for auditory stimuli (Corneil & Munoz, 2014; Wilschut & 

Mathôt, 2022). A recent study found similar patterns of increasing pupil 

constriction accompanied by decreasing RTs (Pandey & Ray, 2021) 

suggesting that those two metrics are related and reflect the saliency of a 

stimulus. 

Both explicit and implicit behavioural performance metrics support the 

generation of a visual percept or a phosphene. Not only that, but evidence 

suggests that the generated phosphene is similar to a low-contrast visual 

stimulus (~10% luminance increase) in line with phosphenes generated via 

microstimulation of V1 (Schiller et al., 2011). The similarities between 

explicit and implicit performance measurements suggest that both can be 

helpful in future work identifying the effects of optogenetic stimulation in 
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the visual cortex. Such implicit measurements might help identify elicited 

phosphenes that are not reported explicitly by the animals.  

Andrei et al. and Chen et al. have reported the lack of phosphene 

generation through optogenetic stimulation of V1 (Andrei et al., 2019; Chen 

et al., 2022) but indicated a behaviour effect when stimulation was coupled 

to visual stimuli. Andrei et al., however, used a different viral vector, 

lentivirus + CamKII, potentially explaining the difference in findings; 

furthermore, a weak phosphene could have been induced but ignored by 

the animal. On the other hand, Chen et al. trained the animals to only 

respond to visual stimuli as the study’s goal was to examine interactions 

between visual and optogenetically induced responses rather than generate 

an artificial visual percept.  

5.4.3 Neural activity reflects phosphene detection performance 

In humans, studies have found high degrees of correlation between neural 

activity variability in V1 and subjects’ performance which was attributed to 

attentional fluctuations (Ress et al., 2000; Ress & Heeger, 2003). In NHPs, 

neural correlates for behavioural performance have been found in higher 

visual areas such as V4 (Luck et al., 1997) and MT (Dezfouli et al., 2018; 

Newsome et al., 1989; Smith et al., 2015). In V1, choice-related activity 

variability has been found to correlate to the variability in neural activity 

especially for population activity compared to single units. This is reflected 

by multiunit activity that was found to be significantly higher for hits 

compared to misses (Lamme et al., 2001; Michelson et al., 2017; Nienborg 

& Cumming, 2014; Roelfsema & Spekreijse, 2001; Seidemann & Geisler, 

2018). We found similar variability in the visually evoked MUAe between 

the successful and failed detection of stimuli with successful trials having 

overall higher activity prior to the animal’s decision or the saccade. 

Interestingly, while the optogenetically modulated activity was a lot higher 

than the visually evoked one, we found similar variability in opto trials with 

successful trials having overall higher activity than failed trials. It is not 

clear what contributes to the variability in neural activity in V1 and whether 
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it includes effects from feedback or feedforward connections (Cumming & 

Nienborg, 2016; Seidemann & Geisler, 2018). This variability in responses 

could be seen from the onset of the stimulation with a difference in the 

transient response (Figure 5.7A example). While not the focus of the 

current study, my results suggest a reflection of the V1 activity variability 

rather than a modulation of response guided by selective spatial attention; 

attentional enhancement of neural responses in V1 is well-documented 

(Reynolds & Chelazzi, 2004), but the modulatory effects have a much later 

onset >200ms (Hecht et al., 1975; Roelfsema & Spekreijse, 2001; Thiele 

et al., 2009) than what we observed. Lamme et al. (2001) found earlier 

modulations, ~120ms, that are also less explained by attention and rather 

represent variability in the V1 state at the stimulus onset. Interestingly, 

Lamme and colleagues found that this earlier modulation is only present 

for more salient stimuli reflecting contextual modulation (Spillmann et al., 

2015; Zipser et al., 1996). Additionally, we did not observe any baseline 

activity differences between correct and failed trials which has been 

associated with attentional effects (Ress et al., 2000). The variability of 

optogenetically modulated activity and its effect on performance and 

perception open the way for future studies developing visual prostheses. 

Phosphenes generated via electrical microstimulation have been found to 

vary in appearance (Schmidt et al., 1996; Shepherd et al., 2013) and this 

variability could be a result of variability in V1 activity itself. With 

optogenetics, we gain access to neural signals that could be analysed and 

used to generate more consistent visual percept with a closed-loop 

prosthesis. It is also worth noting that while the behavioural results indicate 

a low contrast phosphene, the optogenetically modulated neural response 

is much higher than the highest contrast visual stimuli. It is not clear why 

this would be the case. One possibility is the higher modulation recruits 

suppressive circuits similar to the firmly established visual surround 

suppression (Bair et al., 2003; Cavanaugh et al., 2012; Cavanaugh et al., 

2002); however, we have only observed a positive correlation between 

neural activity and stimulation power making this unlikely.  
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Our results show that without the appropriate behavioural testing controls, 

bias can easily be introduced. However, a more carefully designed 

paradigm can not only confirm phosphene generation, but also elucidate 

some of its visual characteristics. We also found that optogenetically 

generated neural activity reflects behavioural performance similar to 

visually evoked once indicating that such an artificial drive can drive the 

local circuitry similar to a typical drive coming along the visual pathway. 
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Chapter 6:  Conclusions and future work 

In this study, I have examined the effects of V1 optogenetic stimulation in 

four macaques. In chapter 3, I confirmed the expression of ChR2 in vivo in 

two animals; optogenetic modulation was wavelength-specific with short 

latencies, a characteristic of ChR2. I examined the effects of stimulation 

light intensities and stimulation frequencies on the modulated activity and 

found that a higher stimulation frequency, 40Hz, results in a much stronger 

modulation. To our knowledge, this is one of the few studies to examine 

stimulation parameters systematically in NHPs. In chapter 4, I explored the 

laminar effects of optogenetic stimulation; this is the first study to examine 

the laminar effects of optogenetically stimulating V1 resulting in unique 

insights. For example, I found that while optogenetic stimulation increases 

activity across the cortical layers, there was a strong correlation between 

the modulation strength and opsin expression. Furthermore, my findings 

suggest that the V1 microcircuit is responsible for the oscillatory signatures 

observed with static visual stimuli since they can also be observed with the 

artificial drive of continuous optogenetic stimulation. Additionally, I show 

the laminar effects of stimulation frequencies and their flow across the 

layers. In chapter 5, I provide evidence that optogenetic stimulation of V1 

can induce a phosphene that is detectable by macaques via the appropriate 

paradigm. Not only this, but I also shed some light on the visual 

characteristics of the phosphene using explicit and implicit measures. In 

this section, I will relate those findings to our knowledge of optogenetics 

and its use in NHPs and prostheses.  

6.1 Optogenetics use in NHPs 

In our study, successful and strong optogenetic modulation was observed 

in the electrophysiological data from only two out of the four animals 

injected with the same viral vector batch. Those mixed results reflect the 

findings of the wider NHP community with less than 40% of the labs finding 
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strong physiological effects of optogenetics (Tremblay et al., 2020). Our 

injection rates and volume per injection site are akin to the most common 

values used by other labs as well (Tremblay et al., 2020). Results from 

monkey Fl, suggest that a more comprehensive viral injection plan might 

provide better results. Compared to the rest of the animals, injections were 

made at more depths with less spacing resulting in a larger volume. We 

also found that while surface light delivery can successfully drive neurons, 

intracortical light delivery is more reliable in the absence of direct access 

to the brain surface. For reliable surface stimulation, researchers can 

surgically remove the dura and use a transparent substitute (Chernov et 

al., 2018; Ju et al., 2018; Nassi et al., 2015; Ruiz et al., 2013). However, 

the artificial dura does not offer a long-term solution and will need to be 

cleaned regularly to restore optical clarity (Ruiz et al., 2013) not to mention 

the inherent risk in such surgical procedures. In addition, we observed that 

opsin expression had a larger impact on modulation compared to the 

precise placement of the fibre. Future studies should put more emphasis 

on viral targeting in case-specific layer/cell type activation is desired. 

Another interesting finding is the laminar effects of stimulation frequencies. 

Several studies have examined the effects of microstimulation frequency 

on driving neural activity and signal propagation across cortical areas 

(Kampe et al., 2000; Logothetis et al., 2010; Murris et al., 2020); however, 

to my knowledge, there are no similar optogenetic studies. It would be 

interesting to examine if optogenetic stimulation frequency increase would 

be proportional to the increase in neural activity or if the benefit observed 

is tightly related to the gamma frequency range observed in this study. 

Alternatively, 40Hz stimulation could be enhancing information 

transmission between neurons and cortical areas by inducing gamma 

oscillations; coherence in the gamma band is thought to mediate interareal 

communications (Palmigiano et al., 2017). The frequencies used, however, 

approach the limits of ChR2 (Grossman et al., 2011). There are alternate 

faster opsins such as the ChR2 variant, CatCh, that can follow stimulation 
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up to 100Hz (Wrobel et al., 2018) and the newer Channelrhodopsin, 

Chronos, that can follow similar frequencies (Hight et al., 2015; Klapoetke 

et al., 2014). The higher optogenetic stimulation frequencies would allow 

for comparison to microstimulation studies that typically use higher 

frequencies than optogenetic stimulation. Additionally, while we found 

BOLD signal modulation in higher cortical areas such as MT (Ortiz-Rios et 

al., 2021), electrophysiological recordings in MT would provide vital 

information about the strength of the propagated signal and provide insight 

into the oscillatory signatures of feedforward/feedback signals (Bastos et 

al., 2015) between cortical areas.  

In terms of behaviour, our paradigm provided some understanding of the 

optogenetically elicited phosphene contrast. Variations of the 2AFC 

paradigm can shed some light on the size and colour of the phosphene as 

well. Additionally, inter-trial variation of light intensity could reveal the 

effects of stimulation intensity on those parameters. Pulsed stimulation 

might also be a preferable alternative to continuous stimulation due to the 

increased local activation as well as the activation of higher cortical areas. 

Furthermore, the generated phosphene appears to resemble a weak visual 

stimulus with low contrast. This could have been a contributing factor in 

why other studies failed to generate phosphenes using optogenetics since 

the animals in those studies were not trained to detect weak visual stimuli 

(Andrei et al., 2019; Chen et al., 2022) and therefore could have ignored 

any potential phosphenes. Future studies aimed at phosphene generation 

should expose the animals to a variety of visual stimuli to prepare the 

expectations of the animals.  

6.2 Optogenetic cortical visual prostheses development 

There is a great interest in the use of optogenetics in humans and there 

are already some clinical trials for optogenetic retinal stimulation (Shen et 

al., 2020); however, the development of optogenetic tools in NHPs has 

been and remains a vital tool. This study has provided further insight into 
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the use of optogenetics in the macaque V1.  The success of V1 optogenetic 

stimulation in eliciting sensory percepts in this and previous studies 

(Jazayeri et al., 2012; Ju et al., 2018; May et al., 2014) makes it an 

increasingly viable alternative to microstimulation in cortical prostheses. In 

this section, we explore several important aspects necessary for the 

development of an optogenetic cortical prosthesis in terms of stimulation. 

For an optogenetic cortical prosthesis, bulky light sources such as lasers 

and LEDs would be impractical; instead, light can be delivered 

intracortically via a LED array implant (McAlinden et al., 2019). 

Alternatively, the LED array can be placed subdurally or epidurally and 

connected to optical fibre waveguides (J. Wang & Dong, 2020). Such 

invasive light delivery methods present challenges to the long-term viability 

due to gliosis and encapsulation, like intracortical microstimulation. 

Instead, surface light delivery might be a better solution with LED arrays 

placed subdurally or epidurally. We have observed that surface stimulation 

could drive neural activity not only through the dura but with additional 

granulation tissue on top. As described earlier, surface, compared to 

intracortical, electrical stimulation requires higher currents that result in 

lower visual resolution and possible painful side effects such as headaches. 

Optogenetic surface stimulation would face fewer issues. To begin with, 

optogenetic stimulation would likely not affect passing nerves since only 

the neurons of interest can be targeted with viral vectors. Additionally, 

compared to electrical surface stimulation, optogenetic surface stimulation 

does not need to use high light intensities to reach deeper neurons since 

light intensity is not the only factor that affects light propagation. Longer 

wavelengths, such as red and infrared wavelengths, demonstrate reduced 

tissue absorption and scattering compared to blue light resulting in a 

reduced power drop over the same distance (Acker et al., 2016; Senova et 

al., 2017). The improved transmission can be harnessed by using red-

shifted opsins such as Chrimson and Chronos (Klapoetke et al., 2014) which 

would result in better light propagation without the use of high light 
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intensities avoiding harmful heat generation. The use of red-shifted opsins 

could also be supplemented with advancements in stimulation parameters 

such as stimulation frequency. We have observed higher neural modulation 

resulting from pulsed stimulation at 40Hz. Higher stimulation frequencies 

modulating neural activity more efficiently would require less power. 40Hz 

stimulation, also, resulted in activation in area MT (Ortiz-Rios et al., 2021) 

which is involved with motion perception (Anton-Erxleben et al., 2009; 

Smith et al., 2015); therefore, there is potential for future studies to induce 

a percept of motion using pulsed optogenetic stimulation. Microstimulation 

of area MT has been known to modulate motion perception (Murasugi et 

al., 1993; Nichols & Newsome, 2002). So far, artificial motion perception 

via V1 stimulation has only been feasible by eliciting different phosphene 

patterns in sequence (Chen et al., 2020) or more recently by current 

steering (Beauchamp et al., 2020). In addition to brain stimulation, it is 

critical to process external images into stimulation patterns is an important 

step. Traditionally, images obtained from an external video camera would 

be transformed to extract salient features and objects and then converted 

into “pixels” corresponding to each stimulating electrode (da Cruz et al., 

2013; Zhao et al., 2017). More recent attempts utilised computer vision to 

extract features (J. Wang et al., 2021). Computer vision techniques are 

typically used for tasks such as image and text recognition. Bidirectional 

interface with the brain can also be beneficial for a visual prosthesis since 

understanding the brain state at the time of stimulation can lead to more 

efficient stimulation. In this study, I have seen different levels of neural 

activity for correct compared to incorrect trials that likely reflect the 

variability of V1 activity. A closed-loop system can produce more consistent 

percepts. Additionally, this has the potential to use attention to enhance 

specific regions of the visual field by detecting feedback signals associated 

with attention (Carrasco, 2011). 

We envision a potential optogenetic cortical visual prosthesis using a 

flexible array of LEDs (Lee et al., 2018; Rajalingham et al., 2021) placed 
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epidurally or subdurally to stimulate V1 neurons expressing red-shifted 

opsins such as Chronos or Chrimson. The LED array can be used to 

generate complex shapes and patterns that can be tested in macaques 

similar to shape generation via microstimulation (Chen et al., 2020). 

Furthermore, the combination of continuous and pulsed stimulation could 

open the door for precise shape generation as well as motion perception. 

Finally, more precise viral targeting and comprehensive delivery would 

ensure consistent activation that is less affected by the placement and 

stability of the LED array. This study has provided further insight into the 

existing field demonstrating that such a prosthesis is not far off. 

6.3 Obstacles for human optogenetic cortical prostheses 

The use of animal models, especially NHPs, has been and continues to be 

crucial to the efforts of vision restoration in humans. To begin with, NHPs 

have been invaluable in understanding the human visual system and its 

pathologies due to the shared features across primates (Busskamp & 

Roska, 2011; Liu et al., 2022; Picaud et al., 2019). Furthermore, animal 

models have been essential in developing visual protheses; this includes 

and is not limited to improved biocompatibility of implantable devices 

(Marin & Fernández, 2010; Nazempour et al., 2018), novel stimulation 

devices (Chen et al., 2020; Prévot et al., 2020) and novel stimulation 

techniques such as optogenetics (Gerits & Vanduffel, 2013). While 

optogenetics has been established earlier in rodents (Aravanis et al., 2007), 

NHP testing is legally and scientifically required prior to any clinical testing 

in humans (Sahel et al., 2021) due to the closer genetic similarities 

between humans and NHPs compared to rodents. Therefore, NHP use is 

pivotal for the development of such therapeutic solutions.  

Since its first use, great advancements have been made to refine 

optogenetics use; as described in the previous section, great strides have 

been made in the design and creation of opsins, promoters and light 

delivery methods making an optogenetic cortical visual prothesis more 
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attainable. However, we must consider the challenges of translating such a 

prothesis to humans. Unlike the flat superficial location in macaques (Figure 

6.1B), in humans, V1 is located within the calcarine sulcus on the medial 

side of the occipital cortex (Figure 6.1A). While the foveal portion of V1 is 

dorsal and closer to the surface, access is still more challenging requiring 

more innovative surgical procedures to place stimulating electrodes with 

few recent successful attempts (Kasdin, 2022; Liu et al., 2022; Pio-Lopez 

et al., 2021). While optogenetics based prostheses would not require 

electrodes, the same surgical challenges stand; light sources, such as 

μLEDs, or waveguides have to be placed at the stimulation sites. 

The implantation of the necessary hardware is one piece of the puzzle, 

another important piece is the choice of the viral vectors necessary for 

optogenetics. While some combinations of viruses, opsins and promoters 

have been tested in NHPs, they are an extremely precious resource with 

each lab dedicating two to four animals for each project (Laurens, 2022); 

this has resulted in limited systematic testing of viral vectors being 

undertaken by any research group. Research groups might have explored 

two or three different viral vectors at most in one study with the majority 

of groups using more tested and tried viral vectors to ensure success 

(Tremblay et al., 2020). In chapter 4, we have seen evidence of a 

Figure 6.1 V1 location in humans compared to macaques. A. (left) Sagittal view 

of the human brain indicating the location of V1 inside the calcarine sulcus (CaS). (right) 

A colour map showing the retinotopic layout of V1 obtained from the response to stimuli 

at different eccentricities away from the fovea (red). Figure from Wandell et al., 2007.B. 

A posterior view of the macaque brain indicating V1 location and its retinotopic layout. 

Figure from Schiller & Tehovnik, 2015. 
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correlation between viral expression and neural activity across the layers; 

nonetheless, it is the result of one AAV serotype and one promoter. It is 

unknown whether different expression patterns, resulting from different 

viral vectors, would result in similar or vastly different activation patterns. 

As described earlier, V1 is interconnected, and this connectivity might likely 

be more of a determining factor than the different expression or stimulation 

patterns; recent findings indicate that the cortical network has a stronger 

effect on the response to optogenetic stimulation than the stimulation 

parameters (Bloch et al., 2022). This could potentially mean that a strong 

enough excitatory drive to V1 would be enough to produce a similar 

activation pattern regardless of the expression pattern. In parallel, 

additional studies need to examine if the different viral vectors and 

expression patterns affect the characteristics of an optogenetically 

generated phosphene.  

While an optogenetic visual cortical prosthesis has great potential, it 

involves many variables and challenges that need to be examined first 

before any clinical trials.  
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