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Abstract 

Accurate models are essential for the control and optimisation of industrial processes. 

Many chemical processes are complex and highly nonlinear and data-driven models need 

to be capitalised. Artificial neural networks based data-driven models are gaining 

popularity in chemical engineering area. Echo state network (ESN) is a recurrent neural 

network with a non-trainable sparse recurrent reservoir and an adaptable readout from the 

reservoir. Generally, the inputs weight and sparse reservoir connection weights are 

generated randomly. ESN is a highly effective method for the analysis and prediction of 

time series data and non-linear data and has been widely used in various research and 

application areas. However, ESN still has some drawbacks such as: incomprehensible 

black box properties, the reservoir connection structures and weights require multiple 

attempts to determine and lack of principled reservoir creation. This has raised the 

question of deep research of reservoir topology and how to create optimal ESN for 

modelling of complex chemical processes.  

 

In this thesis, a modular small world reservoir topology for ESN is proposed and it can 

enhance the dynamic property of the reservoir. Applications to both time series data and 

chemical process data show that ESN models with the proposed topology perform better 

than those with randomly generated topology. 

 

To further overcome the drawback of randomly generated reservoir, an adaptive genetic 

algorithm optimized ESN (AGA-ESN) is proposed. Genetic algorithm (GA) is population 

based global search and optimization algorithm. An adaptive mechanism is added to adjust 

the crossover and mutation probability. Four structural parameters of ESN are optimized 

by GA to promote the modelling performance for the specific modelling tasks.  

 

To overcome the problem of binary coding and discrete searching domain of GA, a 

continuous and efficient covariance matrix adaptation evolution strategy (CMA-ES) is 

used to optimize ESN. CMA-ES is a stochastic, derivative-free evolutionary algorithm for 

difficult non-linear optimization problems in continuous domain. As in AGA-ESN, the 

ESN reservoir parameters are optimized by CMA-ES. It is shown that CMA-ES models 

give more accurate predictions than GA-ESN models. 



 

In the final part of the thesis, the ability of ESN on handling multiple inputs data is 

enhanced by introducing an attention mechanism into ESN. The attention mechanism 

guarantees the ESN works with the most relevant input data by adding a weighted input 

scaling vector. It is shown that this modification leads to improved performance on 

modelling a penicillin fermentation process with complex multiple inputs, the proposed 

method reduced MSE by 6 times. 
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Chapter 1. Introduction 

1.1 Research background 

The development of chemical industry has a great influence on the development of any 

country. It involves almost every aspect of national economy, resource development, 

national defence and people's basic necessities. Chemical industry is the basic industry of 

national economy and its development is related to the overall situation of national 

economic development. At the same time, the chemical industry is facing many challenges 

including three traditional requirements which are safety, economy and stability, and also 

increasingly needs to meet the requirements of environmental protection, sustainable 

development and product design. In order to meet these challenges, modern chemical 

enterprises need to combine traditional chemical technology with modern computer 

software and hardware technology to establish a more accurate chemical process model. 

Therefore, the establishment of a more accurate chemical process model has become a 

constant pursuit of most chemical practitioners. 

 

The development of modern chemical industry has the following characteristics： 

1. Increasing level of automation of the production processes. 

2. Increasing level of process optimization to meet different demands of the changing 

market. 

3. Increasing level of application on operation optimization and improvement of 

production conditions in practice. 

 

These new characteristics of the chemical industry lead to higher requirements for the 

improvement of operating conditions in the production process and the innovation of 

process monitoring and control. These changes make our research on chemical production 

more detailed and deeper. Chemical process models are the basis of studying the 

characteristics, the properties of chemical substances and chemical production process. 

Establishing a good model has an important role in control, optimization and simulation of 

the chemical process. 
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In recent years, the development of computer simulation technology provides a new way 

and method for chemical process modelling. The development of computer technology 

leads to the possibility of complex chemical process modelling. Traditional mechanism 

modelling is difficult to develop and their simplifications may not accurately reflect the 

reality while some empirical modelling methods brought by computer technology are very 

valuable. In recent years, the rapid development of neural network, machine learning and 

other artificial intelligence of new computing methods have a strong role in promoting 

chemical process modelling research created a new situation of empirical modelling. 

Computer simulation has played a very important role in process control, fault diagnosis 

and production evaluation, and the core of computer simulation is the chemical process 

modelling established on the basis of the accurate model of chemical plant, so modelling 

accurately has become a problem that must be solved in the development of chemical 

industry. 

 

Chemical production processes often face raw material variations, production load 

changes, process changes and so on, resulting in production instability and difficulty on 

smooth operation and control, in order to make the production stable under optimal 

operating conditions, accurate chemical process models are required to achieve optimal 

control strategy. 

 

1.2 Challenges in process modelling 

Generally, for real-world problems, first principle models and data-driven models are 

available, choosing one of these two methods is related mainly to amiable knowledge, goal 

of simulations and problems approached. First principle models are often engineering 

design models by mathematic equations, reflecting chemical and physical laws such as 

mass balance, energy balance, heat transfer relations and so on, which use nonlinear 

algebraic or differential equations (Rodrigues and Minceva, 2005). For many years, the 

mechanistic models have been used to model and simulate chemical process, such as 

secreted protein (Park and Fred Ramirez, 1988), ibuprofen crystal growth and size 

distribution (Nayhouse et al., 2015), control of polymer quality (Kozub and MacGregor, 

1992). However, the traditional methods of solving chemical engineering problems have 

met their limitations, on the computational point, the chemical and physical based 

equations are difficult to apply numerical methods to approximate them. Another 
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disadvantage is the difficulties in developing model, quantifying the phenomenology 

through mathematical formalism. The accuracy of the numerical calculations proven by 

errors in the process parameters is also a critical problem, such as the algebraic errors in 

the calculations, round-off errors, approximation errors and iteration errors (Hoffman and 

Frankel, 2018). Moreover, in some particular situations, for example, when time is a 

critical aspect in control modules, the first principle models are not suitable because of 

high computational time required to generate results. Also, there can be certain elements 

with unknown or partially unknown parameters in some chemical processes. The 

parameters can be found by using the experimental measurements from the real system 

and fitting them to the mathematical model in system identification, in some cases, can be 

reduced to curve fitting and regression analysis (Fritzson, 2011).  

 

The development of intelligent manufacturing, Industrial Internet of Things (IIOT) and 

data storage technology has facilitated the collection, review and use of massive amounts 

of data in various industries, especially the chemical industry because of huge amount data 

generation. To overcome the difficulties in developing first principle models, data-driven 

Artificial Neural Networks (ANN) have been widely proposed. Neural networks have 

been proved to be able to approximate and continuous nonlinear functions (Cybenko, 1989, 

Girosi and Poggio, 1990, Park and Sandberg, 1991) and have been applied to process 

modelling and control, such as an augmented recurrent neural network is used to control a 

fed-batch bioreactor (Tian et al., 2002), modelling a Xylose production (Alvarez et al., 

1999), pollution prediction model (Arena et al., 1996), an online model for a semi-

regenerative catalytic reformer (Chessari et al., 1994). Normally, ANN for nonlinear 

process modelling can be separated into two parts: static networks and dynamic networks. 

Static networks including multi-layer feedforward neural networks and radial basis 

function networks can provide accurate one-step-ahead predictions and are suitable for 

short-range predictions (Rój and Wilk, 1998, Chen et al., 1990). Correspondingly, 

dynamic networks including locally recurrent neural networks (Zhang et al., 1998), 

globally recurrent neural networks (Su et al., 1992), Elman networks (Elman, 1990) and 

dynamic filter networks (Morris et al., 1994), are more appropriate for providing multi-

step-ahead predictions and building of long-range prediction models.  

 

Chemical process data are characterized by their inherently time-series nature with 

intrinsic causality. Since the feed-forward networks generation is based on the 
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combination among the process variables its behaviour is static, thus is not good at being 

applied in dynamic systems. Effective data analysis through deep learning is very valuable 

for determining process performance improvement and product quality assurance 

strategies. If the process system is highly complex, and the data is multi-dimensional, 

noisy, and dynamic, then modelling based on Echo State Networks (ESN) should be a 

feasible method for system characterization and performance prediction (Bianchi et al., 

2018). 

 

1.3 Motivation 

Reservoir computing (RC) refers to a class of new state-space models transition structures 

with fixed states and adaptive readout of the state space. Echo state networks are a type of 

reservoir computing which are quite different from classical RNNs in that stability can be 

maintained if the condition called ‘echo state property’ is satisfied. An ESN is composed 

of a reservoir and a linear output layer which maps the reservoir states to the network 

output with some advantages such as excellent dynamic modelling performance and fast 

training compared to the conventional RNNs. As the most famous Reservoir Computing 

(RC), Echo State Network (ESN) has been successfully applied in time-series prediction 

problem (Jaeger and Haas, 2004, Song et al., 2010), identification of nonlinear dynamic 

systems (Jaeger, 2002a, Han and Lee, 2013), language modelling (Skowronski and Harris, 

2006) and industrial chemical engineering modelling (Wang and Yan, 2014). 

 

However, there are still several challenges prohibiting ESN to become a widely used tool 

in chemical engineering modelling: 

1. The properties and topology of reservoir are poorly understood (Xue et al., 2007). 

2. Due to the black-box nature of ESN, the creation of weights and connection structures 

for reservoir often requires multiple attempts and sometimes even an element of luck 

(Ozturk et al., 2007). 

3. Different reservoir cannot be identified for specific objects (Ozturk and Principe, 

2007). 

 

1.4 Aim and objectives 

This project aims to develop efficient RNN-based models for complex chemical 

engineering processes. 
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The main objectives for achieving the above aim are: 

1. Develop the reservoir topology of echo state networks. 

2. Optimize the structure of ESN reservoir to improve the model reliability, robustness 

and generalization capability in chemical engineering processes by applying genetic 

algorithm and evolution strategy. 

3. Combine attention mechanism with ESN to model the complex multiple inputs 

chemical engineering processes. 

 

1.5 Structure of the thesis 

In Chapter 2, the development of artificial neural networks, classification and training 

algorithms are reviewed. The shortcomings of the traditional ANN training algorithm are 

described, followed by a detailed introduction to the composition structure and training 

algorithms of ESN and LSTM. 

 

In Chapter 3, the research of topology construction of reservoir is presented and the 

modular small world ESN is proposed. The modular reservoir topology is designed to 

enhance the richness of dynamical properties within the reservoir and improves the 

performance of ESN. 

 

In Chapter 4, an adaptative genetic algorithm is used to optimize ESN by adaptatively 

changing the crossover and mutation probabilities. The decision variables in the 

optimization are the structural parameters of ESN which are reservoir size, leak rate, 

spectral radius and sparseness density. The proposed method is compared to the genetic 

algorithm optimized ESN and conventional ESN on the dynamic case studies. 

 

In Chapter 5, a covariance matrix adaption evolution strategy (CMA-ES) based ESN is 

proposed. The CMA-ES is used to optimize the structure parameters including reservoir 

size, leak rate and spectral radius to improve the modelling performance. The proposed 

method is applied to three case studies: modelling a time-series data, modelling tank level 

in a conic tank, and modelling a fed-batch penicillin fermentation process.  

 

In Chapter 6, an optimized attention mechanism based ESN is proposed. This enables the 

ESN to have the attentiveness capacity, and the important levels of distinct variables in 
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input vectors will be addressed in an adaptive manner according to their relevance. In the 

multiple inputs penicillin fermentation process, the results show that the attention-based 

methods are better than the conventional ESN and LSTM to make prediction of product 

concentration, furthermore, after optimizing the key structure parameters by CMA-ES, the 

proposed network’ performance is best among all the compared approaches. This 

illustrates that the inputs attention score has the similar impact level with the other 

parameters of ESN as: reservoir size, leak rate and spectral radius. The proposed O-Att-

ESN can be used in other multiple input applications as well. 

 

Chapter 7, summarize the conclusions from the research and recommendations for the 

future work.  

 

1.6 Publications 

1. Liu, K., & Zhang, J. (2020). Nonlinear process modelling using echo state networks 

optimized by covariance matrix adaption evolutionary strategy. Computers & Chemical 

Engineering, 135, 106730. 

2. Liu, K., & Zhang, J. (2021). A Dual-Layer Attention-Based LSTM Network for Fed-

batch Fermentation Process Modelling. In Computer Aided Chemical Engineering (Vol. 

50, pp. 541-547). Elsevier. 

3. Liu, K., & Zhang, J. (2020). Modelling a Penicillin Fermentation Process Using 

Attention-Based Echo State Networks Optimized by Covariance Matrix Adaption 

Evolutionary Strategy. In Computer Aided Chemical Engineering (Vol. 48, pp. 1117-

1122). Elsevier. 

4. Liu, K., & Zhang, J. (2018, September). Optimization of Echo State Networks by 

Covariance Matrix Adaption Evolutionary Strategy. In 2018 24th International 

Conference on Automation and Computing (ICAC) (pp. 1-6). IEEE. 
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Chapter 2. Literature review 

2.1 Introduction 

The human brain is a highly nonlinear, complex parallel computational machine which is 

organized by complicated internal structure of components named as neurons, so that the 

brain can perform specific tasks such as controlling and feedback of body temperature, 

blood pressure, heartbeat, breath and some other more advanced missions including 

pattern recognition and classification. In an adult brain, there are approximately 20 billion 

cerebral cortex neurons and each neuron is connected with others by 10 thousand synapsis. 

The largest computational machine in the world is made by Stanford’s Artificial 

Intelligence Lab with only 1.2 billion neurons (Coates et al., 2013). Although in some 

certain tasks, the ANN is faster than biological brain, most time the human brain performs 

many tasks much faster than ANN today but many of the human brain operating 

mechanism is still unknown. For instance, human vision is an image-processing work, it is 

the function of visual system to get pictorial information from surrounding environment 

and give the feedback to the information, and to be specific, recognizing a familiar face of 

human brain usually takes about 100ms, whereas the much less complex task takes a 

longer time on a powerful computer. Figure 2.1 shows the complicated neurons structure 

in the human brain (Haykin, 2010).  

 

Figure 2.1The internal structure of biological brain (Haykin, 2010). 

The intelligent information processing of artificial neural networks has led to a gradual 

expansion of their application areas and many of the problems solved by traditional 

information processing methods can be well solved by neural networks. However, the 

development of artificial neural networks has not always been smooth. In 1943, a 

mathematical algorithm named threshold logic was created as the first model of neural 

networks, this work described how neurons might work in biologic brain with modeling a 

simple neural network by electrical circuits (McCulloch and Pitts, 1943). This method 
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pioneered the neural networks to separate into two ways, one focuses on the research of 

brain biological procedure and the other is concentrated on artificial intelligence 

application with neural network. In 1958, the formal neural network was improved by 

Perceptron theory, a single-layer perceptron which is the simplest Feed Forward Network 

using gradient descent training was established to classify a continuous values pack into 

two sides by computing the sum of weighted input singles and getting one of the two 

possible values out as the classification result (Rosenblatt, 1958). In 1974, two key issues 

were discovered, firstly the original perceptron was only able to manage linear issues, 

secondly under the limitation of computer computational ability, large neural networks 

could not be realized (Minsky, 1974). These two issues caused the research stagnation of 

neural networks for almost two decades called ‘disillusioned years’ (Minsky, 1974). An 

important trigger of calling back the interests in neural networks is backpropagation (BP) 

algorithm which distributes the error values backwards through the layers and modified 

the strength at every neurons generated (Werbos, 1990). Based on the backpropagation 

theory, Multilayer Perceptron (MLP) was generated, which can distinguish nonlinearly 

separable data and has been proved that it can approximate a continuous function in any 

closed interval (Rumelhart et al., 1986). From then on, the artificial neural networks 

development entered a new stage. Echo State Networks (ESN) is proposed in 2001 which 

is further promotion of artificial neural networks (Jaeger, 2001). 

 

The reminding part of this chapter is organized as follows. Section 2.2 introduces 

feedforward neural networks. Section 2.3 presents recurrent neural networks. Echo State 

Network is introduced in detail in Section 2.4, and finally, in Section 2.5, a brief summary 

of this chapter is given. 

 

2.2 Feedforward Neural Networks 

In general, artificial neural networks could be separated into two fundamental classes: 

feedforward networks and recurrent networks. Further classification of feedforward 

networks includes single layer feedforward networks and multilayer neurons networks. 

Refer to layered neural networks, neurons are formed into different layers including input 

layer, hidden layer(s) and output layer. Generally, there are one input layer and one output 

layer in a neural network. The input layer is an input vector constituted by input nodes 

without calculation function and these kinds of nodes just represent input signal values and 
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send them into next layer directly. The output layer produces the final results and keep 

them in storage. Between them are single or multiple hidden layers which are composed of 

hidden nodes. Hidden layers influence connections between the input data and external 

output results in specific manner. With single or multiple hidden layers, the neural 

networks can grab higher-dimensional statistical properties from input signal. The term 

‘feedforward’ means the information moves in the forward direction, from input nodes to 

output neurons through hidden layers without cycles (feedback) or loops. In other words, 

input signal passes to the first hidden layer (which is the second layer in the network) and, 

after transformation in first hidden neurons, first hidden layer outputs form the inputs of 

the second hidden layer, as well as the rest layers of the networks.  Figure 2.2 shows a 

general structure of the multilayer feedforward network with three hidden layers. So far, 

there are some representative feedforward neural networks including Multilayer 

Perceptron (MLP), Bootstrap Aggregated Network (BAGNET), Support Vector Machine 

(SVM) and Learning Vector Quantization (LVQ), etc. (Hofmann et al., 2008). The most 

typical and widely used feedforward neural network model is Multilayer Perceptron (MLP) 

mentioned before. MLP follows feedforward direction strictly. In a MLP, there are K input 

units which are 𝒖 = (𝑢1, 𝑢2, … , 𝑢𝐾), N hidden neurons 𝒔 = (𝑠1, 𝑠2, … , 𝑠𝑁) and L output 

nodes 𝒐 = (𝑜1, 𝑜2, … , 𝑜𝐿) and 𝑾𝑢
𝑠  and 𝑾𝑠

𝑜 denote weights from input layer to hidden layer 

and from hidden layer to output layer, respectively. A typical three layers MLP is shown 

in Figure 2.3. The input signals to a hidden neuron are the neuron outputs from the 

previous layer and are weighted and then summed with a bias. For the jth node on the 

hidden layer, this is: 

𝑛𝑒𝑡𝑗 =∑𝑊𝑢(𝑖,𝑗)
𝑠 𝑢𝑖 + 𝑏1,𝑗

𝐾

𝑖=1

(2.1) 

                                             

Where 𝑊𝑢(𝑖,𝑗)
𝑠  is the weight between input i and hidden neuron j and b1,j is the bias for the 

ith hidden node. 

This sum then passes through an activation function 𝑓, to form the output values of the 

hidden layer, (𝑠1, 𝑠2, … , 𝑠𝑁).  

𝑠𝑗 = 𝑓(𝑛𝑒𝑡𝑗) (2.2) 
                                                                       

The lth output on the latest layer, 𝑜𝑙, is given by the following equation: 
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𝑜𝑙 = 𝑓(∑𝑊𝑠(𝑖,𝑙)
𝑜 𝑠𝑖 + 𝑏2,𝑙

𝑁

𝑖=1

) (2.3) 

      

Where 𝑊𝑠(𝑖,𝑙)
𝑜  denotes the weight between the ith hidden node and the lth output node, b2,l is 

the bias for the lth output node, and 𝑓 is the activation function, such as linear function, 

sigmoid function.  

Using the backpropagation (BP) algorithm to train the whole MLP is to modify the 

connection weights and bias. BP starts from the error between the network output 𝑜𝑙 and 

the desired or target output �̂�𝑙 (Doya, 1995).  

𝐸 =  ∑‖𝑜𝑙 − �̂�𝑙‖
2

𝐿

𝑙=1

(2.4) 

where ‖∙‖ represent the Euclidean norm. 

    

   

In a MLP, all neural weights and bias are initialised randomly and they are adjusted during 

the training process to find the best weights and bias to minimize the prediction error. 

Multilayer feed-forward neural networks have been successfully used in modelling and 

optimization of chemical processes. For example, mechanistic modelling of 

polymerization reactors is quite difficult, the difficulties include the large number of 

kinetic parameters which are hard to determine, the complex and numerous reactions and 

chemical species occurring simultaneously inside the reactor and the poor understanding 

of phenomena for mixtures involving polymers. Under particular situation, the free radical 

polymerization of methyl methacrylate (MMA), associated with gel and glass effects, 

simple MLPs were used to model the mass reaction viscosity, number average molecular 

weight, gravimetric average molecular and monomer conversion depending on initial 

working conditions (Curteanu, 2004).  
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Figure 2.2 Architectural graph of a multilayer network with three hidden layers. (Zeki et 

al., 2016) 

 

Figure 2.3 A sample graph for Multilayer Perceptron. (Polat, 2017) 

 

2.3 Recurrent neural networks 

Recurrent Neural Network (RNN) is a large computational model inspired by biological 

brain modules. Although RNNs have great theoretical promise, the training of RNNs has 

always been a problem for the academic community. In RNN, many neurons are 

connected to each other, just like synapses in the brain, and these connections allow 

signals to propagate through the network, also the signal can propagate from the output 

neurons. Figure 2.4 shows the typical structure of RNN, where 𝒖, 𝑾 and 𝒚 denotes the 

input, weight matrix and output respectively. The recurrent property is reflected in the 

following two points: 

1. RNN can be developed in the absence of an input signal as an automatic transient 

generator that is connected around recursion and can autonomously maintain an 

automatic transient signal generator, mathematically, illustrating that RNN can act as 

a dynamical system while the FNN is simply a function approximator. 

2. When driven by an input signal, RNN converts the input signal from past moments 

into the internal state of the hidden layer internal states, the RNN has dynamic 

memory and can handle transient information. 
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Figure 2.4 Typical structure of RNN. 

From a dynamic system perspective, there are two types of RNN. One type of RNN is the 

symmetric topological RNN with the aim of maintaining the minimum energy, the most 

typical network for this type is the Hopfield network (Hopfield, 2007). The training 

algorithm for the Hopfield network is unsupervised learning algorithm and the main 

functions are memory association, data compression, data distribution and static mode 

classification. Hopfield network is based on the principles of statistical physics. In contrast, 

another type of RNN models are mainly characterized by heuristic dynamic updates and 

direct connection methods. This type of networks is mainly used to implement nonlinear 

filtering, which converses a specific timing input signal into a class of output timing 

signals. The mathematical background of this type of RNN is nonlinear dynamical systems, 

and their standard training algorithm is a supervised learning algorithm. The RNNs 

discussed in this chapter are all based on the second type of RNNs. 

 

The main reason that RNN is a good solution to the non-linear time series problem is that 

RNN can be used as a general approximator for arbitrary dynamic system. RNN has 

already demonstrated its strong research and application value in certain fields. Although 

many scholars generally believe that RNN has great promise, the application of RNN to 

dynamic non-linear systems is still very limited. The main reason is that the traditional 

training algorithm of RNN is based on gradient descent. This type of algorithm has many 
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inherent drawbacks, mainly in the following three aspects (Pascanu et al., 2013, Zhang et 

al., 2019, Chen et al., 2020): 

1. The gradient descent algorithm aims to reduce the training error cyclically, but during 

the RNN training process, if the execution is not done properly while using gradient 

descent, it may lead to problems like gradient vanishing or gradient exploding, which 

does not guarantee the convergence performance of the RNN. 

2. In the gradient descent algorithm, an individual parameter update requires so much 

computation, and the update of these parameters is often achieved through many 

iterations. This leads to the problem of long training times and thus prevents the 

structure of the RNN from being too large. 

3. In essence, gradient information decreases exponentially in traditional RNNs, so it is 

difficult for traditional RNNs to learn data with long-term memory. 

 

A typical Recurrent neural network is consisted to have K input neurons, N hidden neurons 

and L output nodes. These nodes take discrete time t as step length, so the input activation, 

hidden layer activation and output activation are denoted as 𝒖𝑡 = (𝑢1, 𝑢2, … , 𝑢𝐾), 𝒔𝑡 =

(𝑠1, 𝑠2, … , 𝑠𝑁) and 𝒐𝑡 = (𝑜1, 𝑜2, … , 𝑜𝐿) , respectively. 𝑾  and 𝑼represents the 𝑁 × 𝑁  and 

𝑁 × 𝐾 internal connection matrices. The outputs of hidden layer node and output layer 

node at time 𝑡 is: 

𝑠𝑡 = 𝑓(𝑈𝑢𝑡 +𝑊𝑠𝑡−1) (2.5) 

       

𝑜𝑡 = 𝑔(𝑉𝑠𝑡) (2.6) 

                                                                                                     

Where 𝑜𝑡  is the network output value, 𝑠𝑡  represents hidden state value, 𝑢𝑡  is the input 

value at time step 𝑡, 𝑔 and 𝑓 represent active functions of output layer and hidden layers 

respectively, 𝑈, 𝑊 and 𝑉 are input weights, hidden layer weights and output layer weights, 

respectively. 
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Plug Eq 2.5 into Eq 2.6 repeatedly, the following can be obtained: 

𝑜𝑡 = 𝑔(𝑉𝑠𝑡) 

= g(𝑉𝑓(𝑈𝑢𝑡 +𝑊𝑠𝑡−1)) 

= g(𝑉𝑓(𝑈𝑢𝑡 +𝑊𝑓(𝑈𝑢𝑡−1 +𝑊𝑠𝑡−2))) 

= g(𝑉𝑓 (𝑈𝑢𝑡 +𝑊𝑓(𝑈𝑢𝑡−1 +𝑊𝑓(𝑈𝑢𝑡−2 +𝑊𝑠𝑡−3)))) 

= g(𝑉𝑓 (𝑈𝑢𝑡 +𝑊𝑓(𝑈𝑢𝑡−1 +𝑊𝑓(𝑈𝑢𝑡−2 +𝑊𝑓(𝑈𝑢𝑡−3 +⋯)))))  (2.7) 

  

It can be found from the above equations that the output of RNNs 𝑜𝑡  is influenced by 

previous inputs 𝑢𝑡 , 𝑢𝑡−1, 𝑢𝑡−2, 𝑢𝑡−3, …. This is why it called recurrent neural network. 

 

In contrast with FNN, RNN has better performance on nonlinear and dynamic problems. 

There are four traditional RNN training methods which are Backpropagation Through 

Time (BPTT), Real-time Recurrent Learning (RTRL), Long Short-Term Memory (LSTM), 

and reservoir networks. These are further explained below. 

1. Backpropagation Through Time  

BPTT is an extended algorithm of backpropagation which is used in training 

feedforward neural networks. The basic principle of BPTT is unfolding the RNN to a 

multilayer feedforward network in a step-by-step manner under time dimension. 

Training data is separated by time interval from 𝑡𝑠 to 𝑡𝑒 , meaning that in this time 

interval, the multilayer feedforward network is unfolding from 𝑠(𝑡𝑠) to 𝑠(𝑡𝑒). Finally, 

the total loss gradient is the sum of the loss gradient for each sequence of time 

(Werbos, 1990): 

𝑛𝑒𝑡𝑡 = 𝑈𝑢𝑡 +𝑊𝑠𝑡−1 (2.8) 

 

𝑠𝑡−1 = 𝑓(𝑛𝑒𝑡𝑡−1) (2.9) 

 

Where 𝑛𝑒𝑡𝑡 is the weighted input of a neuron at time 𝑡. 

𝜕𝑛𝑒𝑡𝑡
𝜕𝑛𝑒𝑡𝑡−1

=
𝜕𝑛𝑒𝑡𝑡
𝜕𝑠𝑡−1

𝜕𝑠𝑡−1
𝜕𝑛𝑒𝑡𝑡−1

 

𝜕𝑛𝑒𝑡𝑡
𝜕𝑠𝑡−1

= 𝑊 

𝜕𝑠𝑡−1
𝜕𝑛𝑒𝑡𝑡−1

= 𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑡−1)] 



16 
 

𝜕𝑛𝑒𝑡𝑡
𝜕𝑛𝑒𝑡𝑡−1

=
𝜕𝑛𝑒𝑡𝑡
𝜕𝑠𝑡−1

𝜕𝑠𝑡−1
𝜕𝑛𝑒𝑡𝑡−1

=  𝑊 ∙ 𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑡−1)] (2.10) 

                                       

Where 𝑑𝑖𝑎𝑔[] represents a diagonal matrix and 𝑓′ is the derivative of 𝑓. 

𝛿𝑘
𝑇 =

𝜕𝐸

𝜕𝑛𝑒𝑡𝑘
 

      =
𝜕𝐸

𝜕𝑛𝑒𝑡𝑡

𝜕𝑛𝑒𝑡𝑡
𝜕𝑛𝑒𝑡𝑘

 

      =
𝜕𝐸

𝜕𝑛𝑒𝑡𝑡

𝜕𝑛𝑒𝑡𝑡
𝜕𝑛𝑒𝑡𝑡−1

𝜕𝑛𝑒𝑡𝑡−1
𝜕𝑛𝑒𝑡𝑡−2

⋯
𝜕𝑛𝑒𝑡𝑘+1
𝜕𝑛𝑒𝑡𝑘

 

      =  𝑊𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑡−1)] 𝑊𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑡−2)]⋯𝑊𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑘)]𝛿𝑡
𝑙 

= 𝛿𝑡
𝑇∏𝑊𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑖)]

𝑡−1

𝑖=𝑘

(2.11) 

                                                                                                                         

Where 𝛿𝑘
𝑇 is temporal gradient flow-back component, it can be seen that it is a product 

of the same gradient starting from time 𝑇 and extending until end of the sequence k. 

𝛽𝑓𝛽𝑤 is the upper bound for the norm of diagonal matrix 𝑑𝑖𝑎𝑔[𝑓′(𝑛𝑒𝑡𝑖)] and weight 

matrix 𝑊. 

 

The unfolding process of RNN is shown in Figure 2.5. The difference between BPTT 

and BP is calculating the locality gradient error in the selecting time interval and then 

pass the locality gradient error to other layers. 

 

Figure 2.5 Unfold the RNN to multilayer feedforward network. 

2. Real-time Recurrent Learning (RTRL) 

RTRL is a feedforward learning method which is opposite to BPTT. The training 

process calculates the error gradient at time t firstly, then through the recursive 
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procedure to obtain the derivate coefficient of the error gradient at time 𝑡 + 1 

(Williams and Zipser, 1989).  

3. Long Short-Term Memory (LSTM) 

Long Short Term Memory network (LSTM) is a type of RNN which have ability to 

learn long-term information. It is first introduced in 1997 and optimized by some 

researchers in the past years (Hochreiter and Schmidhuber, 1997). It is a kind of gate 

neural network, using forget gate to determine what information should be going to 

throw away from the cell and even the scale of information. Figure 2.6 shows a 

typical LSTM network contains four interacting layers. 

 

 

 

Figure 2.6 A LSTM model contains four interacting layers. 

 

4. Reservoir Networks 

Reservoir computing (RC) refers to a class of new state-space models transition 

structures with fixed states and adaptive readout of the state space. Reservoir 

computing is a novel framework for designing and training recurrent neural networks, 

and it has emerged in the last decade as an alternative to gradient descent methods for 

training RNNs. The reservoir should be complex enough to capture a large number of 

reservoir features mapped to the input stream that the output readings can utilize. 

Echo State Networks (ESNs) (Jaeger, 2001), Liquid State Machines (LSMs) (Maass 

et al., 2002) and the back-propagation decorrelation neural network (BPDC) (Steil, 

2004) are examples of popular RC methods. In RC, the input data is converted to a 

spatiotemporal pattern in a higher dimensional space. Then, a mode analysis from the 

spatiotemporal mode is performed during the readout process. The main features of 

the input weights and the weights in the reservoir are not trained and only the reading 
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weights are trained with a simple learning algorithm, such as linear regression. This 

simple and fast training process makes it possible to significantly reduce the 

computational cost of learning compared to standard RNNs, which is the main 

advantage of RC (Lukoševičius and Jaeger, 2009). 

 

The role of reservoir in reservoir computing is to nonlinearly transform continuous 

inputs into high-dimensional spaces, so that features of inputs can be effectively read 

out by simple learning algorithms. In particular, the application of physics-based RC 

utilizing reservoirs has attracted more and more interest in many research fields in 

recent years. Various physical systems and devices are proposed to implement RC. 

The motivation for physical realization of the reservoir is that the device for achieving 

rapid information processing has low learning costs. For hardware implementations 

where training is required, it typically relies on advanced training neural network 

hardware technologies (Misra and Saha, 2010) and neuromorphic hardware (Hasler 

and Marr, 2013). In contrast, the physical realization of a reservoir can use various 

physical phenomena in the real world, because a mechanism is not necessary for 

training to adapt to changes. In fact, physical RC is another choice for unconventional 

computing based on new hardware examples (Hadaeghi et al., 2017). 

 

2.4 Echo state networks 

2.4.1 Echo state networks 

Echo state networks are a type of recurrent neural networks which are quite different from 

classical RNNs in that stability can be maintained if the condition called ‘echo state 

property’ is satisfied. An ESN is composed of a reservoir and a linear output layer which 

maps the reservoir states to the network output. Figure 2.7 shows the original ESN where 

all input neurons are connected to the reservoir neurons (the hidden layer) which are 

totally linked with the output layer, while the output neurons can be reconnected 

backwards with the input neurons and reservoir neurons. The input weights are generated 

randomly, but the internal weights between reservoir neurons can be created with a sparse 

connection density which means that internal neurons may not be fully connected to each 

other but connected sparsely. In addition, the backwards weights for recurrent connections 

from the output to the reservoir neurons (if necessary) can be generated similarly as the 

input weights. When an ESN is established, the weights described above will not change 
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during the training process and only the readout output weights need to be learned. Thus 

ESN can be built much faster with less computation effort than other RNNS trained by 

BPTT approach.  

 

Figure 2.1 Typical structure of an echo stat network (Liu and Zhang, 2020). 

The typical state updating and  𝑾 rescaling of ESN are given by Eq 2.12 and Eq 2.13 

respectively: 

𝒙(𝑡) = 𝒇(𝑾𝒊𝒏 · 𝒖(𝑡) +𝑾 · 𝒙(𝑡 − 1) +𝑾𝒃𝒂𝒄𝒌 · 𝒚 (𝑡 − 1) +𝑾𝒃𝒊𝒂𝒔) (2.12) 

 

𝑾 ←
𝜹𝑾

|𝜽𝑴𝒂𝒙|
(2.13) 

 

In the above equations, 𝒖(𝑡), and 𝒙(𝑡) represents the input and the reservoir states at time 

𝑡  respectively. In addition, 𝑓  is the general activation function, it can be 𝒔𝒊𝒈𝒏()  or 

𝒕𝒂𝒏𝒉(). The weights donated by 𝑾𝒊𝒏 , 𝑾𝒃𝒂𝒄𝒌, 𝑾𝒃𝒊𝒂𝒔, and 𝑾 represent the weights for 

input, feedback, bias, and reservoir respectively. They are initialized randomly, generally 

from a normal distribution with zero mean and unit variance. Then 𝑾 needs to be rescaled 

by dividing the matrix by a spectral radius (the largest absolute eigenvalue of W, |𝜽𝑴𝒂𝒙| ) 

and then multiplying by a spectral radius factor 𝜹 to keep its echo state property. The ESN 

output can be calculated as follows. 

𝒚(𝑡) = 𝑓𝑜𝑢𝑡(𝑾𝒊𝒏𝒐𝒖𝒕 · 𝒖(𝑡) +𝑾𝒐𝒖𝒕 · 𝒙(𝑡 − 1) +𝑾𝒐𝒖𝒕𝒐𝒖𝒕 · 𝒚 (𝑡 − 1) +𝑾𝒃𝒊𝒂𝒔𝒐𝒖𝒕) (2.14) 
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𝒚(𝑡) presents output at time step 𝑡, 𝒇𝒐𝒖𝒕 is output layer activation function, here a linear 

function is used. The weights denoted by 𝑾𝒊𝒏𝒐𝒖𝒕, 𝑾𝒐𝒖𝒕,𝑾𝒐𝒖𝒕𝒐𝒖𝒕,𝑾𝒃𝒊𝒂𝒔𝒐𝒖𝒕 are the input-

output, output, output-output and bias-output weights. All the output weights are learned 

by some linear regression algorithms such as pseudo-inverse, principal component 

regression (PCR), ridge regression and least angle regression. In this thesis, the output 

equation is simplified as: 

𝒚(𝑡) = 𝑓𝑜𝑢𝑡(𝑾𝒐𝒖𝒕 · 𝒙(𝑡 − 1)) (2.15) 

 

For an ESN with K inputs, N reservoir neurons, and L outputs, 𝑾𝒊𝒏 is a 𝑁 × 𝐾 weight 

matrix, 𝑾 is a 𝑁 × 𝑁 weight matrix, 𝑾𝒐𝒖𝒕 is a 𝐿 × 𝑁 weight matrix and 𝑾𝒃𝒂𝒄𝒌 is a 𝑁 × 𝐿 

weight matrix. A new development of ESN is an addition of the leak rate factor 𝜶 which 

can effectively coordinate the dynamic property of intern reservoir. The modification of 

the original ESN equation is shown in Eq. 2.16 (Lukoševičius and Jaeger, 2009): 

𝒙(𝑡) = (1 − 𝛼) · 𝒙(𝑡 − 1) +

𝛼 · 𝑓 (𝑾𝒊𝒏 · 𝒖(𝑡) +𝑾 · 𝒙(𝑡 − 1) +𝑾𝒃𝒂𝒄𝒌 · 𝒚 (𝑡 − 1)) (2.16)
 

                          

A typical ESN does not use feedback connections, but for a time-series problem, adding 

feedback connection can increase the prediction accuracy. However, this structure will 

complicate the reservoir, increase the calculation cost and reduce whole system stability. 

During the training process, the reservoir states obtained are collected in a state matrix 𝑿 

which is updated at discrete time step: 

𝑿 =

[
 
 
 
 
 
𝑥𝑇(1)

𝑥𝑇(2)
⋮

𝑥𝑇(𝑡)
⋮

𝑥𝑇(𝑛)]
 
 
 
 
 

(2.17) 

 

and the corresponding target outputs are collected in a target output matrix 𝒀: 

𝒀 =

[
 
 
 
 
 
𝒚(1)

𝒚(2)
⋮

𝒚(𝑡)
⋮

𝒚(𝑛)]
 
 
 
 
 

(2.18) 
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where n is the number of training samples. The readout matrix should then be obtained by 

solving a linear regression problem: 

𝑿 ∙ 𝑾𝒐𝒖𝒕 = 𝒀 (2.19) 

 

The least-squares solution (LSM) is the common method to solve 𝑾𝒐𝒖𝒕: 

𝑾𝒐𝒖𝒕 = 𝑎𝑟𝑔min
𝑤
‖𝑿𝒘 − 𝒀‖2                                           (2.20)     

where ‖∙‖  denotes the Euclidean norm, and the readout matrix 𝑾𝒐𝒖𝒕  is given by the 

following: 

𝑾𝒐𝒖𝒕 = (𝑿𝑻𝑿)−1𝑿𝑇𝒀 (2.21) 

                                                     

ESN can be trained both offline and online by minimizing the given loss function. Mean 

Square Error (MSE) is the most used method for evaluating the performance of ESN: 

𝑀𝑆𝐸 =
1

𝑛
∑(𝑦(𝑖) − 𝑦𝑡𝑒𝑠𝑡(𝑖))

2

𝑛

𝑖=1

(2.22) 

 

where 𝑦 is the actual output and  𝑦𝑡𝑒𝑠𝑡 is the desired output and 𝑛 is the number of data 

point. 

 

2.4.2 ESN Training Method 

2.4.2.1 The offline Training 

In the offline training mode, input the training data firstly, and then compute the output 

weights that minimise the MSE. In general, the training procedure contains the following 

steps: 

1. Randomly create a large reservoir and initialize the input weight matrix 𝑾𝒊𝒏  and 

reservoir weight matrix 𝑾 , make sure each element in 𝑾𝒊𝒏  and 𝑾  is following 

uniform distribution. Run the ESN on the training data set. During training, 𝑾𝒊𝒏 and 

𝑾 are fixed. 

2. Dismiss data from initial washout period and collect the remaining network states 

𝑥(𝑡) and arrange row-wise into a matrix 𝑿 , where in case of direct input-output 

connections, the matrix 𝑿 collects inputs 𝑠(𝑡) as well. 

3. The target values from the training set after washout period are collected in a vector 𝒀. 
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4. The output weight matrix 𝑾𝒐𝒖𝒕  can be calculated by one of the following four 

methods: 

1. Singular value decomposition (SVD): perform SVD on an 𝑀 ×𝑁 matrix 𝑿 as 

𝑿 = 𝑷𝑺𝑸𝑇 , where T denotes transpose operation, 𝑷,𝑸  denotes 𝑀 ×𝑀  and 

𝑁 × 𝑁 orthonormal matrices respectively, and 𝑺 is an 𝑀 ×𝑁 diagonal matrix 

containing singular values in descending order 𝛿11 ≥ 𝛿22 ≥. . . ≥ 𝛿𝑁𝑁 ≥ 0 . 

The output weight matrix,  𝑾𝒐𝒖𝒕, can be found by solving 𝑿𝑾𝒐𝒖𝒕 = 𝒀. 

2. Pseudoinverse solution: The output weight matrix 𝑾𝒐𝒖𝒕  is computed by 

multiplying the pseudoinverse of 𝑿 with 𝒀, 𝑾𝒐𝒖𝒕 = 𝒀 ∙ 𝑿−𝟏. 

3. Wiener-Hopf solution: The output weight matrix  𝑾𝒐𝒖𝒕  is computed by 

𝑾𝒐𝒖𝒕 = 𝑴−𝟏𝑫 , where 𝑴 = 𝑿𝑇𝑿  is the correlation matrix of the reservoir 

states and 𝑫 = 𝑿𝑇𝒀 is the cross-correlation matrix between the states and the 

desired outputs. 

4. Ridge regression: A regularization method named ridge regression has been 

shown to be an efficient method to calculate the readout matrix (Dutoit et al., 

2009). The ridge regression is a shrinkage method that consists of adding a 

penalty term proportional to the Euclidean norm of the readout matrix: 

𝑾𝒐𝒖𝒕 = 𝑎𝑟𝑔min
𝑤
‖𝑿𝒘 − 𝒀‖2 + 𝛾‖𝒘‖2                  (2.23)                            

where 𝛾 ≥ 0 is the ridge parameter determined on a hold-out validation set. 

The solution of readout matrix is replaced as following: 

𝑾𝒐𝒖𝒕 = (𝑿𝑻𝑿 + 𝛾𝑰𝑁)
−1𝑿𝑇𝒀 (2.24) 

                                          

where 𝑰𝑁 is the identity matrix of size N.  

If 𝑿 is of full rank (number of reservoir units), then SVD, Pseudoinverse, and Wiener-

Hopf methods are similar and equivalent. If 𝑿 is not full rank, then the matrix  𝑴 = 𝑿𝑇𝑿 

of the Wiener-Hopf solution is ill-conditioned, the SVD and Pseudoinverse methods are 

stable. In this thesis, all the training of ESN is offline training and output weights matrix 

𝑾𝒐𝒖𝒕 is calculated by ridge regression methods. 

 

2.4.2.2 ESN online training method. 

Online training is the opposite to offline training and it is a recursive modification of the 

output weights as the training data inputting. Online training can be achieved by stochastic 

gradient descent (SGD) (Kountouriotis et al., 2005) and the output weights are modified 
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by the changes of reservoir states and the output of ESN, the output weights can be 

computed by: 

𝑾𝒐𝒖𝒕(𝑡 + 1) = 𝑾𝒐𝒖𝒕(𝑡) + 𝜑(𝑦(𝑡) − 𝑦𝑡(𝑡)𝑢(𝑡)                           (2.25) 

 

where 𝜑 is the learning rate, 𝑢(𝑡) is the input, 𝑦 and 𝑦𝑡  denotes the readout output and 

desired output respectively. The convergence of SGD heavily relies on learning rate 𝛼, 

also the eigenvalues of the cross-correlation matrix influence the performance 

(Lukoševičius and Jaeger, 2009). 

 

In order to increase the convergence of SGD method. Jaeger (Jaeger, 2002b) posted 

Recursive Least Squares (RLS) to train ESN online. RLS is an adaptive filter, by 

minimizing MSE to update the output weights. In RLS, after the initial washout period, the 

output weights 𝑾𝒐𝒖𝒕 are recursively updated at every time step 𝑡: 

𝑘(𝑡) =
𝜃(𝑡 − 1)𝑿(𝑡)

𝑿𝑇(𝑡)𝜃(𝑡 − 1)𝑿(𝑡) + 𝛾
(2.26) 

 

𝜃(𝑡) =
𝜃(𝑡 − 1) − 𝑘(𝑡)𝑿𝑇(𝑡)𝜃(𝑡 − 1)

𝛾
(2.27) 

 

𝑾𝒐𝒖𝒕(𝑡) = 𝑾𝒐𝒖𝒕(𝑡 − 1) + 𝑘(𝑡)[𝑦(𝑡) − 𝑦𝑡(𝑡)] (2.28) 

 

where k stands for the innovation vector;  𝜃 is the error covariance matrix initialized with 

large diagonal values. Forgetting parameter, 𝛾, (0 < 𝛾 < 1), is usually set to a value close 

to 1. From the equations, it can be found that RLS is a special case of Kalman filter. 

Compared to SGD, RLS has higher computational complexity and RLS based ESN has 

fast velocity of convergence, but it may be affected by the unstable data. 

 

2.4.3 Stability analysis 

Stability is a basic problem that must be considered and analyzed when using recurrent 

neural networks. Traditional RNNs, such as Hopfield neural networks, Cohen-Grossberg 

neural networks, BAM neural networks, need to construct different Lyapunov functional 

and use LaSalle principle to obtain global stability criterion or exponential stability 

criterion (Li and Wu, 2010, Alzabut et al., 2020). As the stability conditions of traditional 
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recursive neural networks are relatively conservative, it is not conducive to the promotion 

and application of recurrent neural networks (Park et al., 2008, Cao and Li, 2005, Song 

and Cao, 2007, Forti and Tesi, 1995, Wang and Zou, 2002). Different from the traditional 

recurrent neural networks, the reservoir connection weights of echo state network are fixed 

in the training process, and only the output weights of the network are adjusted. Therefore, 

the echo state network can guarantee the stability of the internal state of the network by 

setting the initial connection weight of the reservoir, which greatly improves the 

practicability of the network and provides a new direction for the research of recurrent 

neural networks. 

 

Echo state network has good network performance due to an important feature - echo state 

property (ESP). The echo status property indicates that the network is not affected by the 

initial state. The internal state of the reservoir 𝑿(𝑡) is uniquely determined by the history 

input 𝑢(𝑡), 𝑢(𝑡 − 1), …𝑢(1).The internal state reaches asymptotic stability. The stability 

of network internal state is the basis for the extensive application of echo state networks. 

The process of proving the stability of echo state network is as follows (Jaeger, 2002b): 

Definition 1: assume the activate function 𝑓 is a tanh function, when the largest singular 

value 𝜎(𝜎 = 𝜎𝑚𝑎𝑥(𝑾))  of weight matrix of reservoir is less than 1, the echo state 

property of internal network is stable. 

 

Given two different internal states in an echo state network, which are 𝒙(𝑡) and 𝒙(𝑡) ′, 

with the same input 𝑢(𝑡): 

‖𝒉(𝑡 + 1)‖2 = ‖𝒙(𝑡 + 1) − 𝒙(𝑡 + 1) 
′ ‖2 

= ‖𝑓 (𝑾𝑖𝑛𝒖(𝑡 + 1) +𝑾𝒙(𝑡)) − 𝑓(𝑾𝑖𝑛𝒖(𝑡 + 1) +𝑾𝒙(𝑡) ′)‖
2
 

≤ ‖(𝑾𝑖𝑛𝒖(𝑡 + 1) +𝑾𝒙(𝑡)) − (𝑾𝑖𝑛𝒖(𝑡 + 1) +𝑾𝒙(𝑡) ′)‖
2
 

= ‖𝑾𝒙(𝑡) −𝑾𝒙(𝑡) ′‖2 

= ‖𝑾(𝒙(𝑡) − 𝒙(𝑡) ′)‖2                                              (2.29) 

According to the compatibility of norms: 

‖𝑾(𝒙(𝑡) − 𝒙(𝑡) ′)‖2 ≤ ‖𝑾‖2‖𝒙(𝑡) − 𝒙(𝑡) 
′‖2 

‖𝒉(𝑡 + 1)‖2 ≤ ‖𝑾‖2‖𝒙(𝑡) − 𝒙(𝑡) 
′‖2 

= ‖𝑾‖2‖𝒉(𝑡)‖2 
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= 𝜎(𝑾)‖𝒉(𝑡)‖2                                                    (2.30) 

Obviously, when the largest singular value 𝜎𝑚𝑎𝑥(𝑾) of the reservoir matrix is less than 1 

and 𝑡 → ∞, ‖𝒉(𝑡)‖2 = 0. 

 

Based on the above analysis, the following conclusions are posted: 

1. The stability of ESN is closely related to the reservoir weight matrix 𝑾 . If the 

maximum singular value 𝜎𝑚𝑎𝑥(𝑾)  is less than 1, then the ESN has Echo State 

Property. 

2. The definition is a sufficient condition for the internal state stability of ESN. However, 

meeting this condition is relatively strict and is often ignored in practical application 

(Strauss and Tino, 2005). For the convenience of application, as long as the spectral 

radius of reservoir connection weight matrix is less than 1, i.e.  𝜌(𝑾) < 1 , the 

network is considered to have Echo State Property. 

3. Because the reservoir connection weights matrix 𝑾 will remain unchanged after the 

initial setting, and during training process the reservoir matrix 𝑾 will not modulated. 

Therefore, the training of ESN does not affect the stability of internal networks. 

Generally, in order to ensure the ESN has ESP, a reservoir meeting the necessary 

conditions must be generated, i.e. 𝜌(𝑾) < 1. The reservoir connection weights matrix 

can be computed: 

𝑾 = 𝛼𝑾 (
𝑾𝑟

|𝜆𝑚𝑎𝑥|
) (2.31) 

 

|𝜆𝑚𝑎𝑥| = 𝑚𝑎𝑥{𝜆𝑖(𝑾
𝑟)}, 𝑖 = 1,2, …𝑁                                (2.32) 

where  𝛼𝑾 is sparse factor, with 0 < 𝛼𝑾 < 1.  𝑾𝑟 is a randomly generated sparse matrix, 

𝜆𝑚𝑎𝑥 is the maximum eigenvalues of matrix 𝑾𝑟, and 𝜆𝑖 is i-th eigenvalues of matrix 𝑾𝑟. 

Adjusting sparse matrix 𝑾𝑟 by the sparse factor 𝛼𝑾, a reservoir connection weight matrix 

𝑾 with spectral radius less than 1 can be obtained, so that the network meets the necessary 

conditions of Echo State Property. 

 

2.4.4 The parameters of the reservoir 

In the practical application of ESN, generating a good reservoir has great influence on the 

modelling ability. In view of a practical problem, in order to build a good reservoir, the 
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functions of the reservoir need to be deeply analysed first. Generally, the reservoir has two 

important functions: nonlinear high-dimensional transformation and memory of input data. 

In the field of machine learning, there is a similar relationship between echo state network 

and kernel function method. For time series prediction, the role of the reservoir can be 

seen as transforming the input signal 𝑢𝑡 into the reservoir state through high-dimensional 

nonlinear transformation 𝒙𝑡. For pattern classification tasks, the input signal 𝑢𝑡  is linearly 

indivisible in its original space, after the reservoir transforms the input data into a high-

dimensional nonlinear space, it can be linearly separable by the output weight 𝑾𝒐𝒖𝒕 

(Hermans and Schrauwen, 2012). Another function is that the reservoir has memory 

function for time - related data. When choosing to use the ESN in practice, the first 

consideration is the memory function of the reservoir. The model needs to remember the 

previously learned information, which is an important factor for choosing to use the ESN 

for time series prediction. There is no need to use an ESN if the model is not required to 

have memory in a practical problem. 

 

ESN is a data-driven dynamic model, the balance between nonlinear high-dimensional 

transformation and data memory should be considered when setting the parameters of the 

reservoir (Verstraeten et al., 2010). The global parameters of the ESN are as follows: the 

number of neurons in the reservoir 𝑛, the sparseness of the reservoir 𝛼𝑾, the distribution 

of reservoir connection weight matrix 𝑾, the spectral radius 𝜆 of reservoir connection 

weight matrix 𝑾, the scaling ratio 𝛼𝑖𝑛 of input data and the leakage rate 𝛾. 

 

2.4.4.1 Reservoir size and sparseness 

If the training data is not too much, selecting too many neurons 𝑛 in the reservoir will lead 

to insufficient data for training, which will degrade the performance of the ESN. It is 

important to find the computational balance for practical problems to be solved using ESN. 

The lower limit of the dimension 𝑛 of the reservoir is roughly estimated by considering the 

number of independent data that the reservoir must remember. Independent data refers to 

the data that the ESN needs to remember in order to successfully complete its task (Jaeger, 

2001). For independent and equally distributed input data, the number of independent data 

is roughly estimated by multiplying the dimension of the input data by the time step which 

needed to memorize. In fact, there is often a correlation between time and variables in the 

input data 𝑢𝑡, which makes it somewhat compressible. In addition, the forgetting curve of 
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the reservoir is usually not rectangular as forgetting is a gradual process. Therefore, the 

actual number of neurons 𝑛 needed by the reservoir can be smaller than the theoretical 

value. 

In an ESN, there is a sparse connection between neurons in a reservoir, which means that 

the connection weights of a majority of elements in the reservoir would be equal to zero 

(Jaeger, 2001). In the simulation experiments, it is found that sparse connections may 

slightly improve the predictive performance of ESN (Li et al., 2012). In practice, if the 

connection weight matrix of the reservoir is sparse, the sparse reservoir can improve the 

running speed of the ESN. 

 

The connection weight matrix of the reservoir 𝑾 is usually set as sparse, and the non-zero 

elements in the matrix are usually uniformly or normally distributed centred on zero. 

Different researchers may prefer to use different distributions. Gaussian distribution is 

widely used to generate the connection weight matrix of reservoir. The uniformly 

distributed data has boundedness and continuity, so uniform distribution is also widely 

used. In fact, the two distributions can make the ESN have similar performance, also 

depending on the settings of other parameters. The input connection weight matrix 𝑾𝑖𝑛 is 

typically generated with the same type of distribution as 𝑾. 

 

2.4.4.2 Input scaling and leak rate 

A scale factor used for sizing the input connection matrix is a key parameter in the 

optimization of an ESN. For the input connection matrix 𝑾𝑖𝑛  that follows a normal 

distribution, the standard deviation can be used as the scale factor. 

 

In order to reduce the number of freely adjustable parameters, it is usual to adjust all the 

columns of the input matrix 𝑾𝑖𝑛 together using a single scale factor. However, if the first 

column of a matrix corresponds to the offset input of a neuron, the first column of the 

matrix 𝑾𝑖𝑛 and the rest of the matrix 𝑾𝑖𝑛 can be adjusted separately. The value range of 

the input data can be optimized by scaling and transforming the input data. In fact, the 

same effect can be achieved by adjusting the weights of the actual and biased inputs of the 

matrix 𝑾𝑖𝑛 by different scale factors. 
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It can be seen from Eq 2.16 that adjusting the range of input weight matrix 𝑾𝑖𝑛  and 

reservoir connection weight matrix 𝑾 separately can make different effect on the current 

time step input signal 𝑢(𝑡)  and previous time step 𝒙(𝑡 − 1). On the other hand, it is 

necessary to consider the respective numbers of neurons in the input matrix and reservoir. 

The reservoir tends to eliminate the spectrum of the principal component of input data 

𝑢(𝑡)  in reservoir state 𝒙(𝑡) , so before the data is input into the ESN, the correct 

representation of the data needs to be selected or pre-processed. For example, if the 

smaller principal components of the input data 𝑢(𝑡)  do not carry useful information, they 

may be removed from the data by principal component analysis before they are entered 

into the reservoir, where they would otherwise be amplified. 

 

The leak rate in Eq 2.16 is considered as an important parameter to decide the updating 

speed of reservoir state 𝒙(𝑡). A time-continuous differential equation is used to describe 

the dynamic characteristics of state update of reservoir: 

�̇�(𝑡) = −𝒙(𝑡) + 𝑓(𝑾 ∙ 𝒙 +𝑾𝑖𝑛 ∙ 𝑢) (2.33) 

Make Euler discretization of �̇� in time gives: 

�̇� ≈
△ 𝒙

△ 𝑡
=
𝒙(𝑡 + 1) − 𝒙(𝑡)

△ 𝑡
(2.34) 

 

Therefore, in the discrete time Eq 2.16, 𝛼 can be replaced by the sampling interval △ 𝑡, 

and 𝛼 can be regarded as the time interval discretized between two continuous time steps. 

In addition, when the signal changes slowly, setting 𝛼 works similarly to resample the 

input and output (Lukoševicius et al., 2006, Schrauwen et al., 2007). The leak rate 𝛼 can 

even be adjusted online for the time interval between processing signals (Jaeger et al., 

2007a).  

In some cases, choosing 𝛼 is difficult and subjective. This global parameter needs to be 

obtained by trial-and-error method, especially when the input and output time scales are 

quite different. When a task needs to model a dynamic system that generates time series 

on multiple time scales, a feasible approach is to set different leak rates for different inputs, 

which results in more parameters that need to be optimized (Holzmann and Hauser, 2010). 

In addition, Eq 2.16 can also be thought of as a simple digital low-pass filter. Some 

literature even suggests using more powerful filters for this purpose (Wyffels et al., 2008). 
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In some cases, a small leak rate can make the reservoir state has slow changing dynamic 

characteristics and can significantly increase the short-term memory duration of ESN.  

 

2.4.4.3 Spectral radius 

The most important global parameter of ESN is considered as the spectral radius of the 

connection weight matrix of reservoir, which is defined as the absolute value of the 

maximum eigenvalue of the matrix. The spectral radius can be used to scale the matrix 𝑾, 

which changes the width of the distribution of the non-zero elements of the matrix. 

Generally, the sparse connection weight matrix 𝑾 is generated randomly, and its spectral 

radius 𝜌(𝑾) is calculated, then 𝑾 divided by 𝜌 to generate a matrix with unit spectral 

radius. The final spectral radius can be easily adjusted to scale the matrix 𝑾. In order for 

the ESN to work effectively, the reservoir should satisfy ESP and the reservoir state 𝒙(𝑡) 

should be uniquely determined by input 𝑢(𝑡). In other words, for a sufficiently long input 

𝑢(𝑡), the final reservoir state 𝒙(𝑡), should not be related to the initial conditions prior of 

the input. If the spectral radius of the reservoir is larger, the reservoir state 𝒙(𝑡) may have 

multiple fixed points, periodicity or chaos, and the ESP is violated. 

 

The reservoir may violate the ESP even when the spectral radius is 𝜌(𝑾) < 1, but this is 

almost impossible to happen in practice. More importantly, for non-zero input 𝑢(𝑡), the 

reservoir has ESP even at spectral radius 𝜌(𝑾) > 1. This can be explained by the large 

input 𝑢(𝑡) pushing the activated neuron away from 0, where the tanh activate function of 

the neuron is nonlinear and has a single slope in the region with a small slope, thus 

reducing the gain of the neuron and the strength of the feedback connection. This means 

that for non-zero input 𝑢(𝑡), the spectral radius 𝜌(𝑾) < 1 is not a necessary condition for 

the ESP, and the optimal spectral radius value may sometimes be significantly greater than 

1. 

 

In practice, the spectral radius value 𝜌(𝑾) = 1  is taken as the initial reference point, and 

the spectral radius is selected to make the performance of the ESN close to optimization. 

In general, the spectral radius should be larger for tasks requiring a longer input memory, 

and smaller where the current output force depends more on the recent input signal. The 

spectral radius determines how quickly the influence of input on the state of the reservoir 

disappears over time and how stable the reservoir is. 
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2.4.5 The optimization and application of ESN 

1. The dynamic weights of reservoir 

In the traditional ESNs, the connection weights in the reservoir are fixed after 

generating. But the randomly generated reservoir weights may not be the most 

suitable for the specific data and tasks, sometimes choosing initial parameters depends 

on experience. Thus, dynamic reservoir is an available method to optimize the ESN 

when processing data is a critical concern. 

The Principle Neuron Reinforcement (PNR) algorithm was proposed to change the 

strength of reservoir synapses by modifying reservoir connections, so as to achieve 

the goal of optimizing neuron dynamic weights, and PNR changed the connection 

according to the output weight of pre-training phase (Fan et al., 2017). The local 

plasticity rules which allow variety neurons to utilize different parameters to learn 

local features was proposed, replacing the simple type of plasticity rule in common 

ESNs, so that the connections between neurons remain global (Wang et al., 2019). A 

critical echo state network was proposed and the weights of reservoir were embedded 

by the input matrix weights and output matrix weight (Hajnal and Lőrincz, 2006). An 

Anti-Oja’s (AO) based ESN was proposed where AO modified the connection 

weights by declining the correlation between neurons, the AO-ESN had richer internal 

state dynamics and larger diversity between neurons (Babinec and Pospíchal, 2007). 

2. Modes of multiple reservoirs 

The common structure of ESN is built on the single reservoir, practically, ESN can be 

built with multiple reservoirs to achieve better performance. A shared reservoir 

modular ESN was designed with dividing the neural state into multiple independent 

output weight modules of subspace, then merging the data belonging to every 

subspace in one reservoir (Chen et al., 2010). Variational mode decomposition was 

utilized to allocate the data to different reservoir (Han et al., 2019). A Volterra filter 

structure with principal component analysis is presented to decrease the number of 

effective signals transmitted to the output layer (Boccato et al., 2012). Broad-band 

Echo State Network was proposed to determine reservoir number by limiting the 

unsupervised learning algorithm of Boltzmann machine (RBM) in order to fully 

reflect the dynamic characteristics of a class of multivariate time series (Yao and 

Wang, 2019). A decoupled Echo State Network was proposed which uses lateral 
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suppression units to represent decoupling of states before input to multiple reservoirs 

(Xue et al., 2007). 

3. Designs of regularization and training phase 

According to the definition of Echo State Networks, during the training process, only 

output weights need to be learned, so many efficient training methods have proposed. 

Tikhonov regularization method was proposed to train output weights and the second-

order proportional-integral-derivative feedback was applied to minimizes the 

prediction error (Chew et al., 2015). A random matrix theory based first theoretical 

performance analysis of the training phase of large dimensional linear ESNs is 

proposed (Couillet et al., 2016). The variational Bayesian framework is proposed to 

train ESNs with “delay & sum” output weight adaptation and automatic regularization 

(Shutin et al., 2012). The unsupervised learning algorithm of ESN was presented by 

addressing the unclear ground truth problem with evolution strategy, where 

optimizing a real-valued vector representing the plastic weights of the network 

(Devert et al., 2007). 

The ill-posed problem usually causes the leak of training samples, especially when the 

number of training samples less than the size of hidden layer. A hybrid regularized 

ESN was proposed when a big amount of unknown readout weights, the unbiasedness 

and sparse 𝐿1
2

 regulation and 𝐿2  regulation were employed, where the 𝐿2  regulation 

has the ability to shrinking the amplitude of the output weights (Xu et al., 2018). The 

Laplacian eigenmaps ESN was proposed to calculate output weights by low-

dimensional manifold and estimate the reservoir manifold (Han and Xu, 2017). The 

adaptive Levenberg-Marquardt algorithm based ESN was used to get convergence 

and stable performance (Jiang et al., 2008). There were over-fitting issue existing 

widely, to solve this problem, some methods were proposed. A Bayesian Ridge ESN 

was proposed to avoid over-fitting and automatically identify the network architecture 

(Yang et al., 2018), with the same purpose, a leave-one-out cross-validation error 

ESN was proposed (Nguyen et al., 2018). A sparse recursive least squares algorithm 

ESN with online sequential adaptation was proposed, the network size was controlled 

by two norm sparsity penalty constraints of output weights (Yang et al., 2019). 

The network training algorithm is another research area to improve the ESN. Good 

hyper-parameter training is related to good validation. K-fold cross validation scheme 

was proposed, the time complexity was fixed and not scaling up with 𝐾 , which 
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dominates by component (Lukoševičius and Uselis, 2019). To visualize the model 

system dynamics, a conversion of ESN internal layer output to a lower dimensional 

space was suggested, meanwhile, to get better generalization capabilities, the enforced 

regularization constraint was used (Løkse et al., 2017).  

 

2.5 Summary 

In this chapter, ANN is introduced in detail, especially the recurrent neural networks. In 

Sections 2.2 and 2.3, feedforward neural networks and recurrent neural networks are 

reviewed respectively. In Section 2.4, a special kind of network ESN in RNN is described 

in detail, along with the structure and training algorithm of the ESN, and the important 

parameters that affect the learning effect of the ESN.  
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Chapter 3. A modular reservoir topology for echo state network 

3.1 Introduction 

The reservoir topology of traditional echo state networks is usually generated using 

completely random, sparse connections and once generated will not be adjusted. Although 

ESNs with the traditional reservoir have successfully been applied to some nonlinear 

modelling problems, the traditional reservoir is not an optimal reservoir. The strong 

coupling within the reservoir topology of completely random sparse connection causes the 

states of the reservoir neurons converge, weakening the dynamics of the ESN and leading 

to poor network performance and poor stability of its performance.  

 

There have been fruitful results on the topology design of ESNs: (1) networks constructed 

based on complex network theory: small-world and scale-free networks, as the two most 

famous complex networks, have been successfully introduced into the calculation of ESN 

reservoir, and experimental results show that these two structures have better topologies in 

terms of better test results, a wider range of spectral radius and comparable memory 

capacity to the random structure (Cui et al., 2012, Kawai et al., 2019, Kawai et al., 2017, 

Deng and Zhang, 2007); (2) low-complexity network based on the deterministic 

generation algorithms: the traditional random structure generation algorithm, although 

simple, has a certain randomness, which brings certain difficulties to theoretical research 

and analysis. To solve this problem, three simple and generative algorithm-determined 

structures have been proposed: simple cycle reservoir, delay line reservoir, and delay line 

reservoir with feedback connection (Rodan and Tino, 2011).  The results show that, for 

some tasks, these three structures and the stochastic structure have comparable or even 

superior performance. Of course, different structures of ESNs have been proposed to solve 

different types of tasks, such as tree ESN (Gallicchio and Micheli, 2013), the distributed 

shift register network (Ma et al., 2014), and ESN with multiple sub reservoirs (Qiao et al., 

2017). Some of the newer structures are complete reversals of the traditional stochastic 

structures with increased computational complexity, defeating the original purpose  of 

ESN. However, it is undeniable that the study of the feasibility and application of new 

ESNs constructed using other topologies is of great theoretical interest. 

 

Biological studies have shown that brain networks have hierarchy reservoir and modular 

topological characteristics, and the unique network topology can effectively enhance the 
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information processing capacity and robustness of the brain. In view of the above analysis, 

this chapter designs the reservoir topology from a structural bionic perspective. A modular 

reservoir topology with a class brain is proposed, and then a modular ESN (MESN) is 

constructed.  Compared to the traditional completely randomly generated reservoir 

topology, the proposed reservoir topology is designed to reduce the coupling between 

neurons, thus enhancing the richness of the dynamical properties within the reservoir, 

improving the predictive performance of the ESN and its performance stability. It is also 

closer in function and structure to a real biological neural network. 

 

The remaining part of this chapter is organized as follow. Section 3.2 gives the 

introduction of the reservoir topology in echo state networks and, in Section 3.3, the 

problem of random generated reservoir is raised. In Sections 3.4 to 3.6, the proposed 

modular small world ESN, the experiments to evaluate the proposed network and results 

are given respectively. 

 

3.2 Topology of Echo State Networks 

As the main connection in the ESN's dynamic memory storage, the reservoir plays a 

crucial role in the overall system performance. If a network topology can be found that can 

outperform the traditional random network structure, this will not only make a great 

progress in the theoretical study of ESNs, but also improve the computational efficiency of 

ESNs and make them more widely available. Therefore, the main focus of this chapter is 

on the topology of the reservoir network in ESNs. In this chapter, the topology of the 

reservoir network in ESNs is studied. By introducing complex and low-complexity 

network topology, it is expected that the modelling accuracy of the ESN can be improved. 

The network topology is briefly described. 

 

3.2.1 Regular networks 

A regular network is "regular" because each node has the same number of edges. The 

network exhibits high degree of regularity. A general regular network can be represented 

by a square "regular" lattice, where a square "regular" lattice means that each node in the 

network is connected to its nearest neighbour. At the same time, regular networks can also 

be represented in the form of a ring, a tree, etc. These lattices can represent real-world 
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things whose behaviour is closely related to that of their nearest neighbours (Arden and 

Hikyu, 1982). 

 

Figure 3.1 shows a graph of a regular network where each node is connected to the four 

closest nodes. For example, nodes 2, 3, 10 and 9 form a cluster because they are all 

connected to node 1. This diagram visually shows the short path length and aggregation of 

the regular network. Two nodes in opposite positions (node 1 and node 6) have a low 

degree of aggregation and a large path length. While any two of the three nodes that can 

form a ring (node 1 and node 4) have a high degree of aggregation. This cross-connection 

enhances the connectivity of the network. 

 

Figure 3.1 Typical structure of regular networks. 

 

3.2.2 Random networks 

The opposite topology to the regular network structure is the random network, its original 

purpose was to investigate probabilistically how the properties of graphs change as the 

number of connections increases. A random network is a network in which connections 

between nodes are formed randomly, but the final degree distribution of the resulting 

network is highly equal (the degree distribution is the distribution of the degrees of the 

nodes). The most typical random network is the Erdős–Rényi (ER) model (Erdös and 
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Rényi, 2011), which is a 'natural' based construction method: assume that there are 𝑛 

nodes and that the probability of each pair of nodes being connected is a constant 0 <

 𝑝 <  1. The resulting network is the ER model network. 

 

Random connections are generally characterised by short paths, where nodes in a network 

can reach the rest of the nodes via a short path. However, the degree of agglomeration of a 

random network is low, so there are hardly any particular nodes in a random network that 

have a high degree of agglomeration. Unlike regular networks, the degrees of nodes in a 

random network are generally Poisson distributed. 

 

Figure 3.2 shows a graph representing a random network, where the network density is 

30%. In this graph, node 1 and node 6, or node 3 and node 8, are randomly generated 

connections. Each node in the graph always has a shortest path to the remaining nodes. 

 

Figure 3.2 Typical structure of random networks (Probability = 0.3). 

 

3.2.3 Small world networks 

In the fields of mathematics, physics, and sociology, small-world networks are one type of 

the mathematical graphs. This type of graph is characterised by a minimum path length: 

although most of the nodes in the graph are not adjacent to each other, a node can be 
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reached from any node in just a few steps. A small world network can be a social network, 

which reflects the phenomenon of strangers meeting each other through people they know 

in common. If each person is considered to be a node in a small world network, and people 

know each other, it means that any two nodes in the small world network are connected, 

then the whole human race or the network of connections formed by a large number of 

people is a small world network, and this phenomenon in the real world is called the small 

world phenomenon. In the 1960s, Stanley Milgram conducted a famous experiment, which 

showed that it took very few transitions to get a letter from one person to another, from 

one person to a designated, but unknown person (Slater et al., 2006). The experiment is the 

first direct demonstration of the small-world effect and shows that small-world networks 

are characterised by a minimum path length, most nodes in the network can be connected 

by a short path. 

 

The small world was proposed and another characteristic is the degree of agglomeration, it 

represents the probability that any two nodes are connected to each other by their 

respective neighbouring nodes (Watts and Strogatz, 1998).  

 

The regular network described earlier has a high aggregation coefficient and its 

characteristic path length increases linearly with the number of nodes, N, in the network. 

During the conversion from a regular network to a random network, both the path length 

and the aggregation coefficient actually decrease, reducing to a minimum by the time it 

becomes a random network. However, this does not mean that large aggregation 

coefficients are necessarily accompanied by large path lengths, while small path lengths 

are accompanied by small aggregation coefficients, and small world networks exhibit 

large aggregation coefficients and small characteristic path lengths. Experiments have 

shown that the creation of a small number of short cuts can rapidly reduce the 

characteristic path length with little change in the aggregation coefficient. This is because 

the creation of a short cut affects the characteristic path lengths of the connected nodes and 

the path lengths of their neighbours, but has little effect on the aggregation coefficients of 

the network as a whole. In this way, a small number of short cuts can turn the entire 

network into a small-world network. Such a small-world network is also generally referred 

to as the Watts-Strogatz model or the WS model (Watts and Strogatz, 1998), and is the 

most typical model of a small-world network. Thus it can be said that for regular networks, 

the feature path length between any two nodes is long, but high degree of agglomeration; 



38 
 

random networks, with short feature path lengths but low agglomeration. Small-world 

network is a combination of both, with a small feature path length between nodes, close to 

a random network, and a high degree of agglomeration, comparable to a regular network.  

 

As mentioned earlier, the small world model is a network between a regular network and a 

random network. It is therefore possible to be based on a fully regular network by 

disrupting and reconnecting the connections in the network with a certain probability, and 

then construct a small-world network model. The general construction method is as 

follows: 

1. Start with a regular network. The 𝑁 nodes in this network are arranged in a positive 

polygon, with each node being connected to the 2𝐾 nodes nearest to it, where 𝐾 is a 

positive integer much smaller than 𝑁 and 𝑁 ≫ 𝐾 ≫ ln (𝑁) ≫ 1. 

2. Select a node as node 1  in the network and number all nodes clockwise, and then sort 

the connections from each node clockwise as well. Then, the first connection of node 

1 will have 0 < 𝑝 < 1 probability of being reconnected. The reconnection is done as 

follows: keep the end of node 1 unchanged and the other end of the connection is 

randomly replaced by another node in the network, but there is not more than one 

connection between the two nodes. 

3. After reconnecting, do the same for nodes 2 and 3 (if any of these connections have 

already been reconnected, do not repeat them) until complete the loop. 

4. Start again with the second connection at node 1 and repeat steps 2 and 3 until the 

loop is completed. 

5. Start again with node 1 and repeat step 4 until all connections have been performed 

step 2. 

 

Figure 3.3 shows a small-world network with a ring structure, where node 5 and node 9 

are two nodes which are far away from each other but are randomly connected. It is clear 

from the figure that the overall path length of the small world network is short, this means 

that most of the nodes are not adjacent to any other nodes, but can reach any of the 

remaining nodes through a short path, while the degree of agglomeration remains high. It 

is also clear from Figure 3.3 that the small world network is a special network structure 

between a random network and a regular network. In such a network, information is 
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passed quickly and a small change in a few connections can drastically change the 

performance of the network.  

 

Figure 3.3 Typical structure of small world networks. 

 

3.2.4 Low complexity topology 

1. Simple cycle reservoir 

A new reservoir templates with fixed topology is a simple cycle reservoir (SCR). In SCR, 

the units are organized in a cycle. Nonzero elements of W are on the lower sub-diagonal 

𝑊𝑖+1,𝑖 = 𝑟  and at the upper-right corner 𝑊1,𝑁 = 𝑟 , where 𝑟  is the weight of all the 

feedforward connections. Besides, in case of SCR, all input connections have the same 

absolute weight value 𝑣 > 0, the sign of each input weight is determined randomly by a 

random draw from Bernuolli distribution of mean ½. Figure 3.4 shows the basic topology 

of simple cycle reservoir.  

2. Delay line reservoir 

The Delay line reservoir (DLR) is composed of units organized in a line. Non-zeros 

elements are only on the lower sub-diagonal of the reservoir matrix 𝑾, that is 𝑊𝑖+1,𝑖 = 𝑟 

for 𝑖 = 1…𝑁 − 1, 𝑟 is the weight of all the feedforward connections. Figure 3.5 shows the 

construction of DLR. 
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3. Delay line reservoir with feedback connections  

Delay line reservoir with feedback connections (DLRB) has the same structure as DLR but 

each reservoir unit is also connected to the preceding neuron. Elements on the lower and 

upper sub-diagonals are non-zeros, 𝑊𝑖+1,𝑖 = 𝑟 and 𝑊𝑖,𝑖+1 = 𝑏, where 𝑟 is the weight of all 

the feedforward connections and 𝑏 is the weight of all the feedback connections. Figure 

3.6 shows the topology of DLRB. 

 

All these three low complexity topologies belong to regular networks. 

 

Figure 3.4 Topology of simple cycle reservoir. 

 



41 
 

 

Figure 3.5 Topology of Delay line reservoir. 

 

Figure 3.6 Topology of Delay line reservoir with feedback connections. 

 

3.3 Problems with random reservoir topology 

The traditional reservoir topology is generated completely randomly, and even when the 

reservoir size, sparsity and spectral radius are taken to be the same, there can be still 

differences in the prediction performance of the ESN models. In particular, as the number 

of reservoir neurons increases, the variability in connectivity within the reservoir becomes 

more pronounced, resulting in poorer network performance and its stability deteriorates. In 

order to investigate above problem, Mackey-Glass time series (Mackey and Glass, 1977) 



42 
 

is utilized which the details of this case study is given later. The set of parameters for the 

ESN models is as follows: reservoir size 𝑁 = 500, spectral radius 𝜌 = 0.9 and sparse 

density 𝐷 = 0.1. Observations were carried out under the constraints of reservoir size, 

spectral radius and sparse density, 50 randomly generated ESNs were tested for the 

Mackey-Glass problem. 

 

Figure 3.7 gives the mean squared error of the 50 tests performed on the Mackey-Glass 

problem by the ESNs. As can be seen from Figure 3.7, the test mean square error variation 

curve for the 50 randomly generated ESNs for the Mackey-Glass problem fluctuates 

considerably. There is a difference of three orders of magnitude between the maximum 

test MSE and the minimum test MSE (from 3.57 × 10−2 to 9.02 × 10−5). The simulation 

results illustrate that there is a large variability in the performance of ESNs for solving the 

same problem, even when the key network parameters are the same. In practice, ESNs 

often require extensive testing to obtain a better performing network structure, thus 

limiting the application of the network. Therefore, the traditional stochastic sparse 

reservoir topology is optimally designed to improve the predictive performance of the 

ESN and its performance stability, which is beneficial to promote the use of ESN. 

 

Figure 3.7 MSE of 50 randomly generate ESNs. 

 

3.4 Modular echo state network 

From the previous research, the small world topology can enhance the echo state property 

in echo state network (Kawai et al., 2019), meanwhile, the small world topology can 
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propagate input signal to the output nodes efficiently, this is similar as the ESN using a 

real human cortical connectively, but this is not enough. By studying structural brain 

networks at the macro-level of brain regions and at the micro-level of neurons, it has been 

found that brain networks have an important topological feature, named modular (Sporns 

et al., 2005). The small world topology modular-based echo state network is proposed. 

 

3.4.1 Topology of human brain 

With the development of brain science, cognitive science, biological anatomy and other 

disciplines becoming more and more mature, the brain's structure and working 

mechanisms have gradually been revealed, providing a richer theoretical basis for the 

study of structural design of neural networks. Figure 3.8 shows a functional separation 

graph of human brain, it can be found that human brain is divided into different zones 

depending on its functions. Neurons within the same module generally have similar 

properties and functions, whereas neurons within different modules have different 

properties and functions, and neurons between modules have sparsely connected (Sporns 

et al., 2007). From the previous investigation, the modular structure of brain can enhance 

the computational ability and robustness of human brain (Kaiser, 2011). 

 

Figure 3.8 Human brain function separation. 

Traditional ESNs use a randomly generated reservoir topology with a high degree of 

coupling between reservoir neurons. The high degree of coupling between reservoir 

neurons and low heterogeneity limit the network performance and its stability. Therefore, 

from the perspective that structure determines function perspective, the modular 

topological features of the brain network were simulated according to the structural 
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bionics principle (Ma and Chen, 2013), the design of the reservoir topology of the ESN is 

carried out in this chapter. 

3.4.2 Modular echo state network design 

A high performance ESN model is designed from a structural bionics perspective and it 

closely resembles the neuronal connectivity pattern of the brain. By modelling the modular 

connectivity of neurons at cerebral cortex, a modular reservoir topology of the brain, 

which weakens the coupling between reservoir neurons and enriches the reservoir to 

improve the overall performance of the network, is proposed. 

 

The brain-like modular reservoir consists of multiple modules of small world networks, 

with each neuron having strong connections to neighbouring neurons in the same module 

and weakly connected to relatively distant neurons, and there are only sparse connections 

between different modules. This enables partial decoupling of neurons within the reservoir 

and enriches the dynamics of the network. Figure 3.9 shows a brief graph of MESN with 4 

modules. 

 

Figure 3.9 The diagram of modular echo state network. 

 

The modular ESN can be established as following: 

1. The size of reservoir for MESN is initially set at 𝑁 based on the actual problem and 

the module number is 𝑚, so the reservoir size 𝑁𝑚 of each module is: 

𝑁𝑚 =
𝑁

√𝑚
(3.1) 
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2. Generate each module reservoir with Watts-Strogatz small world network model with 

the parameters 𝑁𝑚, 𝐾𝑖, 𝑝𝑖, 𝑖 = 1…𝑚, 𝐾𝑖 represents that each node in the their module 

connects with nearest 𝐾𝑖 nodes by 𝑁𝑚 ≫ 𝐾𝑖 ≫ ln (𝑁𝑚) ≫ 1 and 𝑝𝑖 is the probability 

that each node reconnects with distant nodes in same module, where 0 < 𝑝𝑖 < 1. In 

order to increase the differences between the modules,  𝐾𝑖  and 𝑝𝑖  are selected 

differently in their range. In each sub-reservoir, a regular world of 𝑁𝑚 is constructed, 

where the nodes are arranged in a ring-shaped pattern and each node is connected to 

its nearest 𝐾𝑖 nodes, the total number of connections is 𝑁𝑚 × 𝐾𝑖, and then, the sub-

reservoir is sparse. Each connection is rewired to another randomly selected node 

with the probability 𝑝𝑖 , and the connection weights are generated by uniform 

distribution in the range [-0.5,0.5]. 

3. Sparsely reconnect the nodes from different modules by the similar method using in 

the WS small world model, the reconnection sparse density is 𝑝𝑟, it remains same 

among all modules. 

 

3.5 Experiments 

In this section, in order to evaluate the modular ESN performance and stability, three 

modelling cases are used, they are Mackey-Glass time series problem, multiple 

superimposed oscillator time series, and modelling of a water tank. The fitness function to 

minimize is the Mean Square Error (MSE) of the ESN during the training process: 

𝑀𝑆𝐸 =
∑ (𝑦𝑖 − �̂�𝑖)

2𝑛
𝑖=1

𝑛
(3.2) 

                                                   

where 𝑦𝑖 and �̂�𝑖 are target value and predicted value at time i respectively, and 𝑛 is the 

number of samples. 

 

3.5.1 Mackey-Glass time series prediction 

The Mackey-glass time series prediction problem is a widely used benchmark problem in 

nonlinear dynamic modelling. It is represented by the following equation: 

𝑑𝑥(𝑡)

𝑑𝑡
= 

𝑎𝑥(𝑡−𝜏)

1+𝑥(𝑡−𝜏)10
− 𝑏𝑥(𝑡) (3.3)      

                                        

where 𝑎 = 0.2, 𝑏 =  0.1 and 𝜏 = 17. It has a chaotic attractor when 𝜏 > 16.8 (Mackey and 

Glass, 1977). In this study, 3000 samples are generated by using the 4th order Runge-Kutta 
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method with random initialization and the sampling time used here is 0.1s. The initial 

1000 samples are used as training data, the next 1000 samples are as testing data, the final 

1000 samples are selected as unseen validation data. In the training samples, the first 100 

samples are initialized to warm up the reservoir when the reservoir is newly-built. The 

regularization coefficient used in this training process is 1 × 10−8. 

 

In the Mackey-Glass time series model, the long range predicted time series model is of 

the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1)) (3.4) 

                                                     

where �̂�(𝑡) is the predicted value at time step 𝑡. 

The equations represent long range prediction as the model prediction is recursively used 

as the model input. 

 

3.5.2 Multiple Superimposed Oscillator time series 

The multiple superimposed oscillator time series (MSO) contains multiple sine waves of 

different frequencies superimposed on each other. MSO problem requires that the state 

variables in the reservoir of the network can represent different frequency sine waves at 

the same time (Strauß et al., 2012). Since the conventional ESN uses a completely random 

reservoir topology and it is prone to overall neuronal synchronization phenomenon. 

Therefore, the MSO time series prediction problem has been a difficult problem for 

traditional ESNs to solve. The MSO time series data are generated by summing up several 

different frequency sine wave functions, which is shown below: 

𝑦(𝑡) =∑sin(𝛼𝑖𝑡)

𝑚

𝑖=1

(3.5) 

where t is the discrete time and m represents the number of summed sine waves. The 

forecast complexity increases as the number of summed sine waves increases. In this test, 

an MSO containing five sine waves with different frequency is selected to verify the 

proposed brain-like hierarchical modular reservoir topology. This MSO is given in Eq 

(3.6), where 𝛼1 = 0.2, 𝛼2 = 0.311, 𝛼3 = 0.42, 𝛼4 = 0.51, 𝛼5 = 0.63.  

𝑦(𝑡) = sin(0.2𝑡) + sin(0.311𝑡) + sin(0.42𝑡) + sin(0.51𝑡) + sin(0.63𝑡) (3.6) 

In this case study, 2000 samples are generated. The initial 1000 samples are used as the 

training data, the next 500 samples are used as the testing data, and the final 500 samples 
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are selected to be the unseen validation data. The dynamic model for MSO time series data 

is one step prediction: 

𝑦(𝑡) = 𝑓(𝑦(𝑡 − 1)) (3.7) 

3.5.3 Modelling of a water tank 

ESN is used here to model a water tank shown in Figure 3.10. An inlet flow and an outlet 

flow are connected to the tank. The water level in the tank can be controlled by 

manipulating the inlet water flow rate. The mass balance equation of the tank can be 

represented as follows (Zhang and Morris, 2000): 

𝑑𝑉

𝑑𝑡
= 𝑄𝑖 − 𝑄𝑜 (3.8) 

                                                            

where 𝑄𝑖, 𝑄𝑜 and V denote the inlet and outlet water flow rate and water volume in the 

tank, respectively. 

The outlet water stream rate, 𝑄𝑜, is related to the tank level h  by the following equation: 

𝑄𝑜 = 𝑘√ℎ (3.9) 

                                                               

where 𝑘 is a constant value representing the valve opening.  

The water volume in the tank is related to the water level h expressed by the following 

equation: 

𝑉 = 𝜋ℎ [𝑟2 +
ℎ𝑟

tan 𝜃
+

ℎ2

3(tan 𝜃)2
] (3.10) 

                                        

where 𝜃  represents the angle between tank wall and horizontal plane, and r denotes the 

tank bottom radius. Summarizing the above equations, the dynamic water level in the tank 

can be expressed as: 

𝑑ℎ

𝑑𝑡
=  

𝑄𝑖 − 𝑘√ℎ

𝜋 [𝑟2 +
2ℎ𝑟
tan 𝜃 +

ℎ2

(tan𝜃)2
]

(3.11) 
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Figure 3.10 A conic water tank. 

A simulation program is developed to simulate the water level in the tank. The parameters 

used in the simulation are 𝑟 = 10cm, 𝑘 = 34.77cm2.5/s and 𝜃 = 60°. The sampling time 

used in the simulation program is 10s. Refer to Eq 3.10, the water level in the tank is 

clearly not linearly related with inlet flow rate.  

 

In this case study, 2220 samples are generated from simulation. The first 740 samples are 

used to train the networks, the next 740 samples are testing data and the rest 740 samples 

are used as the unseen validation dataset. Noise with the distribution of 𝑁(0, 2) was added 

to the input flow rate to represent the effects of measurement noise. The developed 

nonlinear dynamic model for all methods is of the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1), 𝑢(𝑡 − 1)) 

where �̂� is the predicted tank level, u is the inlet flow rate, and t is the discrete time.  

 

3.6 Results 

To evaluate the modular ESN, conventional ESN, SCR-ESN, DLR-ESN, DLRB-ESN, 

small-world ESN are developed to model the cases described above. For all these ESN 

models, every reservoir node uses the activation function tanh (𝑥) =  
sinℎ(𝑥)

cosℎ(𝑥)
= 

𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
  ; 

the input and backwards weights 𝑾𝒊𝒏,  𝑾𝒃𝒂𝒄𝒌 are fully generated as uniform distribution 

random values in the range [-0.5,0.5]. For each ESN reservoir topology, 20 ESNs are 

training with the specific random parameters in the range illustrating below with the 

training data, then the most accurate model on with the test data is selected. Finally, the 

developed models are evaluated on the unseen validation data. The following procedures 

are compared: 
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• Conventional ESN: In the conventional ESN, reservoir size and spectral radius factor, 

are selected randomly in the ranges of [1-1000], and [0-1.5], respectively, and the 

sparse density of reservoir matrix 𝑾 is fixed to 0.1 and the leak rate remains 0.3.  

• For SCR, DLR and DLRB architectures ESNs, the model is defined by reservoir 

weight 𝑟 and reservoir size 𝑁 (for DLRB network, the feedback connection is also 

needed to specify), and leak rate is fixed to 0.3. So the reservoir size 𝑁 and reservoir 

weight 𝑟 are generated randomly in the ranges of [1-1000] and [0-1], respectively. 

• Small world ESN: the small world model reservoir is related to reservoir size 𝑁, the 

number that each node connect with neighbor nodes 𝐾 and reconnection probability 

𝜌. 𝐾 is under the rule 𝑁 ≫ 𝐾 ≫ ln (𝑁) ≫ 1, 𝑁 and 𝜌 are in the ranges of [1-1000] 

and [0-1]. 

• Modular ESN: In each module, the reservoir is generated by small world network 

described above, for the nodes reconnection between modules, the probability is 𝑝𝑟, 

which is in the range [0,1]. 

 

3.6.1 Mackey-Glass time series prediction 

Figure 3.11 and Figure 3.12 show the validation results for the best of 20 random 

generated ESNs selected by test data of each reservoir topology. Figure 3.11(a) shows the 

actual signal and predicted signal of Conventional ESN, SCR, DLRB and DLR, while 

Figure 3.11(b) illustrates the prediction errors of the different structure reservoir ESNs. 

Figure 3.12(a) shows the actual signal and predicted signal of Conventional ESN, modular 

small world ESN, modular sample cycle reservoir and small world ESN, while Figure 

3.12(b) illustrates their prediction errors. From Figure 3.11(a) and Figure 3.12(a), it can be 

found that all the models are fitted the actual signal in first 500 samples. This means that 

ESNs have good performance on predicting Mackey-Glass time series data for at least the 

first 500 samples. After 500 samples, the prediction errors start to increase as shown in 

Figure 3.11(b) and 3.12(b). From Figure 3.11(b), it can be found that the degree of 

undulation of all curves (ESN, SCR, DLRB and DLR) are similar except at some peaks 

point of the DLRB curve. This means there is no order of magnitude difference in the 

modelling ability of these models. Form Figure 3.12(b), compared to the conventional 

ESN and small world ESN, the test error curve of MSM-ESN for the Mackey-Glass time 

series data are smoother and increases gradually as the prediction horizon increases, but it 
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is always limited to a small range. Therefore, according to Figure 3.11 and Figure 3.12, it 

can be seen that the modular ESN models have a higher prediction accuracy than the 

traditional ESN models for the Mackey-Glass chaotic time series, especially the modular 

small world ESN, the validity of the reservoir topology of proposed modular brain-like 

structure is further verified.  

 

(a) 

 

(b) 

Figure 3.11 The predictions results of ESN, SCR, DLR and DLRB for Mackey-Glass 

Time Series data. (a) The actual and predicted signal. (b) The predicted errors. 
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(a) 

 

(b) 

Figure 3.12 The predictions results of MSM-ESN, SM-ESN and ESN for Mackey-Glass 

Time Series data. (a) The actual and predicted signal. (b) The predicted errors. 

To better visualise the dynamics within the reservoir of the MSM-ESN, a randomly 

selected node in each module of the MSM-ESN reservoir (where 𝑚 = 9) is used to 

observe the state output of the reservoir nodes. The response curves of the 9 reservoir 

nodes in the MSM-ESN are given in Figure 3.13. As can be seen in Figure 3.13, all the 

nodes have been activated and the response curves are similar with the desired signal, this 
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shows that the nodes within the MSM-ESN modules are able to remember historical 

information and learn the dynamic properties of the Mackey-Glass time series data well 

when stimulated by input signals. The simulation results illustrate the excellent dynamic 

properties of the MSM-ESN model. 

 

 

Figure 3.13 Response curves of 9 selected nodes. 

Table 3.1 gives the comparison of the MSM-ESN with the conventional ESN, SCR-ESN, 

DLR-ESN, DLRB-ESN and small world ESN on the Mackey-Glass time series prediction 

problems. 20 independent simulations with random reservoir size 𝑁 and random spectral 

radius 𝜌 are processed, the average and variance of test MSE are taken for inclusion in 

Table 3.1. It should be noted that the modular ESN achieve the better prediction capability 

and the distribution of each independent simulations result is more stable.  

Table 3.1 Average and Variance of MSE comparison for Mackey-Glass time series 

prediction. 

Reservoir Topology Mean Var 

MSM-ESN 2.31 × 10−4 4.71 × 10−7 

SM-ESN 9.43 × 10−4 3.67 × 10−6 

ESN 1.12 × 10−3 9.02 × 10−6 

SCR 1.45 × 10−3 1.27 × 10−5 

DLRB 3.64 × 10−3 3.16 × 10−5 

DLR 2.31 × 10−3 3.56 × 10−5 
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3.6.2 Multiple Superimposed Oscillator time series prediction 

In the MSO time series task, to determine the projected accuracy of modular small world 

ESN, SM-ESN, conventional ESN, SCR-ESN, DLR-ESN and DLRB-ESN are selected for 

comparation. The modelling results of validation data are shown in Figure 3.14 and Figure 

3.15. From Figure 3.14(b), the prediction error of SCR-ESN is smaller than the other 

topology reservoir. This is different from the result of Mackey-Glass time series data and 

this shows that SCR topology reservoir has better ability to handle the characteristic of 

multi-oscillator superpositions than completely random reservoir at similar reservoir size. 

Figure 3.15(b) shows the prediction errors of MSM-ESN and it can be found that the 

prediction errors are limited to fluctuations between [-0.01, 0.01] and has remained 

relatively stable. Figure 3.14 and Figure 3.15 show that the prediction performance of 

MSM-ESN is better than other compared ESN models. To further test the stability of the 

network performance, 50 tests were performed on each of the MSM-ESN and SCR-ESN 

networks and the best performing 20 tests are selected for comparison. The results were 

compared in Figure 3.16. As can be seen from Figure 3.16, compared with SCR-ESN, the 

MSM-ESN proposed in this chapter has better prediction accuracy, while the network 

prediction performance is more stable. 
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(a) 

 

(b) 

Figure 3.14 The prediction results of ESN, SCR, DLR and DLRB for MSO time series 

data. (a) The actual and predicted signals; (b) The predicted errors. 
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(a) 

 

(b) 

Figure 3.15 The prediction results of MSM-ESN, SM-ESN, ESN for MSO time series data. 

(a) The actual and predicted signals; (b) The predicted errors. 
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Figure 3.16 The comparison between MSM-ESN and SCR-ESN on MSO time series data. 

 

3.6.3 Modelling of a Water Tank 

To investigate the predicted accuracy of modular small world ESN on the water tank 

liquid level modelling, SM-ESN, SCR-ESN, conventional ESN, DLR ESN and DLRB 

ESN are used for comparison. Figure 3.17 shows an example of input data which is the 

water injection flow of tank, it is a step flow with noise. Figure 3.18 and Figure 3.19 show 

the validation results for the best model of 20 randomly generated ESN with different 

topology. Figure 3.18(a) shows the actual signal and predicted signal of Conventional 

ESN, SCR, DLRB and DLR, while Figure 3.18(b) illustrates the error between desired 

signal and predictions of the above different structure reservoir ESNs. Figure 3.19(a) 

shows the actual signal and predicted signal of Conventional ESN, modular small world 

ESN, small world ESN, while Figure 3.19(b) illustrates the errors between desired signal 

and predictions of above ESNs. From Figure 3.18(a) and Figure 3.19(a), it can be found, 

in general terms, the ESNs with different topology can model the liquid level accurately, 

only when the input flow rate start to decrease, the distance between predicted curves and 

actual signal curve increases. Among all the predictions, the red dashed-line in Figure 

3.19(a) is significantly close to the actual signals. In Figure 3.18(b) and Figure 3.19(b), the 

errors are illustrated more obviously, when the trend of input flow rate changes or the 

huge change occurs in sudden, the errors increase dramatically, in the other period, the 

errors are in the range of [-0.5,0.5]. In Figure 3.19(b), at the point where the trend of 
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injection flow rate decreases, the error curve of MSM-ESN is much smoother than other 

two error curves. This also illustrates that the robustness of MSM-ESN is higher than other 

topology. 

 

Figure 3.17 Input flow rate of the water tank. 
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(a) 

 

(b) 

Figure 3.18 The predictions results of ESN, SCR, DLR and DLRB for water tank model. 

(a) The actual and predicted signal. (b) The predicted errors. 
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(a) 

 

(b) 

Figure 3.19 The predictions results of MSM-ESN, SM-ESN, ESN for water tank model. (a) 

The actual and predicted signal. (b) The predicted errors. 

To better visualise the dynamics within the reservoir of the MSM-ESN, a randomly 

selected node in each module of the MSM-ESN reservoir (where 𝑚 = 4) is used to 

observe the state output of the reservoir nodes. The response curves of the 4 reservoir 

nodes in the MSM-ESN are given in Figure 3.20. It can be found in the figure that the 

reservoir node has rapid and sufficient response to the input signal and feedback predicted 

output signal. The simulation results illustrate the excellent dynamic properties of the 

MSM-ESN model. 
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Figure 3.20 Response curves of 4 selected nodes in water tank model. 

Table 3.2 gives the comparison of the MSM-ESN with the conventional ESN, SCR-ESN, 

DLR-ESN, DLRB-ESN and small world ESN on water tank liquid level data. 20 

independent simulations with random reservoir size 𝑁and random spectral radius 𝜌are 

processed, the average and variance of test MSE are taken for inclusion in Table 3.2. It 

should be noted that the modular ESN achieve the better prediction capability and the 

distribution of each independent simulations result is more stable, the reason is that 

modular topology reduces the degree of coupling between reservoir nodes and improves 

network information processing. 

 

Table 3.2 Average and Variance of MSE comparison of water tank model prediction. 

Reservoir Topology Mean Var 

MSM-ESN 0.3763 0.0655 

SM-ESN 0.5325 0.0758 

ESN 0.5568 0.0990 

SCR 0.6362 0.1243 

DLRB 0.8401 0.1498 

DLR 0.6428 0.1013 
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3.7 Conclusions 

This chapter analyses the modelling performance of ESN models with the traditional 

reservoir topologies and their lack of performance stability. From the perspective of 

structural bionics, a new reservoir topology of ESN, called modular reservoir topology, is 

proposed by mimicking the brain networks with modular topological features. The 

modular reservoir topology is designed to achieve partial decoupling of neurons within the 

reservoir, which enhances the richness of dynamical properties within the reservoir and 

thus improves the performance of ESN. Based on this, a modular small world ESN 

(MSM-ESN) is constructed and its performance is verified through extensive modelling 

experiments. Compared with conventional ESN, sample cycle ESN, delay line ESN and 

delay line with feedback connection ESN, MSM-ESN solves the Mackey-Glass chaotic 

time series prediction problem and the MSO problem with better prediction accuracy and 

stability. In addition, MSM-ESN can also show better information processing capability in 

the real world industrial simulation problem, laying a theoretical foundation for the 

application of ESNs to the modelling of complex non-linear dynamic systems. 
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Chapter 4 Genetic algorithm optimized echo state network 

4.1 Introduction 

In the last chapter, in order to overcome the problems with randomly generated reservoir 

topology, a modular small world reservoir topology is proposed, meanwhile, the minimum 

complexity perspective reservoir topology and small world topology have been tested at 

same time. However, because all of the aforementioned methods are deterministic and rely 

heavily on the user's experience and heuristics, suboptimal solutions are expected. In order 

to further enhance reservoir performance, evolutionary optimization approaches, which are 

well-known for their capacity to search globally for solutions to complicated problems, 

can be used to optimise the reservoir.  

 

Evolutionary computation is an artificial intelligence technique that simulates the 

mechanisms of biological evolution in nature. It starts from a randomly selected set of 

solutions and iterates and evolves to optimise the current set of solutions until the result is 

optimal or satisfactory. Evolutionary computation is generally considered to include 

genetic algorithms, particle swarm optimization (Kennedy and Eberhart, 1995), ant colony 

optimization (Dorigo et al., 2006), cuckoo search (Yang and Deb, 2009), all of which are 

intelligent evolutionary methods designed to simulate a characteristic or behaviour of 

organisms. Genetic algorithms as a representative of evolutionary computing are adaptive 

probabilistic search techniques based on meritocracy. As a natural computational model 

with stochastic iterative evolution, the algorithm is robust, practical, efficient and widely 

applicable, incorporating selection, crossover and mutation mechanisms from natural 

evolutionary models. 

 

Genetic algorithms and neural networks are important achievements in bionics, although 

they both simulate the way in which nature processes information, the principles are 

different. Genetic algorithms are derived from the mechanisms of biological evolution in 

nature, whereas neural networks abstract and simulate certain basic characteristics of the 

brain. As a result, there are significant differences in the real-time nature of information 

processing, by combining the strengths of each, the two methods can mutually enhance 

each other's capabilities, resulting in a more effective approach to solve problems. The 

global optimisation capability of genetic algorithms can effectively address the problem of 

gradient based network training that tends to fall into local minima. However, there are 
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some disadvantages with genetic algorithms. Firstly, due to the accuracy of the coding 

adopted in the chromosome, genetic algorithms can only give approximate optimal 

solutions but not exact values. Secondly, the initial parameters of the genetic algorithm are 

often chosen on the compromise between population size and convergence speed. 

 

There are three different ways to find a good ESN with evolutionary algorithms: either as 

a topologically-based evolutionary process or as an evolutionary operator that works with 

stochastic parameters that create ESNs, or both simultaneously (Ferreira and Ludermir, 

2010). The parameters used in the evolutionary algorithm are: reservoir size, leak rate, 

regularization parameter, spectral radius, activation function, topology and reservoir 

weights. The search space might be enormous if the evolutionary algorithm acts directly 

on the reservoir topology or reservoir connection weights. If the evolutionary method 

operates directly on the structure parameters such as reservoir weights, leak rate, spectral 

radius, the search space could be significantly smaller. There are several reported studies 

on using evolutionary algorithm to optimize ESN. A genetic algorithm was used to 

optimise the influence of spectral radius and settling time on the echo state networks 

(Venayagamoorthy and Shishir, 2009). A binary particle swarm optimization algorithm 

was used to optimize the readout weights matrix directly (Wang and Yan, 2015). An 

evolutionary multi-objective algorithm was used to address the trade-off between 

identifying dynamic systems with maximum accuracy and minimizing reservoir 

complexity (Roeschies and Igel, 2010). 

 

Although the global search capability of genetic algorithms has been proven in practice, 

the problem of "premature convergency" still needs to be improved. In this chapter, to 

improve the global optimization capability of genetic algorithm and to improve the 

dynamic performance of ESN, an adaptative genetic algorithm ESN has been proposed. 

The key parameters of ESN is optimized by the adaptative genetic algorithm to search for 

more suitable parameters and prevent premature convergency of genetic algorithm. 

 

The reminding parts of the chapter is organised as follows. Section 4.2 gives the detailed 

introduction to the genetic algorithm including coding, initialize population, selection, 

crossover, mutation and new proposed adaption method to update the crossover and 

mutation probabilities. In Section 4.3, the combination of adaptive genetic algorithm and 
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ESN has been given. In Section 4.4 and Section 4.5, the three modelling cases and the 

prediction results of the proposed method on these cases are illustrated. 

 4.2 Genetic Algorithm 

A genetic algorithm is a probabilistic search algorithm created by Holland who used a 

coding technique to act on strings of numbers called chromosomes (Holland, 1992). It is 

an optimization and search algorithm that simulates the process of biological evolution 

and natural selection. An important feature of genetic algorithm is that it keeps the 

population evolving, so that even if an individual loses a useful trait at some point, it will 

be complimented by other individuals and will continue to develop. It is inherently 

implicitly parallel, spatially searchable and highly robust. 

 

A genetic algorithm is essentially an iterative algorithm for reproduction, selection and 

evaluation based on population and genetic manipulation. Before searching, the solution to 

the problem is mapped to a solution set space, which is a population of a certain number of 

binary individuals. Starting with these populations representing potential solutions, the 

problem is to construct a fitness function based on the objective function of the problem, 

to evaluate the individuals in the population based on the fitness function, and to produce 

population for the next generation in a way similar to biological reproduction and natual 

selection. By keeping the population size constant, and through specific genetic 

manipulations, an organised but random exchange of information takes place, generating 

populations representing new sets of solutions, which evolve generation by generation, 

thereby eliminating some of the offspring with low fitness values. In this way, populations 

continue to inherit good qualities. The new population is more adapted to the environment 

than its predecessors, gaining individuals with better fitness values and producing 

increasingly better populations, which move in the direction of the optimal solution. 

 

The genetic algorithm is a search algorithm in which the solution to a problem is 

represented as a chromosome through an appropriate coding scheme, and then a series of 

crossover, mutation and selection operations are performed to select individuals based on 

fitness, resulting in a globally optimal solution. Genetic operations are characterised as 

follows: Firstly, genetic manipulations are carried out with random disturbances, so that 

the process of convergence of individuals towards the optimal solution is random. 

Secondly, the effect of genetic manipulation depends not only on the population size, 
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coding method, initial population size and fitness function, but also on the probability of 

carrying out the three basic genetic manipulations: selection, crossover and mutation. 

Thirdly, the design of the genetic operators depends on the characteristics of the actual 

problem, and they directly influence the choice of coding method. 

4.2.1 Coding 

The method of transforming a feasible candidate solution from its solution space to a 

search space that can be handled by a genetic algorithm is called coding. The arrangement 

of genes in a genetic chromosome is determined by the coding method and is the first 

problem to be solved when applying a genetic algorithm. The conversion of the gene 

structure in the genetic space to data in the solution space establishes a one-to-one 

relationship between the solution space of the problem and the coding space of the genetic 

algorithm. The coding is the bridge between the optimisation problem and the algorithm. 

The difficulty of the algorithm and the accuracy of the solution are determined by the 

encoding method. The appropriate coding method has a great influence on the search 

effectiveness and efficiency of the genetic algorithm. Coding is a key step in designing a 

genetic algorithm, as it directly affects genetic operations such as selection, crossover and 

mutation. The main coding methods are binary coding, Gray code coding, floating point 

coding, multi-parameter cascade coding, multi-parameter crossover coding and real 

number coding (Crispin et al., 2005). In this chapter, binary coding is used. 

 

The binary coding method is the main coding method in genetic algorithms and uses a set 

of coding symbols consisting of {0,1}. A binary coding symbol string is the genotype of an 

individual, also known as a chromosome, such as 10010011 as a chromosome with length 

8. If a parameter is in the range of [𝑈𝑚𝑖𝑛, 𝑈𝑚𝑎𝑥] and the length of the binary coding 

symbol string is 𝑙 , then 00…0000  is 𝑈𝑚𝑖𝑛 , 11…1111  is 𝑈𝑚𝑎𝑥 , and 00…0001 is 

corresponding to 𝑈𝑚𝑖𝑛 + |△ 𝑥|𝑚𝑖𝑛 with |△ 𝑥|𝑚𝑖𝑛 =
𝑈𝑚𝑎𝑥−𝑈𝑚𝑖𝑛

2𝑙−1
 being the coding accuracy. 

When X is coded as 𝑥𝑙𝑥𝑙−1…𝑥2𝑥1, then the decoding equation is: 

𝑋 = 𝑈𝑚𝑖𝑛 + (∑𝑥𝑖

𝑙

𝑖=1

⋅ 2𝑙−1) ⋅
𝑈𝑚𝑎𝑥 − 𝑈𝑚𝑖𝑛
2𝑙 − 1

(4.1) 

 

4.2.2 Initialize generation 

In genetic algorithms, a random population of individuals is usually used as the initial 

population, because a random initial population can achieve more traversals. Since the 
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crossover operation depends strongly on the initial population, and the search speed of a 

genetic algorithm depends mainly on the crossover operation, the initial population has an 

important influence on the performance of the genetic algorithm. In general, the most 

important aspects for the practical application of genetic algorithms are the size of the 

population and the generation of the population initialization. Population size is the first 

key factor in the optimisation power of genetic algorithms. The larger the population size, 

the greater the probability that the genetic algorithm will evolve to a global optimal 

solution, but this affects the speed of the algorithm. If the size of the population is too 

small, the individual solutions will not cover the feasible domain of the problem and the 

probability of finding the optimal solution will be reduced. Theoretically, if the length of 

chromosome string is 𝑙, the coding space contains 2𝑙 individuals, it has been proved that 

the optimal size of binary coding population is 2𝑙/2  (Sastry et al., 2005). The initial 

population can be generated based on a defined population size. In this chapter, the initial 

population is a randomly generated with uniform distribution. 

 

4.2.3 Selection 

The function of selection is to preserve the good genes and select the best individuals from 

the population that are more adaptable to survive and reproduce. This improves the global 

convergence of the genetic algorithm and allows it to converge to the global optimum 

solution. The selection procedure is based on the fitness function and, in genetic 

algorithms, fitness is used to measure the strengths and weaknesses of each individual in a 

population. The probability of passing on an individual with a higher fitness to the next 

generation is higher, while the probability of passing on an individual with a lower fitness 

to the next generation is lower. Thus the degree of fitness directly affects the magnitude of 

the chance of survival of each individual in the population. In this chapter, the fitness 

function is defined as: 

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖
𝑛 =

1

𝑀𝑆𝐸𝑖
𝑛                   𝑛 = 1…𝑁 (4.2) 

where 𝑖 is the generation and 𝑛 denotes the 𝑛𝑡ℎ individual in the generation, MSE is the 

mean square error. 

 

The selection probability can be obtained by following equation: 

𝑃𝑖
𝑛 =

𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖
𝑛

∑ 𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖
𝑛𝑁

𝑛=1

 (4.3) 
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In this chapter, roulette-wheel selection is used for all tasks. The roulette selection method 

calculates the probability of each individual appearing in the offspring based on its fitness 

value, and randomly selects individuals to form the offspring population based on this 

probability, hence the method is also known as the fitness proportion method. The starting 

point of the roulette wheel selection strategy is that the better the fitness value, the greater 

the probability that an individual will be selected, the roulette selection method is 

processed as following: 

1. Calculate the selection probability 𝑃𝑖
𝑛 of each individual in this generation. 

2. Calculate the cumulative probability 𝑄𝑖
𝑛 of each individual in the generation. 

𝑄𝑖
𝑛 =∑𝐹𝑖𝑡𝑛𝑒𝑠𝑠𝑖

𝑗

𝑛

𝑗=1

           𝑗 = 1…𝑁 (4.4) 

3.  𝑟  is randomly generated in the range [0,1], if 𝑟 < 𝑄𝑖
𝑛 , the individual 𝑖𝑑𝑖

𝑛 will be 

selected to enter the next generation. 

 

4.2.4 Crossover 

The crossover operator plays a central role in genetic algorithms and it is a feature that 

distinguishes them from other evolutionary algorithms. Crossover usually involves the 

selection of two individuals from a population with a high fitness and the exchange of one 

or more bits of the two individuals, or the generation of offspring from one or more 

parents. Crossover is used to combine new individuals and is the main method of 

generating new individuals that inherit the basic characteristics of their parents and play a 

key role in the evolutionary process. By crossover, the search power of the genetic 

algorithm is improved. The steps in the crossover operation of the binary genetic 

algorithm are as follows: 

1. Pair individuals in the population with two parent individuals selected by the selection 

operator. 

2. Based on the binary code length 𝑙, the crossover location are randomly selected from 

the two selected parents as the intersection fork position. 

3. The crossover operation is based on the probability of crossing over 𝑃𝑐, and the two 

individuals exchange their contents at the crossover position to form two new 

individuals. The genetic recombination is achieved. 
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In general, there are several crossover methods: single point crossover, two point 

crossover and uniform crossover. In this chapter, single point crossover is selected to be 

crossover operator, because the single point crossover has the lowest probability breaking 

individual fitness. 

 

Individuals are paired as a crossover target, and a random crossover position is created 

where the two individuals exchange genetic codes to form two new individuals. The two 

parents individuals are: 

𝐴 = {𝑥1, 𝑥2, … , 𝑥𝑙−1, 𝑥𝑙} (4.5) 

𝐵 = {𝑦1, 𝑦2, … , 𝑦𝑙−1, 𝑦𝑙} (4.6) 

The random crossover position is 𝑘, so the offspring individuals are: 

𝐴′ = {𝑥1, 𝑥2, … , 𝑥𝑘, 𝑦𝑘+1, 𝑦𝑘+2, … , 𝑦𝑙−1, 𝑦𝑙} (4.7) 

𝐵′ = {𝑦1, 𝑦2, … , 𝑦𝑘, 𝑥𝑘+1, 𝑥𝑘+2, … , 𝑥𝑙−1, 𝑥𝑙} (4.8) 

From the previous research, the crossover probability value is typical in range [0.5, 1] 

(Srinivas and Patnaik, 1994). 

 

4.2.5 Mutation 

In genetic algorithms, mutation operations are introduced to simulate the variation that 

occurs during the genetic and evolutionary processes of the biological world. The mutation 

operation in genetic algorithms involves replacing one or more genes at one or more 

locations in an individual to create new individual. The mutation operation is an auxiliary 

method of generating new individuals for the genetic algorithm, but it is an essential step 

in the genetic manipulation. In order to make the genetic algorithm locally searchable and 

to maintain population variate, mutation has been introduced to overcome the algorithm's 

tendency to fall into early maturity, and is the most effective way to escape from local 

convergence. Crossover and mutation work together to complete the global and local 

search of the space, thus enabling the genetic algorithm to complete the optimization 

process with good search performance. Basic position mutation is a mutation in the 

individual string with mutation probability 𝑃𝑚. Generate 𝑟 corresponding to each position 

in the individual string, if 𝑟 < 𝑃𝑚, then carry out the mutation operationotherwise, gene is 

kept unchanged: 

1. Set the mutation probability as 𝑃𝑚, generate random number 𝑟𝑗 ∈ (0,1). 
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2. Generate 𝐴′ = {𝑥1
′ , 𝑥2

′ , … , 𝑥𝑙−1
′ , 𝑥𝑙

′}  from 𝐴 = {𝑥1, 𝑥2, … , 𝑥𝑙−1, 𝑥𝑙}  using 𝐴′ =

{𝑥1
′ , 𝑥2

′ , … , 𝑥𝑙−1
′ , 𝑥𝑙

′} 

𝑥𝑗
′ = {

1 − 𝑥𝑗   𝑟𝑗 < 𝑃𝑚
𝑥𝑗           𝑟𝑗 ≥ 𝑃𝑚

     𝑗 ∈ {1,2, … , 𝑙} (4.9) 

4.2.6 Adaptative crossover and mutation 

Although the global search capability of genetic algorithms has been proven in practice, 

the problem of premature stopping still needs to be overcome. The phenomenon of 

premature stopping is manifested in the following ways: Firstly, every individual in the 

population reaches the same position and stops, causing the population to stop evolving; 

secondly, the optimal solver keeps being eliminated or destroyed, causing the algorithm to 

fail to converge. There are several reasons that causes genetic algorithm premature 

stopping: 

1. In the initial stage, the population produces initial individuals. 

2. Diverse individuals are eliminated during the selection process, leaving individuals 

that are genetically similar. 

3. Individuals with the same gene cross over continuously, no new individuals are 

created. 

4. Mutation has resulted in individuals with high fitness values, but their numbers are 

low and they are easily eliminated. 

 

In this chapter, in order to prevent the premature stopping, adaptative genetic algorithm 

which is improved from previous research by (Srinivas and Patnaik, 1994) is used to 

optimize the ESN. 

 

Adaptative genetic algorithms change the crossover probability 𝑃𝑐  and mutation 

probability 𝑃𝑚 during search according to the fitness of the population, speeding up the 

convergence of the algorithm while ensuring that the diversity of the population is not 

compromised. The algorithm can be self-learning and self-searching in a decentralised 

space. The newly proposed adaptative genetic algorithm make adaptative adjustment by 

comparing the average fitness of the generation with the maximum and minimum fitness: 

𝑃𝑐 =
𝑓𝑎𝑣𝑔

𝑛

(𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝑛 + 𝑓𝑎𝑣𝑔
𝑛 (𝑃𝑐𝑢 − 𝑃𝑐𝑙) + 𝑃𝑐𝑙 (4.10) 

𝑃𝑚 =
𝑓𝑎𝑣𝑔

𝑛

(𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛)𝑛 + 𝑓𝑎𝑣𝑔
𝑛 (𝑃𝑚𝑢 − 𝑃𝑚𝑙) + 𝑃𝑚𝑙 (4.11) 
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where 𝑓𝑚𝑎𝑥, 𝑓𝑎𝑣𝑔 and 𝑓𝑚𝑖𝑛 denote the maximum, average fitness and minimum fitness in 

this generation respectively, 𝑃𝑐𝑢, 𝑃𝑐𝑙, 𝑃𝑚𝑢 , 𝑃𝑚𝑙  are the upper and lower limits of the 

corssover and mutation probability respectively, 𝑓𝑚𝑎𝑥 − 𝑓𝑚𝑖𝑛  denotes the overall 

convergence level, if the difference between 𝑓𝑚𝑎𝑥 and 𝑓𝑚𝑖𝑛 is small, then the generation 

tend to converge and increase the 𝑃𝑐  and 𝑃𝑚  appropriately, and 𝑓𝑎𝑣𝑔  indicates the 

optimization level of the whole generation.  𝑛 and 𝜇 are the coefficient parameter. When 

fitness meets a big change, the crossover and mutation probability will keep at a low level 

to prevent damage to the newly searched individuals, this also ensures the optimizing 

efficient. When the average fitness value is close to the maximum fitness value, the 

probability of self-adaptation increases rapidly and the range of probabilities requiring 

cross-variation is reduced, thus speeding up the completion of evolution. Conversely, the 

probability of self-adaptation changes less and the need to continue to cross-mutate to 

generate new individuals. 

 

4.3 Genetic algorithm optimized ESN 

The performance of the ESN is quite relative to the reservoir parameter selection. As 

mentation in Chapter 2, the reservoir size (N), sparseness density (SD), leak rate (a) and 

spectral radius (SR) are the key parameters in ESN. In this chapter, the individual binary 

coding form shows in Figure 4.1. 

 

Figure 4.1 The individual binary coding for ESN. 

The ESN optimized by genetic algorithm is shown in Figure 4.2, and the optimization 

steps are as following: 

1. Separate the data into 3 parts: training data, testing data and validating data. 

2. Initialize the ESN and GA parameter set, make binary coding the ESN to be 

optimized parameters and generate the initial generation for GA. 

3. Calculate the fitness of each individual, select the individuals in the current generation 

to be passed to the next generation according to the sort of fitness values. 

4. Update the crossover probability and mutation probability, then use the individuals in 

the current generation to create the next generation with mutation and crossover 

process. 
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5. Repeat step 3 and step 4 until reaching the maximum iterations or meet the 

termination conditions. 

6. Get the optimized ESN parameters. 

 

 

 

Figure 4.2 The flow chart of GA optimized ESN network. 

4.4 Experiments 

In this section, in order to evaluate the GA optimized ESN performance and stability, three 

modelling cases are considered and they are Mackey-Glass time series problem, modelling 

of a water tank, and modelling of a benchmark industrial fed-batch fermentation process. 

Mackey-Glass time series problems and modelling of a water tank case are introduced in 

Chapter 3. The loss training function to minimize is also the MSE. The industrial fed-

batch fermentation process is introduced in the following. 

 

Fed-batch fermentation is a well-known complicated bioprocess which microbial 

communities are developed while promoting reproduction and metabolism. Industrial-
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scale antibiotics productions are pioneered through the development of deep tank 

fermentation during the scaling up of penicillin, and this development of deep tank 

fermentation changes the biotechnology to a billion dollar scale industry. The model 

simulator used in the research is referred to as IndPenSim, which is from Newcastle 

University. The code in Matlab R2013b is available to download at 

www.industrialpenicillinsimulation.com. The simulator was validated using the batch data 

from several 100,000L fed-batch penicillin fermentations, and it improves on previous 

fed-batch penicillin simulations as it considers the typical problem encountered on large-

scale fermentations, including challenges associated with control of the dissolved oxygen 

during highly viscous fermentations and controlling key nutrients using delayed off-line 

measurements. The simulation considers the growth, morphology, metabolic production 

and degeneration of the biomass during a submerged P.chrysogenum fermentation, and it 

divided the internal structure of the biomass or hyphae into four separate regions: actively 

growing regions (A0), non-growing regions (A1), degenerated regions (A3) formed through 

vacuolation and autolyzed regions (A4). The component balance of four separate regions 

on the fermenter are shown below: 

Growing regions (A0): 

𝑑𝐴0

𝑑𝑡
= 𝑟𝑏⏟
𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔

− 𝑟𝑑𝑖𝑓𝑓⏟
𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛

−
𝐹𝑖𝑛𝐴0

𝑉⏟
𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.12)
                                 

Non-growing regions (A1): 

𝑑𝐴1
𝑑𝑡

= 𝑟𝑒⏟
𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛

− 𝑟𝑏⏟
𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔

− 𝑟𝑑𝑖𝑓𝑓⏟
𝑑𝑖𝑓𝑓𝑒𝑟𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛

− 𝑟𝑑𝑒𝑔⏟
𝑑𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

−
𝐹𝑖𝑛𝐴1
𝑉⏟  

𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.13) 

Degeneration regions (A3): 

𝑑𝐴3

𝑑𝑡
= 𝑟𝑑𝑒𝑔⏟
𝑑𝑒𝑔𝑒𝑛𝑒𝑟𝑎𝑡𝑖𝑜𝑛

− 𝑟𝑎⏟
𝑎𝑢𝑡𝑜𝑙𝑦𝑠𝑖𝑠

−
𝐹𝑖𝑛𝐴3

𝑉⏟
𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.14)
  

Autolysed regions (A4): 

𝑑𝐴4

𝑑𝑡
= 𝑟𝑎⏟
𝑎𝑢𝑡𝑜𝑙𝑦𝑠𝑖𝑠

−
𝐹𝑖𝑛𝐴4

𝑉⏟
𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.15)
                                                     

Total biomass (X): 

𝑋 = 𝐴0 + 𝐴1 + 𝐴3 + 𝐴4 (4.16)                                                   

Product formation (P): 

𝑑𝑃

𝑑𝑡
= 𝑟𝑝⏟
𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛

− 𝑟ℎ⏟
ℎ𝑦𝑑𝑟𝑜𝑙𝑦𝑠𝑖𝑠

−
𝐹𝑖𝑛𝑃

𝑉⏟
𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.17)
                                     

Substrate consumption (s): 

http://www.industrialpenicillinsimulation.com/
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𝑑𝑠

𝑑𝑡
= − 𝑌𝑠

𝑋
𝑟𝑒⏟

𝑒𝑥𝑡𝑒𝑛𝑠𝑖𝑜𝑛

− 𝑌𝑠
𝑋
𝑟𝑏⏟

𝑏𝑟𝑎𝑛𝑐ℎ𝑖𝑛𝑔

− 𝑚𝑠𝑟𝑚⏟  
𝑚𝑎𝑖𝑛𝑡𝑒𝑛𝑎𝑐𝑒

− 𝑌𝑠
𝑃
𝑟𝑝⏟

𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛

+
𝐹𝑠𝐶𝑠
𝑉
+
𝐹𝑜𝑖𝑙𝑐𝑜𝑖𝑙
𝑉⏟        

𝑓𝑒𝑒𝑑𝑖𝑛

−
𝐹𝑖𝑛𝑠

𝑉⏟
𝑑𝑖𝑙𝑢𝑡𝑖𝑜𝑛

(4.18)
 

where 𝑟𝑏, 𝑟𝑑𝑖𝑓𝑓, 𝑟𝑒 , 𝑟𝑑𝑒𝑔, 𝑟𝑎, 𝑟𝑃, 𝑟ℎ, 𝑟𝑚 are the rates of branching, differentiation, extension, 

degeneration, autolysis, product formation, product hydrolysis and maintenance 

respectively, 𝑌𝑠/𝑋 and 𝑌𝑠/𝑝 represents substrate yield coefficients of biomass and penicillin, 

respectively, 𝑚𝑠  is the substrate maintenance term, and 𝐹𝑠 ,  𝐹𝑜𝑖𝑙 , 𝑐𝑠 , 𝑐𝑜𝑖𝑙  represents the 

sugar and soybean oil feed rate and concentrations respectively.  

 

The process starts with a simple phase of the batch process to grow microorganisms and 

improve cell quality. Thus, the production of penicillin in a supplementary batch treatment 

with the goal of increasing the rate is induced, while the cell growth is induced at a slower 

rate. The feed rate of the substrate runs in an open-loop mode during the batch period. The 

configuration of the bioreactor was consistent with a traditional 100,000L bioreactor. 

 

In this process, five different variables are selected as the inputs of the models, as 

illustrated in Table 4.1.  

Table 4.1 The model input and output variables selected in this study 

Input Parameters Description Unit 

𝑭𝑷𝑨𝑨 Phenylacetic acid flow L h−1 

𝑭𝒈 Aeration rate m3 min−1 

Pressure Air head pressure bar 

𝑭𝒔 Sugar flow rate L h−1 

𝑭𝒘 Water for injection flow rate L h−1 

Outputs   

P Penicillin concentration g L−1 

 

In this study, 10 batches are generated by using the IndPenSim modular simulator under 

the nominal operations for model building. Among these data, 8 batches are selected as 

training data, one batch is set as testing dataset and the remaining batch is used as unseen 

validation data. The batch time is 100h and the sampling time is 20 minutes. All the batch 

data used in this study are spread by variable-wise spreading and normalized to [-1, 1]. 

The model outputs are the predicted values of total biomass concentration and penicillin 

concentration. In this study, 5 variables are used as model inputs and they are shown in 
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Figure 4.3. The variables all belongs to manipulated variables which can be manipulated 

externally and they are phenylacetic acid flow (𝐹𝑃𝐴𝐴), aeration rate (𝐹𝑔), air head pressure 

(pressure), sugar flow rate (𝐹𝑠), and water injection flow rate (𝐹𝑤 ). In this model, the 

outputs is penicillin concentration which is the most important product in this fermentation 

process. 

 

Figure 4.3 MSE distribution when reservoir size and leak rate change. 

 

4.5 Results 

To evaluate the adaptative genetic algorithm, conventional ESN, GA-ESN are trained on 

modelling cases. For all ESN models, every reservoir node has the activation function 

tanh (𝑥) =  
sinℎ(𝑥)

cosℎ(𝑥)
= 

𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
  ; the input and backwards weights 𝑾𝒊𝒏,  𝑾𝒃𝒂𝒄𝒌 are fully 

generated by uniform distribution in the range [-0.5,0.5]. During the optimization process, 

the ESNs are trained by training data and calculate the fitness with test data. The 

comparing networks are set as following: 

• Conventional ESN: In the conventional ESN, reservoir size and spectral radius factor 

and leak rate, are selected randomly in the ranges of [1-1000], [0-1.5] and [0-1], 

respectively, and the sparse density of reservoir matrix 𝑾 is fixed to 0.1.  

• GA-ESN: Because the largest reservoir size is set to 1000, which is close to 210, so 

the binary coding length is 10. The maximum generation is 500, according to the best 

number of individuals in one generation is 2𝑙/2 , so there 30 individuals in each 
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generation. The fixed crossover probability 𝑃𝑐  and mutation probability 𝑃𝑚  are 0.75 

and 0.04 respectively. The length of crossover and mutation in the binary coding is 2. 

• Adaptative GA-ESN: The set of adaptative GA-ESN is same to the GA-ESN except 

crossover and mutation probability. For Mackey-Glass time series prediction and 

water tank modelling prediction, the upper 𝑃𝑐𝑢  and lower 𝑃𝑐𝑙  limit of crossover 

probability are 0.9 and 0.5, the upper 𝑃𝑚𝑢 and lower 𝑃𝑚𝑙 limit of mutation probability 

are 0.1 and 0.02, and for penicillin fermentation process, the 𝑃𝑐𝑙 is set as 0.1. 

 

To illustrate the parameters impacts on the ESN, Figure 4.4 shows the MSE distribution of 

the prediction results for Mackey-Glass time series data as the reservoir size and leak rate 

change with spectral radius and sparseness density are fixed, where the transformation 

range of reservoir size 𝑁 is [50,1000], the change step size is 50, and variation range of 

leak rate 𝑎 is [0.05,1], the transformation step size is 0.05, at the same time, 𝑆𝐷 = 0.1 and 

𝑆𝑅 = 0.8. 

 

Figure 4.4 MSE distribution with different reservoir sizes and leak rates on Mackey-Glass 

time series data. 

Figure 4.5 shows the MSE distribution of the prediction results for Mackey-Glass time 

series data when spectral radius and sparseness density change and reservoir size and leak 

rate are fixed. The 𝑆𝐷 = [0.05,1], the step size is 0.032 and 𝑆𝑅 = [0.05,1.5], the step size 

is 0.05, meanwhile, the reservoir size 𝑁 = 500 and leak rate 𝑎 = 0.3. 
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Figure 4.5 MSE distribution when spectral radius and sparseness density change. 

From Figure 4.4 and Figure 4.5, it can be found that with varied combination of 

𝑁, 𝑎, 𝑆𝑅, 𝑆𝐷 , the MSE values of randomly generated ESN have large variations, this 

shows that these structural parameters will significantly affect the performance of the 

network, it is essential to use genetic algorithm to optimize the parameters. 

 

4.5.1 Mackey-Glass time series prediction 

In order to evaluate the adaptative genetic algorithm’s performance on the Mackey-Glass 

time series prediction, traditional genetic algorithm and random echo state network has 

been applied. In the Mackey-Glass time series model, the long range predicted time series 

model is of the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1)) (4.19) 

Figure 4.6 shows the best individual fitness in each iteration of the adaptative genetic 

algorithm and the traditional genetic algorithm. Figure 4.7 and Figure 4.8 illustrate the 

variance of adaptative crossover probability and comparison of the maximum, minimum 

and average fitness in each iteration, respectively. From Figure 4.6, it can be found that the 

best individual fitness curve of adaptative genetic algorithm decreases more rapidly than 

that of the traditional genetic algorithm at nearly all iterations, indicating that the 

optimising convergence speed is greater. Also, it can be found that the best individual 

fitness curve of GA-ESN is getting flat and the value is becoming unchanged after 90 

iterations, oppositely, the AGA-ESN is continually search optimal parameters after 150 

iterations and by adjust the crossover probability and mutation probability, the algorithm 
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finds an superior result after the best individual fitness is keeping fixed for 230 iterations, 

this indicates that the adaptative genetic algorithm is not easy to fall into local optimum 

because of the adaptative crossover and mutation operations. From Figure 4.7 and Figure 

4.8, it can be found that the best individual fitness updates significantly, the difference 

between best individual fitness, the average fitness and the minimum fitness in this 

generation increases, according to the Eq 4.10 and Eq 4.11, the crossover and mutation 

probability degrade to maintain the new best individuals not to be changed. The optimized 

MSE of AGA-ESN, ESN and the best MSE of 50 random ESNs on validation data are 

illustrated in Table 4.2, it can be found that GA search is better than the random 

experiments, this also indicates that the genetic algorithm is a useful tool for global 

searching optimization. For applying in the echo state networks, the accuracy of the 

prediction is improved by avoiding blindness in the selection of parameters. 

 

Figure 4.6 Best individual fitness of AGA-ESN and GA-ESN on Mackey-Glass time 

series prediction. 
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Figure 4.7 The variance of crossover probability for AGA-ESN on Mackey-Glass time 

series prediction. 

 

Figure 4.8 The maximum, average, minimum fitness for AGA-ESN. 

 

Table 4.2 MSE on the validation data of Mackey-Glass time series prediction. 

Optimizing Method MSE 

AGA-ESN 5.67 × 10−6 

GA-ESN 1.43 × 10−5 

ESN 6.86 × 10−4 
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4.5.2 Modelling of water tank 

To evaluate the adaption genetic algorithm on optimizing echo state networks for the water 

tank modelling case, the traditional genetic algorithm ESN and conventional ESN have 

been used. The case of modelling on the water tank is not so nonlinear as the case of 

Mackey-Glass time series prediction, the max iteration is setting as 150. The developed 

nonlinear dynamic model for all methods is of the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1), 𝑢(𝑡 − 1)) (4.20) 

where �̂� is the predicted tank level, u is the inlet flow rate, and t is the discrete time.  

Figure 4.9 shows the best individual MSE of test data in each generation, Figure 4.10 and 

Figure 4.11 illustrate the variance of adaptative crossover probability and comparison of 

the maximum, minimum and average fitness in each iteration, respectively. From Figure 

4.9 and Figure 4.10, it can be found that at the start several iterations, the AGA-ESN and 

GA-ESN have similar level fitness, because both of them are starting from randomly 

generated ESNs and the crossover, mutation rate are similar which are around 0.6 and 0.03. 

From the 7th iteration, with the distribution of individuals in the past generation becoming 

concentrated, the values of crossover and mutation probability are increasing, until the 20th 

iteration, the optimization process becomes more efficient than traditional GA-ESM, and 

at the 40th iteration, the fitness of GA-ESN reaches the same level as that of AGA-ESN. 

After the 20th iteration, the AGA-ESN falls into the local optimum, which is common 

occurrence in the genetic algorithm, the means to escape from the local optimum are 

mutation and crossover with the mutation has a greater impact.  It can be seen from Figure 

4.10 that although the probability is quite large, the values of the crossover probability and 

mutation probability are increasing gradually and slowly, which is because of the 

concentrating of the generation distribution. At around the 70th iteration, the AGA-ESN 

escapes from the local optimum and fitness evolves twice around 80th iteration, in contrast, 

GA-ESN stays deep in the local optimum after 43th iteration. When the fitness evolves a 

big step forward, the probability decreases significantly, this can be found in Figure 4.10. 

Finally, the AGA-ESN finishes the optimization process around 95th iteration. Also from 

Figure 4.11, it can be found that maximum fitness change suddenly, at the time, the curves 

of average fitness and minimum fitness are smoother and gentler, it means that the 

convergence of distribution in generation individuals is smoother and gentler, finally, the 

distribution converges, all the individuals in one generation are same. The optimized MSE 

of AGA-ESN, ESN and the best MSE of 50 random ESNs on validation data in the water 
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tank modelling case are illustrated in Table 4.3, as for the case with small degree of non-

linearity, the performance of conventional random ESN is still a lot of room for 

improvement, and adaptative genetic algorithm is a powerful global optimization method 

for searching parameters, it can strength the modelling ability of ESN. 

 

 

Figure 4.9 Best individual fitness of AGA-ESN and GA-ESN on water tank modelling. 

 

Figure 4.10 The variance of crossover probability for AGA-ESN on water tank modelling. 
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Figure 4.11 The maximum, average, minimum fitness for AGA-ESN on water tank 

modelling. 

 

Table 4.3 MSE on the validation data of water tank modelling. 

Optimizing Method MSE 

AGA-ESN 0.0395 

GA-ESN 0.0548 

ESN 0.405 

 

4.5.3 Modelling of batch penicillin fermentation 

In the InPenSim penicillin fermentation model, GA-ESN and conventional ESN are used to 

compare with the adaptative genetic algorithm ESN. The maximum iteration number is set 

at 100. The developed nonlinear dynamic model is of the following form: 

(�̂�1(𝑡)) = 𝑓(𝑢1(𝑡 − 1), 𝑢2(𝑡 − 1), 𝑢3(𝑡 − 1), 𝑢4(𝑡 − 1), 𝑢5(𝑡 − 1))           (4.21) 

Figure 4.12 shows the best individual MSE of test data in each generation. Figure 4.13 and 

Figure 4.14 illustrate the variance of adaptative crossover probability and comparison of 

the maximum, minimum and average fitness in each iteration, respectively. From Figure 

4.12, it can be found that at the start the convergence speed of AGA-ESN and GA-ESN 

are similar, this is because the crossover and mutation probability are similar at this time, 

but GA-ESN falls into a local optimum after the 11th iteration. Because of the adaptative 

crossover and mutation mechanism, AGA-ESN can continue to discover better individuals. 

For this non-linear complex fed-batch chemical process, the larger probability variance 
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intervals lead to more accurate control. After the 40th iteration, the AGA-ESN comes to 

the optimum individuals. The optimized MSE of AGA-ESN, ESN and the best MSE of 50 

random ESNs in the water tank modelling case are illustrated in Table 4.4. This shows that 

the AGA-ESN have ability to model the complex multiple inputs chemical process. 

 

Figure 4.12 Best individual fitness of AGA-ESN and GA-ESN on penicillin fermentation 

process. 

 

Figure 4.13 The variance of crossover probability for AGA-ESN on penicillin 

fermentation process. 
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Figure 4.14 The maximum, average, minimum fitness for AGA-ESN on penicillin 

fermentation process. 

 

Table 4.4 MSE on the validation data of penicillin fermentation process. 

Optimizing Method MSE 

AGA-ESN 0.120 

GA-ESN 0.185 

ESN 0.645 

 

4.6 Conclusions 

In this chapter, an adaptative genetic algorithm optimized echo state network is proposed. 

Four structural parameters of ESN which are reservoir size, leak rate, spectral radius and 

sparseness density are optimized by adaptative genetic algorithm to improve the 

performance of ESN. Compared to the traditional genetic algorithm ESN and conventional 

random ESN, AGA-ESN has shown better performance on long range prediction Mackey-

Glass time series data, single input water tank modelling data, and complex multiple input 

fed-batch penicillin fermentation data. The experiment results show that because of the 

adaptive crossover and mutation probability mechanism, the optimizing efficiency and the 

chance that escapes from the local optimum of AGA-ESN are higher.  
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Chapter 5 Covariance matrix adaptation evolution strategy optimized 

ESN 

5.1 Introduction 

In the previous chapter, the structure parameters are optimized by genetic algorithm (GA), 

and good predicted results are achieved, but GA may still  fall into local optimum. 

Therefore, an improved global search method is needed to better solve the problem of 

feature subset selection. As optimizing resorvoirs is generally challenging and checking 

the performance of a resulting ESN is relatively inexpensive, evolutionary optimization 

techniques such as evolutionary strategy (ES) is a natural strategy for this optimisation 

task (Lukoševičius and Jaeger, 2009). Evolutionary strategy is a useful global searching 

method for optimization because they do not possess the limitations found in the 

traditional methods, thus evolutionary strategies can be used to build a good ESN model. 

Optimization of ESN using evolutionary strategies can generally be carried out using the 

following different approaches: optimization the topology of ESN reservoir; optimization 

of the connection weights; and optimization of the reservoir parameters of ESN. If the 

optimization method operates on the connection weights directly, the search space should 

be quite large, moreover, the variance of the performance across different reservoirs with 

the same spectral radius is still quite substantial, which is clearly undersirable (Schrauwen 

et al., 2008), so to optimize the ESN reservoir property by optimizing reservoir parameters 

is a compellent procedure. In an earlier work, several evolutionary algorithm on ESN 

reservoir optimization have been presented including differential evolution (DE) (Otte et 

al., 2016), particle swarm optimization (PSO) (Chouikhi et al., 2015) and Evolino 

(Schmidhuber et al., 2007). Addtionally, other metaheuristic methods were used to 

optimize the reservoir global parameters and topology (Ferreira and Ludermir, 2010, 

Ferreira et al., 2013).  

 

In this chapter, a new method for optimizing ESN using covariance matrix adaptation 

evolution strategy (CMA-ES) is proposed. CMA-ES is an efficient and widely used 

metaheuristic approach to search optimal regions on complex spaces with the advantage is 

invariant against order-preserving transformations of the fitness function value and in 

particular against rotation and translation of the search space (Hansen, 2006). Three global 

reservoir parameters are optimized by CMA-ES in this chapter and they are reservoir size, 

spectral radius factor and leak rate. The reservoir size is the number of neurons in the 
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reservoir layer, for the specific task, the performance varies because of reservoir scale. 

The obtained internal weights of reservoir needs to be scaled to satisfy the necessary 

condition for echo state property (ESP) (Jaeger et al., 2007b), spectral radius is the key 

factor to maintain ESP. Leak rate determines the time scales and status updating scale in 

the reservoir. 

The remaining  part of this chapter is organised as follows. Section 5.2 gives a brief 

introduction of CMA-ES,.In Section 5.3, the CMA-ES optimized ESN is proposed. The 

application examples and results are given in Section 5.4 and Section 5.5 respectively.  

Finally, the conclusion is given in Section 5.6. 

 

5.2 Covariance matrix adaptation evolution strategy  

The covariance matrix adaption evolution strategy (CMA-ES) is a well-established 

evolutionary algorithm for real-valued optimization with many successful applications 

(Hansen and Ostermeier, 2001). The main advantages of CMA-ES lie in its invariance 

properties, which are achieved by carefully designed variation and selection operators and 

its efficient adaptation of the mutation distribution. The CMA-ES is invariant against 

order-preserving transformations of the fitness function value and in particular against 

rotation and translation of the search space.  

In the CMA-ES, the population of new search offspring 𝒙 ∈ ℝ𝑛 is generated by sampling 

a multivariate normal distribution (Hansen et al., 2003): 

𝒙𝑘
(𝑔+1)

 ~ 𝒎(𝑔) + 𝜎(𝑔) ∙ ℵ(0, 𝑪(𝑔))  𝑓𝑜𝑟 𝑘 = 1,… , 𝛾 (5.1)                           

Where 𝒙𝑘
(𝑔+1)

 denotes the kth offspring at the generation 𝑔 + 1; 𝒎(𝑔) is the mean value of 

the search distribution at generation 𝑔; ℵ(0, 𝑪(𝑔)) is a multivariate normal distribution 

with zero mean and covariance matrix 𝑪(𝑔);  and 𝜎(𝑔) is the step-size, a scaling parameter 

at generation 𝑔. There are several advantages of covariance matrix 𝑪(𝑔): 

1. 𝑪 is a diagonal matrix. 

2. 𝑪 is a positive semi-definite matrix. 

3. All eigenvalues are non-negative real numbers. 

4. All eigenvalues are orthogonal. 

𝑪 = 𝑩𝑇𝑫2𝑩 = [𝑏1 𝑏2… 𝑏𝑛] [
𝜆1
2 ⋯ 0
⋮ ⋱ ⋮
0 ⋯ 𝜆𝑛

2
] [𝑏1 𝑏2… 𝑏𝑛]

𝑇 (5.2) 

𝑪
1
2 = 𝑩𝑇𝑫𝑩 (5.3) 
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where 𝑩  is matrix of 𝑪  eigenvectors as row vectors. 𝑫  is a diagonal matrix with 𝑪 

eigenvectors as row vectors. 

After those 𝛾 individuals have been created, they are evaluated on the objective function 

which is the mean squared errors (MSE) of the ESN and sorted according to their 

objective function values. To implement CMA-ES, 𝒎(𝑔+1), 𝜎(𝑔+1), and 𝑪(𝑔+1) need to be 

updated. The new mean 𝒎(𝑔+1) of the search distribution is generated using truncation 

selection by choose 𝜇 <  𝛾 out of 𝛾 offsprings. 

𝒎(𝑔+1)  =  ∑ 𝑤𝑖𝒙𝑖:𝛾
(𝑔+1)𝜇

𝑖=1 (5.4)                                               

∑ 𝑤𝑖 = 1
𝜇
𝑖=1 , 𝑤1 ≥ 𝑤2 ≥∙ ∙ ∙≥ 𝑤𝜇 > 0 (5.5)                                     

𝜇𝑒𝑓𝑓 = (
‖𝒘‖1
‖𝒘‖2

)

2

= 
‖𝒘‖1

2

‖𝒘‖2
2 = 

(∑ |𝑤𝑖|
𝜇
𝑖=1 )

2

∑ 𝑤𝑖
2𝜇

𝑖=1

= 
1

∑ 𝑤𝑖
2𝜇

𝑖=1

(5.6) 

where 𝑤𝑖=1…𝜇 ∈ ℝ>0, positive weight coefficients for recombination. For 𝑤𝑖=1…𝜇 = 1/𝜇, 

Eq(5.4) calculates the mean value of 𝜇  selected points. Usually, 𝜇𝑒𝑓𝑓  ≈  
𝛾

4
 indicates a 

reasonable setting of 𝑤𝑖. 

The final equation for updating 𝒎 is: 

𝒎(𝑔+1)  = 𝒎(𝑔) + 𝑐𝑚  ∑ 𝑤𝑖 (𝒙𝑖:𝛾
(𝑔+1)

−𝒎(𝑔))
𝜇
𝑖=1 (5.7)                          

where 𝑐𝑚  ≤ 1 is the learning rate, usually set to 1. 

The parameter 𝜎(𝑔) controls the overall scale of the distribution. It is separated from the 

covariance matrix, so the step size can be changed more quickly than the change of full 

covariance matrix. A larger step size will result in faster parameter updates. To assess 

whether the current step size is appropriate, CMA-ES constructs an evolution path by 

summing successive sequences of moving steps. The cumulative step length adaptation is 

shown in Figure 5.1. By comparing this path with the path length generating in a randomly 

chosen (meaning that each step is uncorrelated) state, 𝜎(𝑔) can be updated as following: 

𝒑𝜎
(𝑔+1)

= (1 − 𝑐𝜎)𝒑𝜎
(𝑔)
+√𝑐𝜎(2 − 𝑐𝜎)𝜇𝑒𝑓𝑓𝑪

(𝑔)−
1
2
𝒎(𝑔+1) −𝒎(𝑔)

𝜎(𝑔)
(5.8) 

where  𝒑𝜎
(𝑔)

 is the conjugate evolution path at generation 𝑔. 𝑐𝜎 < 1, 
1

𝑐𝜎
 is the backward 

time horizon of the evolution path. √𝑐𝜎(2 − 𝑐𝜎)𝜇𝑒𝑓𝑓 is a normalization constant.  

To updated 𝜎(𝑔), compare ‖𝒑𝜎
(𝑔+1)

‖ with its expected length 𝐸‖ℵ(0, 𝑰)‖: 

ln𝜎(𝑔+1) = ln𝜎(𝑔) +
𝑐𝜎
𝑑𝜎
(
‖𝒑𝜎

(𝑔+1)
‖

𝐸‖ℵ(0, 𝑰)‖
− 1)                                (5.9) 
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𝜎(𝑔+1) = 𝜎(𝑔)𝑒𝑥𝑝 (
𝑐𝜎

𝑑𝜎
(
‖𝒑𝜎

(𝑔+1)
‖

𝐸‖ℵ(0,𝑰)‖
− 1)) (5.10)

ere  𝑑𝜎 ≈ 1, damping parameter, scales the change magnitude of ln𝜎(𝑔). The selection of 

𝑐𝜎, 𝑑𝜎 and 𝐸‖ℵ(0, 𝑰)‖ is based on in-depth investigations of the algorithm.  

 

Figure 5.1 Three evolution paths of six steps from different selection situations. 

For updating the covariance matrix 𝑪(𝑔+1), the principle is to increase the variance of 

successful searching directions. This means to increase the search probability in these 

directions, the final covariance matrix adaptation combines 𝒓𝒂𝒏𝒌 − 𝒐𝒏𝒆 − 𝒖𝒑𝒅𝒂𝒕𝒆 with 

𝒓𝒂𝒏𝒌 − 𝝁 − 𝒖𝒑𝒅𝒂𝒕𝒆: 

 

𝒑𝑐
(𝑔+1)

= (1 − 𝑐𝑐)𝒑𝑐
(𝑔)
+ ℎ𝜎√𝑐𝑐(2 − 𝑐𝑐)𝜇𝑒𝑓𝑓

𝒎(𝑔+1)−𝒎(𝑔)

𝜎(𝑔)
(5.11)                    

𝑪(𝑔+1) = (1 − 𝑐1 − 𝑐𝜇)𝑪
(𝑔) + 𝑐1𝒑𝑐

(𝑔+1)
𝒑𝑐
(𝑔+1)𝑇

+⋯

𝑐𝜇∑𝑤𝑖

𝜇

𝑖=1

(
𝒎(𝑔+1) −𝒎(𝑔)

𝜎(𝑔)
)(
𝒎(𝑔+1) −𝒎(𝑔)

𝜎(𝑔)
)

𝑇

(5.12)
 

where 𝑐1 , 𝑐𝑐 ,  𝑐𝜇 , 𝑐𝜎 , 𝑑𝜎  are some empirical parameters usually determined by the 

dimension of the problem (number of optimized parameters), n. 

 

The information from the entire population is used efficiently by 𝒓𝒂𝒏𝒌 − 𝝁 − 𝒖𝒑𝒅𝒂𝒕𝒆, 

and the information of correlations between generations is exploited by using the 

evolution path of 𝒓𝒂𝒏𝒌 − 𝒐𝒏𝒆 − 𝒖𝒑𝒅𝒂𝒕𝒆. The covariance matrix adaptation does not 

explicitly control the overall scale of the distribution, which is the step size. The 

covariance matrix adaption increases or decreases the scale only in a single direction for 
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each selected step or it decreases the scale by fading out old information by a given, non-

adaptive factor. To control the step-size, the method used in CMA-ES can be applied 

independently of the covariance matrix update and is denoted as cumulative step length 

adaptation (CSA) 

 

It has been illustrated by experiments that the covariance matrix 𝑪(𝑔)  is similar to the 

inverse of the Hessian matrix of the problem at the optimum point. In the procedure of 

CMA-ES, the number of offspring 𝛾 is the most important parameter that must be fitted 

with the ruggedness of the fitness function. From experimental tests, 𝛾 = 4 + 3 ln 𝑛 is 

usually adopted (Kämpf and Robinson, 2009). 

 

5.3 Optimizing ESN by using CMA-ES 

This chapter proposes using CMA-ES to optimize the structure parameters of ESN for 

nonlinear process modelling. Figure 5.2 shows the flow chart of the proposed algorithm. 

The procedure for optimizing ESN by using CMA-ES can be summarized as follows: 

1. Data for model building are divided into three sets: training data, testing data, and 

unseen validation data, and then they are normalized to have zero mean and unit 

variance. 

2. Establish an ESN with random 𝑁, 𝛼 and 𝜌 in the range based on sufficient internal 

units as default. The activation function used here in the hidden layer (reservoir) is 

𝑓 = tanh and the input weights and reservoir weights are generated randomly. 

3. Train the established ESN with training data using ridge regression. The ridge 

parameter is selected to suit the data set, normally through cross-validation. 

4. Optimize the ESN by Covariance Matrix Adaption Evolution Strategy. The MSE on 

the testing data is used as objective function. The optimization objective is to upgrade 

the values of 𝑁, 𝛼 and 𝜌 to minimize the MSE on the testing data. Repeat CMA-ES to 

optimize ESN until convergence is achieved. The best CMA-ES-ESN of validation 

performance is determined. 

5. Evaluate the model on the unseen validation data. 
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Figure 5.2 The optimization diagram of CMA-ES-ESM model. 

 

5.4 Application examples 

In this section, three modelling case studies are introduced to test the performance of 

CMA-ES-ESN. The three case studies are Mackey-Glass time series prediction, modelling 

of a water tank, and modelling of a benchmark industrial fed-batch fermentation process, 

which are introduced in the previous chapters. To evaluate the effectiveness of CMA-ES-

ESN, the results are compared with the original ESN, GA-ESN, long short-term memory 

networks and feedforward neural networks.  

The fitness function to minimize is the MSE of the ESN on the training data:  

𝑀𝑆𝐸 =
∑ (𝑦𝑖−�̂�𝑖)

2𝑁
𝑖=1

𝑁
(5.13)         

                                           

5.5 Results 

The prediction performance for ESN models and the hybrid models on the three 

applications are provided in this section. The following procedures are compared: 
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• ESN: For all ESN model and hybrid ESN model, every reservoir node has the 

activation function tanh (𝑥) =  
sinℎ(𝑥)

cosℎ(𝑥)
= 

𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
  ; the input and backwards weights 

𝑾𝒊𝒏,  𝑾𝒃𝒂𝒄𝒌 are fully generated by uniform distribution in the range [-0.5,0.5], and 

similarly the internal weights 𝑾 are created by uniform distribution in the range [-

0.5,0.5] with different sparse density and reservoir size. In the standard ESN, three 

structural parameters, reservoir size, leak rate and spectral radius factor, are selected 

randomly in the ranges of [1-1000], [0-1] and [0-1.5], respectively, finally, generate 50 

ESNs with different random seed, and time consumption of standard ESN is sum of 50 

times. 

• CMA-ES-ESN: In CMA-ES-ESN, the three structural parameters to be optimized are 

reservoir size, leak rate and special radius with the ranges of [1-1000], [0-1] and [0-

1.5], respectively, and according to 𝛾 = 4 + 3 ln 𝑛, when 𝑛 = 3, 𝛾 is found to be 7, i.e. 

the population size is 7, and initial search step length is set at 0.2. The stopping 

criterion varies from application to application, and the maximum number of iterations 

is reached according to 𝑚𝑎𝑥 𝑠𝑡𝑜𝑝𝑒𝑣𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 = 1000 ∗ 𝑛2, which is 9000 in this 

case or if the minimal fitness value stops decreasing for a consecutive 40 iterations.  

• GA-ESN-RWS: In this paper, the selection method used in GA is roulette wheel 

selection, the maximum number of generations is 500, in each generation there are 10 

individuals, crossover and mutation rates are selected as 0.6 and 0.03 respectively. 

• FNN: The feedforward multilayer neural network is generated by Neural Time Series 

Toolbox from MATLAB® with Levenberg-Marquardt training algorithm. The 

feedforward neural network has one hidden layer with 20 neurons determined by cross 

validation and is trained for 600 epochs (iterations). 

• LSTM: Long short-term memory network is established by Deep Learning Toolbox 

from MATLAB®. Specify the LSTM layer to have 100 hidden units, set the solver to 

‘adam’ and train the network for 500 epochs. To prevent the gradients from exploding, 

set the gradient threshold to 1. Specify the initial learn rate 0.005 and drop the learn 

rate after 100 epochs by multiplying by a factor of 0.2. 
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5.5.1 Mackey-Glass Time Series Prediction 

The influence of the three ESN structure parameters considered in this study on ESN 

model performance is illustrated in Figure 5.3. These figures are generated during the 

model validation process when modelling the Mackey-Glass Time Series data. The Y axis 

is the MSE value of training error and X axis represents three ESN structure parameters, 

which are reservoir size, leak rate and spectral radius factor with corresponding ranges, 

[100-1000], [0-1], and [0-1.5]. In Figure 5.3(a), because of sparse distribution of neurons 

in the reservoir, small reservoir size cannot keep accurate and stable performance of the 

model. It can be seen from Figure 5.3(b) that the influence of leak rate and spectral radius 

factor on the ESN performance is more continuous and curves are smoother. In contrast, 

reservoir size causes more tremendous impact on ESN performance. Figure 5.3(c) shows 

that there are several local minimum and, overall, the networks with factor values larger 

than 1 give better performance. Figure 5.3 indicates the need of optimization of ESN 

structure parameters. 

 

 

 

 

 

 

 

 

 

 

 



92 
 

 

(a) Reservoir size 

 

(b) Leak Rate 

 

 

(c) Spectral Radius Factor 

Figure 5.3 Impact of structure parameters on ESN performance, (a). reservoir size, (b). 

leak rate, (c). spectral radius factor. 
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In the Mackey-Glass time series model, the long range predicted time series model is of 

the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1)) (5.14)                                                     

The LSTM model is of the form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1), �̂�(𝑡 − 2)) (5.15)                                                     

where �̂�(𝑡) is the predicted value at time step 𝑡. 

 

The equations represent long range prediction as the model prediction is recursively used 

as the model input. 

 

Figure 5.4(a) shows the variation of fitness values (MSE), while Figure 5.4(b) illustrates 

the fluctuation of three ESN structural parameters, reservoir size, leak rate and spectral 

radius factor, Figure 5.4(c) shows the distribution of MSE of ESN during optimization 

process. From Figure 5.4(a), it can be seen that in first 150 iterations, although there are 

some oscillations in the fitness values, the tendency of fitness drops dramatically, and 

stabilize after about 150 iterations. Figure 5.4(b) shows the means of reservoir size, leak 

rate and spectral radius factor at different iterations. It can be found that after 150 

iterations, the mean values are almost constant indicating convergence. Figure 5.4(c) 

illustrates the distribution of ESN fitness during CMA-ES optimization process and it can 

be seen that the fitness (MSE of ESN) is concentrated around 10−6. The actual values, 

LSTM predictions and CMA-ES-ESN predictions on the unseen validation dataset are 

plotted in Figure 5.5 where the prediction errors are shown as well. The MSE is 3.4 ×

10−7 under the selected parameters for 1000 samples, and for the first 500 validation data 

samples, the MSE is 7.4 × 10−8. It can be seen from Figure 5.5(a) and Figure 5.5(b) that 

LSTM prediction errors increase when the signals come to peak or bottom, the CMA-ES-

ESN is under the similar situation but its prediction errors are much smaller than those of 

LSTM. It can be seen from Figure 5.5(c) that, in the first 611 samples of the unseen 

validation data, the multi-step-ahead predictions are quite close to the actual data, and 

starting from the 611th sample, the prediction error increases dramatically. This is because 

the memory capacity in the reservoir under the specific structural parameters is limited 
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and, under this situation, the memory capacity is around 500 steps and can be measured by 

pseudo-Lyapunov exponent (Verstraeten et al., 2007).  

 

The prediction results and time consumptions of different models on the validation dataset 

are shown in Table 5.1, GA-ESN-RWS with roulette wheel selection procedure overcomes 

the randomness of the original ESN but the process is easy to get into local optimum when 

one fitness is much smaller than others in one iteration. The MSE of LSTM is slightly 

larger than that of standard-ESN, in contrast, the FNN error surpasses other four methods 

significantly. Regarding to time consumptions, CMA-ES is a faster convergence algorithm 

than GA-RWS, moreover, LSTM with back-propagation-through-time is computation and 

time consumption method. These results show that ESN has captured the nonlinear 

dynamic relationship to make better long range predictions on time series modelling tasks, 

also prove that CMA-ES is a powerful optimization tool for ESN. 

 

Table 5.1 Model performance on the Mackey-Glass time series. 

Approaches MSE Time(s) 

GA-ESN-RWS 2.7 × 10−6 383.1 

CMA-ES-ESN 3.4 × 10−7 162.8 

Standard-ESN(50) 2.5 × 10−4 24.6 

LSTM 8.4 × 10−4 218.2 

FNN 0.052 4.5 
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(a) 

 

(b) 

 

(c) 

Figure 5.4 The variations of parameters of CMA-ES-ESN, (a) Values of fitness, step-

Length, fitness fluctuation. (b) Distribution mean of reservoir size, leak rate and spectral 

radius factor, (c) Distribution of fitness for CMA-ES-ESN. 
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(a) 

 

(b)  

 

(c) 

Figure 5.5 The prediction results of CMA-ES-ESN and LSTM for Mackey-Glass Time 

Series Data. (a) The actual and predicted signal. (b) The prediction errors. (c) The 

prediction error of CMA-ES-ESN. 
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5.5.2 Modelling of a Water Tank 

In this case study, 2220 samples are generated from simulation. The first 740 samples are 

used to train the networks, the next 740 samples are testing data and the rest 740 samples 

are used as the unseen validation dataset. Noise with the distribution of 𝑁(0, 2) was added 

to the input flow rate to represent the effects of measurement noise. The developed 

nonlinear dynamic model for all methods is of the following form: 

�̂�(𝑡) = 𝑓(�̂�(𝑡 − 1), 𝑢(𝑡 − 1)) (5.16) 

                                        

where �̂� is the predicted tank level, u is the inlet flow rate, and t is the discrete time.  

Figure 5.6 shows the long-range predictions of CMA-ES-ESN and LSTM comparing with 

the actual tank level on the unseen validation dataset, as well as the prediction errors and 

input signals. The MSE on the validation dataset after CMA-ES optimization is 0.0289 

and the MSE on the testing dataset is 0.0157. It can be seen from Figure 5.6(c) that the 

error increases when the input signal, which is the inlet flow rate, changes suddenly for 

both CMA-ES-ESN and LSTM models, but the optimized ESN predictions get close to the 

actual signal more rapidly than LSTM predictions. This means optimized echo state 

networks have good stability and robustness on long-range predictions when the signal 

changes dramatically with one input and one previous output. 

 

Table 5.2 shows the prediction MSE and time consumption of different methods. The 

MSE of CMA-ES-ESN is still the best among all results, besides, comparing to the FNN 

predicted performance of first application, FNN MSE on validation data is acceptable on 

this water tank level model, this also illustrates that for pure time-series data, RNN is the 

better choice. 

 

Table 5.2 Model performance on validation data of Water Tank Level. 

Approaches MSE Time(s) 

GA-ESN-RWS 0.0997 294.3 

CMA-ES-ESN 0.0289 36.8 

Standard-ESN(50) 0.4179 4.2 

LSTM 0.4195 133.9 

FNN 0.8074 6.7 
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(a) 

 

(b) 

 

(c) 

Figure 5.6 The predictions from CMA-ES-ESN for modelling of a water tank. (a) Input 

flow rate. (b) The actual and predicted tank level. (c) The prediction errors. 
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5.5.3 IndPenSim model 

In this study, 5 variables are used as model inputs and they are shown in Figure 5.7. The 

variables all belong to manipulated variables which can be manipulated externally and 

they are phenylacetic acid flow (𝐹𝑃𝐴𝐴), aeration rate (𝐹𝑔), air head pressure (pressure), 

sugar flow rate (𝐹𝑠), and water injection flow rate (𝐹𝑤). In this model, the outputs include 

penicillin concentration which is the most important product in this fermentation process, 

biomass concentration and substrate concentration in the batch. 

 

Figure 5.7 Model input variables. 

 

5.5.3.1 Recurrent neural network model vs fedforward neural network model 

In this part, prediction performance comparison between recurrent neural networks and 

feedforward neural networks conduct on complex fermentation process is illustrated. ESN 

and LSTM represent RNNs and one hidden layer FNN is compared. The unoptimized 

ESNs used in this part are all set as reservoir size being 400, leak rate being 0.9, sparse 

density being 0.1 and spectral radius factor being 0.9. The ESN model computes two 

outputs with one reservoir at the same time, which means the network has 5 inputs and 2 

outputs. The developed nonlinear dynamic model is of the following form: 

(
�̂�1(𝑡)

�̂�2(𝑡)
) = 𝑓(𝑢1(𝑡 − 1), 𝑢2(𝑡 − 1), 𝑢3(𝑡 − 1), 𝑢4(𝑡 − 1), 𝑢5(𝑡 − 1))     (5.17) 
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While, the FNN and LSTM models are in the form given by Eq(5.18) and Eq(5.19) 

respectively: 

�̂�1(𝑡) = 𝑓1(𝑢1(𝑡 − 1), 𝑢2(𝑡 − 1), 𝑢3(𝑡 − 1), 𝑢4(𝑡 − 1), 𝑢5(𝑡 − 1)) (5.18) 

�̂�2(𝑡) = 𝑓2(𝑢1(𝑡 − 1), 𝑢2(𝑡 − 1), 𝑢3(𝑡 − 1), 𝑢4(𝑡 − 1), 𝑢5(𝑡 − 1)) (5.19) 

                 

where 𝑢1, 𝑢2, 𝑢3, 𝑢4, 𝑢5 represent injection water flow, PAA flow rate, aeration rate, air 

head pressure and suger feed rate, respectively, and �̂�1, �̂�2 are penicillin concentration and 

biomass concentration respectively. 

Because of the worse prediction results of FNN, the prediction signals are not shown in 

the figures. The long-range predictions of penicillin and biomass concentration on the 

unseen validation batch using the unoptimized ESN and LSTM are shown in Figure 5.8(a) 

and 5.9(a) respectively. The plots of prediction errors for biomass and penicillin 

concentrations of different scenarios are shown in Figure 5.8(b) and 5.9(b) respectively. 

The MSE of these models are shown in Table 5.3.  

 

Table 5.3 MSE Comparison between unoptimized ESN, LSTM and FNN. 

 Penicillin Prediction MSE  Biomass Prediction MSE  

Unoptimized ESN  0.6840 0.1047 

LSTM 0.7921 0.1582 

FNN  267.63 4.428 
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(a) Penicillin Prediction 

 

(b) Penicillin Predicted Error 

Figure 5.8 Prediction results and error of ESN and FNN for Penicillin. (a) Penicillin 

concentration (b) Penicillin predicted error. 
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(a) Biomass Prediction 

 

(b)Biomass Predicted Error 

Figure 5.9 Prediction results and error of ESN and FNN for biomass (a) Biomass 

concentration (b) Biomass predicted error. 

From Table 5.3, it can be found that the MSE of penicillin prediction by FNN is quite big, 

which means that the feedforward neural network is not a good choice to make prediction 

of penicillin concentration. As to the prediction result of biomass, the FNN prediction 

result is better than that of penicillin, but the error is still much bigger than that of ESN 

and LSTM. Comparing to FNN prediction results, both results of ESN and LSTM are 

much accurate, and also the predicted ability of unoptimized ESN and LSTM is similar, 
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the ESN result is moderately better than LSTM. Another advantage of ESN is the training 

consumption is much less than LSTM. The error of penicillin concentration is larger than 

biomass concentration because the penicillin generation process is more complicated but 

biomass concentration is related with sugar flow rate. The unoptimized ESN and LSTM 

performance is better than feedforward networks on this task, but the optimization process 

on ESN is still necessary. 

 

5.5.3.2 Optimizing ESN model with CMA-ES 

Echo state networks have been shown to work well with nonlinear complex fed-batch 

chemical process, but with the randomly generated reservoir weights and input connection 

weights, the ESN may not achieve satisfactory performance. Figure 5.10 shows the 

prediction fitness distribution of 500 randomly generated ESNs on validation dataset with 

the range of parameters given in Table 5.4. It can be seen that the number of fitness which 

is less than 1 is around 250 and most of fitness gather in the range from 0 to 10. In order to 

dig more potential of ESN using in this task, CMA-ES is used to optimize the structure of 

ESN. The ranges of parameters which need to be optimized and CMA-ES initial step size 

is also given in Table 5.4.  

 

Figure 5.10 Distribution of ESN fitness. 
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Table 5.4 Ranges of ESN parameters and CMA-ES initial step size. 

Range of reservoir size 100~1000 

Range of leak rate 0~1 

Range of spectral radius factor 0~1.5 

CMA-ES initial step size 0.2 

 

The ESNs optimized by CMA-ES algorithm and GA-RWS algorithm are compared with 2 

normal randomly generated sparse reservoir ESN. The trend plots of penicillin 

concentration and biomass prediction error are shown in Figure 5.11(a) and 5.11(b), while 

Figure 5.12(a) and 5.12(b) display biomass concentration prediction and prediction error 

plot. The mean square errors of all these ESNs are indicated in Table 5.5.  

 

 

 

 

 

 

 

 

 



105 
 

 

(a)Penicillin Prediction 

 

(b)Penicillin prediction error 

Figure 5.11 Prediction results and error of CMA-ES-ESN and unoptimized ESN on 

validation data. (a) Penicillin concentration (b) Penicillin prediction error. 
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(a) Biomass Prediction 

 

(a) Biomass prediction error 

Figure 5.12 Prediction results and error of CMA-ES-ESN and unoptimized ESN on 

validation data. (a) Biomass concentration (b) Biomass prediction error. 
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Table 5.5 MSE of different echo state networks. 

 Penicillin Concentraion Biomass Concentraion 

CMA-ES-ESN  0.05548 0.005841 

GA-ESN-RWS 0.1247 0.0176 

Unoptimized ESN 1 0.6840 0.1047 

Unoptimized ESN 2 1.5149 0.2499 

 

Table 5.6 Time consumption on penicillin fermentation task. 

 Time(s) 

CMA-ES-ESN  1270 

GA-ESN-RWS 2312 

LSTM 1460 

 

Table 5.5 shows the MSE of predictions for penicillin and biomass concentration and 

Table 5.6 shows time consumption. From the plots shown in Figure 5.11 and Figure 5.12 

and the MSE values given in Table 5.5, comparing with randomly unoptimized ESNs, the 

CMA-ES-ESN with sparse reservoir performs superiorly in modelling the fed-batch 

penicillin cultivation process. The prediction performance on biomass concentration is 

even better than penicillin concentration which is 10 times better than unoptimized ESN 

models. Therefore, the proposed method is a better choice for modelling the fed-batch 

penicillin process. The proposed method would be also suitable for other batch processes.  

 

5.6 Conclusions 

In this chapter, a method which uses the covariance matrix adaption evolution strategy 

(CMA-ES) for initialization of echo state networks is proposed. ESN has been shown to be 

a rapid, efficient and accurate dynamic system modelling algorithm, moreover, the CMA-
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ES algorithm has been successfully utilized for optimization in complex space. The ESN 

structural parameters including reservoir size, leak rate and spectral radius factor are 

optimized via CMA-ES. Modelling a nonlinear time series, a conic water tank, and a fed-

batch penicillin fermentation process are used to test the ESN. Comparing with the 

original ESN, LSTM, GA-ESN, CMA-ES-ESN has shown the ability to improve the 

model prediction accuracy, moreover, regarding to time consumption results of different 

methods, CMA-ES is proved to be a fast convergence algorithm. When modified topology 

reservoir cannot optimize ESN performance significantly, covariance matrix adaption 

evolution strategy is a suitable method to build reservoir stucture in ESN by working with 

different models. 
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Chapter 6 An echo state networks with attention mechanism 

6.1 Introduction 

Multi-input high-dimensional models are encountered in many disciplinary applications 

such as finance, chemical and biological applications, such as the fed-batch penicillin 

fermentation process used in Chapter 4 and Chapter 5. For models with multiple inputs, 

not all input variables have significant effect on the output variables. Some input variables 

have a great impact on the output variables, whereas some inputs have no contribution to 

the output variables. Thus, it is possible to eliminate inputs that have no effect on the 

model outputs. Moreover, the fluctuations in the model output variables are not only 

related to fluctuations in the input variables, but also affected by the interactions between 

the input variables. It is possible to eliminate the fluctuations in the output by adjusting the 

interactions between the inputs. By examining the contribution of the input variables to the 

output variables, the output variables can be better modelled. In this chapter, an attention-

based ESN is proposed to adjust the scale of inputs to improve the network ability on 

modelling tasks involving multiple inputs. 

 

The remaining part of this chapter is organized as follows. Section 6.2 gives the 

introduction of the attention mechanism and in Section 6.3, the CMA-ES optimized 

attention-based ESN is proposed. In Section 6.4 and Section 6.5, the experiments to 

evaluate the proposed network and results are given, respectively. 

6.2 Attention mechanism 

In everyday life, our brains receive a great amount of input through our various senses, 

which are of different types and carry different semantic meanings, and our brains are able 

to process them in an organised manner. In this process, attentional mechanisms play a 

crucial role in the complex cognitive functions of the human brain, enabling the brain to 

consciously process and respond to information through the perception of associations 

between information and events, and the selection of information. The human attentional 

mechanism is a way for the human perceptual system to selectively focus on feedback 

from local stimuli and is part of the human cognitive process. Human attention increases 

sensitivity to input signals at the cellular synaptic level, thereby sharpening the accuracy 

of the input signal, selectively increasing the transmission of important signals and 

reducing the noise level within them, with the aim of reshaping neural sensations. Among 

the mechanisms of human attention, the visual system is the most typical. Signals from the 
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physical world (e.g. colour, shape, direction of movement, etc.) are transmitted through 

the visual pathway to the higher prefrontal cortex (PFC) and posterior parietal cortex (PPC) 

in the brain, creating a salience map that directs the brain's attention to the more salient 

stimulus signals. The brain modulates the information in the visual pathway according to 

the goal of the task and the knowledge learned in the past, and when attention is 

modulated to the salience area, the prefrontal lobe controls eye movements through the 

superior colliculus, allowing us to focus on the more salient stimulus signals. Thus, 

attentional mechanisms allow our brain to focus on task-relevant information by filtering it 

in a task-oriented manner, thus increasing the efficiency of information processing and use 

(Katsuki and Constantinidis, 2014). 

 

Similar to the biological neuron system in the human brain, the artificial neural network 

has a network capacity limit and is limited in its ability to store information. In general, 

the amount of information that a neural network can store is proportional to the number of 

neurons and the complexity of the neural network. Therefore, storing more information 

requires more neurons and a more complex network structure, which not only multiplies 

the computational complexity, but also makes the neural networks training much more 

difficult. In the face of information overload, machine learning has also taken a cue from 

the way the human brain processes information, using an attention mechanism that allows 

neural networks to selectively accept and process information, improving their ability to 

process, analyse and understand large-scale data. Artificial intelligence algorithms have 

achieved impressive results at the perceptual level by fitting statistical information to 

induction, more intelligent machine learning algorithms still require more powerful logical 

inference and biased induction. Thus, attentional mechanisms are the core technology 

needed to enable artificial intelligence systems to operate consciously. In fact, different 

data types, different objects and different task goals have different functional requirements 

for attention mechanisms. This requires an in-depth knowledge and understanding of the 

mechanics of different attentional approaches, and an appropriate modelling approach to 

the design and use of attentional mechanisms for different application requirements. 

Although attentional mechanisms have already brought significant improvements to many 

of the learning tasks mentioned above, there is still much room for improvement in the 

efficiency, performance and scope of neural network-oriented attentional mechanisms 

compared to attentional mechanisms in human cognitive functions. 
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The study of attentional mechanisms has a long history of development, with the main 

ideas dating back to as early as 1990s. Deepmind combines the attention mechanism with 

recurrent neural networks, the application to image classification tasks has achieved good 

performance and has attracted much attention to attentional mechanisms (Mnih et al., 

2014). Then the attention mechanism has been introduced into Natural Language 

Processing (NLP), joining with translation and alignment, which extends the range of 

applications of attention mechanism (Bahdanau et al., 2015). In 2017, self-attention has 

been introduced in the application of machine translating problem (Vaswani et al., 2017).  

 

The attention mechanism is an explicit attention method that obtains attention weights by 

predicting the importance of each component of the data to the task optimisation goal, and 

then uses the attention weights to explicitly enhance the important components of the data 

(or features) and suppress the components of the data (or features) that are not relevant to 

the task optimisation goal. 

 

Attention mechanisms have been widely used in a variety of information processing and 

analysis tasks, including verbal and visual signals (Maruf et al., 2019, Maidhof and 

Koelsch, 2011, Chen et al., 2017), and have greatly improved the non-linear 

representational capabilities of neural networks and the abstraction of high-level semantics. 

The selective attention mechanism takes the data itself as input, uses the neural network 

learning to generate an attention mask as a prediction of the importance of each part of the 

data, and then uses this attention mask to enhance or suppress the feature. 

The attention mask 𝑎(𝒖) can be obtained according to the following equation,: 

𝑎(𝒖) = 𝐹𝑛𝑜𝑟𝑚(𝐹𝑠𝑐𝑜𝑟𝑒(𝒖, 𝒙)) (6.1) 

where 𝒖 denotes the input matrix and 𝒙 is internal state of reservoir, and 𝐹𝑠𝑐𝑜𝑟𝑒 denotes the 

function transformation corresponding to the attention model, 𝐹𝑛𝑜𝑟𝑚  denoting the 

normalization operation. 

 

For the learned attention mask 𝑎(𝒖), it is usually multiplied by the corresponding element 

of the original signal 𝒖 to select the information in the original signal, a process that is 

formulated as follows: 

�̃� = 𝑎(𝒖)⊙ 𝒖 (6.2) 
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where �̃� is the signal after enhancement or suppression of original signal 𝑥 and ⊙ denotes 

element-wise multiplication. The attention mask 𝑎(𝒖) is also divided into soft attention 

and hard attention. When the attention mask is taken continuously values within a certain 

range, this is called soft attention mechanism, it enhances and suppresses different 

components of the original signal. When 𝑎(𝒖) takes the value of 0 or 1, remove or retain 

the different components of the original signal, this is hard attention mechanism. 

 

For the backpropagation-based networks, such as normal RNNs and LSTM, 𝐹𝑠𝑐𝑜𝑟𝑒  is 

usually a learnable function, implemented by a neural network, that learns the degree of 

attention to different components of the input 𝒖. To calculate the score function 𝐹𝑠𝑐𝑜𝑟𝑒 

between the input infromation 𝒖 and the internal state of networks 𝒙, there are several 

methods that can be used (Luong et al., 2015): 

𝐹𝑠𝑐𝑜𝑟𝑒(𝒖, 𝒙) = {

𝒖 ∙ 𝒙                                  𝑑𝑜𝑡
𝒖𝑇𝑾𝑎𝒙                      𝑔𝑒𝑛𝑒𝑟𝑎𝑙

𝒗𝛼
𝑇 ∙ tanh(𝑾𝑎[𝒖: 𝒙])            𝑐𝑜𝑛𝑐𝑎𝑡/𝑎𝑑𝑑𝑖𝑡𝑖𝑣𝑒

         (6.3) 

The normalisation operation 𝐹𝑛𝑜𝑟𝑚 limits the learned range of attention weights, which can 

be implemented by functions such as SoftMax, Sigmoid, and Tanh. It can be normalised in 

different dimensions depending on the task. 

 

In this chapter, the general score method is used to calculate the relationship between input 

data and internal state data. Because in ESN the only learnable weight is output weight, 

𝑾𝑜𝑢𝑡 can not be updated through the training, 𝑾𝑎 is updated by the CMA-ES. 

In this chapter, Sigmoid function is used as 𝐹𝑛𝑜𝑟𝑚 to implement the attention mechanism: 

𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝑥) =
1

1 + 𝑒−𝑥
(6.4) 

 The variable-length alignment attention vector 𝒂𝑡 can be obtained by: 

𝒂𝑡 = 𝑎𝑙𝑖𝑔𝑛(𝒖, 𝒙) 

= 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝐹𝑠𝑐𝑜𝑟𝑒(𝒖, 𝒙) 

= 𝑆𝑖𝑔𝑚𝑜𝑖𝑑(𝒖𝑇𝑾𝑎𝒙) (6.5) 

 

6.3 The Attention-based CMA-ES-ESN 

In this chapter, CMA-ES is used to optimize the structure parameters of ESN which are 

reservoir size, leak rate and spectral radius with attention mechanism for fed-batch 



113 
 

complex penicillin fermentation process modelling. Figure 6.1 shows the flow chart of the 

proposed algorithm. The procedure can be summarized as follows: 

1. Data for model building are divided into three sets: training data, testing data, and 

unseen validation data, and then they are normalized to have zero mean and unit 

variance. 

2. Establish an ESN with random 𝑁, 𝛼 and 𝜌 in the range based on sufficient internal 

units as default. The activation function used here in the hidden layer (reservoir) is 

𝑓 = tanh and the input weights and reservoir weights are generated randomly. 

3. Train the established ESN with training data using ridge regression. Optimize the 

Atten-ESN by CMA-ES. The MSE on the testing data is used as objective function. 

The optimization objective is to upgrade the values of 𝑁, 𝛼 and 𝜌 to minimize the 

MSE on the testing data.  

4. Establish ESN with optimized 𝑁, 𝛼 and 𝜌. 

5. Train the optimized ESN with training data to get the internal reservoir weights 𝒙. 

6. Optimized the attention weighted matrix 𝑾𝛼 coming from input data 𝒖 and internal 

reservoir matrix 𝒙, then the variable length attention mask 𝛼(𝒖) is generated and 

updated the input data �̃� is achieved. 

7. Test the optimized Atten-ESN (O-Atten-ESN) on the unseen validation data. 

 

 

Figure 6.1 Graphical illustration of the proposed approach. 

 

6.4 Experiments 

The benchmark industrial penicillin fermentation simulator, IndPenSim (Goldrick et al., 

2015), is used to produce simulated process operation data. In this study, 10 benches of 

data generated by IndPensim are used in model development. Among these data, 8 batches 
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are used as training data, one batch is used as testing data, and the final batch is used as the 

unseen validation data. In this chapter, the penicillin concentration is taken as the target 

output and 14 controllable and monitoring variables are used as model inputs. The manual 

control variables are aeration rate, sugar feed rate, injection water flow rate, air head 

pressure, nitrogen flow rate, Phenylacetic acid flow rate and Soybean oil flow rate, 

meanwhile, the automatic control variables are acid/base flowrate and heating/cooling 

water flowrate, the pH, temperature and dissolved oxygen concentration are including in 

on-line measurement variables. Figure 6.2 shows the examples of 14 inputs variables and 

Table 6.1 shows input variables. The fitness function to minimize is the MSE of the ESN 

on the training data. 

 

 

 

Figure 6.2 The trend plots of 14 inputs variables in penicillin process. 
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Table 6.1 The model input and output variables selected in this study. 

NO Input Parameters Description Unit 

1 𝐹𝑔 Aeration rate m3 min−1 

2 𝐹𝑠 Sugar flow rate L h−1 

3 𝐹𝑎 Acid flow rate L h−1 

4 𝐹𝑏 Base flow rate L h−1 

5 𝐹𝑐 Cooling water flow rate L h−1 

6 𝐹ℎ Heating water flow rate L h−1 

7 𝐹𝑤 Water for injection flow rate L h−1 

8 Pressure Air head pressure bar 

9 𝐷𝑂2 Dissolved oxygen concentration mg L−1 

10 pH pH  

11 T Temperature K 

12 𝑁𝐻3 𝑁𝐻3 concentration g L−1 

13 𝐹𝑝𝑎𝑎 Phenylacetic acid flow L h−1 

14 𝐹𝑜𝑖𝑙 Soybean oil flow rate L h−1 

 

6.5 Results 

In order to evaluate the CMA-ES optimized attention-based ESN’s (O-Att-ESN) 

performance on complex multiple input variables penicillin fermentation modelling, non-

optimized attention-based ESN (A-ESN), conventional ESN, long short-term memory 

network, and attention long short-term memory network are applied, the following 

procedures are compared: 

• ESN: For all ESN model and hybrid ESN model, every reservoir node has the 

activation function tanh (𝑥) =  
sinℎ(𝑥)

cosℎ(𝑥)
= 

𝑒𝑥−𝑒−𝑥

𝑒𝑥+𝑒−𝑥
  ; the input and backwards weights 

𝑾𝒊𝒏,  𝑾𝒃𝒂𝒄𝒌 are fully generated by uniform distribution in the range [-0.5,0.5], and 

similarly the internal weights 𝑾 are created by uniform distribution in the range [-

0.5,0.5] with different sparse density and reservoir size. In the conventional ESN, three 

structural parameters, reservoir size, leak rate and spectral radius factor, are selected 
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randomly in the ranges of [1-1000], [0-1] and [0-1.5], respectively. 50 ESNs with 

different random seeds were generated and select the best model among the 50 models. 

• O-ESN: In O-ESN, the three structural parameters to be optimized are reservoir size, 

leak rate and special radius with the ranges of [1-1000], [0-1] and [0-1.5], respectively, 

and according to 𝛾 = 4 + 3 ln 𝑛, when 𝑛 = 3, 𝛾 is found to be 7, i.e. the population 

size is 7, and initial search step length is set at 0.2. The stopping criterion is when the 

maximum iteration 9000 is met or if the minimal fitness value stops decreasing for a 

consecutive 40 iterations.  

• O-Att-ESN: In O-ATT-ESN, the CMA-ES optimized setting is same as O-ESN, the 

updated input data �̃� replaces the original input data 𝒖. 

• Att-ESN: In Att-ESN, the reservoir size, leak rate and special radius are as same as the 

best conventional ESN, after the optimization, the updated input data �̃� replaces the 

original input data 𝒖. 

• LSTM: Long short-term memory network is established by Deep Learning Toolbox 

from MATLAB®. The LSTM layer has 100 hidden units, the solver is set to ‘Adam’, 

and the network is trained for 500 epochs. To prevent the gradients from exploding, 

the gradient threshold is set to 1. The initial learn rate was 0.005 and was dropped after 

every 100 epochs by multiplying a factor of 0.2. 

• Att-LSTM: The attention-based LSTM is also established by Deep Learning Toolbox 

from MATLAB®. The attention function computes the attention scores according to 

the ‘general’ scoring as well, and the attention score is calculated by SoftMax function. 

The other settings are same as LSTM. 

In this complex multiple input variables penicillin fermentation modelling problem, the 

one-step predicted model is of the following form: 

�̂�1(𝑡) = 𝑓(𝑢1(𝑡 − 1), 𝑢2(𝑡 − 1), 𝑢3(𝑡 − 1), 𝑢4(𝑡 − 1), 𝑢5(𝑡 − 1), 𝑢6(𝑡 − 1), 𝑢7(𝑡 −

1), 𝑢8(𝑡 − 1), 𝑢9(𝑡 − 1), 𝑢10(𝑡 − 1), 𝑢11(𝑡 − 1), 𝑢12(𝑡 − 1), 𝑢13(𝑡 − 1), 𝑢14(𝑡 − 1)) (6.6) 

The penicillin concentration prediction results of Att-ESN, Att-LSTM, ESN and LSTM 

are presented  in Figure 6.3 and prediction errors of these methods are displayed in Figure 

6.4, moreover, the results of O-Att-ESN, O-ESN and Att-ESN are shown in Figure 6.5 and 

the corresponding errors are illustrated in Figure 6.6. The validation MSE values of 

corresponding methods are shown in Table 6.2. It can be found in the Figure 6.3 that 
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comparing to the predictions of conventional ESN and LSTM, the predictions of Att-ESN 

and Att-LSTM are closer to target values. Both in the ESN and LSTM curves, there are 

significant offsets from the desired signal, in the same part of Att-ESN and Att-LSTM 

curves, the differences to the desired signal are much smaller, this also can be observed 

from Figure 6.4, the peaks of error curves for Att-ESN and Att-LSTM methods are in the 

similar shape with those of ESN and LSTM, but peaks of the attention-based methods are 

significantly smaller than those of conventional networks. From above, it can be seen that 

the attention mechanism can take out some relevant inputs signals to increase their impact 

and otherwise, the irrelevant variables are weakened the influence. From Figure 6.5, it can 

be found that the O-Att-ESN predictions are closest to the truth values, especially in the 

first 50 hours. The optimized ESNs are flatter than unoptimized ESN. In Figure 6.6, there 

is similar situation as observed in Figure 6.4, the shape of peaks are similar among the 

three networks, but those of optimized networks are smaller. This epitomizes that the on 

the basis of the attention mechanism, the CMA-ES can optimize the ESN further and both 

attention mechanism and optimized structure parameter can are beneficial for final 

predication signals.   

 

Figure 6.3 The prediction of penicillin concentration by Att-ESN, Att-LSTM, ESN and 

LSTM. 
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Figure 6.4 The prediction error of penicillin concentration by Att-ESN, Att-LSTM, ESN 

and LSTM. 

 

Figure 6.5 The prediction of penicillin concentration by O-Att-ESN, O-ESN, Att-ESN. 
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Figure 6.6 The prediction error of penicillin concentration by O-Att-ESN, O-ESN, Att-

ESN. 

 

Table 6.2 The MSE of validation data on penicillin fermentation process. 

Modelling Methods MSE 

O-Att-ESN 0.095 

O-ESN 0.342 

Att-ESN 0.6868 

Att-LSTM 0.791 

ESN 1.976 

LSTM 2.214 

 

6.6 Conclusions 

In this chapter, an optimized attention mechanism based ESN has been proposed and this 

enables the ESN to have the attentiveness capacity, and the important levels of distinct 

variables in input vectors will be addressed in an adaptive manner according to their 

relevance. In the multiple inputs penicillin fermentation process, the results show that the 

attention-based methods give more accurate predictions than the conventional ESN and 

LSTM. Furthermore, after the key structure parameter optimized by CMA-ES, the 

proposed network’ performance is best of all, this illustrates that the inputs attention score 

has the similar impact level with the other parameters of ESN as: reservoir size, leak rate 
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and spectral radius. The proposed O-Att-ESN can be used in other multiple input 

applications as well.  
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Chapter 7. Conclusions and recommendations for future works 

7.1 Conclusions 

The Reservoir Computing (RC) is a novel and simple machine learning idea that has 

emerged in recent years. Echo State Network (ESN) is one of the simplest and most 

effective RC, in which the reservoir is a recursive structure of large scale and composed of 

a large number of sparse neuron connections, the reservoir can handle nonlinear systems 

and time series signals very well. The ESN is a class of dynamic models, and its process of 

handling input data can be separated into two parts: firstly, the dynamic reservoir 

processes input data as a complex non-linear dynamic filter, it converts the low-

dimensional input data into high-dimensional hidden state data, secondly, a simple linear 

regression is performed on the transformed high-dimensional hidden state data. Although 

ESN has yielded good results in both academic and applied fields in recent years, the 

current research on ESN has addressed the problems which impedes the development such 

as: difficult to understand reservoir properties, black-box reservoir properties, lack of 

principled ESN design, difficulty in determining the size of the reservoir, etc. To address 

these problems, this thesis has proposed several methods to improve the ESN’s 

performance on nonlinear process modelling, including the small world based modular 

reservoir topology, which can enhance the ESN’s prediction accuracy and robustness, the 

adaptative genetic algorithm optimized ESN can reinforce the modelling capacity on 

specific cases, the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) optimized 

ESN can search the structure parameters in a continuous domain with a rapid convergence 

speed, and attention mechanism based ESN to handle the complex multiple input data. 

 

In response to the traditional reservoir topology, from the perspective of structural bionics, 

a new reservoir topology of ESN, called modular reservoir topology, is proposed by 

mimicking the brain networks with modular topological features. The modular reservoir 

topology is designed to achieve partial decoupling of neurons within the reservoir, which 

enhances the richness of dynamical properties within the reservoir and thus improves the 

performance of ESN. Based on this, a modular small world ESN (MSM-ESN) is 

constructed and its performance is verified through extensive modelling experiments. 

From the results, the proposed reservoir topology is shown to have better predictive 

performance than the conventional ESN. 
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In traditional randomly generated ESN, a good performance ESN is always created by 

experience or continuous trial, in order to solve these problems, an adaptative genetic 

algorithm optimized echo state network is proposed. Genetic algorithm has been proved to 

be a robust, practical, efficient and widely applicable method for global optimization 

problems. Four structural parameters of ESN which are reservoir size, leak rate, spectral 

radius and sparseness density are optimized by genetic algorithm to overcome the 

disadvantage of randomly generated ESN. Further. Compared to the traditional genetic 

algorithm with fixed crossover and mutation probabilities, the proposed adaptative genetic 

algorithm can adjust the crossover and mutation probabilities by the fitness distribution of 

each generation. From the experiments results, genetic algorithm optimized ESN has 

dramatical advantages on prediction accuracy to the conventional random ESN. 

Furthermore, adaption mechanism based genetic algorithm has higher optimizing 

efficiency and more chance to escape form the local optimum. 

 

Although genetic algorithm can optimize the ESN, because of the coding strategy, it still 

faces the problems that the search domain is discrete and large computation cost comes 

from the big population size. To solve these problems, covariance matrix adaptation 

evolution strategy is proposed to optimize the ESN on the selected structural parameters. 

The CMA-ES is a well-established evolutionary algorithm for real-valued optimization 

with many successful applications. The main advantages of CMA-ES lie in its invariance 

properties, which are achieved by carefully designed variation and selection operators and 

its efficient adaptation of the mutation distribution. The CMA-ES is invariant against 

order-preserving transformations of the fitness function value and in particular against 

rotation and translation of the search space. From the experiments results, the predicted 

accuracy of CMA-ES optimized ESN is better than the genetic algorithm optimized ESN 

and the time consumption of computation of CMA-ES-ESN is much less than GA-ESN. 

 

Finally, in multiple inputs ESN modelling problems, the input scale parameters can 

influence the ESN modelling performance, to solve this problem, attention mechanism 

based ESN is proposed. Attention mechanism has gained a lot of attention in recent years 

and it has been proved to be a powerful tool in many applicants. Attention mechanism is 

used in the ESN to rescale the input scale parameters to endow different weights on input 

data. From the experiment results, the attention mechanism can enhance the predicted 
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accuracy on multiple inputs modelling, meanwhile, the input scale parameters of ESN has 

same level influence comparing with the structure parameters. 

 

7.2 Future works 

This thesis proposed  some optimizations on echo state networks and applied the 

optimized ESNs on some time series data prediction and industrial process modelling. 

However, there still are lots works need to be done in the future: 

1. Further theoretical studies on the stability of echo state networks are needed. At the 

theoretical level, the pioneer of ESN, Jaeger (Jaeger, 2002b), gave a general sufficient 

condition for the stability of echo-state networks which is the spectral radius of 

reservoir is less than 1, but this condition is still not specific enough for the particular 

applications. In the study of theories and methods of network stability analysis, 

stability conditions for the design of network structures should be gave and improve 

the learning theory of echo-state networks. 

2. Deep learning (networks with deep structure) is gradually becoming a hot research 

topic today and combining echo state networks with other deep learning models such 

as deep belief network, convolutional neural network to improve the network 

structure and learning algorithm of the echo state network and further enhance the 

performance of the network is required, so as to build a combined model with better 

prediction performance that better fits the actual process. 

3. Echo state networks have been widely used in problems such as nonlinear time series 

prediction, speech recognition, and Echo state networks should be further applied in 

different fields such as industrial process control, fault detection and diagnosis, and 

environmental protection. 
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