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ABSTRACT  

Crowdsourcing has emerged as a popular means to collect and analyse data on a scale for 

problems that require human intelligence to resolve. Its prompt response and low cost have 

made it attractive to businesses and academic institutions. In response, various online 

crowdsourcing platforms, such as Amazon MTurk, Figure Eight and Prolific have successfully 

emerged to facilitate the entire crowdsourcing process.  However, the quality of results has 

been a major concern in crowdsourcing literature. Previous work has identified various key 

factors that contribute to issues of quality and need to be addressed in order to produce high 

quality results. Crowd tasks design, in particular, is a major key factor that impacts the 

efficiency and effectiveness of crowd workers as well as the entire crowdsourcing process. 

This research investigates crowdsourcing task designs to collect and analyse two distinct types 

of data, and examines the value of creating high-quality crowdwork activities on new 

crowdsource enabled systems for end-users. The main contribution of this research includes 1) 

a set of guidelines for designing crowdsourcing tasks that support quality collection, analysis 

and translation of speech and eye tracking data in real-world scenarios; and 2) Crowdsourcing 

applications that capture real-world data and coordinate the entire crowdsourcing process to 

analyse and feed quality results back. Furthermore, this research proposes a new quality control 

method based on workers trust and self-verification. To achieve this, the research follows the 

case study approach with a focus on two real-world data collection and analysis case studies. 

The first case study, Speeching, explores real-world speech data collection, analysis, and 

feedback for people with speech disorder, particularly with Parkinson’s. The second case study, 

CrowdEyes, examines the development and use of a hybrid system combined of crowdsourcing 

and low-cost DIY mobile eye trackers for real-world visual data collection, analysis, and 

feedback. Both case studies have established the capability of crowdsourcing to obtain high 

quality responses comparable to that of an expert. The Speeching app, and the provision of 

feedback in particular were well perceived by the participants. This opens up new opportunities 

in digital health and wellbeing. Besides, the proposed crowd-powered eye tracker is fully 

functional under real-world settings. The results showed how this approach outperforms all 

current state-of-the-art algorithms under all conditions, which opens up the technology for wide 

variety of eye tracking applications in real-world settings. 
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1 INTRODUCTION 

Crowdsourcing is the act of outsourcing tasks to an undefined list of people via an open-call 

for participation (Howe, 2006). Crowdsourcing is facilitated by crowdsourcing online 

platforms (e.g., Amazon MTurk) where a group of people, known as requesters, call-on another 

unspecified group of people (known as Workers) to solve a defined problem. 

Crowdsourcing as a concept is by no means a recent idea. History shows that in 1714 the British 

government commissioned a public competition to find a solution for “the longitude problem” 

which caused the deaths of thousands of sailors and ship passengers each year (Saxton et al., 

2013). The British government back then sought innovative solutions from the public in an 

open call contest, and offered £20,000 in return. Perhaps, this is the first case of crowdsourcing. 

This example of crowdsourcing is significant, given how a problem like this, almost 

unsolvable, was solved by a member of the public. Yet, the ethical dilemma was evident back 

then, when the government was hesitant to award the solution founder, John Harrison, as he 

was the son of a carpenter. Later on, in 1783 the King of France offered a prize in an open call 

contest to separate alkali from salt (Halder, 2014). While these examples highlight how 

crowdsourcing can be conceived as a way of collecting many ideas or potential innovations, 

historical examples also exist of crowdsourcing as a form of gathering information or ‘data’ 

from a large number of people. For example, the Oxford English Dictionary was initiated via 

an open call for members of the public to submit words and examples of how they are used. 

Further, in the field of astronomy, crowdsourcing has been used since the early 19th century as 

a way of collecting observations and sightings of stars and meteors—and similarly in 

journalism as a way of crosschecking facts. However, Brabham (Brabham, 2013) doesn’t 

consider such examples as crowdsourcing since participants were only bounty hunters and the 

contest was not internet based. For Brabham crowdsourcing is an online model aims to solve 

problems by gathering a high number of shared resources. 
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Crowdsourcing model has come to greater attention over this century through its application in 

a range of Internet-based and -mediated services. In this context, the concept came to popular 

attention through a 2006 Wired magazine article by Jeff Howe and Mark Robinson (Howe, 

2008; Schenk & Guittard, 2011). Howe noted that: 

 

 ‘… Crowdsourcing represents the act of a company or institution taking a function 

once performed by employees and outsourcing it to an undefined (and generally 

large) network of people in the form of an open call.’ (Howe, 2006) 

Both crowdsourcing and outsourcing here refer to the operation of taking a task and performing 

it off-shore—where off-shore refers to having third parties or individuals and companies 

external to an organisation complete tasks on their behalf. However, while outsourcing requires 

tasks to be performed by a fixed number of contracted trusted and accountable professionals, 

crowdsourcing sends these tasks to be completed by a larger number of potentially anonymous 

people with different skill sets. Hence the term Crowdsourcing. As such, crowdsourcing is 

often seen as a way of quickly and competitively developing solutions and providing services 

(Balicki et al., 2014), and those who set tasks typically only pay for what meet their 

expectations (Schenk & Guittard, 2009; Barbier et al., 2012).  

The way in which the crowdsourcing approach is defined typically depends upon its 

application. For example, Brabham (Brabham, 2008) and Doan et al. (Doan et al., 2011) define 

 

Figure 1-1 The three building blocks of Crowdsourcing 
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crowdsourcing as a model for problem solving, while Chanal (Chanal, 2008) describes it as a 

way for businesses to obtain access to outside skills and experiences. Others have simply 

identified crowdsourcing as the means for allowing people to complete simple tasks that 

machines, algorithms and computers are still unable to perform (Kittur et al., 2013; Saxton et 

al., 2013). In this context, Estellés-Arolas and González-Ladrón offer a more exhaustive 

definition of crowdsourcing that integrates many of these perspectives. They defined 

crowdsourcing to be a form of participative online activity (Estellés-Arolas & González-

Ladrón-de-Guevara, 2012) where: 

 ‘An individual, an institution, a non-profit organization, or company proposes to 

a group of individuals of varying knowledge, heterogeneity, and number, via a 

flexible open call, the voluntary undertaking of a task.’ (Estellés-Arolas & 

González-Ladrón-de-Guevara, 2012) 

Notably, Estellés-Arolas and González-Ladrón suggest that crowdsroucing should always 

entail ‘mutual benefits’. Workers will receive extrinsic (be it financial) and/or intrinsic (i.e. 

self-esteem) reward (Minder & Bernstein, 2012) for solving tasks, whereas requesters will take 

advantage of what workers have brought to the venture. 

Requesters may use their own quality control measures to evaluate the quality of the obtained 

responses before rewarding workers for their effort. This is often the case when crowdsourcing 

uncommon tasks via crowdsourcing platforms or demanding sophisticated quality control 

measures. Alternatively, requesters may rely solely on the crowdsourcing platform quality 

control measures to accept tasks and reward workers for their responses. 

Depending on the nature of the task and the nature of the reward, four different models have 

emerged to map crowdsourcing tasks to workers. In no particular order, the first model is the 

Marketplace model described by (Ipeirotis, 2010) focuses on tasks of low complexity that 

require no specialised skills, such as image labelling or text extraction, for which the requester 

typically demands three or more responses (e.g., three tags per image) for a small reward. All 

workers who satisfy the requester’s acceptance criteria will receive the predefined reward. Such 

model is implemented in many crowdsourcing platforms, such as Amazon MTurk and Figure 

Eight (formerly known as CrowdFlower). Second is the Contest model described by (Cavallo 

& Jain, 2012) focuses more on creative tasks that require talents and special skills, like 

designing a logo or building a prototype for an idea, for which the requester typically demands 

one best solution for a fixed reward. All workers will compete for the reward but only those 
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(typically one) with the best accepted solution will receive the agreed reward. Prominent 

examples are InnoCentive and 99designs. Third is the Auction model presented by (Satzger et 

al., 2013) focuses on complex tasks that require special expertise, such as building a website 

or writing a blog post. In this model, the requester defines the task and workers bid for the task. 

The task will then be assigned to the winning bidder who will receive the mutually agreed 

reward if their solution meets requester’s acceptance criteria. One famous platform that 

implements the auction model is UpWork. And finally, the Volunteering model (Mao et al., 

2013; Hosseini et al., 2014) focuses on unstructured and organic tasks, like sharing knowledge 

by voluntarily contributing to a topic in Wikipedia or answering an engineering question on 

StackOverflow. Such contribution is driven by reasons beyond financial, such as knowledge 

sharing and for the love of the community. 

In the first three crowdsourcing models, unlike the volunteering model, requesters and 

crowdsourcing platforms typically have predetermined quality control measures to verify 

workers responses. This is essential to count for workers anonymity, skills discrepancies, and 

motivations (Minder & Bernstein, 2012). Whereas in the volunteering model responses’ 

validation follows trials and errors methods (e.g., by the person who asked the question or 

others with similar engineering problem in StackOverflow) or opens for judgements and 

interpretation of unrelated people (e.g., readers in Wikipedia). The quality of crowdsourcing 

output depends on multiple factors including workers selection process, responses aggregation 

method, and tasks creation process governance. A large volume of published studies 

established that quality measures and process governance in existing crowdsourcing platforms 

and their defence against malicious attacks (e.g., cheating, stealing sensitive data) are 

insufficient (Kritikos et al., 2013). There has, also been growing concerns over the unintended 

consequences of inadequate quality control measures, including privacy risks, additional 

unnecessary costs, and malicious attacks (Walter S Lasecki, Teevan, et al., 2014; Naroditskiy 

et al., 2014; Abeliuk & Masuda, 2014). These concerns are still under explored (Hu et al., 2017) 

by researchers, and due to the various nature of crowdsourcing tasks, platform providers may 

not have adequate information to address them appropriately. In marketplace platforms (e.g., 

Amazon MTurk) requesters are fully responsible for designing and creating their tasks of any 

nature (e.g., image tagging, audio transcription). As such, the platform that execute these tasks 

is typically unaware whether such tasks raise any privacy or other related issues. Thus, beside 

designing and creating their tasks, requesters are encouraged to develop and carry out relevant 

quality controls externally to check whether workers responses meet expected levels of quality. 
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On the other hand, in platforms that specialise in one or a few types of tasks, like 99designs 

that focus on graphic design, issues like, intellectually property are identified and well 

addressed. 

Despite the increasing importance and benefits of crowdsourcing services, many quality issues 

have not been addressed yet. Ideally, crowdsourcing platforms should offer requesters relevant 

and effective quality control methods, and tools to configure and adjust these methods to meet 

their criteria. Instead, crowdsourcing platforms (marketplace in particular) offer requesters 

narrow quality controls that focus on things like worker reputation. The lack of clear 

crowdsourcing quality measures and restricted control over them to promptly respond to 

quality issues often lead to additional cost (Stol & Fitzgerald, 2014). Furthermore, crowd-

powered systems are vulnerable to active attacks (Walter S Lasecki, Teevan, et al., 2014), and 

the lack of adequate quality controls attract malicious workers to cause more harm (Gadiraju, 

Kawase, et al., 2015). 

Artificial Intelligence (AI), on the other hand, have gained a lot of benefits from 

Crowdsourcing. Since the emergence of AI, considerable effort has been invested to simulate 

human behaviour. At its very early stage in 1950 Alan Turing envisioned AI and questioned 

“Can a machine be made to be super-critical?” He introduced human and digital computers 

model where computable problems were computable by human means. Later on (Licklider, 

1960) teamed up human and computer in order to achieve a machine that not only performs 

arithmetic operations but also facilitates formulative thinking. Since then and until now, despite 

the rapid and wide advances in the domain of AI, the human contribution is still a key for its 

success. Which led to the rise of Human Computation approach that was first introduced in a 

PhD thesis in 2005 by (Von Ahn, 2005). Ahn developed games that are geared by human to 

solve problems that cannot be solved by computers back then, such as image labelling, object 

tagging and text extraction from arbitrary images. Ahn defined Human Computations as “a 

paradigm for utilizing human processing power to solve problems that computers cannot yet 

solve", and was followed by a range of various research (Yang et al., 2008; Chan et al., 2009; 

Quinn & Bederson, n.d.; Schall et al., 2008) confirming the computational problems and 

presenting human computation as the interim solution. Before Crowdsourcing, Human 

Computations required building up specific communities to sustain it. However, at the 

emergence of Crowdsourcing Human Computation grew faster by leveraging greater 

communities of online workers that can be trained and recruited any time for any computational 

task for the fraction of cost and time. For example, Lasecki et al. introduced a video coding 
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system powered by online recruited crowd workers (Walter S Lasecki, Gordon, et al., 2014), 

and reviewed the design of crowd systems that perform complex real-time tasks (Walter S. 

Lasecki, Homan, & Bigham, 2014) taking advantage of various available crowdsourcing 

technologies. 

In my research, I recognise crowdsourcing as “a method to outsource any task to an undefined 

list of participants, which can be performed remotely and submitted online to support or solve 

current problems for higher quality and lower costs than experts and current state-of-the-art 

automated methods”. 

1.1 Problem statement 

While crowdsourcing has traditionally introduced challenging computer’s tasks to be solved 

by undefined network of people, many problems are currently expensive and time consuming 

when quality crowd input is inevitable (Fung, 2011; Sheng et al., 2008; Kittur et al., 2013). For 

instance, the accurate localisation and annotation of objects in large-scale image data sets is 

still difficult for computers due to the variety of object types and shapes, or image quality, but 

is essential for AI-powered real-world mobile applications. Besides, preparing row data to 

obtain labels (via crowdsourcing) for training such AI applications can become considerably 

expensive (Sheng et al., 2008) Furthermore, applications for assessing intelligibility or 

producing experts like ratings are still not achievable following AI approaches independently. 

Whereas many people find such task easy to complete, but they may lack the means and 

motivation to put enough effort and generate accurate responses (Liang et al., 2018), which 

tasks design should address. Typically, requesters demand extra crowd responses per task, or 

offer higher payment while looking for quality responses. However, such factors alone do not 

guarantee higher quality responses, and even when they do the overall cost is usually too high. 

Which makes crowdsourcing methods unsuitable for the use in day-to-day real world mobile 

applications. That being said, crowdsourcing tasks if well-designed result in higher quality 

input with low cost and better crowdsourcing effort. This thesis demonstrates that by solving 

some issues of task design, problems like these can be resolved effectively and efficiently. 

Which opens the doors towards building economical and robust crowd-powered solutions that 

could not, otherwise operate solely by AI approaches. 

This thesis sets out to investigate and propose solutions to two critical limitations of current 

crowdsourcing approaches in supporting personal mobile systems: maintaining low 

completion-time and cost when processing data, and obtaining experts like quality crowd 
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responses without increasing the overall cost. The approach described in the thesis advances 

existing knowledge in the fields of human computation and crowdsourcing systems. It opens 

up new opportunities for systems in various domains such as, but not limited to, self-monitoring 

and self-directed practices where human judgement is inevitable. During this course of 

research, I focused on two types of data: speech audio in natural settings, and visual eye 

tracking recordings in natural settings too. The effectiveness of my approach is demonstrated 

in two separate case studies by two large working crowdsourcing applications that I developed 

to leverage the power of the crowd and solve key, but underexplored, problems in 

crowdsourced mobile systems.  

1.2 Research questions 

This research aims to address the design of crowdsourcing speech and visual solutions that 

maximise the quality of crowd responses, while minimising cost and crowd effort. 

Q1: What is the implication of self-verification as a quality control method on improving 

accuracy with no additional costs? 

Imposed standard quality measures often result in expelling, not only unsatisfactory, but 

sometimes quality honest workers from the job and consequent tasks. For example, a worker 

provides quality responses to most of the tasks but fails on some of the quality check tasks (i.e., 

gold standards), their effort will not be compensated, and their work will often be rejected. 

Such outcome will demotivate honest workers and often negatively influence their performance 

in consequent tasks (Mcinnis et al., 2016). Mcinnis et al. also suggested that such workers are 

more likely to refuse more work from these requesters. with Consequently, it is essential to 

understand how quality measures can be designed, not only to ensure quality responses but 

retain workers and guarantee fair compensation. This thesis investigates the implication of 

applying self-verification quality measure that is based on trust to motivate workers to complete 

their tasks with higher accuracy but no additional cost. 

Q2: How to design crowdsourcing tasks to achieve expert-comparable input when working 

with speech and visual data?  

Since Crowd workers perform tasks in isolation, it is essential to curate and aggregate their 

responses in order to achieve a required level of quality. Considering workers motivation is 

usually financial, workers often multitask (Chandler et al., 2014) and tend to complete tasks as 

quick as possible, which often lead to low data quality just enough to be rewarded (Meade & 
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Craig, 2012). Crowd tasks should be designed in a way that ensures higher engagement and 

stronger commitment. However, it is often unclear to requesters how to design their tasks and 

achieve quality responses comparable to that of an expert. This thesis gives guidelines on how 

to design two types of tasks, one for speech analysis and another for eye tracking, to achieve 

expert-comparable responses. 

Q3: How to develop low-cost crowd-powered solutions that directly benefit end-users? 

Currently, crowdsourcing platforms are greatly utilised by product or service providers seeking 

to improve their offering. Whereas the benefits of utilising crowdsourcing in end-users 

applications, such as VizWiz (Bigham, White, et al., 2010) (an app that enables visually 

impaired and blind people make sense of their surroundings), are still underexplored. While 

automated approaches are far from supporting many applications like VizWiz, human 

computation in the form of crowdsourcing holds the promise to do so. However, 

crowdsourcing, can result in higher costs than automated approaches, especially when quality 

is a concern. Therefore, this research investigates and presents tasks design that ensure not only 

expert-comparable quality, but low cost to benefit wider group of users via two crowdsourcing 

applications. 

1.3 Methodology 

To achieve the aim of this study and address the research questions, I followed the case study 

methodology. This method enabled me to empirically demonstrate and evaluate various crowd 

task’s design variables for quality through real-world mobile crowdsourcing systems. 

Throughout two case studies, I employed crowdsourcing techniques to i) derive insights into 

quality in crowdsourcing the collection and analysis of real-world data, and to ii) examine the 

influence of task’s design and workers’ self-verification on achieving the desired quality and 

valuable feedback. 

The first case study, described in chapter 3 focuses on people with Parkinson’s (PwP’s) who 

developed speech disorders (e.g., stammering, dysarthria), and addresses the research questions 

by developing, deploying, and evaluating a novel crowd-powered mobile app. The mobile app 

was designed to enable PwP’s monitor and manage their speech condition via in-app speech 

exercising tools and crowd generated intelligibility ratings. The complexity of this work resides 

in processing the data (speech), which is normally processed and rated by a Speech and 

Language therapist. Participants with Parkinson’s were recruited through Parkinson’s UK 

research and support charity, and were interviewed by Róisín Mcnaney, my research 
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collaborator, before and after deploying the crowdsourcing solution. The initial (pre- app- 

deployment) interviews were used to evaluate the quality of crowd judgements in comparison 

to users’ perception of their speech condition and against ratings of a Speech and Language 

therapist. The second set of interviews (post- app- deployment) offered insights into the value 

of such crowd-powered solutions, particularly the crowd generated feedback on intelligibility 

to people with speech disorder. Chapter 3 demonstrates the feasibility of this approach and 

reports on various task design considerations to achieve expert-like quality intelligibility 

ratings by anonymous naïve listers (the crowd workers). 

The second case study, described in chapter 4 focuses on technologies that drastically fail when 

used in natural settings (e.g., outdoor), and addresses the research questions via a novel crowd-

powered mobile eye-tracking system. The system was used to evaluate crowdsourcing 

approaches in delivering quality eye-tracking technology and overcoming its major challenges. 

Mobile eye tracking technologies are essential in many usability studies (Goldberg & 

Wichansky, 2003), internet of things (Klaib et al., 2019), and potential day-to-day solutions 

(Krafka et al., 2016), but their limitations and cost keep them out of reach of the vast majority 

of people. When recording an eye-tracking session, the eye tracker generates large quantity of 

captured images of various quality (e.g., blurred, in motion, partially obscured target) which 

are difficult to process automatically and costly to annotate or label by crowd workers. The 

high cost of robustly crowdsourcing eye tracking captured images can undermine the benefits 

of using crowdsourcing. Consequently, this case study examined various methods to collate 

quality crowd responses and produce quality and robust eye tracking experience in natural 

settings for a small cost. Chapter 4 details quantitative results of this research. It demonstrates 

the accuracy of the crowd approach in comparison to five current state-of-the-art algorithms 

when localising the centre of eye pupil. The proposed solution is evaluated through 

heterogeneous pre-annotated eye tracking data collected in the wild (Tonsen et al., 2016). The 

results suggest the proposed crowdsourcing solution outperforms all five algorithms under all 

conditions (e.g., outdoor, wearing eye make-up or spectacles) for a fraction of the price of using 

commercial eye trackers. Finally, to demonstrate the usability of this solution and the 

crowdsourcing quality it yields when used under natural settings, I recruited participants 

through Newcastle University to use the developed eye tracker during lunch purchase activity. 

The crowd then helped achieving accurate eye tracking data, and labelled all objects that a user 

fixated upon while selecting what to have for lunch. The quality of this approach is described 

in-depth in chapter 4. 
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1.4 Terminology 

This thesis uses the following terminology across its content: 

Crowdsourcing: A form of participative online activity responding to an open call for work. 

Requester: An individual, an institution, a non-profit organization, or company proposes the 

undertaking of tasks. 

Worker: A person carrying out small tasks as part of their paid or voluntary job. 

Task: Also known as Microtask or Human Intelligence Task (HIT), the smallest piece of work 

to be done by a worker, which is used in a well-defined and structured process. 

Human Computation: Human input to resolve certain computational tasks to enable the 

machine to complete its function. 

1.5 Summary of contribution 

This research contributes to the field of HCI, and particularly the Crowdsourcing community 

in several ways, including crowdsourcing tasks design consideration that support quality 

collection and translation of speech as well as visual perception data in real-world scenarios. It 

also delivers two Crowdsourcing applications that capture real-world data and manage the 

entire crowdsourcing workflow for the analysis of data and the provision of meaningful 

feedback to data owners. Through these two crowdsourcing applications, this research 

establishes the capability of the crowd to provide expert-like quality to be used in complex 

domains (e.g. impaired speech assessment). Furthermore, this research presents and evaluates 

a new quality control method based on workers trust and self-verification, which encourages 

workers to improve their responses and return to complete more tasks. Finally, this research 

also contributes to the research community of eye tracking technologies by delivering large 

quantity of crowd annotated eye tracking data collected in real-world environments. The data 

contains accurate pupil and calibration marker localised centre as well as descriptive labels on 

what participants gazed on during the study. Likewise, this work also delivers annotated in-

the-wild speech data with expert-comparable crowd-measured speech intelligibility. 

1.6 Thesis outline 

Chapter 2 begins by outlining the growing research in this space, which focuses mainly on the 

quality of crowd responses and the implications of tasks design on participation and final 

results. The remaining of this thesis is organized in the following manner: 
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Chapter 3 introduces techniques for crowdsourcing the collection and translation of impaired 

speech and voice data from and to end users, maintaining expert-comparable crowd feedback. 

This has been implemented in the first case study, Speeching (Mcnaney et al., 2016) a crowd-

powered self-monitoring system that enables users to practice and manage their speech and 

voice without resorting to speech and language therapists. Further in this chapter, I evaluate 

the quality of crowd responses in comparison to experts and how the end users value the 

provision of crowd feedback, using Speeching. 

Chapter 4 describes a process of designing and implementing a crowd-powered mobile low 

costs eye tracker system, which streamlines the eye-tracking data collection and processing via 

the crowd. This study demonstrates how crowdsourcing methods could overcome eye tracking 

real-world challenges and offer research community and other potential users a low-cost and 

robust eye tracker. The quality (in comparison to the state-of-the-art algorithms and to expert 

annotators) and robustness of this approach, in addition to the affordability and usability of the 

solution are also evaluated in this chapter. Furthermore, this chapter demonstrates how workers 

are capable to self-verify their responses and yield much better accuracy for no additional costs. 

Such approach helped reduce costs by demanding fewer crowd responses, in fact in this study, 

only one worker response is required to accurately complete each crowd task. 

Chapter 5 I finally conclude by summarising the research contribution and the importance of 

this work, and end by discussing limitations as well as directions for future research.  
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2 BACKGROUND 

Almost in all computing disciplines, including software engineering (Nordin et al., 2017; 

Terragni et al., 2020), user interfaces (Riegler & Holzmann, 2018) and e-commerce services 

(Sari et al., 2018), quality is a major factor to measure success. In addition to crowdsourcing 

quality research, some quality research from other computing disciplines can be leveraged to 

control quality in crowdsourcing solutions. For example, measuring software testability quality 

(Terragni et al., 2020) can be utilised in software testing crowdsourcing tasks. Having said that, 

the unique characteristics of crowdsourcing demand overcoming novel crowdsourcing quality 

issues that are rising, and perhaps consider including requesters and workers more in the 

execution of crowd tasks, like in data preparation and responses evaluation. 

The challenge in achieving quality output lies in various factors. For example, workers who 

execute crowdsourcing tasks are heterogeneous with various skills level (Gadiraju, Fetahu, et 

al., 2017) and their experience is sometime inadequate or irrelevant to successfully complete 

their tasks (Minder & Bernstein, 2012; Malone et al., 2010). Depending on their demographics 

(e.g., education, location) workers may be biased (Difallah et al., 2018), and have various 

interests and motives (Goncalves et al., 2015; Posch et al., 2017; Eickhoff & de Vries, 2013). 

To date, crowdsourcing has been subjected to malicious workers (e.g., cheating, or breaching 

privacy) and activities (e.g., posting online fake reviews) (Gadiraju, Kawase, et al., 2015). 

Thus, poorly defined and designed tasks (e.g., ambiguous description, unfriendly user 

interface) confuse workers and alienate some of them, which result in reduced quality outcomes 

and fewer workers to participate. 

Requesters are expected to make a variety of task design decisions when creating their 

crowdsourcing tasks. Appropriate task design is a key to achieve quality output and higher 

inter-rater reliability between crowd workers (Garcia-Molina et al., 2016). A design taxonomy 

was defined by (Catallo & Martinenghi, 2017) based on four design considerations described 
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as What is the nature of the task to be resolved; Who is going to resolve it; Why would anyone 

participate in resolving it; and How to execute these tasks. Such classification summarises the 

major dimensions that are involved in designing clear and quality crowdsourcing tasks. The 

What dimension shall define the following task’s properties:  

– Task type: requesters should clarify the task type, is it image labelling, survey, text extraction, 

or something else. Task type could be anything that machines cannot complete yet.  

– Task features: requesters should clearly communicate to the crowd the required skills (e.g., 

fluent English writing skills), the definition of complete (e.g., workers may give up any time 

and get partial reward), and the task significance (e.g., this task supports people with speech 

disorder). As well, requesters better identify the required effort to complete their tasks and 

communicate this back to the crowd (e.g., you will listen to three “2-minute” audio recordings). 

This all ensure transparency between workers and requesters, which consequently increases 

workers’ interest. 

– Task output: A task could be deterministic, it accepts one correct answer (e.g., what object is 

this?), or nondeterministic, it accepts one or more correct answers (e.g., paraphrase this 

paragraph). 

The Who dimension refers to the people (workers) who will execute the tasks and their 

characteristics, such as diversity (e.g., gender, location, qualifications), anonymity (depending 

on the crowdsourcing platform, requesters and workers may hide their identity including their 

past performance), and hierarchy. Although hierarchy in most of crowdsourcing solutions is 

flat (i.e., peer workers with no hierarchical roles), some solutions may benefit from two- or 

more- level hierarchy (e.g., assign highly reliable workers as group leaders for workers with 

lower reliability, perhaps to evaluate their work or encourage them deliver higher quality 

output). 

Finally, the Why dimension is concerned with the motive that derives participation in 

crowdsourcing, which are identified as extrinsic (e.g., financial reward) or intrinsic (e.g., killing 

time). The identification of workers motivation is key for successful task design (Malone et al., 

2011; Antin & Shaw, 2012).  

The following sections of this chapter offer further analysis of these dimensions in relation to 

my work. Chapter 3 and 4 of this thesis also demonstrate a practical example of how these 

dimensions were implemented when designing the tasks that led to high quality output. 

Quality control methods, on the other hand where categorised by (Allahbakhsh et al., 2013) 
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into two groups based on their execution time: those that take place at design-time and others 

at runtime. Design-time approach is concerned about key elements that clarify a task and its 

objectives and encourage participation prior to executing the crowd task. Such as determining 

the compensation criteria; writing clear description; or selecting workers based on their 

ranking. Whereas quality control at runtime approach is concerned about governing the 

execution of tasks and responses, as well as monitoring the crowd performance. Such as 

comparing responses to ground truth (widely used method); peer review (Hansen et al., 2013; 

Huang & Fu, 2013); accepting majority consensus (most common when aggregating workers 

responses); or providing real-time support to workers to increase quality. Both runtime and 

design-time approaches are not mutually exclusive, and a task may implement elements of both 

approaches to aim for higher quality outcomes. 

Addressing quality issues in crowdsourcing demands thorough understanding of the quality 

control methods, as well as the other factors that influence the quality of the output (e.g., task 

design, demographics, motive). 

This chapter begins by summarising crowdsourcing technologies into three classifications: 

crowd work, crowd innovation and volunteer-based crowdsourcing. Then it analyses factors 

that influence the quality of task design, such as, workers’ motivations, the associated ethical 

dilemma, participation, and other task design factors and to demonstrate their influence on the 

quality of crowdsourcing output. 

2.1 Crowdsourcing technologies 

Since crowdsourcing as a concept has grown in popularity, the last decade has seen an 

enormous amount of development of technological platforms that support various forms of 

crowdsourcing. This section is organised around three main areas: crowd work, crowd 

innovation, and volunteer-based crowd work. 

2.1.1 Crowd work 

Crowd work refers to an emerging industry where workers receive a financial reward for 

completing tasks and work. In theory, crowd work platforms enable anyone with Internet 

connection is able to complete tasks, which often can be completed in seconds, and be paid a 

fractional amount for completing tasks accurately (Kittur, 2010; Kittur et al., 2008). A number 

of crowdsourcing platforms for crowd work have emerged in recent years. Two widely used 
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and studied crowdsourcing marketplace platforms are Amazon Mechanical Turk (MTurk) and 

Figure Eight (Alonso & Lease, 2011). In such platforms requesters are expected to design their 

tasks, splitting large tasks into micro tasks, often known as human intelligent tasks (HITs), in 

order for crowd of workers to complete. Although task design is important (Gadiraju, Yang, et 

al., 2017; Jain et al., 2017), it is also challenging (Alonso & Mizzaro, 2012; Bragg et al., 2018) 

for requesters to accomplish, for many reasons. Such as, determining the output type, 

adequately describing the task and convey it to workers, and fine-tuning quality control 

methods. A process that is iterative and costly. 

Tasks on crowdsourcing platforms are usually conducted to solve computationally complex 

problems (Gurari & Grauman, 2016; Kaspar et al., 2018; Cooper et al., 2010), generating large 

amounts of data (Dergousoff & Mandryk, 2015), and performing large-scale experiments 

(Komarov et al., 2013; Alallah et al., 2018). Crowdsourcing platforms have opened up wide 

opportunities to researchers who found Crowdsourcing an attractive alternative to laboratory-

based studies— not only giving researchers access to potentially enormous pools of diverse 

participants at reduced operational costs (Vaish et al., 2017); but also allowing them to 

streamline the experimental analysis by cutting down development and administrative time. 

Researchers can economically design analysis tasks such as audio transcription, image 

labelling, and video coding in such a way as they can be done by the crowd in short time. Some 

researchers, on the other hand, have developed purpose-built tools to enable others to make 

more effective use of these platforms. For example, Lasecki et al. (Walter S Lasecki, Gordon, 

et al., 2014) developed Glance, a tool to code and analyse behavioural events in large video 

datasets. Glance enables researchers to design analysis tasks for the crowd by simply uploading 

videos and proposing questions to workers about events that may occur in their video and get 

(nearly) immediate responses from the crowd for a small price. However, Glance research 

focused primarily on maintaining context to overcome high workers turnover but neglected 

advanced quality measures as well as the total costs. Glance suffered from malicious workers 

(e.g., careless answers, cheating) as quality controls were not sufficient to deal with malicious 

workers at runtime. While this thesis also explores crowd data analysis techniques, it focuses 

primarily on achieving expert’s like quality crowd responses for much lower cost. 

2.1.2 Crowd innovation 

Another popular area of growth in internet-mediated crowdsourcing has been in firms and 

organisations setting competitions or challenges to gather creative and innovative solutions and 
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ideas. In examples like InnoCentive, a solutions provider, the crowd focus on generating 

business, social, technical, policy and scientific ideas and solutions. The crowd members, 

individually or among agreed-upon team members, submit their ideas and solutions for the 

requester to choose from (Saxton et al., 2013). Crowd innovation has also been used to generate 

a large number of creative products and graphic designs. For example, clothing company 

Threadless has created an online designers’ community where crowd workers (known as 

community members on Threadless) compete in producing the best T-shirt design for themes 

requested by Threadless in an on-going open call for design submission. Once designs are 

submitted the community members vote, score and flag T-shirt with “I would buy it” in order 

to find the most popular designs (Brabham, 2008; Saxton et al., 2013). 

Unlike the micro-tasks markets where the crowd workers receive small amounts of money, 

usually a few cents per tasks (Brabham, 2008; Norcie, 2011), both InnoCentive and Threadless 

offer large rewards for accepted ideas (Saxton et al., 2013; Brabham, 2008). In Threadless, 

winners receive $1500 USD in cash plus $500 USD Threadless gift voucher (Brabham, 2008). 

Rewards in InnoCentive ranging from tens of thousands to hundreds of thousands of USD. In 

2008 a challenge placed on InnoCentive to identify a biomarker for measuring progression in 

a neurodegenerative disease, amyotrophic lateral sclerosis (ALS), offered one million USD as 

a reward for those who solve it (Brabham, 2008).  

Arguably, the large reward to the accepted innovative solution does not justify the 

compensation refusal to other workers who participated and contributed to find a solution. 

Perhaps many refused solutions once influenced the winning one. Similarly, tight quality 

measures, vague instructions and or poor task design in paid crowd work markets contribute to 

compensation refusal, even to honest workers (Mcinnis et al., 2016). As such, reward refusal 

may contribute to discourage online crowd workers from taking tasks from requesters seen as 

unjust or accurately completing them (Johnstone et al., 2018). 

2.1.3 Volunteer-based crowd work 

Volunteer-based crowd work refers to crowdsourcing but in the absence of financial incentives. 

It focuses more on people’s intrinsic motivation (i.e., entertainment, self-esteem, knowledge 

sharing). While some voluntary crowdsourcing is unstructured and organic (thus requiring 

skilful members), like in Wikipedia and open-source software projects, new organised 

crowdsourcing platforms have emerged to provide a structured environment that connects 
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members with micro tasks. One prominent example is Zooniverse1—an online citizen science 

platform that links scientists seeking public (often referred to as citizen scientists) involvement 

in inquiry and unearthing new scientific knowledge. One such example of a Zooniverse project 

is Cell Slider (Candido dos Reis et al., 2015), where any member of the public can participate 

and receive training in order to then identify the presence of cancer cells and their number in 

images presented to them online. Another example is Galaxy Zoo (Lintott et al., 2008), a 

project which to date has involved volunteers in classifying millions of galaxies 

morphologically. Volunteers in unpaid crowd work are not driven by financial reward, but 

rather different objectives and interest in the topics (Mao et al., 2013; Balicki et al., 2014); 

suggesting the volunteers may have more knowledge and interest in the topic than most 

workers in paid crowd work. However, this has come at the cost of performance in comparison 

to paid crowd workers, with volunteers scoring lower precision as reported in (Mao et al., 

2013). This is, possibly, due to different objectives, motivations, and commitments to the 

accurate completion of tasks. Unlike unpaid crowd work, in paid crowd work workers are 

bounded by the task design, the necessary financial reward as well as the crowdsourcing 

platform standards, where low scoring workers may eventually be prevented from completing 

any tasks (Shaw et al., 2011; Harris, 2011; Mason & Watts, 2009). 

This leads us to another form of unpaid crowd work that utilise gamification techniques. 

Gamification refers to the addition of game design elements in a non-gaming context in order 

to create joyful user experiences, motivate participation, and increase engagement and loyalty 

(Deterding et al., 2011). Prior research shows the effectiveness of gamification in harnessing 

wider public participation in complex tasks, such as OCR results verification (Jovian, 2011), 

geographic data collection (Odobasic et al., 2013) and landmarks identification (Bockes et al., 

2015). However, gamification typically requires special game development to answer specific 

research questions. To address this limitation, Dergousoff et al (Dergousoff & Mandryk, 2015) 

introduced a model based on leveraging freemium models, where players receive free in-games 

rewards (i.e. unlock premium features) by occasionally completing specially designed tasks 

embedded in popular games. Further, Dergousoff et al evaluated their approach and reported 

 

 

 

1 https://www.zooniverse.org/ 
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anonymous players performed equally well in motor tasks in compare to participants in the 

controlled lab environments, though anonymous players performed worse in cognitive tasks. 

This could be attributed down to task design or the motivation behind undertaking such task, 

which the rest of this chapter thoroughly reviews. 

This thesis and the research demonstrated in it focus on Crowd Work technologies. All the 

work was carried out via Amazon MTurk and Crowdflower (now known as Figure Eight) 

platforms. 

2.2 Worker Motivations 

The above sections not only highlight the different ways in which crowdsourcing has been 

applied and grown in popularity in recent years, but also indicate a range of different ways 

people become motivated to perform crowd ‘work’. Ryan and Deci in their development of 

Self Determination Theory (Ryan & Deci, 2000) split motivation into two categories, intrinsic 

and extrinsic, based on the individual’s goals and attitudes that cause an action. Research on 

crowdsourcing has explored the distinction between intrinsic and extrinsic factors that motivate 

people to participate (Kaufmann & Veit, 2011; Leimeister et al., 2009; Zheng et al., 2011). In 

2011, Kaufmann et al. (Kaufmann & Veit, 2011) offered a theoretical classification to the 

intrinsic and extrinsic motivations in crowdsourcing environments. They broke down intrinsic 

motivation into two groups - community based motivation and enjoyment - and the extrinsic 

motivation into three groups: (i) immediate payoff; (ii) delayed payoff and (iii) social 

motivation. 

Intrinsic motivation refers to performing tasks that are interesting, enjoyable and self-

satisfactory (Naderi et al., 2014; Ryan & Deci, 2000). Kaufmann et al. (Kaufmann & Veit, 

2011) further explained how ‘community based motivation’ comes from a love of the 

community within which users participate, and this becomes a major driver of motivation to 

participate in a crowd activity (see also (Brabham, 2010; Gerber & Hui, 2013)). On the other 

hand, ‘enjoyment’ based motivations are where crowd workers perform the tasks for fun and 

to fill in their free times (Ke & Zhang, 2008; Zheng et al., 2011).  

In contrast, extrinsic motivations refers to tasks that are completed for financial rewards or 

social reputation (Naderi et al., 2014). Kaufmann et al. (Kaufmann & Veit, 2011) justified how 

‘immediate payoff’s’ refer to workers being motivated through the receipt of payments as soon 

as they complete a task (e.g., as in (Rogstadius et al., 2011)). On the other hand, ‘Delayed 

payoffs’ is another form of extrinsic motivation where workers complete tasks to build a 
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portfolio and gain extra skills important for their career. Whereas finally, ‘social motivations’ 

come from the extrinsic desire to gain publicity and recognition for contributions among a 

community, and to grow one’s own reputation (e.g., as in (Kittur et al., 2013)). 

However, (Zheng et al., 2011; Leimeister et al., 2009) have argued that public recognition and 

personal benefits are far more influential on the motivation to perform crowd work than 

monetary compensation. Likewise, (Kaufmann & Veit, 2011) conclude, from their study of 

431 crowd workers on MTurk, that very often intrinsic motivation overtakes extrinsic financial 

motivation. In addition, Rogstadius et el. (Rogstadius et al., 2011) investigated the relationship 

between motivation and task performance in crowdsourcing markets and made two key 

conclusions: first, that higher paid tasks lead to faster completion but not necessary better 

quality; while increasing the intrinsic motivation factors lead to better work quality. 

Having said that, my research focuses on speech and eye tracking data collected in real-world 

environments, which normally yield large quantity of audio recordings and eye tracking images 

to crowdsource. This type of data usually includes noise that is costly and time consuming to 

crowdsource. Thus, this research proposes methods to overcome such hurdle, and increase 

quality participation in crowdsourcing by the self-verification method evaluated in chapter 4, 

while maintaining costs to minimum. 

2.2.1 Increasing participation in crowdsourcing  

While there has been research conducted on the motivations of crowd workers, there have also 

been many developments in recent years to adapt crowdsourcing approaches to increase the 

level of participation in such activities. One of the popular examples of this is in how 

gamification mechanics have been used at length in crowdsourced citizen science derived by 

enjoyment and community-based motivations. While Gamification is a key motivation method, 

it is also a key factor to increase participation—as is illustrated in games such as Galaxy Zoo 

and FoldIt.  In FoldIt (Cooper et al., 2010) players receive scores to open further game levels 

depending on how well they fold images of proteins (puzzles). In addition to gamifications, 

GalaxyZoo offers top volunteers who successfully classify galaxies in numerous images a 

public community recognition (Lintott et al., 2008; Eveleigh et al., 2014; Prestopnik & 

Crowston, 2012). 

Another strategy to increase participation in crowdsourcing targets people with mobile devices 

(e.g., phones, tablets). (Allen, 2015) explored the use of crowdsourcing techniques to collect 
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data while on the go. He introduced a mobile app called FixTheCity. Here, those with the app 

installed receive notifications or questions about the area where they are in at that particular 

moment and respond with an answer. For example, they receive a question about whether a 

streetlight, close to where they are, is broken or not. The collected data is then used by the local 

authority for neighbourhood maintenance scheduling. Similarly, (Ching et al., 2012) explored 

how crowdsourcing via smart phones could help in collecting data about bus location and 

crowding, as well as the riders’ satisfactions and experiences to improve the public transport 

service. Furthermore, the same collected data about bus locations was then used to build the 

first geo-coded bus routes for the city main two bus lines. Going further, Elaine and Chris 

(Massung & Preist, 2013) developed Close The Door (CTD), which sought to reduce carbon 

emissions by encouraging shop owners to keep their doors shut when running their air 

conditioning. To achieve this, a mobile app with a map was developed to allow users (the 

crowd) collect and submit data about any shop with open or closed doors by tagging them on 

the map. The collected data was initially used to reward shops that keep doors shut, and was 

later used chastise those who do not.  

Furthermore, (von Ahn, 2013) took advantage of providing free online foreign languages 

learning service to increase participation in translating the web, and introduced Duolingo—

Embedding crowdsourcing complex foreign languages translation tasks into an online learning 

environment. I argue that systems, which directly benefit end-users (i.e., Duolingo), open up 

new sustainable opportunities to complete crowdsourcing tasks. 

Building on that, this PhD merges between the aforementioned techniques and introduces new 

opportunities where there are two separate crowdsourcing groups (users and supporters), both 

benefiting from using and supporting the system. Whereas users (people with Parkinson’s in 

chapter 3) collect data and answer initial questions, supporters (traditional crowd workers) 

analyse and make sense of the data. Supporters are then rewarded (financially) and the data is 

translated and fed back to users for their personal benefits. 

2.3 Quality in Crowdsourcing 

Quality in crowdsourcing is influenced by three crowdsourcing core elements: data, users, and 

task design. 

Data: is a task’s content (the input) that is required by workers to carry out that task. It is also 

the result of completing the task (the output). For example, in “Extract text from image” tasks, 

images are the input provided by a requester, while the extracted text by workers is the output. 
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However, achieving high quality output data is challenging and is still a barrier for mass 

adoption of crowdsourcing solution (Niu et al., 2019; Kittur et al., 2013) 

Users: In crowdsourcing platforms users are divided into two categories, Requesters and 

Workers. Where requesters represent individuals or businesses who prepare crowdsource tasks 

and data, configure crowdsource work, validate output quality and reward successful workers. 

While workers represent a workforce (often called crowd pool) that is available at any time to 

complete requested tasks on a particular crowdsourcing platform. Integrity and good 

interaction skills are two qualities of a successful requester (Irani & Silberman, 2013). From 

the abundant literature, one could distinguish between good and bad workers by understanding 

three workers attributes: behaviour, experience, and demographic and their influence on the 

output quality (analysed thoroughly later in this section). 

Task design: Task’s quality is influenced by its design, which reflect on workers participation 

level and the quality of the outputs. This chapter offers an analysis of what make a good task 

design to achieve quality results, including tasks complexity, workflow, user interface and 

incentives. 

2.3.1 Data quality 

Crowdsourcing does not guarantee quality results when input data is of poor quality 

(Khazankin et al., 2012). For example, workers may struggle to identify objects in image 

tagging tasks, especially when images are of low resolution or objects are partially presented 

in the provided images. Thus, it is vital that requesters improve the quality of their data, and 

perhaps they start by crowdsourcing a data subset and evaluate workers responses before 

crowdsourcing the entire dataset (Brambilla et al., 2015). A few strategies can be followed to 

improve input and output data: 

Input data cleansing: To increase the chance of procuring quality output in crowdsourcing, 

input data should be of good quality. Crowdsourcing platforms do not take responsibility for 

the quality of its workers responses when the input data is inaccurate or noisy, but delegate the 

full responsibility to requesters instead (Khazankin et al., 2012). Since workers in marketplace 

platforms are, typically, after financial reward, low data quality input (e.g., unintelligible or too 

noisy audio to transcribe) reduces their chances to successfully complete the task, and 

potentially miss out on the reward (Schulze et al., 2013). To overcome such hurdle, requesters 

should pre-process their data, when possible. For example, (Bigham, White, et al., 2010) 
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introduced VizWiz, a crowd-powered application to enable blind people make sense of their 

surroundings. VizWiz uses computer vision algorithms to enhance the quality of pictures taken 

by its users (e.g., sharpening, brightening and colour contrast) before crowdsourcing these 

pictures. In chapter 4 of this thesis, I use multiscale structural similarity index method to filter 

images before crowdsourcing them to ensure quality and reduce the overall crowdsourcing 

costs. 

Aggregate workers responses: In a weight-judging competition that took place in a fair, West 

of England in 1907, (GALTON, 1907) accurately estimated the weight of an Ox by taking the 

median of 787 guesses from 800 attendees. In crowdsourcing, this demonstrates the Wisdom 

of Crowds, whereby aggregating multiple workers responses will likely yield accurate final 

answers (Surowiecki, 2005). I say likely, since in crowdsourcing there are many other factors, 

described in this chapter that influence the quality of the final aggregated answers. While 

Galton work suggests aggregating more workers responses lead to more accurate outputs, this 

comes at a higher cost to requesters. It is, thus, essential that requesters first identify how many 

worker responses suffice and strategies to identify responses reliability to get accurate and 

robust output. For example, (Snow et al., 2008) demonstrated how, an average of four non-

expert workers can produce (aggregated) labels of high performance equal to that of an expert 

annotators. In chapter 3 of this thesis, I demonstrate how three workers judging speakers’ 

intelligibility suffice to produce quality judgements equivalent to a Speech and Language 

therapist. While in chapter 4, only one worker response suffices to accurately identify the centre 

of an object in mobile captured images. Researchers also investigated machine learning (ML) 

techniques to increase aggregation accuracy. In crowdsourcing multiple-choice tasks, (Aydin 

et al., 2014) developed ML techniques to weigh workers reliability, where more reliable 

workers have higher weight. Workers are considered more reliable, the more accurate 

(compared to ground truth) answers they provide and the more confident (self-rated after each 

answer) they are. Answers are then weighed by the weight of the workers who provided them, 

and the highest weight answer is accepted. This strategy improves the accuracy of selecting the 

right answers by 15% when compared to the “Majority Decision” (Kuncheva et al., 2003), in 

which the highest voted answer is accepted. 

Filter workers responses: Assuring high quality responses with fewer workers input is 

essential to keep crowdsourcing costs low. This is one of the major challenges in 

crowdsourcing due to workers diversity (Quinn & Bederson, 2011). Researchers have studied 

various methods to improve the quality of workers responses. For example, (Dow et al., 2012) 
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demonstrated how providing workers with direct external feedback to revise their responses 

produce better output. But this model, is very time consuming and costly if the feedback is 

provided by experts. Whereas, (Hansen et al., 2013) compared the effectiveness (accuracy) and 

efficiency (time spent) of two strategies to obtain quality responses: Arbitration and Peer 

review. Following the arbitration strategy, if different workers do not agree on any possible 

answer, disagreements go to an arbitrator  (for additional responses) — this strategy, however, 

is limited to closed- ended questions. Whereas following peer review strategy, the responses 

of one worker is reviewed and revised by another. Their findings suggest, although peer review 

strategy is more efficient, it is not as effective as arbitration. Other researchers presented a 

time-series prediction model that analyses workers behavioural patterns while performing their 

tasks in order to predict the quality of their responses and act upon (Jung et al., 2014). 

2.3.2 Users 

Abundant research investigated various aspects of the capability of crowd workers. Some 

explored workers demographic profile (e.g., location, education) to recognise workers skillsets. 

Studies on AMT reported 90% of workers are based in two countries, the USA (76%) and India 

(16%) (Difallah et al., 2018; Hara et al., 2019) 88.3% of them had some college education 

including bachelor degree (Mao et al., 2017). While nearly half of the workforce on Figure 

Eight are mostly from the US, then Venezuela, Great Britain, India and Canada respectively 

(Jain et al., 2017). Another emerging crowdsourcing platform that targets primarily research 

tasks, Prolific2, publishes its workforce demographics online3, including country of birth and 

residence as well as education and employment. At the time of writing this thesis, almost 50% 

of Prolific workers are from the UK and 30% from the US, with 32% of workers hold university 

degree and almost 30% have attended some college education. Further studies focused on 

influential factors on workers ability to produce quality results, such as the psychological 

behaviour, satisfaction, and motivation. Mcinnis et al. suggest the anonymity between 

requesters and workers creates a level of mistrust, that result in dehumanising the work 

 

 

 

2
 https://www.prolific.co/  

3
 https://www.prolific.co/demographics/ 

https://www.prolific.co/demographics/?metric=54dd4b7dfdf99b634b4a4257
https://www.prolific.co/demographics/?metric=54dd4b7dfdf99b634b4a4257
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relationship (Mcinnis et al., 2016). As a result, some workers may feel demotivated (Marlow 

& Dabbish, 2014), while requesters may use it as an excuse to overlook workers genuine efforts 

and pay less than what workers deserve (Felstinerf, 2011; Bederson & Quinn, 2011), either 

way will have a negative impact on output quality.  

On the other hand, (Kazai et al., 2011) observed workers behaviour while completing labelling 

tasks (label pages of digital book) by measuring their completion time, percentage of useful 

labels and accuracy. Kazai et al. then suggested a worker behaviour taxonomy of five levels. 

First, Diligent workers who take their time (indicated by longer average completion time) to 

provide highly accurate labels with a high ratio of usefulness. Then Competent workers who 

are very efficient and effective as they complete their tasks quickly with no compromise on 

accuracy and label usefulness. Third, Sloppy workers who are more reward-focused and tend 

to complete their tasks as quick as possible with little regard to quality. Although Sloppy 

workers may provide low accuracy labels, they may still obtain high fraction of useful labels. 

While the level before last, Incompetent, represents workers who take their time completing 

their tasks but yield low accuracy, possibly due to the lack of relevant skills or task 

misunderstanding. Yet, Incompetent workers may obtain many useful labels. The lowest level 

in Kazai et al. taxonomy is Spammers, they care not about quality and only concerned about 

the reward. Although Spammers may obtain only some useful labels, their accuracy is very 

low.  

These findings imply correlation between workers’ traits and the outcome of various task 

design. While the accuracy of solving labelling tasks corresponds to workers’ behaviour group, 

the study suggests no correlation between the average time spent to complete the tasks and the 

accuracy for Sloppy, Incompetent and Spammer workers. Since this study is not conclusive, an 

extended research is required to develop a more generic model that includes various worker 

classification based on their personal trait and according to task type and design. 

Understanding and respecting workers’ characteristic and psychology is a key for effective 

crowdsourcing task design to produce quality outputs (Alonso, 2013). (Deng et al., 2016) 

explored workers experiences in relation to nine mutual values: access (equal access to work 

opportunity); autonomy (free to choose their work); fairness (equal treatment to workers and 

requesters); transparency (certified and clear work process to workers and requesters); 

communication (facilitate direct communication between workers and requesters); security 

(against scam requesters); accountability (taking requesters accountable for their unethical 

actions); making an impact (being recognised by others for your good work); and dignity 
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(respecting workers). In their study, 210 crowd workers were recruited from AMT and asked 

to complete a survey about their interaction experiences with the platform as well as requesters. 

As a result, Deng et al. concluded the nine values in four crowdsourcing structure: 

compensation, governance, technology, and tasks, and brought together a set of guidelines for 

workers, requesters, and crowdsourcing platform developers to govern the workflow and 

improve the service. 

Moreover, crowd workers expectations and performance are significantly affected by their 

work experiences (i.e. rejected payments, incomplete tasks) prior to completing any upcoming 

task. (Mcinnis et al., 2016) recognised how recently rejected workers tend to be more cautious, 

avoiding similar tasks and only taking tasks from requesters with high reputation or who 

previously rewarded them for their effort. As this may often ensure a reward, yet it limits 

workers from gaining new experiences from new tasks, and restricts requesters access to a 

limited pool of available workers. Therefore, it’s significant for requesters to understand 

workers, treat them justly and compensate them for their genuine effort to promote their tasks 

between wider pool of workers and attract more quality workers. 

2.3.3 Crowdsourcing workflow 

Although crowdsourcing platforms contain tasks of various types that serve various purposes, 

the approach’s workflow is identical. It begins by identifying the problem; defining the 

requirements; designing the crowd job and tasks; launching them online via a platform; and 

finally receiving crowd responses and rewarding successful workers. However, the process 

varies from three perspectives, the worker, the requester and the crowd job (collection of tasks). 

The worker is a registered user on a crowdsourcing platform with one main role, which is to 

complete tasks requested in an open call fashion. Since all crowd workers are invited to 

complete jobs via an open call, they will choose any task that suits their skills or interest, or 

level of reward from a list of jobs available on their platform. However, workers access to 

certain tasks may be restricted due to tasks constrains, such as minimum ranking or required 

skills (e.g., Foreign language) (Brabham, 2008). 

Given the sheer amount of crowd jobs, some platforms have adopted recommendation 

algorithms. These algorithms rely on particular factors, such as the overall worker’s 

performance and job acceptance ratio to favour some workers for specific tasks. For example, 

a worker performing high in a task may be offered more similar tasks than those doing the same 
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task but performing less (Schnitzer et al., 2015; Yuen et al., 2012; Geiger & Schader, 2014). 

As usual, the worker is still free to choose from the list of available jobs, the recommended 

ones though. Further studies may be necessary to investigate the role of such recommendation 

algorithms on limiting workers expectations and restricting their experiences, as well as the 

impact on job completion time for less recommended tasks. Nevertheless, workers are free to 

give up on completing any task at any time, and may still receive partial payment, or complete 

it and submit all answers for the full reward. Finally, the worker will receive a feedback 

indicating whether their responses passed the requester quality and standard check, and whether 

they will receive the promised rewards. 

The requester, on the other hand, represents a business, an academic institution or an 

individual with a problem that requires human input to be solved. It is highly important that 

requesters well understand their problem in order to create the crowd job. They shall collect 

enough details about the problem, identify the requirements, carefully set up the constraints 

and define the outcome of their job. For large or complex tasks, requesters are expected to 

break them into smaller as well as simpler tasks to attract more workers and enable them to 

work quickly and efficiently. The requester also determines the time limit to complete each 

task as well as the reward’s type (e.g., monetary, social recognition) and value. On receiving 

workers’ responses, the requester may judge spontaneously via a pre-set quality measures (e.g., 

injected answer-known questions) or manually after analysing received responses to whether 

reward a worker for their accepted responses. 

The crowd job this is a collection of (micro) tasks for workers to contribute and solve a larger 

problem. Each job goes through three sequential phases, pre-running, running, and response 

aggregation (Luz et al., 2015). In the pre-running course requester may select a predefined job 

template provided by the crowdsourcing platform, or design their own. During this phase, the 

crowd job is set up with data and input type, and the quality measures are defined to ensure 

efficient results and eliminate spammers or low performing workers. Large or complex jobs 

better decomposed into simpler and shorter tasks to collect more judgements quickly. For 

example, video coding is very time consuming and exhausting. Such job can be decomposed 

into tasks comprise of short clips and crowdsourcing each clip as a small independent task to 

workers (Walter S Lasecki, Gordon, et al., 2014). Enabling many crowd workers to contribute 

into coding the entire duration of the video. 

Whereas in the running phase, crowd jobs are made available online via a crowdsourcing 

platform. As previously mentioned, the tasks within each job will be executed following one 
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of two strategies, sequentially or simultaneously depending on the output nature of the crowd 

jobs. Tasks may be executed sequentially one after another, when a task depends on the 

outcome of another one. In this strategy, the outcome of a task becomes the input to the one 

that follows. To the contrary, tasks may need to run simultaneously together when they are 

fully independent with the outcome of one task has no effect on the others. If necessary, the 

crowd job can be paused and modified to meet requester’s new requirements. 

Depending on the nature of the crowd job, some tasks require one worker to complete as a 

whole, while others require two or more. For example, jobs of creative nature like designing a 

badge using crowdsourcing methods, is a way to find the best one design. Although many 

workers may contribute into this creative task, only one design will be accepted and only the 

winner will be rewarded as promised by the requester (Brabham, 2010) as in 

www.threadless.com4. 

In the finale phase after crowd workers complete all responses, the requester receives all 

accepted responses and finalise the full job. Depending on the design of the crowd job and its 

tasks, all responses will then be collated and go through an aggregation process to produce the 

overall outcome of the full job. Further quality measures check may be necessary after 

receiving the results to account for outliers and malicious workers who may have passed the 

initial quality measures during the running phase. 

2.3.4 Tasks: the unit of work 

Problems that requires crowdsourcing vary in size and complexity (J. Cheng et al., 2015) and 

to aim for quality results requesters may decompose the problem into smaller tasks. Each task 

can be crowdsourced separately as a complete unit. The result of all tasks is then aggregated to 

deliver the final result of the job (Chittilappilly et al., 2016). However, some tasks are small or 

simple and cannot be decomposed further. 

To identify tasks complexity, (Nakatsu et al., 2014) conducted an extensive review of 

 

 

 

4
 www.threadless.com is an online community of artists and an e-commerce website. Their products are designed 

and chosen by their online crowdsourcing community. 
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crowdsourcing task complexity, and concluded the first task-based taxonomy. They have 

conceptualised the task complexity into three dimensions based on task characteristics. First is 

the Task Structure, which represent how well a task and the required contribution are defined. 

A task is well-structured if it defines the required solution, for instance, transcribe a one-minute 

audio clip. While, a task is unstructured if the desired solution cannot be defined, often the case 

in creative tasks, for instance, write a story as in Ensemble study (Kim et al., 2014). Second 

dimension is the Tasks Interdependence. It consists of Independent tasks that can be completed 

separately by one worker with little or no interaction with others, and Interdependent tasks that 

require collaboration of multiple workers or aggregation of previously completed tasks to be 

resolved. Finally, the Task Commitment, which is presented by the degree of dedication 

required to resolve a task. Low-commitment tasks are straightforward and can be resolved 

easily and quickly, such as object labelling or allocation. To the contrary, high-commitment 

tasks are time consuming and expensive to perform. Although requesters are often aware of 

these dimensions, noted (Nakatsu et al., 2014), they lack the understanding and knowledge of 

what to do and how to do it to account for the task complexity. The two case studies presented 

in this PhD research involve low commitment tasks (e.g., allocate the centre of eye pupil) and 

high commitment tasks (e.g., transcribe a recorded speech). All designed tasks are 

interdependent as it is essential to harness multiple responses and obtain average acceptable 

answer, besides, I employ a quality method where a task quality is measured by precedent 

tasks. Since the solution of tasks in the two case studies is well-defined, all tasks are well-

structured with clear definition and goals. 

Moreover, (Gadiraju et al., 2014) explored the most popular crowdsourcing task types based 

on a study of a thousand workers online, and proposed a two-level classification model. One 

based on what is required to achieve, and the other based on the workflow or the method to 

achieve the goals of the tasks. They identified six popular task types based on their goals, 

information finding; verification and validation; interpretation and analysis; content creation; 

surveys; and content access. For each type Gadiraju et al. also identified various methods to 

resolve the task. For instance, asking the crowd to code a video clip is a Media Transcription 

task, which can be classified correctly as either a content creation (since a worker response 

form a new material) or interpretation and analysis (as a worker utilise his/her analytical skills 

to code a scene). Refer to (Gadiraju et al., 2014) for the complete taxonomy. 

Whereas (Luz et al., 2015) proposed an alternative taxonomy of four levels based on the nature 

of the tasks. First, Partition tasks, which collectively resemble one complex task. The 
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Aggregation tasks, of which responses are aggregated and used in following tasks or jobs. The 

Qualification tasks used to qualify or disqualify crowd workers based on their responses to 

these tasks. Qualified workers are then recruited to complete Grading tasks where they will 

assess the outcome of the qualification tasks. In this PhD research, I instruct each worker to 

assess their own Grading tasks in order to improve their input and guarantee a reward. 

Similarly, (Yuen et al., 2011) provided another classification based on the nature of the tasks. 

Named Entity Annotation tasks where crowd workers are asked to recognise and label or 

annotate an object, like a bird or car; Geometric Reasoning, where workers are asked to identify 

and analyse shapes or other visual models; Opinions and Common-sense, where workers are 

asked to give their opinion or rationale regarding a particular area; Relevance Evaluation, 

where workers perform partial evaluation task; Spam Identifications, where crowd workers 

help detecting and eliminating spams out of specific content; and finally Natural Language 

Annotation, simple tasks for human intelligence, but very complex for automated approaches, 

for example (Callison-Burch & Dredze, 2010) harnessed the crowd to create a pool of 

annotations for speech and language applications. 

With that being said, good task design and guidelines for one task type is not necessarily 

applicable to another. A possible explanation is that the various tasks variables (e.g., question 

and media types, duration) as well as task types and natures determine the design process and 

elements, and impact task performance. As such, researchers often investigate crowd task 

design for one or two types. For instance, (Marcus et al., 2012) studied selectivity estimation 

(estimating number of items in a dataset) task design. In their study, crowd workers were 

instructed to complete review images and respond in two methods, labelling and counting. In 

the labelling method, workers were required to review an image and select one of the given 

labels, such as car, bus, lorry. While, in the counting method workers were asked to review a 

set of images and estimate the number of vehicles with specific properties (e.g., type, colour) 

in the presented set of images. Both methods were ran using different task designs (e.g., answer 

type, duration, number of displayed images) and the overall outcome suggest that the counting 

method is more effective than the labelling method and result in shorter completion time. To 

the contrary, their results of their study on text coding shows that labelling samples outperform 

counting in text coding tasks (e.g., Labelling: Does this tweet represent “a query” or “news”. 

Counting: How many query tweets are there?). They argue that this is so as people are better 

in processing images than reading text. These results also indicate that the type of questions, 

open-ended or closed-ended in a task influence workers performance too. While it has been 
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reported that closed-ended questions (with predefined answers) may lead to a high work 

efficiency and improved accuracy (Jain et al., 2017), (Gadiraju, Demartini, et al., 2015) and 

(Eickhoff & de Vries, 2013) identified the vulnerability of such tasks. The latter two studies 

reported how spammers, malicious workers and bots (Difallah et al., 2012) take advantage of 

multiple choice questions to quickly answer the tasks and gain rewards. 

On the other hand, using open-ended questions increases motivation (Moussawi & Koufaris, 

2013), leads to more innovative solutions and lessens cheating too (Eickhoff & de Vries, 2013). 

Furthermore, (Alonso, 2013) conducted a study to identify key characteristics that may 

influence the crowd results in any type of tasks. First is the quality of the question, which 

should be straightforward and avoid ambiguity. Alonso suggests for labelling tasks to use 

numeric scale instead of labels to avoid misunderstanding as the result of cultural differences. 

And for multiple choice questions, Alonso stresses on giving no more than six to seven possible 

answers to not increase workers’ cognitive load and task completion time. 

Although not new to the HCI domain, (Morris et al., 2012) was the first to investigate the 

Priming effect on crowd workers performance. By exposing crowd workers to a given stimuli 

(e.g., picture of a laughing boy improves responses quality), that activates a mental pathway 

and enhances workers’ ability to process subsequent tasks related to the priming stimuli. 

Although priming effect is temporarily and last for a short period, so does crowd tasks, they 

are normally short and circumscribed. For better performance, their findings suggest crowd 

training is still necessary, and that workers should be exposed unconsciously to the priming 

stimuli. Likewise, (Harrison et al., 2013) explored emotional priming effects (temporary 

emotional changes) on effective crowdsourcing of cognitive tasks. Each recruited worker was 

instructed to read a given positive or negative story before they are asked to complete the visual 

task. In the visual tasks’ participants were instructed to accurately compare in size two 

displayed items. Their study found crowd workers performance improve not only by 

stimulating positive emotions, but negative emotions too (like increase caution). Furthermore, 

Harrison et al. note other significant priming stimuli that are out of requesters control and may 

influence workers performance, such as news read elsewhere or interactions with people 

around them. Although these studies found that priming enhances crowd performance, yet 

research on how to integrate priming into crowdsourcing is under explored. 
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2.3.5 Other task’s design variables 

Researchers have explored the influence of other task’s design variables on the efficiency and 

effectiveness of the crowd, such as task’s duration, graphical user interface, training methods, 

and the sequential order of tasks.   

- Task’s duration variable (Hoßfeld et al., 2014) noted crowd workers are less dedicated to 

the task than in-lap participants and attributed this to the anonymity nature of crowdsourcing. 

As such, task duration should be kept to minimum and correlate positively with the rewards to 

attract committed workers. Thus, it is essential in crowdsourcing to decompose complex and 

large tasks into smaller tasks for quick and low-cost responses and high performance (J. Cheng 

et al., 2015; Kittur et al., 2011). Tasks should be decomposed enough until each task 

demonstrates low level of complexity. Tasks are better constantly decomposed until it cannot 

be divided further and that workers are able to apply different methods to execute such tasks 

(Doroudi et al., 2016). Whereas crowdsourcing complex tasks often requires high expertise in 

the task’s field, like in writing an academic article, as it requires substantial amount of time 

and increases cognitive load. Yet, various researchers studied different methods to decompose 

and quickly crowdsource such complex tasks, which result in faster completion time and higher 

quality (Nebeling et al., 2016; Kittur et al., 2011). The length of tasks and its influence on 

performance was investigated in various literatures. (J. Cheng et al., 2015) reported that 

although crowdsourcing very granulated tasks results in higher overall job completion time, it 

yields higher quality contribution. Furthermore, (Allahbakhsh et al., 2013) noted 

crowdsourcing complex large tasks also leads to higher overall job completion time, but this is 

likely to be a result of fewer people being interested or qualified to execute it. 

Having said that, further work addressed the potential to efficiently crowdsource long tasks 

without further decomposition (Nebeling et al., 2016; Dai et al., 2015). (Dai et al., 2015) 

proposed a method to divert worker’s attention while performing long tasks by introducing 

short duration entertainment, they named it “micro-diversion”. The aim of this intentional 

interruption is for workers to maintain their attention increase the level of engagement. In their 

study, the recruited workers were instructed to complete three long tasks, image classification, 

articles quality rating, entity merging (e.g., one entity might be a TV presenter and another a 

songwriter, both with the same name, are they the same one entity?). Each kind of tasks 

contains no diversion or one of two diversion types, narrative webcomic or a dice game. The 

results indicate that micro-diversion can increases workers’ level of engagement and encourage 
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them to remain focused. Not all diversions, when applied to the same task correspond to the 

same results though. The findings demonstrate that the narrative webcomic diversion increases 

crowd engagement for entity merging and articles rating tasks. While the dice game diversion 

proved to be also effective in articles rating tasks, it could not retain workers in the entity 

merging tasks. This is possibly due to the nature of the selected game being too different than 

the given task. On the other hand, micro-diversion in the beginning of the image labelling tasks 

corresponded negatively with the level of engagement. The proposed method seems to have 

discouraged workers from completing the task, possibly because workers favour such tasks for 

their ease of completion and quick reward. So, an interruption is not welcomed in labelling 

tasks.  

However, it is recommended before crowdsourcing the full dataset, to crowdsource a subset 

using various strategies in order to find the ultimate one to apply to the full dataset (Brambilla 

et al., 2015). 

- Graphical user interface (GUI) This is the key entry point for crowd workers to engage and 

complete a task, since it is the visual element that workers interact with to resolve a task. It 

should be self-explanatory and clearly define the tasks requirements and objectives, and often 

the way to complete it. Researchers found a positive correlation between task design and crowd 

outcome. A user friendly task’s GUI (Allahbakhsh et al., 2013; Finnerty & Kucherbaev, 2013) 

and adequately detailed instructions with clear examples (Jain et al., 2017) enhance workers’ 

efficiency and increase their accuracy. (Finnerty & Kucherbaev, 2013) reported on how 

crowdsourcing the same content with two different GUI designed tasks, one simple (white 

background and simple layout), and another complex (patterned background and unstructured 

layout) returns different results. The simple GUI designed tasks yields better overall outcome 

than its complex GUI designed counterpart. Furthermore, simple elements like highlighting the 

controls that capture crowd responses in different colour results in higher performance and 

lower task completion time (Sampath et al., 2014). It is also important to note that the quality 

of crowdsourced content is essential for the job success. (Kim et al., 2015) noted how improved 

images quality and the lightings in them result in better colour perception and accurate ratings, 

when asked workers to review products colour of online images with the products’ real colour. 

This all confirm the task design guidelines that (Alonso, 2013) proposed to write simple, clear 

instructions with relevant examples, and highlight what is required from workers and what they 

will get. Despite the impact of the length of instructions on the quality of the crowd outcome, 

workers prefer tasks with concise instructions and guidelines (Wu & Quinn, 2017). Thus, 
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requesters must find the balance between informative and sufficient easy to read and 

comprehend instructions and guidelines to complete tasks successfully.  

Others studied why tasks may lead to low performance and unfair rejection. (Mcinnis et al., 

2016) found that poorly GUI designed tasks, ambiguous instructions, technical issues, and 

requesters lack of expertise in task design result in workers’ exclusion, lower accuracy and can 

lessen participation. As technical issues are sometimes out of requesters control when occur at 

runtime, Mcinnis et al. recommend providing workers with a method to report on broken tasks. 

Besides, (Gadiraju, Yang, et al., 2017) reviewed the definition of unclear tasks in a survey of 

100 crowd workers. The survey first reveals that key factors to unclear tasks are attributed to 

the presentation of the instructions, lack of relevant examples and poor writing style. Second, 

the results helped the researchers to deliver an automated model that predicts and measures 

task clarity, which can guide requesters in designing clearer tasks. 

- Training methods vary between tasks and are usually selected based on requesters’ choices. 

However, researchers investigated the impact of various training methods on the quality of 

crowdsourcing. (Doroudi et al., 2016) tested four training methods and compared them 

together, along with a no-training method too. While the no-training (Control) method provides 

no training, only the usual instructions and guidelines, the other four provide training tasks 

without explicitly informing recruited workers.  In the first method, Solution, workers are 

presented with extra tasks (of the same nature) to resolve but will not impact their overall score. 

Second, Gold Standard method, for which workers are presented with extra tasks to resolve. 

Following the submission of workers responses, they are presented with the correct answers 

along with experts’ examples. Third is the Example method, where workers are given one or 

more examples to review but cannot execute any task until the initial training duration (e.g., 20 

seconds) elapses. This is so workers are given enough time to review and comprehend the given 

examples. The last method is Validation, for which one or more previously answered tasks are 

randomly selected and presented to the worker to validate.  

The findings proved both control and example methods well improved retention rate in 

compare to the three other methods. A likely explanation is that in control method there is no 

time spent on additional training, and example method only requires workers to wait for a short 

period to elapse. Workers as previously mentioned favour quick and short tasks, so they are 

more likely to give up on the task the longer they stay in the task. The results also suggest 

increase in workers commitment level as almost 50% of workers who completed at least one 

training task completed all their tasks. And for accuracy, all training methods outperformed the 
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control no-training method, with Example method outperforms the rest. This is also evident in 

the findings from (Jain et al., 2017; Mitra et al., 2015; Wu & Quinn, 2017) that highlight the 

importance of providing relevant examples and its positive impact on accuracy, performance 

as well as inter-rater agreement. While Validation method proved most effective for subjective 

tasks (Zhu et al., 2014).  

In this research, I focus on utilising some of these methods to train recruited workers. I also 

use validation to improve workers responses, but instead of validating others’ responses 

workers will validate their own. And I will also utilise gold standards as one of the quality 

control methods required. 

- The sequential order of tasks and their execution represents the order in which tasks, 

questions and data are given to crowd workers to resolve. The sequential order of tasks may be 

used to develop workers relevant skills and retain their productivity by gradually increasing 

tasks difficulty as they perform more tasks. Various studies explored how the sequence of tasks 

influence crowd workers performance. For example, (Cai et al., 2016) found a worker’s tasks 

completion time is reduced when completing tasks that were preceded by other tasks of the 

same content and equivalent or lower level of complexity. This is likely because workers 

become more familiar with these tasks and best ways to complete them, and gradually gain the 

skills needed to do more complex ones of the same content. To the contrary, the researchers 

reported that workers become slower in completing tasks of complexity level lower than the 

preceded ones. A possible explanation is that starting with higher complexity tasks adds extra 

cognitive load on workers, which exhaust their mental resources. Cai et al. also found that 

workers cognitive load is minimised when completing lower complexity tasks before 

performing more complex ones of the same content. However, their findings suggest no 

correlation between the sequential order of tasks and the quality of results.  

Likewise, (Shao et al., 2019) study confirms that performing a chain of similar tasks improve 

workers efficiencies. Furthermore, (Lasecki et al., 2015) reported that switching context (tasks 

preceded with tasks of different nature and content) negatively impact workers speed to 

complete a task. In addition to influencing workers’ efficiency, the sequential order of tasks 

can impact the inter-rater agreement between workers. In two studies (Damessie et al., 2016, 

2018) explored the effect of document presentation order on inter-rater agreement level 

between crowd workers. In their first study, (Damessie et al., 2016) recruited crowd workers 

to assess the relevancy of documents of different topics using a four-point scale, with 

documents presented in two orders. In the first ordering technique, documents are presented 
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based on the relevancy level, from the highest relevant to the least (decreasing-relevance 

order). Whereas in the second ordering technique, documents are presented based on the TREC 

assigned identifier (special identifier based on various relevancy factors). The findings suggest 

both ordering techniques increase agreement level between workers responses, with TREC 

assigned identifier ordering technique yield better results than the decreasing-relevance order. 

The authors suggest the decreasing-relevance order method may have influenced crowd 

workers judgement to underestimate the relevancy of documents preceded by higher relevance 

documents. The second study (Damessie et al., 2018) added one more ordering technique, 

named Interleaved Likelihood of Relevance in which documents are ordered carefully 

interleaving most relevant with least relevant documents before presenting them to the crowd 

workers. The authors reported higher inter-rater agreement between workers than that found in 

their 2016 study, along with a substantial agreement between workers and expert (TREC) 

judgements. 

On the other hand, (André et al., 2014) explored the effect of workers executing the same task 

simultaneously or sequentially on output quality. They recruited crowd workers and divided 

them onto two coordination strategies to complete complex tasks. The first group work together 

simultaneously, while the other work sequentially one after another. The findings were 

controversial in crowdsourcing domain, as they suggest sequential strategies to be more 

effective than working together simultaneously. This, the authors claim, is partially due to 

social processes (e.g., territoriality). However, they also suggest given specific roles to workers 

working simultaneously may increase their efficiency too. 

The following two chapters are built upon the literature to achieve the aim of this research and 

answer its questions. Chapter 3 introduces crowdsourcing solutions for analysing speech audio 

data collected in the wild. The aim is to demonstrate the power of the crowd and their capability 

to produce quality responses equivalent to that of an expert when working with real world data. 

Chapter 3 also demonstrates the value of crowd-based feedback to people with speech 

difficulties. Likewise, chapter 4 introduces crowdsourcing methods that deliver highly accurate 

crowd responses when localising the centre of a target, and demonstrates the value of such 

work for crowdsourcing and eye tracking communities. In addition, chapter 4 evaluates 

crowdsourcing self-versification methods and their influence on quality and costs. 
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3 DESIGNING FOR QUALITY 

CROWD SPEECH ASSESSMENT 

TO SUPPORT THE SELF-

MONITORING AND 

MANAGEMENT OF SPEECH 

AND VOICE ISSUES 

In this chapter I present Speeching, a mobile application (app) that supports the self-monitoring 

and self-management of speech and voice issues for people with Parkinson’s (PwP) leveraging 

crowdsourcing to assess and feedback on users’ speech data. The app enables PwP participants 

to audio record voice tasks and post for crowd feedback. Crowd workers, who are not familiar 

with the PwP’s voice patterns, then assess and rate the voice tasks. The PwP user then receives 

feedback via the Speeching app based on the crowd workers collated judgements, illustrating 

how their speech was perceived by novice listeners unfamiliar with their voice pattern. This 

allows the PwP to better understand their progress as they practice speech tasks at their 

convenience. The study was conducted in two phases. The first to assess feasibility of novice 

listeners (crowd workers) to judge speech and voice that are comparable to those of experts. 

Then to conduct a trial deployment to evaluate the provision of feedback through the Speeching 

app and its value for PwP participants. The study highlights how Speeching, and similar 

applications, can provide users with new opportunities for self-monitoring health and 

wellbeing. Digital applications like Speeching can improve the means by which participants 
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without regular access to clinical assessment service can practice and receive feedback to better 

self-manage therapeutic interventions in speech and voice training tasks. 

3.1 Introduction 

Crowdsourcing has emerged as a research tool to collect and analyse large sets of raw data in 

various domain including the medical domain (Swan et al., 2010; Chunara et al., 2012). As a 

research tool, the benefits of making connections with participants and gather information has 

been well-acknowledged. Crowdsourcing may be able to contribute to everyday healthcare, but 

this arena has not been explored at length. One area this chapter is particularly interested to 

explore is the value of leveraging the crowd to provide support in personal health. Personal 

health is important to individual medical participants because concepts like self-care, self-

management, personal motivation, and constant monitoring of health conditions and changes 

can create marked improvements in individual’s health (Barlow et al., 2002; Nunes & 

Fitzpatrick, 2015). 

One role that crowdsourcing could have helped in personal healthcare is through the application 

to speech and language therapy (SLT). SLT is the training, practice, and use of specific skills 

related to conditions that impact the ability to speak and use one’s voice. Acute conditions such 

as a stroke or traumatic brain injury occur suddenly and alter the way in which a person speaks. 

Degenerative conditions occur over time, as the vocal capacity of the patient lessens, and are 

caused by a number of conditions such as Parkinson’s disease, motor neuron disease, and 

dementia. The SLT practitioner delivers series of exercises that require the patient to 

repetitively practice and build fluency, strength, and voice capability. These exercises are 

commonly delivered and practiced in clinical setting while the speech and language therapist 

monitors and maintains information about the patient’s progress, gains, changes, and 

challenges. Repetitive practice cannot always occur in a clinical setting, and often there is SLT 

practice work that the patient accomplishes at home. However, practicing at home comes with 

motivational barriers in the self-directed practice of speech (Nijkrake et al., 2007), and 

treatment may not persist through the long-term after therapy has occurred (Green et al., 2002; 

Wight & Miller, 2015). Speech and language therapists (SLTs) acknowledge concern that 

clinical and therapeutic demands extend beyond capacity in both developed and developing 

countries (Miller, Deane, et al., 2011; McKenzie, 1992). As a result, people with impaired 

speech may benefit from new approaches in self-directed therapeutic practices. 

In response I developed Speeching, a crowd-based digital analysis solution that provides users 
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with direct and meaningful feedback. The aim is to facilitate self-management-and-care, and 

motivate individuals with impaired speech to complete SLT exercises at their convenience 

outside of the clinic. The study focuses on persons with Parkinson’s disease (PwP), who are 

likely to experience speech difficulties as a result of neuromuscular degeneration (Ho et al., 

1999; Miller et al., 2007). Speeching system comprised of a smartphone application that allows 

participants to audio record their self-practice of a series of speech tasks and to upload these to 

a remote server. The recordings are then judged by crowd workers based on ease of listening, 

and speech pace, pitch variability and volume. The responses from the crowd workers are then 

collated and delivered to the participants via the app, Speeching, and visualised to provide 

therapeutic directions to support off-clinic practice of SLT exercises. This chapter first 

demonstrates the feasibility of using crowd workers to judge recorded speech compared to 

expert judgements. Based on the outcome of the feasibility study, the crowdsourcing solution, 

Speeching, was developed and deployed in a real-world pilot study to establish its acceptability 

among Parkinson’s community. 

This study highlights the capability of crowdsourcing to offer and support new form of self-

management-and-care practices. It provides answers to the research questions through a 

practical deployment of a novel crowdsourcing solution to analyse and feedback on speech 

audio data. The solution was explored in two iterations, feasibility and deployment, to identify 

best ways to design the crowd task and achieve the desired quality standard. The final iteration 

implements clear tasks design that matches with SLT’s speech and language assessments’ 

tasks. The aim is to establish the capability of crowd workers to generate quality assessment 

equal to experts, and provide a valuable and meaningful feedback to those being assessed. This 

research provides four key contributions to the field of HCI in addition to a fully functioning 

crowdsourcing solution and a large in-the-wild crowd-annotated speech audio dataset. The first 

contribution is the demonstrative feasibility of crowdsourcing to produce quality judgements 

of impaired speech equivalent to SLT experts’ judgements. The second is the exemplification 

of real-world crowdsourcing application as a method that has the capacity to present 

meaningful data from crowd workers directly back to patients, and the benefits and challenges 

that occur within this chosen method. Third, this study provides an enhanced understanding of 

how participants with Parkinson’s are influenced by the crowdsourced ratings, and the value 

they placed in Speeching that promotes the self-care practice of therapeutic tasks. Lastly, this 

study offers insights for future researchers who seek to further explore the application of 

crowdsourcing in personal health. 
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3.2 BACKGROUND 

3.2.1 Crowdsourcing Health 

Crowdsourcing research in healthcare has largely focused on the collection of raw data. 

Examples include studies to understand the capacity of online health communities to act as 

representatives of wider populations (Bove et al., 2013); exploit the personal data collected by 

health communities about themselves, to explore preventative medicine (Swan, 2012; Swan et 

al., 2010); explore how to harness online communities to provide new sources of patient data 

for research (Patientslikeme, 2015); and to investigate how can online communities take a 

supportive role among specific patient group (Wicks et al., 2012). Crowdsourcing has also been 

used to facilitate analysis of patient data, and often involved crowd of experts. For example, 

Crowdmed5 is an online platform that offers a pool of medical experts to solve medical 

conditions posted by online patients, whereas (Xiang et al., 2014) leveraged crowdsourcing 

techniques for general practitioners to diagnose patients with illnesses that require multiple 

diagnoses consensus by different doctors. On the other hand, non-expert crowd workers have 

also been harnessed to analysis large scale clinical data. Some non-expert crowdsourced 

examples include the use of crowd workers to identify malarial parasites in images of blood 

samples (Chunara et al., 2012), identify genome protein structures (Cooper et al., 2010), and 

classify colonic polyps within radiography scans (Nguyen et al., 2012). Crowdsourcing 

therefore has been effectively used in medical research, medical diagnosis, and medical 

imaging.  

Crowdsourcing has been used beyond the healthcare context in interactive, user-supported 

systems and human powered assistive technologies that are influential in modern works 

(Bigham et al., 2011). Examples include VizWiz a smartphone application that provides near 

real-time feedback on visual information to blind people (Bigham, Jayant, et al., 2010; Burton 

et al., 2012), and the ASL-STEM Forum an online portal for contributing sign language 

describing scientific terminology for deaf or hard of hearing people (Cavender et al., 2010). 

 

 

 

5
 Crowdmed https://www.crowdmed.com/ 



Designing for Quality in Real-world Mobile Crowdsourcing Systems 

50 

Both VizWiz and ASL-STEM are samples of human powered assistive technology that 

leverages crowdsourcing to support participation and motivation of persons with difficulties. 

However, a gap can be identified in the current literature, where there has been relatively little 

work that investigated the use of non-expert crowd workers to support self-management of off-

clinic healthcare practices, exercises, and therapeutic tasks. This study explores the gap in 

research by leveraging crowd workers to provide feedback ratings to support, promote, and 

motivate PwP’s self-monitoring and personal healthcare management. 

3.2.2 Crowdsourcing for Speech Data 

Researchers have studied the application of crowdsourcing to overcome speech analysis 

problems in the collection (McGraw et al., 2009) and transcription of speech data (Marge et 

al., 2010; Audhkhasi et al., 2011; Parent & Eskenazi, 2011; Wolters et al., 2010). Others have 

examined crowdsourcing potential to advance speech recognition systems, like PodCastle that 

offers full text speech search and encourages users to correct recognition errors to train the 

algorithm (Goto & Ogata, 2011). Moreover, researchers have utilised crowdsourcing to 

measure the quality of speech samples. Parent et al. highlighted in their review (Parent & 

Eskenazi, 2011) of 29 papers the value of employing reductive measures of intelligibility, 

where crowd workers were recruited on AMT to transcribe and classify short utterances on 

speech samples collected by users of a transport information system. Whereas Marge et al. 

(Marge et al., 2010) evaluated the reliability of crowd workers in transcribing spontaneous 

speech samples. Their findings indicate that crowd workers transcription accuracy approached 

that of an expert, and that shorter segments of speech were more likely to have faster turnaround 

times and higher rates of transcription accuracy (Marge et al., 2010). Other studies have 

evaluated crowdsourcing techniques to rate the perceptual aspects of speech. Evanini et al. 

(Evanini & Zechner, 2011) studied the use of crowdsourcing and examined the viability of 

utilising crowdsourcing for annotating prosodic stress and boundary tones on a corpus of 

spontaneous speech.  The results show high level of agreement between crowd workers when 

compared to experts (Evanini & Zechner, 2011). However, their study was conducted with 11 

annotators, from an outsourcing company, who were carefully selected and had obtained 

university-level education and are highly proficient of English language. The annotators also 

received training prior to performing any task. While their research can be considered 

crowdsourcing, it breaks one of the online crowdsourcing fundamentals, and that is the random 

selection of workers. To the contrary, the crowdsourcing solution presented in this chapter 
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recruits random crowd workers regardless of their education, and does not offer workers any 

training. The solution primarily relies on the quality of the task’s design to achieve crowd 

responses equal to that of an expert. 

Such research studies provide a range of samples of crowdsourcing for speech data, and have 

highlighted the methodological considerations in this area of research. Still, there are number 

of difficulties to consider when assessing impaired speech for clinical population. As such, it 

is essential to understand current SLT clinical literature and the methods and practices used to 

measure speech and voice data of PwP in order to address associated difficulties.  

- Parkinson’s Speech 

Approximately 90% of PwP will experience speech and voice degeneration through the 

progression of the disease (Ho et al., 1999). Changes that occur in speech and voice include 

volume reduction, prosody (stress and intonation patterns), level of loudness (monoloudness), 

and variation in pitch (monopitch). Besides, PwP may experience a hoarse, rough, breathy, or 

trembling speaking voice if their perceptual vocal quality becomes impaired (J. Holmes et al., 

2000; Tjaden, 2008). For the PwP, such characteristics can cause feelings of lowered 

confidence, embarrassment, and increased difficulty speaking with strangers. As a result PwP 

may avoid social situations, which indicates the importance of speech therapy for PwP to retain 

social interactions, confidence, and self-esteem  (Miller et al., 2007, 2008, 2006).  

Qualified SLTs diagnose, measure, assess, and plan therapeutic interventions for PwPs with 

voice difficulties. A clinical interview with an SLT involves speech sample collections from 

the client, which undergo formal and/or informal assessment. However, one acknowledged 

issue with the clinical assessment is that SLTs are very experienced and familiar with impaired 

speech patterns, and this familiarity can cause a predisposition to score higher during the 

assessment (Miller, 2013). Therefore, best practice guidelines recommend that SLTs use naïve 

listeners to create a representative rating for the SLT to use comparatively. In the clinical setting 

it is, however, difficult to use naïve listeners due to time, resources, and clinical constraints 

(Ziegler & Zierdt, 2008). Furthermore, PwPs limited access to clinical services, and time 

restraints, means many PwPs will not benefit from such services the first instance (Miller, 

Noble, et al., 2011). 

- Measuring intelligibility 

The challenges of speech intelligibility testing are in the access to clinical facilities, the 

predisposition of familiarity, and the reasonability of double assessments as recommended by 
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best practice guidelines (Ziegler & Zierdt, 2008; Miller, Noble, et al., 2011; Miller, 2013). 

Researchers responded to these challenges by studying how online digital platforms could 

remotely conduct speech intelligibility testing, which would allow for reducing familiarity and 

increasing both accessibility and assessment capacity. The Munich Intelligibility Profile 

(MVP) is an online system that provides SLTs with remote access to intelligibility assessments 

for dysarthric6 speech (Ziegler & Zierdt, 2008). In MVP people with impaired speech are 

examined online by trained listeners, which later evaluated by SLTs panel. Despite the success 

the MVP has achieved in decreasing individual deviation from the mean with increased number 

of listeners, and offering accessible online platform to obtain standard intelligibility measures 

from large dataset, it has created a level of external control. First, the analysed speech samples 

were collected in clinical settings and listeners responses were reviewed by a panel or expert 

SLTs. Besides, moderators coordinated the assignment of speech samples to listeners, then 

collated and appraised listeners’ responses (Ziegler & Zierdt, 2008). 

Crowdsourced workforces, or crowd workers, create an abundant, affordable workforce of 

listeners accessible through online platforms (e.g., Amazon Mechanical Turk) in the context of 

speech intelligibility testing. To date, there is not significant and established work that has 

previously examined the potential for crowd workers to provide speech assessment into a 

program of speech therapy. Although, more research have examined and utilised 

crowdsourcing platforms to provide diagnostic speech ratings. For example, untrained listeners 

crowdsourced through AMT were instructed to classify speech samples of children with 

articulation difficulties as correct or incorrect (McAllister Byun et al., 2015). The 

classifications from untrained listeners were compared to the judgements of experienced 

listeners, and found that there was an extremely high (0.98) agreement between non-

experienced and experienced listeners (McAllister Byun et al., 2015). This highlights the 

potential for crowdsourcing to have a role in SLT practice, and for researchers to examine how 

crowdsourcing can be used in measures of intelligibility beyond the binary approach.  

 

 

 

6
 Dysarthria is a motor speech disorder characterized by unclear articulation of words. Words will be linguistically 

normal unless an additional underlying impairment is present. PwP experience hypokinetic dysarthria 

characterized by reduced volume, abnormal speaking rates and harsh or breathy vocal quality [16]. 
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The Speeching case study addresses these gaps by exploring novel methods to collate real 

world speech data, and examining the potential for leveraging the crowd to provide feedback 

on impaired speech. The study occurs in two phases. Phase one demonstrates the feasibility of 

anonymous crowdsourced workers to rate impaired speech. The second phase involved in-the-

wild deployment of the Speeching app to collect speech and voice samples from PwP and 

provide them with meaningful feedback, unsupervised in their home environment at their 

convenience. 

3.3 Phase 1: Testing Speeching Feasibility 

The first phase aimed to explore the development of crowdsourcing tasks which might elicit 

ratings of Parkinson’s speech equivalent to expert ratings. Degeneration of speech and voice 

due to Parkinson’s has specific elements of impairment often selected for investigation like 

rate, pitch, and volume, which are the most common variables in degenerated speech due to 

Parkinson’s (J. Holmes et al., 2000). 

3.3.1 Selecting the sample dataset 

In this feasibility phase, a sample of twelve speakers were selected from a previously compiled 

data set of 125 persons with Parkinson’s collected in a controlled lab environment (Miller et 

al., 2007). The data set was solicited from an SLT expert in Parkinson’s speech, who reviewed 

all 125 samples in order to select the representative sample. The sample was made up of three 

groups based in speakers’ intelligibility problems: Mild, Moderate and Severe, with two male 

and two female speakers in each group. The audio recordings of the selected speakers 

composed of equal samples of ten single words (unconnected speech), and nine sentences 

(connected speech) from the Grandfather Passage (Darley et al., 1975).  

3.3.2 Designing the micro-tasks 

The Speeching tasks were designed together with an SLT expert in Parkinson’s speech to 

simulate a standard SLT assessment. In such assessment SLTs listen to a range of single words, 

sentences, and longer samples of speech, from the PwP while reading a short text, describing 

a situation, and engaging in open ended discussions about a topic. It is a common practice that 

SLT will make an initial recording of the PwP’s pre-therapy voice before conducting a clinical 

assessment and diagnosis. The SLT then assess the volume, rate, and vocal qualities of the 
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PwP’s speaking patterns and voice to identify vital difficulties being experienced. The SLT 

uses a range of standardized assessments to objectively measure the PwP’s speaking 

capabilities, alongside nonstandard methods relative to the expertise of the SLT.  

The Speeching crowd tasks were designed to judge two categories of speech samples. The first 

was unconnected speech or single words, which is a range of single random words that are not 

related to one another. Unconnected speech provides a measurement of intelligibility in 

isolation by removing context and flow that may add to the listener’s ability to hear and relate 

the words together in an intelligible message. Unconnected speech category was selected since 

it is widely used in SLT assessments, and apportions for a finer analysis of the specific sound 

contrasts a speaker is having difficulty with, providing direction for therapeutic input. Although 

this was not fully explored in my work, I wanted to include this task for crowd analysis to scope 

wider, future potential for the system. So, for the unconnected speech crowd tasks I instructed 

crowd workers to listen to one word recording and select the target word from ten similar words 

(e.g., sheep, keep, heap). The ten single words in the word recognition tasks of each assessment 

were part of an assessment conducted by (Miller et al., 2007) designed to target specific sound 

contrasts.  

The second category of speech samples was the connected speech. Connected speech is 

comprised of sentences that allow for an analysis of acuity and flow. To rate samples of this 

category, two types of measurements were applied: Ease of Listening (EOL) and perceptual 

measures. EOL measurements were subjective based on the crowd workers’ effort to 

understand the PwP speaker. The measurement used a five-point Likert scale, which has been 

previously used with novice listeners unfamiliar with dysarthric speech and was found to have 

a strong correlation to intelligibility scores (Landa et al., 2014; Miller et al., 2007). Whereas in 

perceptual measurements of speech, the listener’s perception of rate, pitch, variance, and 

volume required more complex appraisal. To provide a more multifaceted approach than Likert 

scale, a continuous scaling system was applied to improve sensitive accuracy of responses 

(Côté, 2011; Miller, 2013). It has been recommended by (Miller, 2013) to apply Direct 

Magnitude Estimation (DME) for perceptual intelligibility measures. In the DME perceptual 

scaling an anchor or baseline exemplar of impaired speech is played to the listener so to allow 

for an estimation of the magnitude of variance in the connected speech tasks (Gary & S., 2002; 

Miller, 2013).  

Since the recruited crowd workers were naïve listeners in disordered speech, they were 

expected to exhibit variability in rating volume, pitch variance and rate. To mitigate this 
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possibility the study applied a continuous scale of 0-100 that allow for large range of variability 

between listeners without impacting the sensitivity of ratings that may have been observed in 

a discrete scale. The baseline exemplar sample was chosen by the SLT expert who selected one 

male and one female speaker from the larger dataset of 125 speakers. Each selected speaker 

was representative of a moderate speech impairment of pitch, rate, and volume variance. These 

baseline speakers were not amongst the twelve speakers who had been selected for this case 

study for analysis. Baseline exemplar samples were gender matched to the participants from 

the selected representative sample. Crowd workers were instructed to rate the speech, out of 

100, for volume, rate and pitch variance using the baseline exemplar as a reference point for a 

score of 50. 

3.3.3 Participants 

In the feasibility study all crowd workers were UK based and recruited from AMT (33 workers 

in total) to complete the rating tasks of the entire dataset of 282 speech samples. To control the 

quality of crowd responses, two SLT experts in Parkinson’s speech rated the entire same 

dataset, which was then used as the crowd tasks’ gold standard. Crowd tasks were randomly 

and automatically assigned to recruited crowd workers. Each speech sample was crowdsourced 

with a minimum of three judgements, whilst ensuring a listener cannot rate the same sample 

twice. The samples with three different ratings were indexed and the task randomized again 

until the data set was fully crowd rated. The listeners were only required to complete 70 tasks 

(~25%) to receive a monetary compensation for their time. The compensation was equivalent 

to the UK minimum wage (at the time of this study) and based on the average time to complete 

each task I estimated prior launching the study.  

3.3.4 Phase 1 Analysis 

This study examined the correlation between crowd workers and experts on recognising 

unconnected speech tasks, and measuring pitch, rate, and volume, as well as judging the ease 

of listening tasks. Each data sample was judged by a different set of crowd workers following 

a systematic task distribution. Considering that our observations were based on independent 

data samples, Spearman’s Rho was selected. Following Spearman’s Rho test highlights 

potential differences between distinct groups and measures the strength of association between 

the crowd workers and the experts. The success rate of recognising single word tasks across 
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each speaker was also computed by converting judgements onto a binary correct / incorrect 

score and aggregate them into a total % of words correct score. Whereas the median score out 

of 100 was taken from each group of three crowd workers who had analysed the speech sample 

to measure pitch, rate and volume and compared to the median score of the experts (median 

was chosen over mean due to the nature of the continuous rating scale, to account for possible 

outliers in the data). 

3.3.5 Phase 1 Findings 

On the measures of volume, pitch and rate Table 3-1 summarises the results and shows the 

value of the lower quartile (Q1) and upper quartile (Q3), as well as the interquartile range (IQR) 

of observed scores. The results show strong correlation between the crowd workers and the 

experts on judging pitch and rate, implying that crowd workers perceptual measure of speech 

is comparable to that of an expert. Besides, strong correlation (Evans, 1996) on the unconnected 

speech word recognition task was observed between the scores of the experts and the crowd 

workers, which suggests that crowd workers responses matched those of the expert. While a 

substantial agreement was found for the ease of listening tasks (Landis & Koch, 1977). As 

such, one can speculate that we can leverage crowdsourcing to recruit anonymous crowd 

workers who will provide quality ratings comparable to that of an expert in the measurements 

of speech and voice changes for PwPs speech. The results therefore support the feasibility of 

our crowdsourcing approach. 

 

Measure: Volume Measure: Pitch Measure: Rate 

Median 

(IQR; 

Q1, Q3) 

Range 

of 

scores 

Spearman’s 

r (p) 

Median 

(IQR; 

Q1, Q3) 

Range 

of 

scores 

Spearman’s 

r (p) 

Median 

(IQR; 

Q1, Q3) 

Range 

of 

scores 

Spearman’s 

r (p) 

Expert 

98 

(IQR=23; 

90, 113) 

60-

120 
— 

100 

(IQR=10; 

90, 100) 

50-

115 
— 

75 

(IQR=40; 

60, 100) 

40-

205 
— 

AMT 

100 

(IQR=35; 

85, 120) 

50-

123 

0.16 

(p=0.57) 

100 

(IQR=20; 

80, 100) 

20-

140 

0.81 (p=< 

0.01) 

85 

(IQR=50; 

50, 100) 

20-

180 

0.71 

(p=<0.01) 

Table 3-1 Summary of results for phase 1 study on the measures of volume, pitch variability and rate 
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However, weak correlation was observed for the measure of volume between the experts and 

the crowd workers. Although the representative speech data was collected in lab environment, 

the weak correlation could be the result of inconsistent quality of the recordings between 

speakers. Inconsistent quality could be associated to external factors like recording 

environment, equipment, external noise, and other vocal elements. One may speculate that 

crowd workers rated the quality of a recording instead of the actual speaking volume, indicating 

a limitation that phase 2 must address if volume measurements is to be included. So, to 

overcome this limitation, crowd workers should be asked to rate speaking volume of a 

recording in comparison to another recording of the same user collected in the same way each 

time. I should also point out that the experts and the crowd workers provided a comparable 

range of scores for speaking volume (60-120 and 50-123 respectively), which is also smaller 

than the range of score in the pitch and rate measures. The volume crowd task instructed crowd 

workers to judge the volume in the sample being scored in comparison to the baseline sample. 

The volume question stated a score of more than 100 indicates that you think the clip on the 

right (the sample being scored) exhibits more severe problems in terms of volume (than the 

baseline), with the reverse being stated for less than 100 (less severe). Although not 

deliberately, the question failed to define what this study considered as a volume impairment, 

the question should have stated that a low volume reveals severe problems. Unlike the experts 

who are experienced in diagnosing volume problems and their impact on the speaker, it is 

conceivable that the crowd workers were rating on the lower end of the scale to indicate any 

change in volume. So, while the experts were rating volume impairments, the crowd workers 

were possibly rating lower for lower volumes. In several volume tasks, crowd workers rated 

the speaking volume samples between 60 – 85, while the experts’ ratings were between 100 – 

120 of the same samples. As a result, the volume questions were revised for phase 2 to ensure 

clarity of what is being asked. 

3.4 Phase 2: Implementation of Speeching 

The Speeching system consists of several components. A mobile application (app) that enables 

its users to self-monitor their speech problems. The app prompts its users (in this phase are the 

participants with Parkinson’s) to complete a variety of assessment tasks in order to collect 

audio samples of their speech. Collected speech samples are then uploaded to the Speeching 

crowd service to prepare the recordings and set up the crowd ‘job’ (a collection of independent 

recordings) before uploading them to CrowdFlower for ratings. CrowdFlower was chosen in 



Designing for Quality in Real-world Mobile Crowdsourcing Systems 

58 

preference to AMT in response to the AMT financial restrictions imposed in the UK. Each job 

consists of two forms of speech samples, unconnected and connected speech, and five crowd 

workers are recruited to listen and assess the samples. For the unconnected speech samples 

(n=10), crowd workers are instructed to listen to a single word and choose the word they have 

heard from a list of 10 options of similar sounding words. While for the connected speech 

samples (n=3), the workers are instructed to listen to the full recorded sentence and rate its 

understandability in addition to pitch variability, volume, and rate. On completion of each job, 

crowd responses are sent back to the Speeching service, where they are collated and their 

median score is calculated before sending them back to the user via the app, as performance 

feedback on their speech. The aim of this feedback is to improve users’ intelligibility by 

highlighting the areas of their speech that require practice, allowing them to manage and 

conduct targeted exercises on their speech via the app.  

 

Figure 3-1 Single-word (unconnected speech) Crowdsourcing task 
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Figure 3-2 Connected speech Crowdsourcing task 
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3.4.1 The Speeching App 

The Speeching app is made up of three areas: the assessment area where users complete several 

audio-recorded speech stimulation tasks to be assessed by the crowd; the feedback area where 

users can monitor and review the performance of their crowd assessed speech; and finally, the 

practice area where users can conduct self-directed exercises targeting speech issues common 

to Parkinson’s. 

 

Assessment area 

The assessment area consists of two types of tasks where the users’ speech is audio recorded 

while completing each task, unconnected speech, and connected speech. The unconnected 

speech task was derived from Miller et al. (Miller et al., 2007), in which a participant read a 

single word as it is presented on the screen. The unconnected speech task prompts the user to 

pronounce ten single words (in no specific order), while recording each one individually as 

they appear on the screen by pressing the provided start/stop button. Whereas the connected 

speech task prompts the user with a combination of reading and free speech tasks presented as 

a scenario to provide structure. As users make their way through the scenario, they are 

instructed to either read a sentence as it appears on the screen or describe an image or a situation 

(e.g., describe your favourite pizza). In each scenario the user is instructed to read two samples 

and provide one free speech sample as the instructions appear on the screen, recording each 

sample individually using the provided start/stop button. For a consistent recording method and 

quality, the app prompts participants on every assessment recording to hold the phone “one 

hand’s distance away” from their mouth prior to speaking. When completing the assessment, 

the user is prompted to either discard the overall recorded 13 samples or upload them to the 

Speeching service for a crowdsourced review. 

Practice Area 

This area enables users to exercise and complete their daily tasks at their convenience, and is 

easily accessible via a designated tab in the Speeching app. Tasks completed in this area are 

also recorded for practice purposes only, and samples cannot be uploaded for crowd review, 

but can be played back for users to reflect on. This area aimed to improve two of the most 

common speech problems that PwP’s commonly develop, volume and rate (Canter, 1963). 

Besides, (Fox, 2002) have expressed the benefits of improving volume to overcome other 
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speech and voice issues associated with Pitch variance like intonation. The benefits of carrying 

out the two types of tasks was thoroughly explained in a video tutorial made by an expert with 

SLT and Parkinson’s speech and voice issues. The video also explains how to carry out each 

exercise. For volume exercises the user is required to set a target by taking a short audio 

recording (i.e., counting to 10) of their loudest speaking voice. The user is then presented with 

a passage to read while attempting to maintain their volume to an equivalent or higher level 

than the recorded target. As they read the displayed passage the app measures the intensity of 

their sound and visualise it on the screen, advising the user when their volume is maintained 

(green light is shown) or below their target level (red light is shown). 

Whereas the second exercise targets improving speech rate, in which users begin by following 

an auditory metronome and reading aloud one word per beat, encouraging them to develop a 

habit of slowing their speech down (e.g., WHAT-TIME-WILL-THE-BUS-BE-COME-ING). 

The metronome rate is adjustable to meet user’s preference and skill level. In its further stages 

this exercise also enables users to utilise the provided metronome in a more naturalistic way, 

improving their natural intonation and stress patterns that are so common in everyday speech. 

In this case the important words are read aloud on the beat to add a natural stress pattern (e.g., 

what TIME will the BUS be COMING). 

Feedback area 

In the Speeching app users can track the progress of their speech and voice via the designated 

feedback screen. Users are presented with statistical score graphs showing their progress in 

 

Figure 3-3 Screenshots for the app; a) Speeching assessment (left) and b) feedback 

screen (right) 
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ease of listening (EOL) tasks over time, in addition to their most recent scores (the median) of 

EOL, pitch, rate and volume tasks (Figure 3-3). To enable users make sense of their scores and 

improve upon, the app assigns ‘goals’ to the presented scores. The app prompts its users to aim 

for a score between 50 – 90 in both volume and pitch tasks, and 40 – 60 in rate tasks. These 

measures were chosen with the SLT expert help to explore the influence of such in-app’s goals 

recommendations might have on the participants. As such, for participants scoring lower or 

higher than the threshold range, messages were added beside their scores to suggest how they 

should modify their speech. For example, when a user receives volume score of 45 the 

following message is displayed besides the score “This average rating shows how load people 

think you speak. You should be aiming for a score between 50 – 80. Try talking a little bit 

louder”).  

3.4.2 Integration with Crowdsourcing Services 

The Speeching solution was integrated into an online crowdsourcing platform (Crowdflower) 

via the Speeching server. The server was developed in Microsoft C# and provides a web service 

API that orchestrates the work between the Speeching app and Crowdflower. Once a user 

uploads their assessment to the server, the server creates a crowd assessment job and posts it 

to Crowdflower. Each job requires five crowd workers to assess all samples, and their final 

responses are then aggregated on the server, where the median score (to account for outliers) 

is also calculated. The median score is then accessed from the Speeching app as the user 

feedback. While asking for more ratings than five may achieve more accurate responses, it 

certainly will increase the cost and potentially make it unaffordable for the general public to 

use. 

3.4.3 Micro-task design 

Tasks were carried over from the evaluation phase with minimal adjustments. Unconnected 

speech was designed as a multiple-choice task, requesting crowd workers to select one word 

out of 10 similar words (e.g., coop, cup, cape, cope) that they thought they heard. Whereas in 

the connected speech task I reused the ease of listening (EOL) rating as in the evaluation phase, 

and improved on the measures of pitch variance, rate, and volume. To measure pitch, volume 

and rate crowd workers are provided with a comparative sample (baseline) to use in their 

ratings. Unlike the evaluation phase which used random baseline samples, in this phase the 
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baseline sample is the user’s own speech, to indicate progress level in one’s speech. The initial 

baseline sample is created after crowd workers rate the user’s first speech sample, for volume, 

rate, and pitch variance on a scale of 0 -100. Besides, to eliminate any confusion around the 

volume task the volume question was modified to read “enter a number from 0-100 indicating 

how loud you felt the sentence was, where 0 is 'so quiet I could barely hear them' and 100 is 

'very loud'”. In subsequent tasks, crowd workers were presented with the previously rated 

sample (as baseline), and the median rating that this sample was given for each measure by the 

previously recruited crowd workers who rated it in order to rate the new sample in comparison. 

This allowed for quality control within our own analysis, since crowd workers were given a 

baseline of what a speech sample (rated with a score of 60, for example) sounded like. This 

design aimed to promote comparable scoring among crowd workers and ensure users obtained 

scores that were relative to their previous submission.  
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3.5 Real World Deployment with PwP’s 

The Speeching app was deployed in a real-world scenario that aims to enable PwPs monitor 

and improve their speech and voice. The purpose of this deployment was to evaluate the 

proposed crowdsourcing approach on people with speech difficulties, specifically PwPs, who 

could receive and react to the crowd evaluation. For this deployment 6 people with Parkinson’s 

Name Age 

Years 

since 

diagnosis 

Speech 

severity1 
Main issues2 Uploads 

Mean 

range of 

pitch 

(SD3) 

Mean 

range of 

rate 

(SD) 

Mean 

range of 

volume 

(SD) 

Mean EOL 

(SD) 2 

Aaron 69 10 Moderate 
Rate and 

volume 
5 

43.4 

(18.8) 

55.8 

(23.8) 

50.8 

(21.3) 

3.0 

(1.3) 

Damian 52 9 Severe 
Slurring, rate 

and volume 
24 

27.8 

(13.4) 

40.7 

(20.4) 

35.4 

(17.4) 

2.5 

(1.2) 

Neil 61 21 Moderate 
Breathy quality 

and volume 
2 

36.3 

(17.0) 

40.3 

(19.0) 

37.5 

(17.4) 

2.0 

(1.0) 

Jill 70 5 Mild 
Slurring and 

volume 
18 

37.0 

(16.4) 

37.7 

(16.8) 

39.7 

(17.7) 

2.4 

(1.1) 

Jerry 74 8 Severe 

Slurring, 

volume, rate 

and pitch 

39 
41.6 

(20.8) 

51.1 

(25.8) 

44.7 

(21.4) 

2.2 

(1.0) 

Robert 61 11 Moderate Volume 31 
43.4 

(18.8) 

44.5 

(19.0) 

50.6 

(21.6) 

2.8 

(1.3) 

1 Participants perception of speech severity 

2 Main issues as reported by participants 

3 Standard deviation.  

4 on a scale 1 – 5 with 1 being most severe 

Table 3-2 Speeching participants information and phase 2 quantitative results 
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were recruited through Parkinson’s UK local groups following a presentation describing the 

research objectives. Participants of any age or stage of Parkinson’s were considered for the 

study, so long as they reported difficulties with their speech—See Table 3-2 for a profile of 

each participant and their reported speech issues. Each recruited participant was visited by a 

member of the research team in his/her home and received a smartphone set up with the 

Speeching app. Participants received instructions on how to use the app along with a user 

manual demonstrating step by step how to conduct both assessment and practice sessions. 

During this initial visit, the researcher also instructed participants to carry out an assessment 

task to collect a baseline measure of their speech, and to discuss the usability of the app. 

Participants were made aware that the app does not permit them to retake individual assessment 

items, but it is their choice whether or not to post their audio-recorded completed session for 

crowd rating—this was suggested by the SLT expert, since conventional speech therapy 

techniques often do not allow retries. During this visit, the researcher also explained the 

feedback process and the time it takes to receive a feedback on posted assessment sessions. 

The researcher then showed participants how to use the app to practice and described to them 

the different practice types the app provides.  

All participants were given a week to trial the app, and were advised to carry out as many 

practices and assessments as they wished at their convenience. However, the researcher urged 

that on at least one day the participants used the practice area and completed one other 

assessment before the end of the deployment. Furthermore, the participants were informed that 

completed assessment could be posted any time for crowd ratings during the deployment phase 

and that they should receive feedback within an hour of posting it. Later, midway point of the 

deployment, participants were contacted again via telephone to discuss the usability of the 

Speeching app and to help with any app related issue they might be facing. 

On the completion of the deployment phase each participant took part in a semi-structured 

interview about their experiences with the Speeching app. Interviews lasted on average for 30 

minutes with the shortest being 19 minutes and 45 minutes for the longest, and involved open 

questions on topics related to the app’s usability over the deployment week and the impact of 

the provision of feedback on their speech. Participants described the app’s features they liked 

and disliked and reported the frequency and ease of use. And gave their opinion on anonymous 

rating and whether or not the provision of feedback was useful and motivation for change. 

Interviews were audio recorded and were transcribed verbatim for later analysis. 
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On the other hand, I have collected quantitative data during the deployment phase. The data 

included the number of assessments and speech samples posted for crowd ratings each day of 

the deployment, and the provided crowd responses for each of the rated measure. For the entire 

duration of the deployment 122 crowd jobs were created for anonymous ratings. That yield 

6,306 completed ratings by the recruited crowd workers, comprising scores for volume, rate, 

pitch variance, ease of listening and single word recognition. 

Table 3-2 shows a full breakdown of participants’ level of engagement during the 7 days 

deployment. Their engagement varied in the frequency they used the app, with crowdsourced 

assessments ranging from 2 – 39 over the whole deployment period. Since the range of speech 

issues and severity varied across participants, their data was investigated independently. 

3.5.1 Phase 2 Quantitative Analysis 

Figure 3-4 illustrates descriptive data comparing Jerry, who claimed to have severe difficulties 

in multiple speech elements, to Jill, who assumed to have mild volume and voice clarity issues. 

Figure 3-4 (a) presents the number of daily uploads each participant provided over the course 

of the deployment; Figure 3-4 (b) shows confusion matrices detailing the number of times that 

single words were recognized as either the correct target, or another word entirely (from 1-10 

the words were, cape, carp, coop, cop, cub, cup, heap, keep sheep); Figure 3-4 (c) shows the 

 

Figure 3-4 Comparative descriptive results for Jill (top) and Jerry (bottom) 
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median scores for rate, pitch and volume presented to the participants following each upload 

in the deployment. This stage of the analysis extended the findings from Phase 1 by exploring 

two more questions. First, how to utilise the single word (unconnected speech) recognition task 

to inform therapy objectives? For which I calculated the confusion matrix (see Figure 3-4 b) 

for each of the 2 participants to visualise the crowd performance in recognising single words. 

The matrix highlights the types of errors that were being made by speakers, as determined by 

the crowd worker’s selections. Second question. what impact does the provision of feedback 

about perceptual speech measures have on facilitating convenient out of clinic practice of 

speech? For which, the speakers’ I thoroughly analysed participants’ scores over the 7 days 

deployment and the extent to which the crowd workers were giving similar ratings for each 

measure.   

Consequently, the received 5 crowd ratings of each analysed speech sample were aggregated 

and the mean as well as the mean standard deviation (SD) over each sample was computed. 

Figure 3-4 illustrates the mean range and mean standard deviation for Jill and Jerry. The mean 

and mean SD method was adopted since each sample measure received five ratings from five 

different crowd workers. Besides, the feasibility study at Phase 1 had already established the 

capability of crowd workers to provide comparable ratings to SLT experts in Parkinson’s 

speech, in the measure of ease of listening, rate and pitch variance. Yet, phase 1 also highlighted 

issues crowd workers faced in rating volume. As such, it was necessary to examine the 

proposed “in the wild” recording method (hold the phone “one hand’s distance away” from the 

speakers mouth) in the deployment study, and whether the modified ‘volume’ question would 

improve ratings. Therefore, an SLT expert in Parkinson’s was consulted to listen to and rate 

volume on 28 speech samples of the entire collected data set, following the same rating 

procedure as the crowd workers, before computing the correlation coefficient between expert’s 

ratings and crowd workers’. The subset given to the expert was randomly selected and includes 

five speech samples from each speaker, of which two samples were excluded from the analysis 

since they contained no speech.  
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3.5.2 Quantitative findings 

The findings suggest that the proposed crowdsourcing single words recognition task effectively 

identifies severe intelligibility problems, as in Damien and Jerry, when compared to speakers 

with milder speech difficulties. Such method helps to identify a variety of participant 

performance and opens new opportunity for future work aimed to deliver therapeutic 

intervention to support off-clinic practice of SLT exercises. For instance, a lot of Jill’s 

misrecognised words were down to the misinterpretation of vowel contrast (e.g., cup perceived 

as cop 15 times) probably due to her accent. In Jerry’s case, also, many more crowd workers 

identified words that are not the same as the target. His confusion matrix shows the bulk of 

errors were caused, not only by the artefact of his accent, but primarily by the difficulty to 

articulate word initial sound contrast (e.g., coop perceived as hub four times, or sheep to heap 

nine time), indicating more sever intelligibility issues. Jerry spoke at a very fast rate, and often 

ran out of breath, forcing him to speak quietly and to wrongly position his articulators (e.g., 

tongue, lips), which caused a slurred speech and imprecise consonant production. This opens 

the space for future improvements to solutions like Speeching, where tasks selection is 

automated to target the repeated practice of word initial sounds, with the aim to improve 

intelligibility with no clinical intervention. 

On the other hand, the analysis of the perceptual measures of pitch variance, rate and volume 

showed inconsistent ratings within the measures that participants perceived as their primary 

speech impairment (see Table 3-2). For instance, Aaron, who reported rate and volume as his 

primary issues received wider range of ratings in his volume and rate samples, likewise, Robert 

received the widest range of ratings in his volume. This suggests that inexperienced listeners 

(crowd workers) had more difficulty rating speech impairment with increasing severity. Such 

a problem was reported in previous studies like (Landa et al., 2014). who realised that listeners 

have more difficulty to agree on speech ratings with increasing severity. To further scope this 

space, it is necessary for the like of this research in the future to identify methods to train crowd 

workers to quantify more severe problems with the impaired speech. Future work might 

potentially consider exploring the measure being studied in isolation. To give an idea, raters 

could be asked to listen to a speech sample recording and only rate the volume in relation to a 

standardised tone (beep sounding at 70 dB) which they increase or decrease to match the 

volume in the speech sample. Other methods may explore the potential for listeners to rate 
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pitch variance in speech sample by drawing a line as they listen to the speech adding peaks and 

troughs as pitch increases and decreases. Finally, to evaluate our solution in response to the 

issues found from Phase 1 in rating volume, a Pearson’s Correlation Coefficient was computed 

to investigate the correlation between the experts and untrained crowd workers on the measure 

of volume. The results indicated a moderate, almost high, positive correlation of r=0.57 (Evans, 

1996). 

Engagement and Cost Analysis 

Over the 7 days deployment participants submitted a total of 122 speech assessments for crowd 

analysis, and 86 crowd workers were recruited to rate them, with an average of 8.9 jobs per 

worker. Each job took in average 59 minutes to complete from submission of the tasks by 

participants, to crowdsourcing 5 unique rates, and ending with the provision of feedback. 

Furthermore, the cost to complete each job was an average of $2.10, that is $0.42 per rate paid 

to every worker successfully completed the tasks. In total the full deployment of 122 

submissions costed only $256.20, that is equivalent to approximately two visits to a specialist 

in SLT in the UK, who is paid an average of $110 per hour (not accounting for travel time and 

costs). 

3.5.3 Qualitative Findings 

Inductive thematic analysis was applied on the qualitative interview data about participants’ 

experiences with the Speeching app following methods recommended by (Braun & Clarke, 

2006) to identify themes across the data set. Three major themes were identified after the data 

was coded at the sentence to paragraph level; appreciation of the anonymity in particular 

anonymous raters; feedback and self-understanding; and issues with exercising and tasks. 

These three themes are discussed here in details: 

Appreciation of the anonymous crowd 

Participants responded positively about utilising crowdsourcing methods to analyse their 

speech and provide meaningful feedback. There was a common agreement between the 

participants that people within their social networks are often not good markers of their ability. 

Damien highlighted how feedback received from related people can be biased in comparison 

to that received from crowdsourcing methods, saying: “It was interesting to see how people 

rate you, because people don't usually tell you what they think”. The Speeching app was highly 

appreciated for its capability to deliver how others perceives one’s speech, without necessarily 
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having to ask relatives and friends for feedback. Besides, Robert repeated this sentiment: 

“sometimes I just talk to people and they just look at me”. He described how asking others 

opinion about his speech can cause embarrassment and discomfort, unlike the anonymity of 

the crowdsourcing method: “if you're face to face with a person, it can be embarrassing, if 

they're saying that your speech needs to be improved, it's like, “Yes, okay.” If it is a machine 

that you know is via a person, I think that's quite nice. There's some kind of validation to it…I 

know some human is marking the progress.”. Moreover, Robert found crowd ratings very 

encouraging to practice more and improve his speech “it's quite a boost to you in terms of how 

they understand you, and trying to achieve a better rating.” 

Feedback and self-understanding 

The feedback feature was appraised by the participants, who found in it a means to be more 

conscious about their speech and achieve improvements. Roberts found the crowdsourced 

feedback incentive to practice more and do better “I kept wanting to get to 5 [in EOL]. And 

then speech volume, I wanted to increase that one, as well.”. Besides, he was also happy about 

the agility of the app and the time it takes to receive his feedback “getting it within, say, half 

an hour, an hour, is good…being so instantaneous”. Likewise, Damien also used the feedback 

to challenge himself and improve his scores. His wife explained how he would work harder to 

accomplish better crowd ratings if he was rated lower in the last assessment “When he did one 

and he got the assessment and it was low he would do it straight again to see if he could up 

it”. While Aaron, could not use the app frequently during his deployment, this was due to 

limited internet connectivity available to him. However, he managed to use the app a few times 

and found the feedback received from the crowd insightful, particularly on the pace of his 

speech “I was a bit surprised at the scores of speed...I think that is reflective on my speech at 

the moment because I speak very quickly”. And like the other participants, Aaron found the 

Speeching app useful to help people with speech disorder to self-reflect on their speech “this 

tells me that I can improve if I’m willing to change…Being reflective is enough for me”. 

Furthermore, some of the participants enjoyed the listen back function within the practice area. 

Jill, Neil and Jerry realised they can self-monitor their speech and reflect upon by listening 

back to their own recordings after completing a practice session. Jill, who was the most 

passionate about the listen back function, found the function very helpful for practicing and 

tuning her speech “it does help you to realize that you're not speaking properly, and for certain 

words there's no clarity in them, for other people, you know?”. This function helped Jill to 

determine words and phrases that were affecting her speech, and enabled her to target certain 
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elements of her speech in order to improve it. Whereas Neil described how the listen back 

function helped him to comprehend how he sounded to other people “I thought I was disturbing 

the house by shouting, I played my voice back and it sounds like I’m whispering” and 

encouraged him to improve it, particularly the volume of his speech. Such feedback is 

particularly important, for it is very common between PwPs to wrongly perceive the loudness 

of their speech (Ramig et al., 2001), so providing tools to enable PwPs to understand how their 

voice sounds is particularly promising. 

Problems with practicing and tasks 

Participants discussed in depth the metronomic pacing (for speech rate) and volume monitoring 

tasks provided in the practice area of the Speeching app. They identified several shortcomings, 

in particular with the speech rate exercise: “He was going faster…He's way ahead of what the 

beeps [from the auditory metronome] were.” (Damien’s wife). Likewise, Robert and Neil 

found it difficult to follow the auditory metronome: “I didn't like the pacing... I understand it 

theoretically, but I can't do it practically” (Robert). Robert also explained how the position of 

the dB level monitor at the bottom of the app screen made it difficult to monitor the loudness 

of his speech during the exercise “The text is here, and the green light's there. So you've got to 

try and concentrate.”. Participants also described how having control over the content of the 

practice tasks could increase motivation and enrich the app’s engagement level. For example, 

Aaron wanted to add his material to read, whereas Damien reported that some scenarios were 

irrelevant to him: “I wouldn't get on the bus”. Furthermore, Jerry described the scenarios as 

just too simple: “it asks you stupid questions”. To the contrary, Robert and Jill enjoyed the 

scenarios considering their day-to-day activities “they're all interactions you use every day…I 

go to the paper shop… I say, “Good morning, how are you?” So, it's a set routine” (Robert), 

yet both participants noted that richer and more diverse content would be appreciated. 

3.6 Discussion 

3.6.1 Crowdsourcing the Analysis of Impaired Speech 

The feasibility study established that anonymous raters recruited via online crowdsourcing 

platforms are capable to produce comparable ratings on impaired speech to that of an expert, 

depending on the quality of the crowd tasks design. For instance, the feasibility study revealed 

some issues related to the volume task that affected crowd judgements, like the ambiguity of 
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its question and audio quality, which I addressed in phase 2 deployment. The deployment phase 

improved the volume question and introduced a more consistent way of recording participants 

speech in natural settings. Moreover, the Speeching app demonstrated the potential and benefits 

of using crowdsourcing methods for diagnosing elements of vocal impairments. Future work 

of this kind might explore the potential of offering specialised low-cost and abundant task force 

to support expert diagnosis for vocal issues. Besides, using binary selection task like the one 

used in (McAllister Byun et al., 2015) along with more crowd training may well reveal speech 

and voice issues from data collected in the wild. While other work explored the diagnostic 

potential of utilising automatic voice analysis. For example, Arora et al (Arora et al., 2015) 

used voice-based system to diagnose Parkinson’s disease. Likewise, (Zhang, 2017) proposed 

an affordable machine learning voice-based solution to early prediction of Parkinson’s disease. 

However, automatic methods, including Zhang’s still lack accuracy and require lots of 

annotated data to train on and improve. As such, incorporating crowdsourcing methods like 

Speeching into automatic methods greatly enhances automated algorithms and provides access 

better to off-clinic SLT level feedback, without the need for SLT resources. Such digital 

solutions could fill indispensable therapeutic gap, reaching wider vulnerable audience with no 

access to clinics, especially so when 90% of PwPs experience vocal problems, but less than 

half of them is thought to have access to SLT (Miller, Noble, et al., 2011). 

3.6.2 Trust and appreciation of the crowd 

Participants enjoyed and appreciated the implementation of crowdsourcing methods, in 

particular the genuine human (workers) ratings. They leveraged the provisioned feedback from 

the crowd to understand how they are heard by others and monitor their progress over the time. 

This, in particular, is a benefit of the Speeching system, it enabled participants to self-reflect 

and self-monitor their speech, and supported them to engage more in self-management 

practices. However, future larger-scale work is recommended to clarify the potential of using 

the Speeching system as a motivator, and to explore participants reaction and level of 

engagement if their scores increasingly worsened. Although, degeneration in ability is nearly 

inevitable concern for PwP, using solutions such as Speeching could be beneficial for users 

who are determined in their rehabilitation efforts. 

Participants also appreciated the level of privacy this app provides. It keeps their identity 

hidden and provides anonymous crowd ratings to their speech, eliminating any embarrassment 

surrounding their speech and what others may think of it. Moreover, participants expressed the 
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benefits of obtaining anonymous speech ratings, and found it more reliable than that of a friend 

or relative (who remain polite) or experts who are trained in listening to impaired speech. The 

latter is the reason behind choosing the crowdsourcing method to obtain impaired speech 

measures from non-expert crowd workers, since the ‘familiarity effect’ has been widely evident 

(Ziegler & Zierdt, 2008; Miller, 2013; Landa et al., 2014). To the contrary though, Aaron feels 

his close network of relatives and friends would give more truthful ratings as they would be 

“hard” on him. With that in mind, Aaron’s opinion encourages future work to explore a 

person’s social capital as raters and motivators, to support the sustainability of the system 

within healthcare (Morrow & Scorgie-Porter, 2017). 

On the other hand, however, there are number of limitations in the Speeching system that shall 

be addressed in future work. Key limitations encompassing advanced privacy and security 

concerns around the anonymity of the crowd and their access to personal data submitted by 

PwPs. These concerns were identified by Lasecki et al. (Walter S. Lasecki, Teevan, & Kamar, 

2014) who found that crowdsourcing systems are vulnerable to unauthorised data mining and 

malicious manipulation. They propose a crowd task design that identifies and leverages reliable 

workers, to find and alert job requesters to data which might be subject to malicious attack. 

That is a key concern that requires more attention in future work. One potential solution might 

be to trade-off anonymous crowd in favour of connected individuals, leveraging charities and 

support groups as well as participants’ close social network. Still, the reliability and the quality 

of the ratings obtained from connected individuals, and the added benefits and ethical financial 

implications (Dolmaya, 2011) deserve further investigation. 

3.7 Conclusion 

The work I report on here acts as a first step for understanding the ways in which a crowd of 

non-experts might provide useful and timely feedback to support personal care around speech. 

Through the development and evaluation of Speeching I have highlighted the validity of using 

a crowd as lay listeners and raters of Parkinson’s speech, as well as the potential utility and 

acceptability of the system to people with Parkinson’s. Future work is needed to evaluate the 

system with a larger group of individuals with a wide range of speech difficulties. Furthermore, 

longer trials will enable us to study whether the gains and new practices experienced during 

these trials are sustained over extended periods of time. 
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4 DESIGNING FOR QUALITY EYE 

TRACKING DATA IN REAL-

WORLD SETTINGS 

For decades, Eye tracking has held the promise as the ultimate human computer interface. It is 

the method of measuring an individual’s eye movement to identify both where a person is 

looking (gaze) and the sequence in which the person’s eyes are shifting from one location to 

another. And it tells us about fixed points of interest in which the person’s eyes are relatively 

stable (fixation) for a minimum duration of 100-200 ms (Jacob, R.J.K., and Karn, 2003), as 

well as the rapid eye movements (saccade) from one fixation to another. While eye tracking 

techniques are diverse, three have emerged as the predominant techniques and are broadly used 

in research and commercial applications (Majaranta & Bulling, 2014b). Electrooculography 

EOG eye tracking has been used for ophthalmological studies; it enables researchers to measure 

relative movements of the eyes with high temporal accuracy using electrodes attached to the 

skin around the eyes (Bulling & Gellersen, 2010). The two other techniques are video-based 

and have a lot of properties in common: Videooculography (VOG), and Infrared induced 

corneal reflection IR-PCR. Both rely on the detection of pupil positions to estimate gaze 

positions from images typically delivered by off-the-shelf components and video cameras. 

While VOG provides acceptable accurate point of gaze measurements (e.g., about 4° (Hansen 

& Pece, 2005)), the IR-PCR, due to the additional IR-induced corneal reflection, provides 

higher accuracy of up to 0.5° of visual angle (Majaranta & Bulling, 2014a). As such, video-

based, and more specifically IR-PCR, eye tracking has emerged as the preferred technique for 

developing applications like eye-aware or attentive user interfaces, usability studies or gaze-

based interaction, and commercially like in marketing research. 
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Unlike video-based eye tracking, EOG provides lower spatial point of gaze accuracy and its 

signals are subject to signal noise and artefacts (Bulling & Gellersen, 2010). Resulting in EOG 

eye trackers to be less suited for real-world settings. On the other hand, lighting conditions 

mostly and highly impacts current video-based eye tracking, contrary to EOG, making it 

challenging for video-based techniques to fully function outdoor. Still all current techniques 

are susceptible to calibration drifting, particularly if recorded in mobile settings. 

This chapter focuses on the video-based eye tracking, for its high accuracy when conducted in 

lab settings, low cost to construct using off-the-shelf components, and less intrusive than EOG 

eye tracking. In the following CrowdEyes study I investigate the potential of harnessing the 

crowd to overcome video-based eye tracking technology’s major challenges (i.e., sunlight, eye-

makeup) when recording in real-world settings, and report on the associated costs and quality. 

In the following sections I will refer to video-based eye tracking as “eye tracking”. 

4.1 CrowdEyes: Crowdsourcing for Robust Real-World Mobile Eye 

Tracking 

Like all major technologies eye tracking has faced many challenges in order to meet with 

industry expectations. Its design has evolved noticeably from stationary, large, and heavy head-

mounted devices to small, mobile spectacle-like head mounted devices. But despite the 

remarkable improvement in the quality of data collection and the technology’s accuracy and 

robustness, thus far, the technology has suffered from a number of drawbacks when it comes 

to practical use in real-world settings. Common challenges, such as high levels of sunlight, 

eyewear (e.g., spectacles or contact lenses) and eye make-up, result in visual data noise, causing 

failure in the automated pupil detection processes. Which in return, undermines their utility as 

a standard component for mobile computing, design, and evaluation. To work around these 

challenges, I introduce a crowdsource solution that aims to increase the accuracy and 

robustness of eye tracking technology—I named it CrowdEyes. I present a pupil localisation 

task design for crowd workers along with a study that demonstrates the high-level accuracy of 

crowdsourced pupil localisation in comparison to state-of-the-art pupil detection algorithms. I 

further demonstrate the convenience of our crowdsourced solution, and introduce analysis 

pipeline in a fixation-tagging task. This chapter validates the accuracy and robustness of 

harnessing the crowd as both an alternative and complement to automated pupil detection 

algorithms, and explores the associated costs and quality of the proposed crowdsourcing 

approach. 
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4.2 Introduction 

Video-based eye tracking relies on image processing computer algorithms for the detection of 

pupil positions to estimate gaze positions from images typically delivered by off-the-shelf 

video cameras. Harnessing the potential of eye tracking, video-based has been used in a wide 

range of research, commercial and non-commercial applications; from attentive user interfaces, 

like in driving or aviation, to detect and warn on the presence of fatigue or high-workload 

conditions by examining eye movements (You et al., 2012; Singh et al., 2011) (see (Peißl et 

al., 2018) for in-depth review); to skills assessment (e.g., assessing drivers and cyclists hazard 

perception skills (Mackenzie & Harris, 2014; Mantuano et al., 2016)); in teaching clinical 

anatomy (Sánchez-Ferrer et al., 2017) and clinical diagnosis (e.g., in Dementia (Pavisic et al., 

2018) and autism (Klin et al., 2002)); as well as wayfinding research (e.g., to enrich direction 

guidance systems in public infrastructures outdoor (Schrom-Feiertag et al., 2014) and indoor 

environments (Ohm et al., 2014)). In the field of HCI, eye tracking has also been used to 

evaluate technologies, such as the usability and safety standards for in-vehicle information 

system (Purucker et al., 2017) and display screens in public spaces (Dalton et al., 2015). 

Despite their diverse forms and considerable potential for applications, most eye tracking 

studies are conducted in artificial or semi-artificial environments—either in controlled 

environments (e.g., laboratories) or in virtual reality. Although eye tracking performs 

comparatively well in controlled environments, the technology fails considerably under real-

world settings (Singh & Singh, 2012; Evans et al., 2012; Bengoechea et al., 2012; S. Cheng et 

al., 2015). Such failure is greatly attributed to highly challenging pupil detection factors, 

including: i) unrestrained lighting (Evans et al., 2012); ii) pupil occlusion by the eyelid and 

 

       (a)     (b)         (c)   (d) 

Figure 4-1 Challenging pupil images in real-world scenarios: (a) natural light 

reflection, (b) droopy eyelids, (c) spectacles and (d) eye make-up. The red circle in 

(d) indicates false pupil detection when wearing eye make-up. 
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eyelashes (Evans et al., 2012); iii) eyewear (Fuhl, Tonsen, et al., 2016) (e.g., spectacles or 

contact lenses); iv) eye make-up (Fuhl, Tonsen, et al., 2016); and v) motion-blur (Li et al., 

2006) (e.g., from fast eye movements during saccades). In particular, unrestrained lighting 

conditions, while travelling and recording outdoor, cause visual-noise and differences in 

contrast that constraint the effectiveness of automated pupil detection algorithms. And since 

most video-based eye tracking operates in the infrared light spectrum, in various mixed lighting 

or outdoor conditions where infrared light (e.g., sunlight) floods the eye camera(s) (Figure 

4-1a) the automatic detection of pupil features becomes difficult. Besides, medical conditions 

like Ptosis (pathologic eyelid drooping) cause the eyelid to partially obstruct the eye pupil 

(Figure 4-1b), making it difficult to automatically detect pupil features. Likewise, goggles 

(Figure 4-1c) and eye make-up (e.g., mascara) (Figure 4-1d) result in substantial and varied 

forms of reflections and generally high amounts of noise, creating dark curvy pupil-like edges, 

which make it difficult to detect the actual pupil.  

This study proposes and investigates an alternative approach that leverages the power of crowd 

to achieve robust and accurate eye tracking measures. Whereas eye tracking is often restricted 

to controlled environment due to the challenges facing automated pupil detection methods, our 

proposed approach, CrowdEyes, offers mobile unobtrusive eye tracking with all standard 

metrics independent from most common automated pupil detection challenges. CrowdEyes 

follows a procedure to localise the pupil position without automated pupil detection algorithms. 

It begins by converting the captured video of the eye into an image sequence, marking key 

frames, and crowdsourcing the localisation of the pupil position in these frames. The localised 

pupil centre positions are then used to generate standard eye tracking metrics (e.g., gaze and 

fixation positions and durations, saccades) using the according methods from the open-source 

eye tracking platform Pupil (Kassner et al., 2014). Crowd workers can then semantically label 

generated fixations. CrowdEyes is envisaged as a runtime tool operating on mobile wearable 

(or screen-based) eye trackers. Though, to accommodate for the present technical restraints of 

mobile devices, our initial proof-of-concept data is processed offline after collection. 

My contribution is twofold. For the crowdsourcing research community, I: i) investigate and 

evaluate the design of crowdsourcing tasks and strategies to affordably improve mobile 

wearable eye tracking technologies; ii) propose a crowd task quality assurance method that 

enables workers to evaluate and refine their own entries; and iii) provide experimental evidence 

that demonstrates that such quality methods also motivate workers to improve their accuracy. 

Second, this research contributes to mobile wearable eye tracking by: i) working around 
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automated pupil detection challenges in real-world settings; ii) reliably localising pupil centre 

positions; and iii) providing a tool for the mobile eye tracking research community to generate 

training datasets for pupil detection algorithms on demand by harnessing the crowd. 

4.3 Literature Review 

The work presented in this chapter looks over various areas of research, including computer 

vision-based eye tracking, self-reporting based eye tracking, and crowdsourcing as an 

alternative and complement to automated detection and recognition systems. 

4.3.1 Computer vision-based eye tracking 

Over the past decade, there has been a steadily growing amount of research on the design and 

development of eye tracking technologies. Studies have investigated and evaluated novel pupil 

detection algorithms (e.g., (Swirski et al., 2012; Fuhl et al., 2015; Valenti & Gevers, 2012; 

Timm & Barth, 2011)) and new calibration techniques (e.g., (Lee et al., 2013; Sugano & 

Bulling, 2015; Villanueva & Cabeza, 2008)), seeking robust and accurate commercial eye 

trackers capable to operate under the aforementioned conditions. But, since the vast majority 

of the state-of-the-art pupil detection algorithms are based on edge filtering methods (Fuhl, 

Tonsen, et al., 2016), they are very susceptible to failure under real world settings. Tonsen et 

al. (Tonsen et al., 2016) investigated five state-of-the-art pupil detection algorithms: Gradient 

(Timm & Barth, 2011), ExCuSe (Fuhl et al., 2015), Isophete (Valenti & Gevers, 2012), Swirski 

(Swirski et al., 2012), and Pupil-Labs (Kassner et al., 2014) and evaluated their pupil detection 

success rate using the large and challenging real-world Labelled Pupil in the Wild (LPW) 

dataset (Tonsen et al., 2016) of 130,856 eye video frames from 22 participants.  

The outcome clearly shows that, despite advances in general pupil detection accuracy, the 

algorithms still yield inadequate pupil detection rates under real-world settings. In particular 

eye make-up was found to be a key issue for pupil detection, with 60% of the data for 

participants wearing eye make-up yields no detection—this is due to eye make-up creating dark 

curvy eyelashes or spots around the eye region that confuses such algorithms. As a result, eye 

tracking metrics are considerably affected by substantial data loss and inaccurate pupil 

detection (Holmqvist et al., 2012). Whereas inaccurate pupil detection reduces dwell time (gaze 

time spent in the same area of interest), failure to detect the pupil decreases the number of 

fixations and increases fixation duration (Holmqvist et al., 2012). Recently, Fuhl et al. 

developed a novel pupil detection algorithm named ElSe (Fuhl, Santini, et al., 2016), which 
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outperforms five common algorithms (Starburst (Winfield & Parkhurst, 2005), Pupil-Labs, 

ExCuSe, Swirski, and Set (Javadi et al., 2015)) in an evaluation study (Fuhl, Tonsen, et al., 

2016) that leveraged a large-scale multiple dataset of previously annotated images (from 

(Tonsen et al., 2016), (Fuhl, Santini, et al., 2016), (Swirski et al., 2012), and (Fuhl et al., 2015)). 

However, while ElSe slightly advances on the performance, it fails to robustly and accurately 

detect pupil positions in the presence of poor or mixed lighting conditions, reflections, or eye 

wear (e.g., spectacles, make-up) (see (Fuhl, Tonsen, et al., 2016) for detailed results).  

Due to the current limitations of pupil detection algorithms, outdoor studies are often avoided, 

and participants wearing spectacles, eye make-up, or who display Ptosis are commonly 

excluded. This leads to significant limitations on applications of eye tracking and constraints 

in how and where eye tracking can be deployed.  

4.3.2 Self-reporting based eye tracking 

Studies have investigated alternative methods for determining gaze directions without the use 

of eye trackers. In a crowdsourcing study, (Rudoy et al., 2012) introduced a self-reporting 

approach to collect gaze direction data from crowd workers online. Workers were instructed to 

watch a short video followed by a grid screen with unique codes, which was briefly displayed 

at the end of each video. Workers were then instructed to type in the code they saw first to 

determine their last gaze direction. While this method determines the direction of the last gaze, 

it does not determine the direction of all other gazes over the period of watching the video. 

Likewise, Cheng et al. (S. Cheng et al., 2015) developed a self-reporting gaze direction 

approach based on computer pointing devices (e.g., mouse or trackpad). Unlike (Rudoy et al., 

2012), Cheng’s method determines the initial and last gaze directions as well as all in between 

gaze directions from crowd workers online. In Cheng’s study participants were asked to view 

an image frame followed by a 9×9 grid image. The workers are expected to remember the 

sequence in which they shifted their sight (gaze) from one point on the viewed image to another 

until the grid is displayed. Workers are then required to recall the locations and sequence of 

their gaze, and click the relevant grid cell.  

Despite good results from these self-reporting gaze tracking methods, they still suffer from a 

number of drawbacks, including: i) intrusiveness and full reliance on participants to self-report; 

ii) a rise in cognitive load that could influence participant responses; iii) heavily dependent on 

participants’ memory, particularly when recalling all gazes and their sequence; iv) limited 



Designing for Quality in Real-world Mobile Crowdsourcing Systems 

80 

applications to on-screen only; and v) incapable to determine other important eye tracking 

measures (e.g., fixation durations and saccades).  

As such, robust, unobtrusive, and pervasive real-world eye tracking methods remain an 

unresolved challenge. Since self-reporting methods suffer number of substantial drawbacks, 

and automated pupil detection algorithms are insufficient in real-world settings, our approach 

proposes a workaround solution by harnessing the crowd. 

4.3.3 Crowdsourcing-based image annotation methods 

Various literatures have studied how to use crowdsourcing to supplement inadequate 

automated algorithms. Studies have revealed that object identification is, to date, still a 

challenging task for automated algorithms, while crowd workers do remarkably well in similar 

tasks. For example, Su et al. (Su et al., 2012) leveraged crowdsourcing to gather quality image 

annotations (e.g., drawing a bounding box around each animal in an image) for more than 1 

million images. Such a dataset could then be used in machine learning to train automated object 

recognition algorithms. The outcome of Su et al. study is very promising, the evaluation shows 

97.9% of the images were successfully annotated by crowd workers with a very high accuracy 

of 99.2% (Su et al., 2012). Likewise, Hipp et al. identified cyclists, pedestrians and vehicles in 

publicly available webcams in two road intersections by harnessing crowd workers to annotate 

the records (Hipp et al., 2015). They report a high inter class correlation (ICC) between 

workers, equivalent to the ICC of two trained researchers who completed the same annotation 

tasks. 

Such results demonstrate the potential of using crowdsourcing to localise the eye pupil. 

However, in contrast to the latter two studies that evaluated target classification in an image or 

fitting a bounding box around it, our study focuses on accurately localising the centre of the 

eye pupil ellipse in images in noisy real-world settings (i.e., blurred images, or contain high 

light reflections). But to assert that crowdsourcing is a good candidate to supplement eye 

tracking automated pupil detection algorithms, further study is required to address major 

challenges, such as, the enormous number of images to be crowdsourced and the associated 

processing time and costs, as well as the high level of accuracy to localise the center of the eye 

pupil. 

I address these challenges by developing frame selection methods to exclude highly similar 

frames but keep one, designing crowd tasks to localise pupil center and label the targets being 
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gazed upon, and introducing a quality assurance approach based on self-validation and 

refinement. The solution is evaluated against the Labelled Pupils in the Wild (LPW) dataset 

and I report measures for localisation accuracy, robustness, processing time and costs. 

4.4 Method 

I expand recent work that has investigated the utilization of crowdsourcing in object labelling 

(Russell et al., 2005; Su et al., 2012; Hipp et al., 2015) and recognition (Sinha et al., 2006), and 

the gathering of (Xu et al., 2015) as well as the self-report on (S. Cheng et al., 2015; Rudoy et 

al., 2012) eye tracking data. CrowdEyes utilises a conventional mobile head-mounted eye 

tracker, which, unlike Rudoy et al. (Rudoy et al., 2012) and Cheng et al. (S. Cheng et al., 2015), 

doesn’t require participants to self-report (i.e. specify where they gazed) or interfere for data 

collection (i.e. participants complete some tasks in order to know where they gazed). Our 

system expands the Pupil open-source eye tracking software platform (Kassner et al., 2014) 

and comprises of two key elements: i) a low cost DIY mobile eye-tracker based on the Pupil 

open-source platform; and ii) a set of crowd tasks to accurately localise the centre of eye pupil 

as well as calibration target (e.g., marker). CrowdEyes leverages existing commercial 

crowdsourcing platform CrowdFlower to recruit crowd workers who will complete the 

system’s crowd tasks. I utilised the open-source heterogeneous head-mounted mobile eye 

tracking LPW dataset (Tonsen et al., 2016) recorded under natural (indoor and outdoor) 

conditions to evaluate the accuracy and robustness of our approach. The outcomes were then 

compared to (Tonsen et al., 2016)’s reported measures of five state-of-the-art automated pupil 

detection algorithms (Pupil-Labs (Kassner et al., 2014), Isophete (Valenti & Gevers, 2012), 

ExCuSe (Fuhl et al., 2015), Gradient (Timm & Barth, 2011) and Swirski (Swirski et al., 2012)).  

I also establish and demonstrate a novel method to crowdsourcing motivation and quality 

assurance based on a worker response self-validation and refinement cycle. Furthermore, our 

study demonstrates the potential for CrowdEyes to be extended to include crowd data analysis 

tasks that are conventionally very laborious and time-consuming; in this case, the annotation 

and labelling of fixations. Accordingly, our contribution is to establish and demonstrate 

crowdsourcing-based methods for cost-effective, robust, accurate and extensible approaches to 

ubiquitous mobile eye tracking. 

4.5 Crowdeyes design considerations 

The design and architecture of CrowdEyes consists of two major elements. The first element is 
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the use of existing off-the-shelf image capture hardware and open-source eye tracking software. 

The second is a set of crowd task design, which accommodates crowdsourcing platform 

constraints, data types, as well as crowd response quality to localise captured eye pupil, then 

annotate gaze and fixation points. This section seeks to highlight the key factors that have 

influenced the design of CrowdEyes. 

4.5.1 The eye tracker gadget 

To date, commercial mobile eye tracking systems are exclusive to a small fraction of the 

market, limiting its applications and use. Costs, to only obtain the gadgets, range from US 

$10,000 to $30,000 (S. Cheng et al., 2015). While on the other hand, it is possible to produce 

DIY head-mounted eye trackers to run by available open-source eye tracking platforms. Since 

eye-tracking software are computationally intensive (e.g., memory, CPU), both mobile devices 

and portable PCs are inadequate to perform the technologies essential operations. At the time 

of conducting this research, mobile devices lack the support of multiple concurrent camera 

captures (eye and world), and off-the-shelf portable PCs are inadequately powerful to 

accommodate all eye tracking requirements (e.g., concurrent camera capture, pupil detection 

and gaze mapping), a workaround is required to provide robust DIY mobile eye tracking. 

4.5.2 Software and real-time performance 

In this study, I have leveraged and improved on the well-established and widely used platform, 

Pupil (Kassner et al., 2014), as a common practice to reach wider range of users. Its open-

source nature has enabled us to modify how it functions and to introduce new features, such as 

the proposed crowdsourcing pipeline for localising the centre of eye pupil and calibration 

targets, and for annotating what a user gazed or fixated on. Since eye tracking processes like 

real time pupil detection demand a lot of computation, all features other than recordings were 

turned off throughout the eye tracking recording sessions, allowing the utilisation of affordable 

pocket PCs. 

4.5.3 Crowd tasks 

Data volume 

The proposed crowdsourcing pipeline, if run by brute-force localising pupil and annotating 
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fixations will incur a high cost. This is because there are (ex. 30Hz camera) 30 frames captured 

per second, there are roughly 108,000 frames to process by crowd workers. Both world and 

eye scenes must be recorded during eye tracking sessions, so the number of captured frames is 

doubled. Nevertheless, at such high frame rates, recordings contain redundant frames where 

the target (e.g., pupil or fixation) has not moved significantly. Consequently, to reduce the 

overall running costs to a minimum, redundant frames must be identified and alienated before 

performing the crowdsourcing tasks. 

Presentation 

CrowdEyes proposes two tasks to complement eye tracking detection algorithms accurately 

and robustly. The first task is to localise the target centre (pupil or calibration target), while the 

second is to validate and refine rejected crowd inputs. However, it is necessary to carefully 

design the localisation tasks to avoid increasing cognitive workload, which might influence 

completion time and decisions. As such, localisation tasks must i) keep to the minimum the 

time and effort required to visually locate the target’s centre across presented images, and ii) 

minimise page scrolling as well as mouse movements from one image to another. Moreover, 

the validation and refinement task (for rejected and poor crowd inputs) should be designed to 

enable a quick overview of all workers’ annotated images and provide easy access to those that 

require refinement. 

Quality vs. costs 

While accurate target localisation is key for robust eye tracking, and since CrowdEyes proposes 

leveraging commercial crowdsourcing platforms, it is crucial to keep data processing costs low. 

Existing crowdsourcing platforms (e.g., CrowdFlower, Amazon Mechanical Turk) provide 

basic built-in quality control measures, with most common methods being test question 

injection, and aggregation of multiple worker judgments. However, test questions may become 

easily detectable, giving worker’s sheer amount of likewise completed tasks, while on the other 

hand multiple judgments aggregation method raises the data processing costs. Accordingly, 

CrowdEyes will have to introduce additional quality measures to guarantee not only high 

quality but also low cost. Moreover, crowdsourcing platforms empower requesters to either 

accept workers’ responses or reject them if they do not achieve the required minimum quality 

threshold. At the same time, it is unfair to instantly reject workers who spent time and effort 

completing the tasks but did not achieve high accuracy, especially when centre localisation 

tasks require highly accurate, yet challenging, responses. Besides, applying stricter quality 
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measures and rejecting workers failed to meet the required accuracy from the first try will also 

result in additional costs. And since crowdsourcing commercial platforms give limited control 

over the process pipeline and quality measures, CrowdEyes instead direct recruited workers 

from the commercial crowdsourcing platform, CrowdFlower, to complete tasks away on 

CrowdEyes tasks website. Unlike in crowdsourcing platforms, CrowdEyes tasks websites does 

not reject workers who fail to achieve high quality from the first try. Instead, it gives such 

workers further opportunities to validate and refine their responses before receiving their 

reward.  

4.6 The CrowdEyes System 

The CrowdEyes system is composed of: (i) the Pupil open source eye tracking software, (ii) a 

3D printed head-mounted eye tracker frame fitted with two low cost off-the-shelf web cameras 

(30Hz) to capture the eye and world scene (Figure 4-2); (iii) portable system processing 

hardware in the form of a portable pocket PC (Figure 4-2) running Ubuntu 16.04, and a 

Bluetooth remote button to control the start and end of calibration and recording sessions; (iv) 

software plugins that mediate between the eye tracking software and a crowdsourcing server; 

and (vi) the crowdsourcing server where recruited workers will be redirected to complete 

CrowdEyes tasks. The total cost of construction of the eye tracker is approximately US $270 

(not including crowdsourcing costs).  

 

Figure 4-2 CrowdEyes system architecture 
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The CrowdEyes system has extended the open-source Pupil platform and integrated two new 

components, Capture and Player both written in Python. Capture is a lightweight plugin 

developed to capture eye and world scenes. It considers the current performance limitations of 

pocket PCs, and disables Pupil’s functionalities (i.e., runtime detection processes) other than 

video capture. Capture also saves information about the start and end time of each calibration 

procedure. On the other hand, Player is the plugin that processes CrowdEyes captured data 

offline by harnessing the crowd. When recording is complete, Player communicates with the 

crowdsourcing server to perform two crowdsourcing tasks. Whereas the first is mandatory and 

is to localise the pupil and calibration target; the second task is optional and is to label the 

detected fixations. The utilisation of Pupil’s open-source software is crucial to the CrowdEyes 

system. While the CrowdEyes Player carries out the localisation process, CrowdEyes also 

leverages Pupil software to instantly access standard eye tracking functionalities, like gaze 

detection, saccades, as well as fixation positions and durations. 

The crowdsourcing server manages the crowdsourcing process pipeline and quality measures 

of pupil and calibration target localisation in addition to fixations labelling. It consists of three 

components: i) an online web service that facilitates the communications between Player and 

CrowdFlower, and manages worker recruitment to the platform; ii) a web application where 

the recruited workers carry out the required tasks; and iii) a database server storing the 

responses gathered from the crowd.  
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4.7 Data capture 

Just like conventional eye trackers, recording with CrowdEyes begins with a user-controlled 

calibration process, which in CrowdEyes begins automatically when powering up the 

processing unit. However, it has become evident from the initial trials that, in real-world 

scenarios, computer vision algorithms not only fail to detect difficult targets like the centre of 

eye pupil, but also machine-known calibration targets. Giving the required high precision 

outcome of calibration process, and since computer vision algorithms are not reliable in real-

world scenarios, the nature of CrowdEyes means that any identifiable object can be used as the 

calibration target for workers to localise its centre. Consequently, the eye tracker user (wearer) 

may carry out the calibration process based on features found in the surrounding environment, 

like a wall corner, or (conveniently) their own thumbnail (Figure 4-3). For instance, a wearer 

can complete calibration by focusing their gaze at the nail of their thumb while moving their 

head (thumb-static), or alternatively, keeping their head static while visually following their 

moving thumb (head-static), such that the target occupies different positions in their visual 

field. But just like in the typical 9-point calibration method, the wearer is required to make a 

short pause between each calibration movement. This allows for the collection of a sufficient 

number of calibration samples, and ensures target is fixated on accurately. The calibration 

process takes on average one minute depending on the wearer and how many pauses (points) 

they cover. When completed the wearer clicks a Bluetooth connected remote button to mark 

the end of the calibration process and the beginning of the eye tracking recording session. While 

recording, CrowdEyes imposes no further constraints. CrowdEyes enables the wearer to wear 

 

Figure 4-3 Calibrating while looking at the thumbnail (left), and a player 

screenshot with overlaid crosshair gaze position (right). 
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their spectacles, contact lenses, and eye make-up, and to record under any illumination level 

and under other uncontrolled real-world conditions. To stop recording the wearer clicks the 

remote button once more, which marks the end of recordings and powers off the processing 

unit. 

4.8 Pupil and Calibration Target localisation 

The localisation of the centre of pupil and the centre of the calibration target is performed post-

hoc after the recording session is complete. It is performed by CrowdEyes Player and carried 

out in three stages: i) frame selection; ii) per frame pupil and calibration target localisation; and 

iii) gaze mapping. 

4.8.1 Step1: Frame selection 

The CrowdEyes Player plugin decomposes the recorded videos into single frames, after 

identifying calibration and post-calibration recording session (based on the remote button 

markers). Since flat decomposition of videos yields a large number of single frames, 

CrowdEyes classifies similar frames (e.g., wherein the pupil has not moved significantly) and 

chooses the mid-point frame for analysis by the crowd workers. Unlike (Laput et al., 2015), 

applications are limited to almost-static environments, and a frames similarity check is 

performed periodically (every n-minutes) on a cropped part of the frame, CrowdEyes captures 

and looks for a rapidly moving eye pupil in changing environment (e.g., lighting reflections). 

Consequently, CrowdEyes constantly checks for similarities within all sequential frames. 

Whereas (Sandhu & Anupam Agarwal, 2015) searches for substantial differences amongst 

video frames to summarise it, CrowdEyes focuses on eye pupil position and searches for minor 

changes between sequential frames. And in contrast to both (Laput et al., 2015; Sandhu & 

Anupam Agarwal, 2015), CrowdEyes utilises the multi-scale structural similarity index (MS-

SSIM) method (Wang et al., 2003) for sequential frames, giving more weight to changes in 

pupil position than lighting reflections and other irrelevant noise factors.  

MS-SSIM compares changes in luminance, contrast and correlation between two images, and 

repeats it over multiple scales of the original images (i.e., 0.75x the original size, 0.50x, etc). 

It has a maximum value of 1, which indicates two images are identical, while a value of 0 

indicates no similarity. Since MS-SSIM is a multi-scale processing method, it requires 

substantial processing power and time to compare thousands of eye tracking pupil-frames with 

each other. Since CrowdEyes is only interested in changes to pupil positions, Player simplify 
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all frames, blurring and converting them to grey scale and resizing them down to 160×120px 

before conducting the similarity test. Sequential frames with MS-SSIM values >= 0.98 are 

clustered and the middle frame (by MS-SSIM value) is added to the crowd job list. The violin 

plots in Figure 4-4 illustrate the distribution and probability density of MS-SSIM at different 

values for changes in pupil position (in pixels) in sequential frames using the LPW dataset 

(Tonsen et al., 2016). The plots indicate the uppermost probability density amongst sequential 

frames is when the MS-SSIM is > 0.985 with no distance differences. Moreover, the plots also 

suggest the distance difference between pupil positions in most of the consecutive frames is 

less than 5px with MS-SSIM value greater than or equal to 0.98. Once the similarity test is 

complete and frames are clustered, Player prepares the localisation crowd job—a set of 

selected frames and the related crowd task description and configuration (i.e., pupil or 

calibration target localisation, payment in cents, number of judgments)—and then submits it to 

the crowdsourcing server for processing by the crowd.  

 

Figure 4-4 MS-SSIM distribution 
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4.8.2 Step 2: Pupil and calibration target localisation 

Once the server receives the job from Player, the server recruits workers from CrowdFlower 

to complete the tasks simultaneously on the CrowdEyes website. Workers are asked to localise 

the centre of the pupil or the calibration target for 130 consecutive images (640×480px) per 

task (including 30 gold standard test images), clicking on the corresponding point in the image 

(Figure 4-5 left). To simplify the localisation process, I have replaced the default mouse cursor 

with a crosshair pointer surrounded by a green circle (Figure 4-5 left), making it visually easier 

for workers to identify the centre. And to address the challenge of annotating many images as 

quick as possible (keeping annotation cost minimum) CrowdEyes website presents all task’s 

images in a slider, one image at a time. Once a worker clicks on the anticipated target centre, 

the next image is randomly selected—impose random mouse movement—to locate the next 

target centre and so on. 

Quality throughput 

While reliable eye tracking depends on high quality pupil and calibration target localisations, 

crowd workers are usually after maximising their financial reward. As such, workers are more 

inclined to favour speed over quality to increase their daily monetary compensation, which 

usually result in various mistakes. On the other hand, strict quality measures increase the 

chance to block honest workers who make unintentional mistakes while completing a task, 

resulting in unfairness towards workers and incurring further expenses for requesters. Since 

high quality localisation is essential, in such context, and low cost as well as fair payment are 

 

Figure 4-5 CrowdEyes web pages to localise pupil (left) as well as validate and 

refine workers’ low accurate responses (right). The green-circled crosshair is the 

used cursor. 

 



Designing for Quality in Real-world Mobile Crowdsourcing Systems 

90 

necessary, CrowdEyes follows three quality control methods:  

Injecting gold standard reference images: In crowdsourcing it is a common quality check 

practice to inject questions with known answers in order to test and track workers performance. 

CrowdEyes, as such, insert images with known target centres (eye or calibration frame for 

relevant localisation task) for which a worker must achieve an accuracy (Euclidean distance 

from the predetermined target centre) of no more than 10 pixels. Besides, to keep 

crowdsourcing costs minimal, CrowdEyes builds on a single judgement, instead of the 

traditional multi judgements per task, but increases the gold standard data percentage. Each 

task includes 30% gold standard sequential images selected randomly from our manually pre-

labelled images pool. The percentage of ground truth data is purposefully high, so each test 

image is judged once (no repetition), making it impossible to identify them among the others, 

and to compensate the single judgment per task. 

Euclidean distance between two sequential clicks: As the target moves swiftly, its centre shifts 

gradually in consecutive frames. Accordingly, computing the farthest Euclidean distance 

between two consecutive frames can be used as a quality measure. It will detect random as well 

as robot responses, and detect unintentional false responses too. When assessing the LPW 

dataset (Tonsen et al., 2016) I found the longest Euclidean distance between two consecutive 

frames to be shorter than 15px (Figure 4-6 left), while less than 30px between two sequential 

MS-SSIM-selected frames (Figure 4-6 right). Consequently, a worker fails to meet this quality 

measure when any Euclidean distance between annotated sequential frames of their work was 

found longer than 15px (all frames task) or 30px (MS-SSIM-selected frames task). For 

instance, in an MS-SSIM-selected frame job, an annotation is rejected if a worker localises 

 

Figure 4-6 The density of Euclidean distance between consecutive frames (left), 

and sequential MSSSIM-selected frames (right). 
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pixel position (130, 110) and for the following sequential frame localises pixel position (95, 

110)—a Euclidean distance of over 30px. This same method has been applied to localising 

calibration target tasks too. 

Time spent: Considering that the nature of task assignments on crowdsourcing platforms is 

first-come-first-served, and the small tasks size as well as low payment, workers often tend to 

multitask (sign-up for, and undertake, multiple crowd tasks at the same time). Therefore, 

workers are given 10 minutes each to complete the localisation task (3 × average completion 

time), or their job is reassigned to the next available worker. This is so to avoid malicious 

workers or attacks, which aim to prevent tasks from being completed, or to prevent multi-

tasking or lazy workers from locking the task indefinitely. Late or inactive workers whose 

session expired and their job has been reassigned to others lose their session and receive no 

reward. 

Entry validation and refinement: Contrary to the conventional crowdsourcing guidelines where 

workers with low quality responses are either blocked (Silberman et al., 2010) without 

compensation, or allowed and their work is accepted regardless of quality, CrowdEyes 

empowers workers to validate and refine their quality rejected entries. Where workers fail to 

pass quality measures (other than time spent) they are given the option to review and refine 

their entries and submit again. Unless the worker gives up, the refinement task may be 

completed several times until entries meet the imposed quality measures. If a worker gives up, 

they will receive no compensation and all their responses will be dismissed and removed. Thus, 

workers are given 5 additional minutes every time they are instructed to refine their entries 

before the job is reassigned to the next available worker. As such, every time a worker fails to 

satisfy the quality measure, they are redirected to the refinement page where their annotations 

are overlaid on the task images. Images are presented in a grid (Figure 4-5 right) and the failing 

worker is instructed to review and improve their annotations so they are as close to target centre 

as possible. Unlike the initial annotation task that presents images in a slider for faster 

annotation with minimal cursor moves, the refinement task presents all images in a grid. The 

grid enables workers to quickly browse through all images including accepted ones to identify 

and correct or improve less accurate annotations. 

4.8.2.1 Recruitment and Payment 

For every eye-tracking job, CrowdEyes automatically advertises the job on CrowdFlower. The 

recruitment advert page includes the job description with a hyperlink to the CrowdEyes tasks 
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website; a text input field to enter the payment redeem code (rewarded to successful workers); 

and a hidden client-side script that validates entered redeem codes with the CrowdEyes server. 

On every successful job completion on CrowdEyes tasks website, CrowdEyes issues a payment 

redeem code assigned to that particular worker. Workers are then instructed to enter the redeem 

code into the dedicated text input field on CrowdFlower job page to receive the promised 

monetary compensation. The payment code is unique per worker per task and cannot be 

redeemed twice, preventing workers from over redeeming or sharing the code. Once a worker 

enters the code on the CrowdFlower job page, our client-side script confirms with the 

CrowdEyes server the code’s authenticity and validity. 

4.8.3 Step 3: Gaze mapping 

While recruited workers are completing the CrowdEyes target localisation tasks, CrowdEyes 

Player plugin provides a live job completion status via its graphical user interface. Player also 

has a feature to retrieve the crowd responses, and to identify outliers in the annotated data for 

which it recompenses by the computed mean of the localised centre in preceding and following 

frames. Following that, Player uses the standard Pupil methods (Kassner et al., 2014) to 

compute the common eye tracking analysis metrics including gaze positions, saccades as well 

fixations. At this stage, the user can watch their recordings on which gaze, saccades and 

fixations are overlaid. But detected fixations are not labelled yet, users will need to use the 

optional labelling feature provided by the CrowdEyes Player plugin to label everything that 

they fixated upon.  

4.8.4 Step 4: Labelling fixations (Optional) 

Eye trackers capture users’ points of interest in which the person’s eyes are relatively stable 

(fixations) for a minimum duration of 100-200ms (Jacob, R.J.K., and Karn, 2003). The 

technology yields a large number of fixations, and each fixation corresponds to number of 

related world scene frames (e.g., a 200ms long fixation captured by 30Hz camera is composed 

of 6 frames). To label detected fixations, first Player picks the middle frame out of each 

corresponding world scene frame set, eliminating repetitive frames (Munn et al., 2008) and 

overlaying a crosshair over the detected fixation points. Player then bundles selected frames 

and pushes them to CrowdEyes server to organise the crowd fixations labelling job. Each crowd 

job comprises a maximum of 10 tasks, and each task consists of a fixation image and a set of 
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questions. All questions are related to the marked point of interest (e.g., object being looked 

at) and surrounding area for workers to answer (e.g., describe what is being looked at). Upon 

the completion of the crowd labelling job, CrowdEyes server aggregates crowd responses and 

pushes them back to Player, which overlays them on the relevant eye tracking recording to 

appear near the fixations’ crosshair. And for any other further independent work, Player 

extracts the aggregated results and their corresponding timestamps into a spreadsheet 

document. 

4.9 Stage 1: Evaluation of pupil localisation  

I evaluated CrowdEyes in two stages. In the first stage, I evaluated the accuracy and costs to 

crowdsource the pupil localisation task. As such, I leveraged the large-scale (manually 

labelled) open dataset LPW (Tonsen et al., 2016) to ensure crowd workers could sufficiently 

localise the centre of the eye pupil in comparison to those of existing measures (Tonsen et al., 

2016). This stage helped us in tuning our crowd localisation tasks to increase accuracy and 

reduce costs, and it enabled us to conduct the second stage. In the second stage, I have applied 

the tuned CrowdEyes solution to a real-world scenario, evaluating its entire pipeline from 

calibration, over data captures, to analysis. 

CrowdEyes proposes crowdsourcing methods in order to overcome the shortcomings in 

existing pupil localisations algorithms and improve the efficiency of mobile eye tracking 

technology. The accuracy and robustness of the proposed CrowdEyes methods to localise target 

centre (i.e., eye pupil) are evaluated against the overall costs of crowsdourcing. The assessment 

was carried out over 130,856 pupil frames captured in unrestricted environments (22 minutes 

of footage captured at 95fps) of 66 diverse recordings of 22 participants (5 different 

nationalities to count for race/phenotypes and eye shape)—a dataset manually labelled by a 

researcher and used to assess five state-of-the-art pupil localisation algorithms (Tonsen et al., 

2016). The dataset was chosen for its challenging and distinct conditions, such as, users 

wearing spectacles, and eye make-up; for recordings captured outdoor and indoor with mixed 

source of light. The crowdsourcing of 66 recordings were evaluated in two ways: all frames 

were crowdsourced i) without MSSSIM frame selection in the initial run (R1), and ii) with 

MSSSIM frame selection in the second run (R2), and compared to (Tonsen et al., 2016)’s 

reported measures of the selected state-of-the-art algorithms. 
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4.9.1 Accuracy and robustness 

The outcome of both initial run (R1) and the second run (R2) on the LPW dataset clearly 

indicates that CrowdEyes outperforms all five algorithms for cumulative distribution (CD) of 

the mean error in pixels. Unlike the best (Tonsen et al., 2016) two evaluated algorithms Swirski 

and ExCuSe, CrowdEyes accomplished 100% pupil localisation rate on all frames in both runs 

under all conditions, with accuracy (pixel’s distance from the ground truth) under 10px for 

80% and under 20px for 97% of all frames, see Figure 4-7a. Whereas, Swirski and ExCuSe, fall 

behind with under 80% pupil detection rate on all frames (in all conditions), and with low 

accuracy over 20px distance error for more than 35% and over 100px for more than 20% of all 

frames. In addition, both of the CrowdEyes runs demonstrated the capability of the crowd to 

incomparably localise pupil centre under challenging conditions. Notwithstanding the indoor 

and outdoor mixed lighting (Figure 4-7b) and eye make-up (Figure 4-7c), CrowdEyes methods 

resulted in CD mean pupil localisation error under 25px for 99% of the data. However, Figure 

4-7c also suggests crowd workers yield less accurate pupil centre localisation with data of 

participants wearing spectacles, which resulted in CD mean localisation error under 25px for 

90% of the data. It is almost certain that this lower accuracy is a result of the spectacle’s frame 

occluding (partially) the pupil captured in the eye camera field of view. In contrast, all five 

 

Figure 4-7 Cumulative distribution of the mean error: a) comparison of CrowdEyes 

method (run 1 (R1) and run 2 (R2) without and with MSSSIM frame selection 

respectively) and 5 common algorithms (adapted from (Tonsen et al., 2016)); b) 

comparison of  CrowdEyes method and automatic detection using frames collected 

indoors and outdoors; c)  comparison of CrowdEyes method and automatic detection 

using frames representing glasses and eye make up 
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algorithms yield low accuracy when detecting pupil under the same challenging conditions. 

They produced a CD mean detection error over 50px for 40% of indoors and 50% of outdoors 

data; and over 100px of more than 80% of the recordings for participants wearing eye make-

up—let alone over 60% of eye make-up frames remained undetected. On the other hand, our 

results also suggest alienating redundant frames using MSSSIM index method in CrowdEyes 

second run reduces the overall costs with no notable compromise on accuracy. 

4.9.2 Results and analysis: Time and costs 

Throughout the first run R1 of the CrowdEyes experiment, 130,856 frames were labelled in 

1375 assigned micro-tasks. Among the micro-tasks assignments 39 workers failed to complete 

any task and a further 27 micro-tasks workers either gave up on refining their responses or 

were timed out. Amongst the successfully completed 1309 micro-tasks assignments, 93 

workers efficaciously refined their responses for micro-tasks after one or more refinement 

trials. On the other hand, the application in R2 of MSSSIM on the captured eye tracking frames 

resulted in approximately 80% less frames to crowdsource, hence an 80% reduction in the costs 

of crowdwork. Throughout R2 27,230 frames were labelled in 305 assigned micro-tasks, of 

which 17 assignments workers failed to complete any tasks, and 15 others either gave up on 

refining their entries or were timed out. Whereas 44 crowd-task assignments workers 

efficaciously refined their responses for micro-tasks after one or more refinement trials. 

Multiple micro-tasks were running in parallel and took in total 57 minutes to complete R1 

compared to 27 minutes for R2, with the mean time taken to complete one task in both runs 

 R1 R2 

Frames 130,856 27,230 

Micro-tasks 1309 273 

Workers (no tasks completed) 1375 (39) 305 (17) 

Refined (success rate) 120 (77.5%) 59 (74.6%) 

Cost $523 $109 

Time Mean (STD) 175s (56s) 179s (63) 

Table 4-1 R1: Crowdsourcing all video frames; R2 with frame selection using 

MSSSIM, for 66 recordings with 95Hz cameras (about 23 minutes) 
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being just under 3 minutes. 

Considering fair crowdsourcing pay, workers who completed their tasks received a pay rate 

equivalent to the UK minimum wage (at the time of the experiment). Each successful worker 

received US $0.4 per task (130 frames including gold standards). Whereas as the total cost 

came to US $523 to crowdsource all R1 frames (US $22.7 per 95Hz eye tracking minute), it 

only costed US $109 to crowdsource all MSSSIM selected R2 frames (US $4.7 in average per 

95Hz eye tracking minute), see Table 4-1. Above and beyond, the overall costs may be reduced 

using lower fps eye trackers. Crowdsource recordings of a 30Hz eye tracker results in costs of 

approximately US $7.2 per eye tracking minute (all frames), or US $1.4 per eye tracking minute 

(MSSSIM selected frames). As such, CrowdEyes doesn’t only ensure accurate and robust data 

capture, it also costs as little as US $87 per hour of data using 30Hz sampling rate cameras.  
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4.9.3 Results and analysis: Refinement 

Figure 4-8 illustrates the distance error distribution for the pupil centre localisation tasks. Blue 

boxes represent accepted submissions, whereas the green boxes represent rejected submissions 

during the initial pupil localisation trial (trial 1) as well as the refining trials that follows (trail 

2 and above)—the total submission number per trial is highlighted in red. Responses that don’t 

meet the minimum localisation quality standards are rejected and responsible workers are 

requested to refine their work—unlike the traditional crowdsourcing where workers are straight 

removed and unpaid if their responses were rejected. During the trial 1 of CrowdEyes R1 

(Figure 4-8 left trial 1) the distribution error for accepted workers’ responses was found to be 

equivalent to the rejected ones, suggesting workers may fail one or more quality standards 

notwithstanding their generally good responses. On the other hand, 73 workers in trial 2 and 

another 20 workers in trial 3 successfully refined their responses, confirming their genuineness 

and desire not to waste their effort made in previous trials. Those workers achieved an even 

better distance error distribution than that accepted in the initial trial, with outliers almost 

eliminated in the accepted refinement trials. But Figure 4-8 left also indicates workers either 

timed out or gave up on refining, or continued to fail one or more quality standards after trial 

3. Similar result is also notable in CrowdEyes R2, see Figure 4-8 right. This suggests that 

trusting workers to validate and refine their responses not only increases the quality of their 

work; it also offers them fair compensation for their effort and time, and keeps crowdsourcing 

costs to a minimum. Subsequently, 137 (out of 179) workers (across R1 and R2) successfully 

 

Figure 4-8 Refinement trials vs. workers’ localisations distance error in pixels for 

accepted (blue box) and rejected (green box) submissions (total in red) from first 

run R1 (left) and second run R2 (right) 
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completed their refinement tasks and guaranteed their compensation. Finally, it appears that 

the refinement quality method could also serve as a motivation factor. It encourages workers 

to visit our job again. Approximately 33% and 51% of workers who were accepted after the 

refinement trials in R1 and R2 respectively returned to complete more tasks.  

4.10 Stage 2: Applying CrowdEyes within a real-life scenario 

Following on the successful and reassuring results from stage 1 which proved the eye tracking 

accuracy and robustness of CrowdEyes, here I demonstrate its utility and extensibility to 

accommodate other types of crowd tasks, such as fixation labelling. Fixation labelling is a 

common interest in the analysis of eye tracking, which provides eye tracking (CrowdEyes) 

users with summaries of where they gazed. 

4.10.1 Methods & procedure 

In this case study, I captured where and what participants paid their attention to with their gaze 

while purchasing lunch. I recruited 8 university employees and students (6 male and 2 females; 

4 with spectacles, and 1 with eye make-up) to wear CrowdEyes when purchasing food in their 

university’s cafeteria. I trialled the initial calibration procedure with each participant and asked 

them to use their thumbnail instead of a machine-known calibration marker (e.g., marked 

paper). Since this solution relies on crowd workers to localise the calibration target, this method 

eliminates the need for using special calibration markers and avoids the inaccurate auto-

detection methods in light-filled and object crowded environment. All 8 participants were 

instructed to use their thumbnail to simulate the traditional 9-point calibration method—where 

a user visually tracks a machine-known marker moving towards predefined points relative to 

the world camera’s field of view. Accordingly, participants were given two calibration choices, 

either to calibrate with head stationary while moving hand (thumbs up) or vice versa (see Figure 

4-3). After the trials were completed, all participants opted to record with stationary hand 

(thumbs up) while moving their head (fixating their gaze on their stationary thumbnail, while 

moving their head to cover upper, middle, and lower rows of their field of view and pausing 

three times on each row). For the actual recording session, three participants were instructed to 

calibrate their eye tracker outdoors (in sunlight-filled environments) while the remaining 

participants calibrated indoor in mixed light-filled and objects crowded environment. 

Henceforth, participants were instructed to first power up the CrowdEyes device and carry out 
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the calibration process before entering the cafeteria, choose and pay for their lunch, and turn 

off the recording on completion of their purchase. In total, participants have recorded 28:56 

minutes, averaging 03:36 minutes (the shortest recording was 01:50 and the longest was 05:37 

minutes). The overall calibration time was 08:25 minutes, averaging 01:03 minutes (the 

shortest calibration took 42 seconds, while the longest took 01:23 minutes).  

4.10.2 Results and analysis: Time and costs 

The overall number of captured eye frames was 52,093, of which 10,104 frames were selected 

by applying the MSSSIM index method (a reduction by roughly 81%) to crowdsource pupil 

localisation. As a result, 102 workers successfully completed 102 pupil localisation tasks, of 

whom 9 workers had to refine their responses before being accepted. Furthermore, I also 

crowdsourced the calibration world frames to localise the calibration target (finger thumb as 

mentioned earlier). However, the application of MSSSIM to eliminate redundant calibration 

world frames was less effective than applying it to eye frames, and resulted in a reduction by 

42% (8,723 frames crowdsourced in 88 crowd tasks). A likely explanation is that these lower 

reduction rate in world frames compared to eye frames is a result of higher noise factors present 

in the world frames’ field of view (e.g., mixed light and object crowded environment). 

Nevertheless, the total cost for crowdsourcing the selected eye frames (pupil localisation) was 

US $41 (averaging US $1.4 per minute), plus US $35 for crowdsourcing the calibration world 

frames (thumbnail localisation), averaging US $4.4 per calibration session. 

All recordings yield 1406 fixations, excluding those captured during calibration. As a result, 

141 micro-tasks were created for labelling where participants fixated their gaze on. Each micro-

task was judged by 3 workers and comprised of a maximum 10 world scene frames plus two 

pre-labelled gold injected frames. CrowdEyes server recruited in total 456 workers from 

CrowdFlower to carry out the fixations labelling micro-tasks on CrowdEyes website. Among 

the workers 12 timed out or gave up on refining their answers, 21 quit their tasks too early, and 

49 others had to successfully refine their answers to meet with the quality standard. For each 

frame, workers were given a predefined list of categories and instructed to choose the category 

that best match the object being fixated upon (identified by a crosshair). The categories were 

given after going through every item and object in the cafeteria that participants may fixate 

their gaze upon. They were: ‘Man’, ‘Woman’, ‘Group of people’, ‘Drink’, ‘Sandwich’, 

‘Chocolate bar, crisps, chips, biscuits’, ‘Cash register’, ‘Display Screen’, ‘Table or chair’, 

‘Sign, post or advertisement’, ‘Wall’, ‘Floor’, ‘Gate or Door’, ‘Fruit’, ‘Other’. The mean time 
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taken of all micro-tasks was ~01:54 minutes (STD=01:01 minutes), and successful workers 

were paid US $0.3 in return per micro-task (US $127 per full job). 

4.10.3 Results and analysis: Accuracy and robustness 

Previously in this chapter I demonstrated the robustness and accuracy of centre pupil 

localisation by crowd workers, next I evaluate their responses in relation to fixation labelling 

tasks. I used Fleiss’ kappa to measure the inter-rater reliability (IRR) between crowd workers, 

since I used nominal categories for labelling fixations to be judged by at least three workers. 

Although the micro-tasks were designed to employ conventional quality control only (injecting 

gold standard images), the measured IRR scored a Fleiss’ kappa of 0.6671, suggested 

substantial levels of agreement between crowd workers. I have manually labelled detected 

fixations in the captured world frames before crowdsourcing, and selected 10% of them to 

inject (as the gold standard) into the fixations labelling micro-tasks for quality measures. 

Consequently, I compared the crowd responses with our gold standard labels, and illustrated 

the agreement between the categories workers selected and the gold standard (see the confusion 

matrix in Figure 4-9). The confusion matrix highlights in the diagonal the cases where fixations 

were correctly labelled by the crowd. I also computed the unweighted Cohen’s kappa 

coefficient from this confusion matrix and found it to be moderate (Cohen’s Kappa 0.49). This 

moderate level of agreement suggests that some crowd workers failed to distinguish between 

 

Figure 4-9 Confusion matrix illustrating the agreement between the categories 

selected by the crowd workers and the correct (gold standard) categories. 
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some of the categories, which results in some high values outside of the diagonal in Figure 4-9. 

A likely explanation is that such difficulties in distinguishing between categories are the result 

of giving workers limited training; the quality of captured images; the distance of the target 

object from the camera; or the object being unknown to workers. For instance, workers seem 

to fall for category 15 (“Other”) whenever they fail to recognise the object being fixated on. 

Taking this category out would result in a substantial level of agreement (Cohen’s Kappa of 

0.61). 

Finally, the processed data is presented using Pupil Player software and CrowdEyes Player 

plugin. Figure 4-10 presents a selected frame from the lunch purchase process with the crowd-

labelled fixation (Sandwich). 

4.10.4 Discussion 

CrowdEyes demonstrates that crowdsourcing (human-computation) can be employed to 

improve data processing and analysis for wearable mobile eye trackers. Our studies deliver 

robust comparative findings, showing high pupil tracking accuracy and suggest that fixation 

labelling can also be automated to deliver reliable and telling outcomes. While employing 

workers for these tasks does come at a cost, projections including broader worker audiences 

and a tolerable reduction in key frames that are sent out for manual detection suggest that eye 

tracking data analysis with CrowdEyes can be efficient and scale to a low per minute cost, 

 

Figure 4-10 CrowdEyes Player plugin integrated into the open-source Pupil Player 

software to show the labelled fixations 
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while delivering a level of quality that is unparalleled by purely computational approaches. As 

evidenced by our findings, giving workers further opportunity to validate and refine their 

entries yielded better levels of performance, higher rates of task completion, more 

compensation awarded to workers and, importantly, more workers revisiting the job.  

Whereas the self-reporting gaze recall methods (Rudoy et al., 2012; S. Cheng et al., 2015) 

require no other special hardware than a display screen, CrowdEyes requires a head-mounted 

video-based eye tracker. In turn, CrowdEyes expands the Pupil platform, adding a human-

computation plugin, and using a pocket PC, two off-the-shelf webcams and a 3D printed head-

mounted frame—low-cost and hackable. However, unlike (Rudoy et al., 2012) and (S. Cheng 

et al., 2015), which must be performed on screen while workers complete number of memory-

dependent tasks to recall gaze positions, CrowdEyes enables robust as well as mobile eye 

tracking under real-world conditions, with few constraints regarding locations, lighting 

conditions, or eyewear. This means that eye tracking can be used, for instance, to efficiently 

evaluate outdoor activities (e.g., visual attention for cyclists when cycling on or off road) and 

technologies (e.g., the impact of using mobile phones on situational awareness during a walk). 

Moreover, it can also be used as a lifelogging tool that video captures and labels the 

surrounding area as well as the wearer gaze and fixations, adding more depth to lifelogging 

captured data. As a result, CrowdEyes could eventually be used to drive recommender systems 

based on what a wearer looked at.  

4.10.5 Limitations and future work 

While the evaluations presented here were designed to include realistic use cases, the approach 

does require ecological validation, which is especially relevant to gauging the value of future 

applications of the fixation labelling process. The durations of the eye tracking recordings 

employed in these studies were substantial, but the question of how easily the approach scales 

to longer duration recordings does require further evaluation, as do considerations related to 

potential near real-time analysis through further parallelization. Furthermore, the process for 

pupil localisations partially relies on gold-standard data. It can be argued that it will likely not 

be necessary to employ novel gold data samples for the analysis of future recordings, since 

existing gold data frames could simply be reused. The gold standard data itself, however, also 

poses a limitation on the study. Given that some of Tonsen’s dataset was human annotated, 

there was possibly a bias towards human annotation methods. In addition, images within 

Tonsen’s dataset were captured with a 95Hz camera, whereas CrowdEyes only employed a 
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30Hz camera. Since the workers’ localisation accuracy is independent of camera frame rate, 

unlike the costs, I evaluated the localisation accuracy and costs of our approach with Tonsen’s 

dataset (95Hz) in Stage 1 compared to costs only in Stage 2 (30Hz). Consequently, I reported 

the costs difference in running CrowdEyes with 30Hz cameras (~US $85 for localisations) 

compared to 95Hz cameras (~US $280). However, to reduce the costs, speed up the process 

and ensure higher labelling agreement, in our future work I will look at training crowd workers 

and create a pool of trained workers available on demand. Lastly, the promising outlook of 

improving automated methods through crowdsourced high-quality results, e.g., by training 

modern deep learning networks, certainly warrants further study. 

4.11 Conclusions 

In this chapter, I have presented the motivation, design, and evaluation of CrowdEyes, a hybrid 

eye tracking system that employs crowdsourcing for pupil and calibration target localisations, 

combined with automatic data processing (e.g., gaze mapping) provided by standard 

functionalities of the Pupil framework. CrowdEyes leverages the crowd to provide a robust and 

reliable mobile eye-tracker that functions under real-world conditions, a feat that has so far 

remained elusive. The high accuracy of CrowdEyes in localising pupil center highlights the 

potential it holds for enabling a broad variety of applications beyond those that are available 

when using regular contemporary eye tracking only. Moreover, in this chapter I have presented 

a novel crowd quality measure, which relies on workers to self-validate and refine their entries. 

This method yields more accurate entries, encourages workers to perform better, and prevents 

honest workers from being rejected or unpaid. The results of this work suggest our approach is 

robust, accurate, and cost effective.  
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5 DISCUSSION AND 

CONCLUSION  

This thesis addressed challenges of obtaining high quality contributions from crowdsourcing 

approaches. To this extent, I presented various methods for improving the quality of 

crowdsourcing the analysis and translation of speech and eye tracking data collected in the 

wild. This research aimed to address the design of crowdsourcing speech and visual real-world 

mobile systems that maximise the quality of crowd responses, while minimising cost and crowd 

effort. To achieve this, I have designed and developed a set of crowdsourcing tasks for two 

novel mobile solutions to be evaluated in two case studies. The first case study aimed to 

crowdsource the collection and analysis of disordered speech of people with Parkinson’s to 

support the self-management and monitor of their speech condition. The second case study 

focused on eye tracking and the technical challenges it faces, which drastically limits its 

applications to controlled scenarios (e.g., in lab, users cannot wear eye makeup). Both case 

studies explored various design aspects and factors to achieve quality in real-world mobile 

crowdsourcing systems and answer the three research questions. 

RQ1: What is the implication of self-verification as a quality control method on improving 

accuracy with no additional costs? 

Imposed standard quality measures often result in expelling, not only unsatisfactory, but 

sometimes quality honest workers from the job and consequent tasks (e.g., due to poor tasks 

design). The outcome of being rejected does not end by expelling a worker from performing a 

task, a worker’s reputation on crowdsourcing platforms is dependent on their rejection ratio. 

More rejections lead to lower reputation and thus limited access to the tasks pool. For 

requesters, the impact includes additional costs, inaccurate responses, and extra post-

processing effort. Thus, I proposed a self-verification method that offers workers multiple 
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chances to complete tasks they have started and receive their rewords without compromising 

on quality or costs.  

I evaluated the self-verification quality control method in a crowdsourcing solution that I 

designed and developed to power a DIY mobile video eye-tracking system. Video eye-tracking 

systems require high accurate localisation of the centre of eye pupil and other targets (i.e., 

calibration markers), a task that is very challenging for current state-of-the-art algorithms, 

especially when recording in real-world scenarios. As such, I introduced highly strict 

crowdsourcing quality measures to detect any worker’s responses (e.g., pupil centre 

localisation) that are not highly accurate. Until the desired accuracy is achieved, or the worker 

gives up, failing workers receive unlimited chances to verify and improve their low-accuracy 

responses. This way, workers protect their reputation in the crowdsourcing platform and 

contribute to improving their own responses. The images in the self-verification task are 

presented in a grid view layout to enable rapid visual search for responses (provided in previous 

trials) that appear less accurate. When any less accurate response is recognised the worker uses 

the mouse to correct and override their previous response. When a worker hover over an image 

the mouse pointer changes to a crosshair, so it may aid workers localise the centre faster and 

more accurately. Chapter 4 reported how the self-verification task not only improves the 

accuracy of crowd responses, but also retains workers and encourages re-preparticipation in 

further tasks. Together with other quality measures, the self-verification method enabled the 

crowdsourcing eye-tracking solution to obtain quality responses from one worker per task 

(unlike the traditional 3 or more responses per task) and kept costs to minimum. 

 

RQ2: How to design crowdsourcing tasks to achieve expert-comparable input when working 

with speech and visual data? 

While crowdsourcing may seem like a low-cost approach, maintaining good quality crowd 

responses is very challenging, let alone expert-comparable quality responses. The answer to 

this research question was explored in chapter 3 and 4. 

Chapter 3 explored designing crowdsourcing speech assessment tasks to support personal care 

around speech. Not only high-quality crowd responses are necessary here, but the quality has 

to match that of an expert to be meaningful to those being assessed. In two iterations, this 

chapter presented the feasibility of the crowd to measure perceptual speech including pitch, 

rate, and volume, and judge speech intelligibility. It explored various crowd tasks designs that 
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closely simulate clinical speech assessments and strived to obtain quality judgements 

comparable to that of an expert. Just like in a clinical set up, the crowd task focused on 

connected speech and single words tasks to assess a recorded impaired speech. Only workers 

based in the UK were permitted to perform the tasks to overcome language and accents barriers.  

For connected speech assessment, a worker has to listen to a short recording of impaired speech 

then transcribe it and judge its ease of listening. The transcription task aimed to highlight 

misheard or unintelligible words. Whereas the ratings offer a measurable method to inform 

speakers about their progress. Using five-point Likert scale each worker rates ease of listening 

of the impaired speech and the influence of accent on their judgement. The five-point Likert 

scale was found to have a strong correlation to intelligibility scores, especially when listeners 

(the crowd workers in this study) are novice and unfamiliar with speech disorders (Landa et 

al., 2014; Miller et al., 2007). The worker has to also listen to two other audio recordings of 

the same speaker and rate their perception of volume, pitch, and pace on a continuous scale of 

0–100. The continuous scale allows for large range of variability between listeners without 

impacting the sensitivity of ratings that may have been observed in a discrete scale. To aid 

workers giving quality ratings, one of the two audio recordings is a baseline (previously rated) 

to allow for an easy estimation of the magnitude of variance in the connected speech tasks 

(Gary & S., 2002; Miller, 2013). 

On the other hand, the single word task consists of an audio recording of a person saying one 

word and the worker has to select the word he/she actually heard from 10 options (e.g. cup, 

cop, coop), without guessing. And using five-point Likert scale, the worker rates the 

intelligibility of what they heard and the influence of the speaker’s accent on their judgement. 

Single word tasks provide a measurement of intelligibility in isolation by removing context and 

flow that may add to the worker’s ability to hear and relate the words together in an intelligible 

message. The quality measures for this study were kept intentionally simple, five crowd 

judgements per task and gold standard questions. This enabled me to study the impact of 

designing crowd tasks that simulate clinical practices on achieving quality judgements 

comparable to that of an expert. 

As such chapter 3 reported on the level of agreement among the crowd and between the crowd’s 

aggregated-judgements and the experts’. In the first iteration, despite the weak correlation was 

observed in measuring speech volume, high correlation was observed between the crowd and 

experts in measuring speech pitch and rate, and in recognising single words. Substantial 

agreement in the ease of listening tasks was also observed in the first iteration. These findings 
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suggest that anonymously recruited crowd workers are capable to offer experts’ like ratings 

when tasks are considerately designed. However, it became essential for the second iteration 

to address the observed lower correlation in ease of listening and volume rating tasks. And 

unlike the first iteration in which data was collected by experts in controlled environment, the 

second iteration focused on data collected by smart phones in the wild (using Speeching app). 

As such, the second iteration explored further the capability of the crowd to produce experts’ 

comparable judgements and provide meaningful feedback to the Speeching app users. This 

iteration, improved on the tasks’ instructions to measure the perception of speech volume, 

which led to moderate, almost high positive correlation between the crowd workers’ ratings 

and the experts’. Furthermore, a comparative element (made of the user’s own speech and 

previously judged by the crowd) was added to the tasks to help the crowd provide a comparable 

measure of pitch, rate, volume, and ease of listening. The implemented tasks modifications, in 

return, led to further correlation improvement between crowd’s judgements and the experts’.  

Whereas Chapter 4 explored designing crowdsourcing tasks to overcome eye tracking’s quality 

and robustness issues that limit its applications in real-world scenarios. The Chapter identified 

number of challenges, such as mixed lightings and user’s eye wear (e.g., spectacles or makeup) 

and proposed a crowdsourcing approach as an alternative to existing automatic target detection 

methods. Thus, I examined the influence of task’s layout on crowd efficiency and effectiveness 

to achieve expert’s comparable accuracy and higher performance than the current state-of-the-

art algorithms. Consequently, two tasks were designed, and each worker was given 130 images 

(frames collected by the eye tracker camera) to accurately localise and verify the centre of a 

target displayed on each image.  

Workers are first informed about how many images to be completed in a task, the average time 

it takes to complete all of them (3 minutes) and the reward. This enabled workers to decide 

whether the reward is worth the effort. Workers were instructed to submit their responses 

within a pre-determined duration (10 minutes) or their task is reassigned to another worker. 

This is to prevent any task from being indefinitely locked down to any worker or automated 

malicious tools. 

The first task presents all images in a slider that flips on worker’s mouse click. This layout was 

selected to reduce page scrolling and mouse movement across the page, reducing time and 

effort it takes a worker to move from one image to another. Besides, all crowdsourced images 

per task were sequential (based on timestamp), which lessen mouse movement even further 

(considering 30fps and the short eye movement within one or two seconds). To aid workers 
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effectively localise the centre of an eye pupil, the mouse cursor was replaced with a crosshair.  

The quality measures implemented in this study were a mix of traditional and advanced. I used 

30% gold standard injected data (images with known target centre) to make it harder for 

workers to identify whether an image is a gold standard. I also designed the task to crowdsource 

sequentially captured images where the target makes a very small shift in its location (few 

pixels) between these images. Consequently, a wide Euclidean distance between two sequential 

responses is identified as low a quality response. So, if a submission does not meet the imposed 

quality standards, the worker is transferred to the second task to self-verify their responses. 

The self-verification task layout was designed differently, but used the same quality measures. 

Instead of a slider where a worker has to click on each image to see the next one, this task 

presents all images in a grid view with the worker’s responses already laid out. This layout 

enables workers to quickly browse all images and look for those that appear less accurate. Like 

in the first task, the mouse cursor turns onto crosshair when moving over the images to aid 

workers verify their response and provide a more accurate localisation of the centre of the 

target. As a result of the carefully designed task layout and the chosen strict quality measures, 

each task required the responses of a single worker (unlike the traditional 3 or more workers), 

so no post-crowdsourcing data aggregation and no additional costs. 

The chapter established that crowd workers are capable in producing high quality annotations 

equal to that of an expert annotator. Besides, the overall outcome shows that the proposed 

crowdsourcing solution outperformed all state-of-the-art algorithms under controlled as well 

as real-world conditions. 

 

RQ3: How to develop low-cost crowd-powered solutions that directly benefit end-users? 

In chapter 3, Speeching app was deployed in the wild to enable participants with Parkinson’s 

to self-manage and- monitor their speech. The app offered participants the possibility to 

practice their speech from anywhere anytime, and offered them the choice to complete an 

assessment on their smart phones. Assessments were submitted to the crowd for ratings and 

their responses were then aggregated and presented in a statistical form on how their speech 

was perceived by naïve anonymous raters unrelated to them (the crowd workers). Each 

assessment took less than an hour to complete and costed nearly $2.10 USD. In a post-

deployment interview with the participants, they emphasized how the received feedback helped 

them better understand their speech condition and their progress. Some participants also 
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suggested the solution motivated them to practice more and improve their speech. 

Similarly, in chapter 4, the crowd-powered mobile eye-tracking system was deployed in the 

wild to establish its usability and benefit to end users. I recruited 8 participants from Newcastle 

University to use the eye tracker during lunch purchase activity. After crowdsourcing the 

localisation of eye pupil and calibration target, for robust eye tracking results (e.g. gaze, 

fixations, saccades), the system identified fixations (what a participant looked at and thought 

about) and crowdsourced the labelling of these fixations. The crowd identified labels were then 

laid out on the eye tracking recordings for participants to watch anytime and increase their 

knowledge about their lives and the decisions they make throughout the day. The results show 

that the approach is functional and can be used in many domains, particularly in research 

domains (e.g., marketing or product evaluation studies) given its robustness and low cost. 

5.1 Research limitations and future directions 

Both case studies presented in chapter 3 and 4 have potential limitations. The Speeching case 

study was deployed for a week with six participants with Parkinson’s whose speech disorder 

conditions vary from low to sever. A larger and longer scale study is needed to thoroughly 

evaluate the proposed Speeching solution, exploring its sustainability, and investigating long 

term impact of the provision of feedback on its users. One may investigate alternative motives 

than monetary and the potential to utilise people’s social capital to rate the speech assessment 

and support their friends or relatives with speech disorder. On the other hand, one of the 

participants failed to use the mobile solution due to broadband connectivity issues. Broadband 

connectivity in mobile services present a challenge that may be addressed by offering offline 

(no connectivity) services that sync with the Speeching server once back online, for example. 

Although crowdsourced speech assessments were, in average rated in less than an hour for a 

nearly $2.10 USD, crowd tasks may be refactored to lessen completion time and lower the cost 

further. Only UK based crowd workers could rate the uploaded assessments, which restricted 

the access to the wider crowdsourcing market and contributed to the longer average completion 

time. Since you don’t need to understand English to judge perceptual speech (pitch and volume 

at least) another design iteration is needed to explore the potential for utilising all available 

crowd workers (not only UK based). Further design iterations research is beneficial to 

investigate, for example the golden ratio between number of raters and the length of speech 

recordings per assessment. Finally, practices and assessments were hard coded in the 

Speeching app, so it may contain irrelevant content to some users. As such, the app should be 
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designed in a way that enables users or therapists to set up more relevant content to their 

conditions and goals they wish to achieve. 

Although CrowdEyes solution (from the second case study) presents to its users descriptive 

labels of everything they gazed on while wearing the eye tracker, yet it offers no further 

information or interactions. This limitation is intentional as to keep the scale of this study under 

control and more focused on the quality and accuracy of the crowd. As such, further studies 

needed to explore the design of crowdsourcing tasks for supporting the provision of feedback 

based on what we gaze on and the impact on its users. Also, the current capability of mobile 

computing (e.g., mobile devices, pocket PC) is still inadequate to support long constant eye 

tracking sessions. And when that is possible, the amount of video frames from constantly 

recording eye tracking data present another challenge for crowdsourcing. As such, another 

study is needed to investigate the role of crowdsourcing approaches and task design to support 

automated deep learning eye tracking algorithms that may offer highly accurate and cheap as 

well as interactive eye trackers. 

Finally, as this research did not investigate the privacy and security issues related to 

crowdsourcing personal data, since that is out of the scope of this study, further study is 

required. The study may explore the impact of making speech data incomprehensible before 

obtaining rating of the crowd for perceptual speech elements (pitch, volume, and rate). 
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