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Abstract 

Mycetoma is a chronic, painless, inflammatory condition, caused by either invading fungi or 

bacteria. It is one of twenty neglected tropical diseases formally recognised by the World 

Health Organisation. Following inoculation of the causative organisms into the subcutaneous 

tissue of a host, they organise into structures called grains. These in turn initiate the formation 

of granulomas and the development of a large, tumour-like mass. This lesion growth is 

reported to be painless by the majority of patients. Additionally, through unknown 

mechanisms, the pathogens appear to be able to persist in the host and evade their immune 

response.  

This thesis focuses on actinomycetoma, which is exclusively caused by bacteria of the phylum 

Actinobacteria. Such bacteria are a major source of specialised metabolites, such as 

antibiotics, antitumour compounds and immunosuppressants. The central hypothesis of the 

thesis is that bacterial pathogens produce one or more specialised metabolites that mediate 

painless lesion development and pathogen persistence. A key aim was therefore to isolate and 

characterise any such compounds, which may also have therapeutic potential. 

A new host-pathogen interaction assay was developed and applied to study virulence 

mechanisms of the actinomycetoma pathogen Streptomyces sudanensis. RNAseq, cytokine 

ELISAs, an NF-κB activity assay and microscopy were deployed to observe how murine 

macrophages and S. sudanensis interact. A unique immune profile was observed to be induced 

within the macrophages, characterised by a mixture of pro- and anti-inflammatory features. 

Multiple potential virulence factors were also identified within S. sudanensis. Additionally, 

human tissue culture cells were shown to undergo pyroptosis when interacting with the 

pathogen. Two related compounds that appear to be responsible for this activity were isolated 

from the bacteria and identified as 2,5-diketopiperazines.  

This work provides novel insights into how mycetoma pathogens interact with the immune 

system and of the molecular mechanisms underlying this disease. 
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Chapter 1. Introduction 

 

1.1 Mycetoma - an overview 

 

1.1.1 A neglected inflammatory disease 

Mycetoma is a chronic, granulomatous, inflammatory condition, which is progressive in its 

nature (van de Sande, 2013, van de Sande et al., 2014, Fahal et al., 2015, Cardenas-de la Garza 

et al., 2020). First described clinically in 1842, it is confined for the most part to tropical 

regions, as shown by Figure 1.1. The countries with the highest prevalence are Mauritania, 

Sudan, Mexico, Senegal, Niger and Somalia (van de Sande, 2013, van de Sande et al., 2018).  

 

Figure 1.1 Map of the world indicating the number of mycetoma cases reported within each 
country. Image taken from Figure 3 of Emery and Denning (2020).  

 

Mycetoma is formally listed by the World Health Organisation (WHO) as one of twenty 

neglected tropical diseases in the world, reflective of its incidence mainly amongst individuals 

of low socio-economic status (Fahal, 2017). It can be caused by either fungi, in which case it is 

termed eumycetoma, or by bacteria, referred to as actinomycetoma (Arenas et al., 2017). A 

meta-analysis of all published cases, conducted by van de Sande in 2013, estimated that 

actinomycetoma accounted for just over 50% of all mycetoma cases globally and it is this 

bacterial form of the disease which is the focus of this study. 
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1.1.2 The causative agents of actinomycetoma 

There are at least 58 species (bacterial and fungal) thought to cause mycetoma, although the 

true number of causative agents is hard to ascertain, as historically neither form of mycetoma 

has been a reportable disease in clinics (van de Sande, 2013, Zijlstra et al., 2016, Gilquin et al., 

2016, Gueneau et al., 2020). In terms of actinomycetoma, the most common causative 

species, starting with the most prevalent, are Actinomadura madurae, Streptomyces 

somaliensis, Actinomadura pelletieri, Nocardia brasiliensis and Nocardia asteroides (van de 

Sande, 2013). They, along with the other less common bacterial agents, are all members of 

the order Actinomycetales and are collectively referred to as actinomycetes. 

1.1.3 Pathology of actinomycetoma 

The pathology of mycetoma is well characterised. Once the causative agent has been 

inoculated into the subcutaneous tissue of an individual, it triggers the formation of structures 

called grains, comprised of the bacterial or fungal mycelium embedded in a hard cement-like 

material composed of agglomerated proteins, lipids, melanins and metal ions (Ibrahim et al., 

2013, Sheehan et al., 2020).  These become surrounded by neutrophils and macrophages as 

an inflammatory response is triggered, visible in Figure 1.2(a-c) (van de Sande, 2013, Arenas 

et al., 2017). 

 

Figure 1.2 (a) Actinomycetoma grains formed by A. pelletieri, surrounded by neutrophils 
and macrophages. Image from Fahal et al. (2015). (b) Actinomycetoma grains formed by A. 
madurae. Image from Arenas et al. (2017). (c) Actinomycetoma grains formed by S. 
somaliensis. Image from Arenas et al. (2017). (d) Foot of patient, featuring a large mycetoma 
growth. Image from (Fahal et al., 2015).  
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Recruited immune cells then form a stratified, multicellular structure around the grain, called 

a ‘granuloma’, represented in Figure 1.3, around which a fibrotic cap then develops. This is a 

key feature of the pathology of the disease.  

 

 

Figure 1.3 Diagrammatic example of a mycetoma granuloma. The mycetoma grain is 
surrounded by immune cells, which have formed the layered granuloma structure. 

 

The most common site in the body for this initial infection is the foot, followed by the hand, 

but mycetoma of the head and the torso have also been documented (Fahal et al., 2015). From 

the grain-containing granulomas, nodules and then a larger subcutaneous mass will develop, 

visible as tumour-like swelling and causing major deformity to the infected tissue, as in Figure 

1.2(d). Abscesses form, leading to the secretion of grain-containing pus and eventual scarring. 

If the condition is left untreated at this point, the bone will be invaded and surgery becomes 

the only treatment option, with limb amputations being common for individuals in the late 

stages of the disease (Fahal et al., 2015, Cardenas-de la Garza et al., 2020). In the most severe 

cases, the condition can spread further to the internal organs, with involvement of the lungs, 

bladder and spinal cord all being reported (Fahal et al., 2015). 
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1.1.4 Knowledge gaps 

There are multiple aspects of mycetoma which require further scientific investigation. For 

example, how the causative agents are inoculated into individuals is unknown (van de Sande 

et al., 2014). Some mycetoma pathogens have been successfully cultured from soil, but the 

potential mechanism of transition from soil to humans remains poorly understood (Zijlstra et 

al., 2016). With no known animal reservoir or vector, the current prevailing theories regard 

trauma to patients’ skin caused by plant thorns as the most likely inoculation route (van de 

Sande et al., 2014, Zijlstra et al., 2016). Disease prevention remains a challenge as long as the 

infection route remains unknown. 

Individuals in the early phase of the disease do not show any obvious external symptoms, 

meaning diagnosing the condition early has proven to be difficult (van de Sande et al., 2014). 

When symptoms do manifest, proper diagnosis requires complex histopathology and imaging 

techniques (Fahal et al., 2015, Siddig et al., 2019a). Such methods are very rapid and highly 

accurate, but also require surgical biopsies and expensive equipment. They are therefore not 

readily available in the poorer and more remote areas where mycetoma occurs. Simpler and 

cheaper culturing techniques to identify the causative species, which use grains from patients, 

also run into problems as many of the bacterial species are difficult to grow in labs, meaning 

such methods take roughly four times longer to yield a diagnostic result than histological 

examinations (Siddig et al., 2019a). Pathogens cultured from grains are also very easily 

incorrectly identified, leading to incorrect drug choice for treatment and patients suffering as 

a result (Fahal et al., 2015). Other diagnostic alternatives are PCR-based techniques, which 

have been shown to reliably identify pathogenic species (van de Sande et al., 2014). They are 

a promising area for the development of diagnostic tools, with the first multiplex RT-PCR assay 

that is able to accurately identify multiple eumycetoma pathogens having been recently 

developed (Arastehfar et al., 2020). But, as with other techniques, their current relative high 

cost makes them inapplicable in mycetoma endemic areas.  

Clinicians have emphasised the importance of developing accurate serological tests for use in 

the field, which would allow for immediate and low cost identification and characterisation of 

mycetoma infections (Hay et al., 2019). Antibody tests exist for Nocardia spp. but their 

specificity for mycetoma infections versus other nocardial diseases has not been studied and 

therefore their validity could be limited (Salinas Carmona et al., 1993, Cardenas-de la Garza et 
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al., 2020). Recently however, Actinomadura species have tested positive in these Nocardia 

serological tests, but the underlying molecular cause of these positive results has not yet been 

investigated (Cardenas-de la Garza et al., 2020). Ultimately, novel markers common across the 

majority of actinomycetoma infections need to be identified to allow for swift and accurate 

diagnosis in the field. 

It has been observed that the course of the disease is dependent on what the infective 

organism is, with actinomycetoma being more aggressive and damaging than eumycetoma 

(Zijlstra et al., 2016, Emmanuel et al., 2018). This effect can also be seen between the different 

bacterial species, where the disease progresses faster with some than with others. There are 

no suggestions for specific potential virulence factors which could be responsible for a more 

aggressive mycetoma spread. Speculation has attributed differences in disease progression to 

the diverse chemistry abilities of mycetoma pathogens and whether they produce more 

“substances that destroy tissue” (Vera-Cabrera et al., 2012). Related to this effect is the 

observation from patient studies in Sudan that the duration of the disease can vary from a few 

months in some individuals, all the way up to 60 years in others (Fahal et al., 2015). Questions 

as to how the infection is able to evade, or at the very least modulate, the immune system for 

such lengths of time and why this effect varies between individuals, have not been answered. 

The same patient study highlighted another curious aspect of the disease; 70.5% of patients 

experienced no pain, despite the presence of a subcutaneous mass. Any pain that was 

experienced was intermittent and attributed to secondary bacterial infections of the affected 

site, as opposed to the primary mycetoma agent itself. As with the disease duration effect, 

the molecular mechanisms behind this lack of pain and whether it is attributable to the 

causative bacteria have not been resolved. Additionally, how bacteria form grains within 

tissue and what molecular mechanisms initiate this process has not been explored (van de 

Sande et al., 2014). 

Taken together, these gaps in knowledge serve to highlight that there are myriad questions 

relating to the underlying molecular biology of mycetoma which need to be addressed.  
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1.2 The human immune system 

To set the pathology of mycetoma in its proper context, the composition and function of the 

human immune system first needs to be examined. 

1.2.1 An overview 

The human immune system functions to distinguish foreign agents, such as pathogenic 

microbes, and abnormal cells, such as cancerous growths, from the healthy self. It eliminates 

anything recognised as non-self and repairs tissue damage. The system is comprised of a highly 

complex network of cells, tissues and organs, highlighted in Figure 1.4. These all act in concert 

to safeguard the body.  

 

 

Figure 1.4 Tissues and organs of the human immune system. Image adapted from Nagwa 
(n.d.).  

 

Immune activities are mediated by a wide variety of soluble proteins and white blood cells, 

which freely circulate through nearly all tissues. White blood cells have a wide variety of 

functions and are classically grouped into distinct two arms of the immune system, namely 

innate and adaptive immunity (Akira et al., 2006). The innate arm constitutes a germline-
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encoded first line of defence, while the adaptive arm involves highly specific recognition of 

pathogens and the generation of immunological memory.  

Innate immunity is mediated by the complement cascade of soluble proteins and the following 

cell types: phagocytic macrophages and dendritic cells (DCs); granulocytic neutrophils, 

basophils, eosinophils and mast cells; and innate lymphoid cells (ILCs) (Akira et al., 2006, 

Iwasaki and Medzhitov, 2015). All can be seen in Figure 1.5(a-g). Adaptive immunity is 

mediated by only two cell types: T and B lymphocytes. These are shown in Figure 1.5(h-i). 

While these two arms are defined separately, they do not exist in isolation, with each 

reinforcing and regulating the other. The primary mechanisms of this regulation are the 

release of cytokines, the chemical messengers of the immune system, and presentation of 

foreign antigen to other immune cells to trigger activation. Innate and adaptive immunity 

combine to mount a cohesive immune response. 

 

Figure 1.5 Cell types of the innate and adaptive branches of the human immune system. (a) 
Macrophage, carrying out phagocytosis of a pathogen. (b) Dendritic cell. (c) Innate lymphoid 
cell, represented here by a natural killer cell. (d) Neutrophil. (e) Basophil. (f) Eosinophil. (g) 
Mast cell. (h) T lymphocyte, displaying its defining T cell receptor. (i) B lymphocyte, 
displaying its defining B cell receptor. 
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The microbial pathogens that the immune system can respond to include species of bacteria, 

fungi, viruses and parasites. Such pathogens contain evolutionarily conserved components, 

generally essential to their survival, which are collectively known as pathogen associated 

molecular patterns (PAMPs) (Akira et al., 2006, Iwasaki and Medzhitov, 2015, Fitzgerald and 

Kagan, 2020). For bacterial species, PAMPs may include lipopolysaccharide (LPS), lipoproteins 

or peptidoglycan. Additionally, pathogen activities and attacks against the host, mediated by 

their virulence factors, result in detectable conserved effects, known as danger associated 

molecular patterns (DAMPs) (Iwasaki and Medzhitov, 2015, Fitzgerald and Kagan, 2020). 

Examples of DAMPs include peptide fragments, indicating protease activity, or debris from 

lysed host cells, indicating the activity of pore-forming toxins. Determination of non-self from 

self by the immune system is enabled by the detection of PAMPs and DAMPs. Following 

recognition of a foreign threat, an immune response is elicited. The following sections will 

focus on the response to pathogens, with particular emphasis on bacteria.  

1.2.2 Detection of PAMPs and DAMPs 

Threat detection begins with pattern recognition receptors (PRRs) and the complement 

system (Iwasaki and Medzhitov, 2015, Reis et al., 2019, Fitzgerald and Kagan, 2020). PRRs are 

expressed on the surfaces and within the endosomes of all host cells, i.e., not only immune 

cells but also other cell types, such as epithelial cells. They detect pathogens via the 

recognition of PAMPs and DAMPs. Classes of PRRs include Toll-like receptors (TLRs), 

nucleotide-binding oligomerisation domain-like receptors, RIG-I-like receptors, C-type lectin 

receptors and AIM-2-like receptors (Iwasaki and Medzhitov, 2015).  

Ligand binding to PRRs triggers signalling cascades that lead to the activation of immunity 

related transcription factors and expression of response genes. Taking the example of TLRs, 

ligand recognition leads to the activation of an intracellular signalling cascade, as shown in 

Figure 1.6 (Fitzgerald and Kagan, 2020). This ultimately leads to the translocation into the 

nucleus of NF-κB and AP-1, key mediators of the inflammatory immune response. These 

transcription factors bind to DNA promoter sequences, triggering expression of cytokines, 

chemokines and numerous other immune response genes, the products of which mediate 

activation and upregulation of an immune response.  
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Figure 1.6 Structure of a TLR and activation of its signalling pathway. TLRs consist of an 
extracellular leucine-rich repeat domain (blue) and an intracellular TIR domain (orange). (a) 
A PAMP (green) is bound by the TLR. (b) TLR undergoes dimerization. (c) Adaptor proteins 
(purple) bind to the receptors’ TIR domains, initiating a signalling cascade. 

 

Proteins of the complement system can also recognise PAMPs and DAMPs (Reis et al., 2019). 

Recognition triggers a proteolytic cascade of the proteins, producing peptide fragments with 

various functions. Some are bound by complement receptors on the surfaces of immune cells, 

resulting in activation of those cells. In the case of innate immunity, this amplifies the immune 

response by enhancing NF-κB and AP-1 activation. Other complement peptides coat 

pathogens to enhance their uptake by phagocytosis, trigger immune cell migration by acting 

as chemoattractants, regulate cell adherence or assemble into a membrane attack complex, 

which then inserts into the membranes of pathogens and triggers lysis.    

1.2.3 Macrophages and dendritic cells as the first line of defence 

Activation of the above innate signalling systems brings tissue-resident macrophages and DCs 

into action (Akira et al., 2006, Iwasaki and Medzhitov, 2015). Macrophages differentiate from 

circulating monocytes in the blood, after which they patrol the peripheral tissues of the body 

(Mosser and Edwards, 2008, Iwasaki and Medzhitov, 2015). Differing cocktails of PAMPs, 

DAMPs, cytokines and chemokines trigger activation of these cells and determine their 

polarisation to a particular phenotype. At one end of this polarisation scale are classically 

activated, or M1, macrophages (Mosser and Edwards, 2008). They arise in response to the 

detection of bacterial, fungal or viral components, exposure to apoptotic cells and upon 

encountering pro-inflammatory cytokines, such as tumour necrotic factor (TNF) α or 

interferon (IFN) γ, produced by other host cells (Mosser and Edwards, 2008, O'Neill and 
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Pearce, 2016, Parisi et al., 2018). M1 macrophages have an enhanced ability to kill microbes. 

This is mediated by increased phagocytosis and the upregulation of bactericidal reactive 

oxygen species (ROS) and nitric oxide (NO) production. They also themselves secrete large 

quantities of pro-inflammatory cytokines, such as interleukin (IL) 1β, TNFα and IL6, promoting 

activation, differentiation and recruitment of other pro-inflammatory immune cells involved 

in cell-mediated immunity.  

At the other end of the polarisation spectrum are alternatively activated, or M2, macrophages. 

They arise in response to anti-inflammatory signals, such as IL10 and IL4, which are produced 

in the later stages of the pro-inflammatory response by lymphocytes and in response to 

infection by parasites (Mosser and Edwards, 2008, O'Neill and Pearce, 2016). They can be 

further divided into wound-healing and regulatory phenotypes (Mosser and Edwards, 2008). 

The main feature of wound-healing cells is their upregulation of the conversion of arginine to 

ornithine, which in turn can be converted into collagen and polyamines. Collagen contributes 

to the production of a new extracellular matrix (ECM) and thus mediates tissue repair and 

wound healing. Polyamines suppress the clonal expansion of T and B lymphocytes, thus 

constraining adaptive immunity. Regulatory macrophages meanwhile produce high levels of 

anti-inflammatory cytokines, such as IL10, the key mediator of the anti-inflammatory 

response, and transforming growth factor (TGF) β. M2 macrophages are essential for 

supressing the immune system to prevent a runaway immune response that would ultimately 

kill the host. It should be emphasised that macrophage polarisation is not binary, but rather a 

sliding scale with M1 and M2 at either end and a range of mixed phenotypes in between (Parisi 

et al., 2018).  

DCs also continuously patrol the peripheral tissues, but their role is to act as the main antigen 

presenting cells of the immune system (Banchereau and Steinman, 1998, Bieber and 

Autenrieth, 2020). DCs are continually taking up particles from their environment by 

phagocytosis, degrading them and presenting the resulting peptide epitopes on their surfaces 

in complexes with major histocompatibility complexes (MHC), a process detailed in Figure 1.7 

(O'Neill and Pearce, 2016).  
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Figure 1.7 Pathways for the presentation of antigens at the surface of cells. (a) Presentation 
of intracellular antigens with MHC I. Proteins are degraded by the proteasome, transported 
into the endoplasmic reticulum (ER) via transporter associated with antigen presentation 
(TAP) and complexed with MHC I. The complex is transported to the plasma membrane via 
the Golgi. (b) Presentation of extracellular antigens with MHC II. MHCII is assembled with 
the invariant chain (li) in the ER and transported via the Golgi to an MHC II compartment 
(MIIC). The li is cleaved and, via the chaperone HLA-DM, replaced with antigen peptide, 
derived from endocytosed and proteolytically cleaved exogenous protein. The MHC II-
antigen complex is then transported to the plasma membrane. Adapted from figures 1 and 
3 of Neefjes et al. (2011). 

 

Through this process they are able to present “self” antigens, indicating to other immune cells 

the absence of pathogens, and also enabling the tolerisation of lymphocytes, preventing 

autoimmune reactions (Banchereau and Steinman, 1998). When microbes or PAMPs are 

encountered, following phagocytosis, the foreign epitopes are presented with type II MHCs 

on the DC surface, indicating to other cells the presence of an extracellular infection (see 

Figure 1.7(b)). If a foreign antigen is detected within the DC cytoplasm, it is instead presented 

on type I MHC, signalling an intracellular infection (see Figure 1.7(a)). Encounters with 

pathogens trigger DC activation via PRRs. The DCs are induced to boost antigen presenting 

capacity through increased display of MHC at the plasma membrane, upregulate expression 

of lymphocyte co-stimulatory molecules and release pro-inflammatory cytokines and 

chemokines (Banchereau and Steinman, 1998, Bieber and Autenrieth, 2020). Activated DCs 

will also migrate to lymphoid tissues in order to present antigen to naïve cells T and B 

lymphocytes, engaging adaptive immunity in the fight against the infection.  
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1.2.4 Neutrophils are recruited following macrophage activation 

During a bacterial infection, cytokines and chemokines released by the activated macrophages 

and DCs recruit a milieu of circulating innate leukocytes to the site of infection. These include 

monocytes, which differentiate into additional macrophages and DCs, and the granulocytic 

neutrophils (Iwasaki and Medzhitov, 2015). Neutrophils are the most abundant leukocytes, 

accounting for 70% of all circulating white blood cells in humans (Papayannopoulos, 2018, 

Rosales, 2020). Like macrophages, they are highly phenotypically heterogeneous, however 

their specific subclasses have not yet been formally categorised (Rosales, 2020). Once at the 

site of infection, neutrophils carry out their core microbicidal function. This microbial killing is 

mediated through a variety of methods, namely: phagocytosis of pathogens, release of toxins 

from cytoplasmic granules via degranulation, release of ROS and formation of neutrophil 

extracellular traps (Iwasaki and Medzhitov, 2015, Papayannopoulos, 2018).  

Neutrophils can also cooperate and coordinate their attacks against larger groups of 

pathogens, which would normally overwhelm individual cells, through a poorly characterised 

process known as ‘swarming’ (Kienle and Lammermann, 2016, Alex et al., 2020). Additionally, 

they release their own cocktail of pro-inflammatory cytokines to help maintain and enhance 

immune cell recruitment and activation to fight the infection (Rosales, 2020). Neutrophils are 

some of the most biologically well-equipped and potentially destructive cells of the immune 

system.  

1.2.5 The role of innate lymphoid cells in shaping the immune response 

Also activated by the cytokine milieu released by macrophages and DCs are ILCs (Iwasaki and 

Medzhitov, 2015). These cells have shared phenotypic features and reside in peripheral 

tissues, in particular barrier surfaces like mucosal membranes, as opposed to in lymph nodes 

or the blood (Spits and Cupedo, 2012, Spits et al., 2013, Klose and Artis, 2016). They lack PRRs 

and can only be activated by cytokines (Klose and Artis, 2016). ILCs are grouped into three 

distinct functional categories (Spits et al., 2013). Group 1 are characterised by their high 

production of the pro-inflammatory cytokine IFNγ and play a key role in anti-viral immunity. 

Natural killer (NK) cells are members of this group and are responsible for detecting infected 

or stressed host cells and lysing them (Iwasaki and Medzhitov, 2015, Klose and Artis, 2016). 

They are the only cytotoxic ILCs. Group 2 ILCs are involved in immune responses to 

extracellular parasites and in allergy and characteristically produce the cytokines IL4, IL5 and 
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IL13 (Spits et al., 2013, Klose and Artis, 2016). Group 3 produce IL17 and IL22 and play a role 

in the formation and repair of lymphoid tissue, as well as in defence against extracellular 

bacteria. ILCs ultimately serve to regulate and tailor immune responses to suit the specific 

threat encountered.  

1.2.6 Activation and roles of T and B cells  

As described above, the second arm of the immune system is adaptive immunity, which is 

mediated by T and B lymphocytes. T lymphocytes take their name from the fact that they 

mature in the thymus, after which they move to peripheral tissues (Kumar et al., 2018). In the 

periphery, they can be found in three forms: regulatory T cells (Tregs), naïve T cells and 

memory T cells. Tregs are defined by their expression of the transcription factor FOXP3 and 

maintain immune self-tolerance and homeostasis by suppressing lymphocyte activity 

(Kitagawa and Sakaguchi, 2017). Naïve T cells are inactive and remain in the lymph nodes, 

awaiting stimulation by foreign antigens complexed with MHC I or II and costimulatory 

molecules, all presented on the surfaces of DCs and macrophages (Kumar et al., 2018). 

Detection of antigens is mediated via their characteristic T cell receptor (TCR) (Alcover et al., 

2018). Following activation, the naïve cells will undergo clonal expansion and differentiate into 

a variety of effector subtypes, which are split into two camps: those expressing the surface 

receptor CD8 (CD8+) and those expressing CD4 (CD4+) (Zhu et al., 2010).  

CD8+ T cells are cytotoxic, directly killing infected or stressed host cells and therefore playing 

a key role in cell mediated immunity. CD4+ cells are known as T ‘helper’ cells and play a similar 

role to ILCs, in that they also regulate and tailor the immune response to best suit the specific 

pathogenic threat encountered. They themselves are subdivided into three groups, namely 

Th1, Th2 and Th17, the functionalities of which are mirrored by the ILC groups (Ziegler, 2016). 

Th1 cells produce IFNγ, TNFα and IL2 and so are involved in promoting the inflammatory 

response and encouraging cell mediated immunity, for instance by increasing and maintaining 

macrophage activation (Zhu et al., 2010, Ziegler, 2016). Th2 cells mainly produce IL4, IL5, IL10 

and IL13, so suppress inflammation and help to combat extracellular parasitic infections. They 

also encourage humoral immunity, through boosting antibody production by B lymphocytes 

and therefore are important for a strong antibody response (Mosmann and Sad, 1996). Finally, 

Th17 cells are characterised by their production of IL17A and IL17F and boosting tissue 
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inflammation (Ziegler, 2016). Their key function is in promoting clearance of extracellular 

bacterial and fungal infections (Patel and Kuchroo, 2015).  

Following activation and differentiation, T cells migrate from the lymph nodes to the site of 

infection and proceed with their defined roles (Kumar et al., 2018). Upon clearance of an 

infection, effector T cells undergo apoptosis, leaving the final class of T cells in their wake, the 

memory T cells. These cells are long-lived and recognise the specific antigen/pathogen that 

was previously cleared. Should the same pathogen infect the host again, it can be recognised 

by the memory cells, triggering an adaptive immune response at a much faster rate than 

before. It is through this class of cell that the adaptive immune system generates 

immunological memory and long-term immunity.  

B lymphocytes take their name from the fact that they mature in the bone marrow and are 

distinguished as the producers of antibody and by their expression of the B cell receptor (BCR) 

(Banchereau and Steinman, 1998, Treanor, 2012). They mediate humoral immunity. Like T 

cells, once matured they exist in a naïve state and can be subdivided into distinct classes, 

namely B1a, B1b, B2 and marginal zone (MZ) cells (D'Souza and Bhattacharya, 2019). B1a and 

B1b cells play a role in the early humoral response and in fact have innate immunity 

characteristics, as they can only produce antibodies with affinity to evolutionarily conserved 

antigens (Haas et al., 2005, Prieto and Felippe, 2017). B2 and MZ cells on the other hand can 

recognise previously unencountered antigens and are therefore truly adaptive, coming into 

play in the later stages of an infection. The key distinction between them is that B2 cells 

circulate throughout the body, while MZ cells are localised exclusively in the spleen.  

Binding of antigen ligands to the BCR, alongside recognition of costimulatory molecules and 

cytokines supplied by Th2 cells, triggers activation, differentiation and clonal expansion of 

naïve B cells (Treanor, 2012, D'Souza and Bhattacharya, 2019). Activation can also be triggered 

by TLRs. Differentiation is either into memory B cells, which provide lasting immunity to a 

pathogen in the same manner as memory T cells, or into plasma cells, which devote the vast 

majority of their cellular resources to the production of antibodies (D'Souza and Bhattacharya, 

2019).  
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1.2.7 Antibodies – the arsenal of B cells 

Antibodies are extracellular proteins, comprised of light and heavy peptide chains, which 

themselves are comprised of multiple immunoglobulin domains. In humans, there are 5 

classes of antibody: IgA, IgD, IgE, IgG and IgM (Stavnezer, 1996). Each class has a different 

functional role determined by their structures, which can be seen in Figure 1.8.  

 

Figure 1.8 Structures of the 5 classes of antibodies. Each oval represents an immunoglobulin 
domain; the heavy chain is coloured red; the light chain is coloured orange; variable regions 
are coloured green. (a) IgG and IgD. IgD is membrane bound, acting as the BCR. IgG is 
secreted. (b) IgA, a secreted dimer involved in mucosal immunity. (c) IgM, a secreted 
pentamer. (d) IgE, usually membrane bound and plays role in allergy and parasite defence. 

 

B cells have the ability to undergo class switching, whereby they transition from producing 

one class of antibody to another (Stavnezer, 1996). Class switching is promoted by T helper 

cells and is dependent on the nature of the pathogenic threat encountered, allowing the most 

functionally effective antibody class in a given scenario to be synthesised. B2 cells have the 

ability to class switch to all isotypes, while B1a and B1b cells are more limited, primarily 

producing IgM and being able to class switch only to IgA (Prieto and Felippe, 2017).  
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Antibodies have multiple modes of action (Lu et al., 2018). They can bind directly to antigens 

on the surfaces of pathogens, preventing them from exerting their virulent effects in a process 

called neutralisation. In the case of the multimeric IgA and IgM, multiple pathogens can be 

bound by the same antibody, clumping the invaders together and making them a more 

attractive target for phagocytes and physically preventing their dissemination in the host. This 

is known as agglutination. Phagocytes express surface receptors that recognise antibodies and 

so coating a pathogen with antibodies makes it more easily detectable and promotes 

phagocytosis. This is termed opsonisation. NK cells also have receptors for antibodies and are 

triggered to release their cytotoxic cargo upon receptor activation, so antibodies can boost 

cytotoxicity. Antibodies can also be bound by complement proteins, triggering the cascade 

and its downstream effector functions. Finally, antibodies can bind soluble factors secreted by 

pathogens to aid virulence, causing them to precipitate out of solution and rendering them 

ineffective.   

1.2.8 Generating adaptive immunity – somatic recombination and hypermutation 

T and B lymphocytes can modify their TCRs, BCRs and antibodies to specifically recognise 

newly encountered antigens. These fundamental processes are what make this branch of the 

immune system “adaptive” and are critical to its function. In the case of the TCR, this 

adaptation is solely mediated by somatic DNA recombination of the variable (V), diversity (D) 

and joining (J) segments of the genes that encode the receptor peptide chains (Hozumi and 

Tonegawa, 1976, Oettinger et al., 1990). Recombination of different V, D and J segments 

generates an entirely new amino acid sequence and therefore a new tertiary structure for the 

binding region of the receptor peptide chain. Thus, through essentially trial and error, a T cell 

can be generated that is able to recognise an antigen that was previously unknown to the 

immune system.  

B cells also use VDJ recombination to generate structural diversity for the immunoglobulin 

chains of their BCRs and antibodies. But they also have another genetic tool at their disposal, 

somatic hypermutation (Di Noia and Neuberger, 2007).  This process involves introducing 

point mutations in the immunoglobulin heavy and light chain genes, resulting in changes to 

their amino acid sequences and protein structures. With this process working alongside VDJ 

recombination, B cells have an even greater capacity for generating structural diversity and 

stronger binding affinity for novel antigens than T cells. 
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Moving from this broad perspective of the immune system, the way in which an 

actinomycetoma infection interacts with many of the above-described processes will now be 

examined.   

 

1.3 Mycetoma and the immune system 

 

1.3.1 Granulomas and disease 

A key feature of mycetoma pathology is the formation of granulomas in the host tissues. A 

granuloma was authoritatively defined by Dolph Adams in a 1976 review as “A compact 

collection of mature mononuclear phagocytes, which is not necessarily accompanied by 

accessory features, such as necrosis” (Adams, 1976). Research in the decades since this 

definition has shown that of the mononuclear phagocytes, macrophages are the central 

architects of these cellular structures (Ramakrishnan, 2012). These cells organise into 

granulomas in the presence of foreign bodies or persistent antigens, to physically wall-off and 

contain threats which they have been unable to destroy. Granuloma-inducing antigens are 

derived from various species of parasites, viruses, fungi or bacteria (Pagan and Ramakrishnan, 

2018). In the case of nearly all infectious granulomatous diseases, the identity of the inciting 

antigen is unknown. Following granuloma formation by macrophages, other immune cell 

types can also be recruited, including T and B lymphocytes, NK cells and DCs (Pagan and 

Ramakrishnan, 2018, Wilson et al., 2019). If the stimulating antigen is still not cleared by this 

response, then granuloma formation becomes excessive and leads to severe pathologies in 

the host, its protective function subverted (Pagan and Ramakrishnan, 2018).   

Depending on the infectious agent present, macrophages can differentiate into various cell 

types as the granuloma matures. They can undergo a mesenchymal-epithelial transition into 

large, elongated cells, which pack together with interdigitated membranes (Adams, 1974, 

Pagan and Ramakrishnan, 2018). Such macrophages are called ‘epithelioid’ cells. They 

resemble epithelial cells and express canonical epithelial markers, such as E-cadherin (Cronan 

et al., 2016). The presence of epithelioid cells provides rigid structure to granulomas. It has 

been shown that disruption of epithelial markers in macrophages results in the development 

of disorganised granulomas, which allow greater infiltration of neutrophils and lymphocytes 

(Cronan et al., 2016, Kauffman et al., 2018). Greater infiltration of these cells correlates with 
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increased pathogen killing and host survival. Epithelioid granulomas can therefore promote 

pathogen persistence. Their development process is shown in Figure 1.9. Infectious 

granulomas are typically epithelioid, raising the question of whether there is a common 

initiating stimulus shared amongst pathogens (Pagan and Ramakrishnan, 2018). Macrophages 

can also fuse membranes with their neighbours, becoming multinucleate giant cells (MGCs), 

or oxidise intracellular lipids to become foam cells.  

 

Figure 1.9 Summary of epithelioid granuloma development, including stimulants proposed 
to trigger each stage. Persistent antigen triggers macrophages to form into a granuloma. 
Epithelioid differentiation is then thought to be triggered either by IL4 or chronic mTORC1 
signalling. Depending on the stimuli present, granulomas can then progress either to a 
necrosis or fibrosis. Taken from Figure 1 of Pagan and Ramakrishnan (2018).   
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Other common structural changes in mature granulomas are necrosis and fibrosis, seen as 

diverging pathways in Figure 1.9. Necrosis is confined to the core of the granuloma and is most 

common during infections by intracellular pathogens. Fibrosis is an excessive production of 

connective tissue, which builds up around the perimeter of granulomas, forming a fibrotic cap. 

The presence of either of these features is an indicator of a poor health outcome for a patient. 

As with the initiation of granuloma formation and epithelioid differentiation, it is unknown 

why some pathogens induce these effects while others do not. 

1.3.2 The mycetoma grain and granuloma 

As described above, granuloma development in mycetoma follows the formation of a grain by 

the invading pathogen. A study of fungal grain formation during a eumycetoma infection in 

the model organism Galleria mellonella found this process to consist of four steps (Sheehan 

et al., 2020). First, the host and pathogen recognise one another. This induces the pathogen 

to secrete enzymes that cross-link ECM proteins to the fungal mycelium and each other, while 

immune cells form a sheath around the mycelium. The immune cells then begin to produce 

ROS and antimicrobial peptides, triggering a stress response in the fungal cells. This stress 

response leads to the initiation of melanisation by the fungi, forming an encapsulated grain. 

Granuloma formation by recruited immune cells then follows. 

Study of the granulomas formed during eumycetoma development from Madurella 

mycetomatis infection led to the observation of the presence of three types of host tissue 

reaction, represented in Figure 1.10 (Fahal et al., 1995).  
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Figure 1.10 Types of granuloma observed during mycetoma infections. (a) Type 1: 3 zones 
of cells surround the central bacterial/fungal grain. The first consists of neutrophils, which 
start to fragment the grain. The second contains of macrophages and foam cells. The third 
is comprised of lymphocytes (T, B and NK cells). (b) Type 2: Neutrophil zone is replaced by 
a larger zone of macrophages, which also includes MGCs. These cells clear the fragmented 
grain, any pathogens and dead neutrophils. Lymphocytes are still present. (c) Type 3: The 
grain has been cleared, leaving an epithelioid granuloma structure. This is comprised of a 
core of epithelioid macrophages. MGCs and foam cells are still present. The outer layer of 
lymphocytes also persists. 

 

Type I granuloma tissue is comprised of neutrophils immediately surrounding the grain in a 

central layer, encircled by a second layer of macrophages with vacuolated cytoplasm and 

lymphocytes, as seen in Figure 1.10(a). The grain at the centre may be partially fragmented, 

due to the activity of the neutrophils. In type II tissue the inner neutrophil layer is not present, 

replaced instead with macrophages and MGCs, shown in Figure 1.10(b). It was observed that 
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macrophages in this tissue type appear to be involved in clearing the fragmented grain and 

any dead neutrophils. Type III tissue has a similar organisation to type II, except the grain at 

the centre has been cleared, with a core of epithelioid macrophages and MGCs taking its place, 

shown in Figure 1.10(c). 

These tissue types were later observed surrounding grains of S. somaliensis in an 

actinomycetoma infection (El Hassan et al., 2001). Very rarely would one type be seen in 

isolation within an infection site, with combinations of the two being most common, and it is 

speculated that type I in fact gives way to type II as grain fragmentation progresses. It was 

noted in the case of eumycetoma that while this response by immune cells did successfully 

destroy existing grains, new ones would still form, indicating the failure of this immune 

response to completely eliminate the invading organism (Fahal et al., 1995). Pathogen 

persistence may in fact be favoured by this response. In eumycetoma, some giant cells within 

type II tissue were seen to contain viable M. mycetomatis hyphae, while foam cells were 

observed around the granulomas of an actinomycetoma infection (Fahal et al., 1995, Salinas-

Carmona et al., 2012).  

1.3.3 Genetic factors affecting the immune response to mycetoma 

Three patient studies examined the role genetic factors might play in increasing an individual’s 

susceptibility to eumycetoma. Owing to the presence of neutrophils at the centre of 

mycetoma granulomas, the first study looked into single nucleotide polymorphisms (SNPs) 

that impacted neutrophil function (van de Sande et al., 2007). Key differences in allele 

occurrence were found between eumycetoma patients and a healthy control group; namely 

for the genes CR1, CXCL8, CXCR2, TSP4 and NOS2. CR1 encodes complement receptor 1 on 

neutrophils and binds to pathogens coated in complement proteins, allowing the neutrophil 

to ‘present’ such pathogens to a macrophage for phagocytosis. Eumycetoma patients were 

found to have SNPs that would reduce the efficacy of this receptor for binding complement, 

which would therefore limit neutrophil functionality. 

CXCL8 encodes IL8, CXCR2 encodes its receptor and TSP4 produces thrombospondin-4, an 

initiator of IL8 production. IL8 is a chemokine for neutrophils that recruits the cells to sites of 

infection or tissue damage. In the mycetoma patients, alleles associated with increased IL8 

production were found for all three genes, meaning an excessive number of neutrophils would 
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be drawn to sites of damage. It is postulated that the activity of these additional neutrophils 

could result in further damage to tissues and subsequent progression of mycetoma. 

The final gene flagged in this study, NOS2, encodes NO Synthase Type 2 in neutrophils. NO 

production is used as a method of killing bacteria and within the mycetoma patients NOS2 

was expressed at lower levels than in the control group. Lower expression of NOS2 lowers NO 

production, which logically results in neutrophils becoming less competent at killing bacteria. 

The second genetic study looked at genes involved in the production of the chemokine CCL5 

and the cytokine IL10 (Mhmoud et al., 2013). CCL5 is secreted by macrophages and promotes 

the formation of granulomas by attracting T lymphocytes, DCs, NK cells, mast cells and 

basophils to the site of infection. In the case of mycetoma patients, two alleles for CCL5 were 

identified which were not present in the healthy control group and thus were deemed to be 

linked to increased susceptibility for the disease. The alleles appeared to contribute to 

increasing CCL5 expression in the mycetoma patients. 

As described above, IL10 is an anti-inflammatory cytokine. It suppresses the production of NO, 

ROS and cell mediated immunity, promoting humoral immunity instead (Cyktor and Turner, 

2011). Within mycetoma patients, an allele linked to increased expression of this cytokine was 

found (Mhmoud et al., 2013). Increased IL10 production by immune cells could create an 

environment of less direct killing of bacteria and the host cells infected by them, due to a down 

regulation of the cell mediated immune response. 

The third study examined expression of matrix metalloproteinases (MMPs) in eumycetoma 

infections (Geneugelijk et al., 2014). MMPs are proteolytic enzymes expressed in response to 

infection or injury and which play roles in tissue remodelling, wound healing, activation or 

inhibition of cytokines and promoting the migration of immune cells through tissues (Nissinen 

and Kahari, 2014, Tomlin and Piccinini, 2018). Excessive MMP activity has been shown to 

contribute to the pathology of inflammatory diseases. Within the context of mycetoma, these 

enzymes were speculated to be responsible for the accumulation of collagen that leads to the 

granulomas undergoing fibrosis (Geneugelijk et al., 2014). The study found that not only was 

expression of MMPs raised in eumycetoma, but that the disease was associated with a 

particular allele in TIMP-1. This gene encodes an inhibitor of MMP activity and the allele 

associated with the disease was one that reduces its expression (Ali et al., 2020). The presence 
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of the allele was therefore speculated to contribute to raised MMP activity and the 

development of fibrosis in mycetoma lesions.  

1.3.4 Cytokine profile of mycetoma 

Assaying for cytokines produced in N. brasiliensis-induced actinomycetoma revealed that pro-

inflammatory cytokines are strongly expressed in the early stages of the disease (Solis-Soto et 

al., 2008). Infecting keratinocytes with A. madurae yielded a similar set of observations 

(Santiago-Tellez et al., 2019). Furthermore, in vivo cytokine detection in patients with 

eumycetoma produced the same result, with raised levels of IL1β, IL2, IL12, TNFα and IFNγ all 

being detected (Nasr et al., 2016, Abushouk et al., 2019). These interleukins are indicative of 

a pro-inflammatory response and promote cell mediated immunity (Mosmann and Sad, 1996, 

Zhu et al., 2010, Abushouk et al., 2019). Additionally, IL17A and MMP9 have been found to be 

expressed in mycetoma granulomas (Siddig et al., 2019b). IL17A promotes production of pro-

inflammatory cytokines by immune cells, while MMP9 degrades the extracellular matrix and 

proteolytically activates chemokines to aid cell migration. Expression levels of both correlated 

with increased disease duration in patients.  

Also detected in both eumycetoma and actinomycetoma infections were the cytokines IL4, 

IL5, IL6, IL10, IL13, IL35 and IL37 (El Hassan et al., 2001, Mendez-Tovar et al., 2004, Nasr et al., 

2016, Abushouk et al., 2019). These cytokines all induce an anti-inflammatory response, as 

well as promoting antibody production to enable humoral immunity (Mosmann and Sad, 

1996, Zhu et al., 2010).  

Interestingly, in the actinomycetoma studies, IL10 and IL4 were the cytokines found to be at 

the highest levels within lesions, indicating the mounting of a strong anti-inflammatory 

response by the immune system (El Hassan et al., 2001, Salinas-Carmona et al., 2012). A 

patient study also found IFNγ, a key effector of inflammation, to be significantly lower in 

actinomycetoma patients when compared to a control group, as well as IL10 and IL4 to be 

significantly higher (Mendez-Tovar et al., 2004, Zhu et al., 2010). IL35 and IL37 levels were also 

found to be positively correlated with lesion size and disease duration in patients, while IL1β 

and IL12 levels showed a negative correlation (Abushouk et al., 2019). The dampening of the 

pro-inflammatory response would inhibit cell mediated immunity, allowing the causative 

mycetoma bacteria to survive the immune response and persist within the host, thus 

exacerbating the disease (Mendez-Tovar et al., 2004, Salinas-Carmona et al., 2012). 
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1.3.5 The role of adaptive immunity in the host response to mycetoma 

The adaptive immune response to mycetoma has been examined over the last three decades 

(Rico et al., 1982, Deem et al., 1983, Salinas-Carmona and Perez-Rivera, 2004). Initial 

investigations showed that T cell deficient mice had increased susceptibility towards N. 

brasiliensis-induced actinomycetoma, while B cell deficient mice were able to control the 

infection via a T cell response (Rico et al., 1982). Additionally, dosing of T cell deficient and 

normal mice with anti-Nocardia serum gave no protection against mycetoma and instead 

appeared to cause the symptoms to severely worsen. The humoral immune response was 

further implicated in the development of the disease when analysis of human 

actinomycetoma lesions, caused by S. somaliensis, showed the presence of the antibodies IgG 

and IgM on the surface of grains at the centre of granulomas (El Hassan et al., 2001). 

Another mouse study found that T cells previously challenged with N. asteroides would kill 

these bacteria in vitro, but were not as effective against closely related species, such as N. 

brasiliensis (Deem et al., 1983). This confirmed that T cells were able to become 

immunologically specific for the causative agents of mycetoma and could successfully 

eliminate them. These findings seemingly point to cell mediated immunity being the key 

method for controlling and subduing mycetoma, while humoral immunity could be facilitating 

the disease. It therefore highlights again how the anti-inflammatory cytokine profile benefits 

mycetoma pathogens. 

This assumption is challenged by later studies, which found that, rather than humoral 

immunity not protecting against mycetoma, it is in fact specifically IgG that provides no 

protection (Salinas-Carmona and Perez-Rivera, 2004, Gonzalez-Suarez et al., 2009). Evidence 

showed that IgM serum administered to mice was able to defend against an experimental N. 

brasiliensis actinomycetoma, whereas IgG serum gave no such effect. Despite it being 

produced in the early stages of an infection and being thought to be a short-lived response, 

IgM has also been shown to provide long term immunity against intracellular infection by 

other bacteria (Racine et al., 2011). 

The basis for its effectiveness could lie in its structure, which is shown in Figure 1.8(c). IgM is 

a pentamer, while IgG is a monomer, meaning it is significantly more efficient at agglutination 

of pathogens and is able to bind multiple antigens on pathogens simultaneously (Ehrenstein 

and Notley, 2010). More efficient agglutination would lead to a greater enhancement of 
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bactericidal killing by phagocytes and prevent the bacteria from spreading further into the 

host’s tissues. The gradual transition from an IgM to an IgG response in the tissue around a 

grain has been suggested to be the source of the delay in the development of mycetoma in 

patients following the initial infection (Zijlstra et al., 2016). 

1.3.6 Recognition of the mycetoma by the innate immune system 

Expression of PRRs during actinomycetoma development was examined in mice, revealing an 

increase in TLR2 expression and a decrease in TLR4 expression (Millan-Chiu et al., 2011). In the 

early stages of infection, TLR2 was highly expressed by neutrophils and macrophages in 

contact with the causative bacteria, while TLR4 was expressed by mast cells. But going into 

the late stage, TLR4 expression became downregulated overall and TLR2 became upregulated 

in foam cells and fibroblasts around the edges of granulomas. 

TLR4 is known to recognise LPS, a cell wall component of Gram-negatives, hence its 

downregulation in the case of mycetoma, which is caused by Gram-positive bacteria (Akira et 

al., 2006). TLR2 however, can recognise various components of the Gram-positive cell wall, 

such as lipoproteins and peptidoglycan. So, its upregulation in this case could allow the 

immune system to better respond to the bacterial infection. Cell wall components have been 

implicated in triggering the inflammatory response towards N. brasiliensis, with removal of 

cell wall-associated lipids by washing bacteria in solvent preventing both inflammation and 

the development of actinomycetoma in mice (Trevino-Villarreal et al., 2012). 

It should be noted that as well as triggering a pro-inflammatory response, TLR2 signalling has 

also been shown to induce the expression of IL10 (Cyktor and Turner, 2011). This would 

further shift the immune system towards an anti-inflammatory response, aiding pathogen 

persistence and mycetoma development. The host’s attempts to respond to the bacteria by 

upregulating TLR2 would then have a runaway effect of promoting mycetoma progression 

even further. 

While precise molecular mechanisms of disruption have yet to be elucidated, it is suggested 

by the existing body of work that the development of mycetoma may depend upon the 

causative organism disrupting the balance between different arms of the immune system. This 

could result in a switch from a pro-inflammatory to an anti-inflammatory response, allowing 

survival of the pathogen. 
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1.4 Wider actinobacterial disease 

It is possible that actinomycetoma causative agents may share virulence mechanisms with 

other, more widely studied actinobacterial pathogens, responsible for diseases with similar 

pathologies. Such diseases are described in detail below. 

1.4.1 Nocardiosis 

Nocardiosis is an umbrella term for disease caused by infections with Nocardia spp. of bacteria 

(Wilson, 2012). These same bacterial species are actinomycetoma pathogens and Nocardia-

induced mycetoma is also described as chronic subcutaneous nocardiosis in the literature 

(Ambrosioni et al., 2010). The summary of actinomycetoma above therefore also applies to 

subcutaneous nocardiosis.  

Where there is divergence from other mycetoma pathogens is that 50-70% of Nocardia 

infections are pulmonary, rather than subcutaneous, due to inhalation into the lungs being a 

common route of infection (Ambrosioni et al., 2010, Wilson, 2012). The clinical profile of 

pulmonary nocardiosis is highly similar to that of tuberculosis (TB), presenting with 

pneumonia, necrotic abscesses, lesions and granulomas (Ambrosioni et al., 2010, Fujita et al., 

2016). The granulomas have been observed to be comprised of macrophages, lymphocytes 

and various granulocytes (Fujita et al., 2016). More specific observations of the molecular 

pathology of the disease and the nature of its granuloma response are non-existent in the 

literature, due to lack of study.  

Of relevance to both nocardiosis and actinomycetoma is that at least one Nocardia spp., 

namely N. terpenica (formerly N. brasiliensis IFM 0406), is known to produce an 

immunosuppressive compound named brasilicardin A (Shigemori et al., 1998, Komaki et al., 

1999, Komatsu et al., 2005, Hayashi et al., 2008, Schwarz et al., 2018). This compound exerts 

its effect by blocking progression through the cell cycle in lymphocytes and inhibiting amino 

acid uptake (Usui et al., 2006). Brasilicardin A production has not been identified in other 

species and so it appears to be a novel product of only N. terpenica (Zijlstra et al., 2016). The 

immunosuppressive activity of this compound would no doubt contribute to the 

establishment and progression of N. terpenica infections, whether they be pulmonary 

nocardiosis or actinomycetoma. However, the compound’s lack of distribution across the 

genus and the broader Actinobacteria phylum suggests it is not the central mediator of either 

of these diseases.  
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1.4.2 Actinomycosis 

As with nocardiosis, actinomycosis is an umbrella term, encapsulating all infections by species 

of Actinomyces bacteria (Kononen and Wade, 2015). Its causative agents, such as A. israelii 

are listed as actinomycetoma pathogens (van de Sande, 2013). The description of 

actinomycosis also matches that of actinomycetoma, namely that it is a chronic, 

granulomatous infection, caused when bacteria are inoculated into deep tissues via trauma 

(Kononen and Wade, 2015). Histological images also show the formation of bacterial grains, 

as in actinomycetoma. Therefore, this disease is considered here to be the same as 

actinomycetoma. 

1.4.3 Tuberculosis 

According to the WHO, 10 million people fell ill with TB in 2019, with 1.4 million dying, putting 

this disease in the top ten causes of death globally. Resulting from an infection of the lungs by 

the Actinobacteria species Mycobacterium tuberculosis, the disease presents with classic 

symptoms of a chronic cough and haemoptysis, among others (Zumla et al., 2013). Despite its 

high mortality rate, M. tuberculosis is contained as an asymptomatic, latent infection in 90% 

of infected individuals.  

Once in the lungs, M. tuberculosis first infects alveolar macrophages and triggers a pro-

inflammatory response (Wilson et al., 2019). Additional immune cells are recruited to the 

infection site, leading to epithelioid granuloma formation (Peyron et al., 2008). Studies have 

shown that this process is manipulated by M. tuberculosis. The bacteria secrete a protein, 

ESAT-6, which induces expression of MMP9 and IL8 in epithelial cells adjacent to infected 

macrophages (Volkman et al., 2010, Boggaram et al., 2013). These proteins are thought to 

promote granuloma formation in this disease, IL8 being a chemokine that draws cells to the 

site and MMP9 degrading the ECM and activating other chemokines. ESAT-6 has also been 

shown to initially induce a pro-inflammatory phenotype in resting or anti-inflammatory 

macrophages in early stages of infection, again promoting granuloma formation (Refai et al., 

2018).  

In line with this activity, TB granulomas have been found to have pro-inflammatory cores, 

which are also usually necrotic (Marakalala et al., 2016). Two mechanisms underpin this 

necrosis. Firstly, M. tuberculosis triggers excessive production of TNFα and ROS, resulting in 

rapid necroptosis of host cells (Roca and Ramakrishnan, 2013). Secondly, the bacteria produce 
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necrosis-inducing factors, such as the toxin CpnT or the type VII secretion system ESX-1 

(Danilchanka et al., 2014, Beckwith et al., 2020). Necrosis favours the bacteria as death of 

infected macrophages releases them into the extracellular space (Roca and Ramakrishnan, 

2013). This is significant as the tissue layers surrounding the necrotic core of the granuloma 

have been shown to have an anti-inflammatory environment (Marakalala et al., 2016, 

Beckwith et al., 2020, Cronan et al., 2021). Such an environment is growth permissive for the 

bacteria and allows transmission of the infection to new cells. 

The anti-inflammatory outer zone partly results from the presence of eosinophils and T cells 

producing the anti-inflammatory cytokines IL4 and IL13 (Cronan et al., 2021). Studies have also 

shown that M. tuberculosis antigens are able to induce expression of IL10, via TLR2 signalling 

(Cyktor and Turner, 2011). Indeed, blocking IL10 activity in CBA/J mice actually improved 

survival during infection with M. tuberculosis (Beamer et al., 2008). Additionally, infected 

macrophages have been observed to switch from an initial pro-inflammatory phenotype, 

induced within 8 hrs, to an anti-inflammatory phenotype after 24 to 48 hrs (Shi et al., 2019). 

This so-called ‘biphasic’ response has been attributed to the activity of ESAT-6, which boosts 

IL10 production (Refai et al., 2018).  

Recruitment of cells to a granuloma also favours TB latency. M. tuberculosis can induce 

macrophages to differentiate into foam cells, which are commonly found in granulomas, as 

described above (Peyron et al., 2008). The bacteria produce mycolic acids, which induce the 

differentiation into foam cells following phagocytosis. Foam cells are unable to digest the 

engulfed bacteria or carry out further phagocytosis. M. tuberculosis can then lie dormant 

within these cells, safe from the immune response and with a nutrient source in the form of 

the triglyceride-rich organelles of the foam cells.  

These features exemplify how M. tuberculosis has evolved numerous mechanisms which 

enable it to manipulate host immunity. It promotes granuloma formation to facilitate its own 

cell-to-cell transmission and latency. It then dysregulates the transition to an anti-

inflammatory state to maintain its replicative niche and own persistence. The granuloma 

response therefore appears to benefit the pathogen. However, adding further complexity is 

the fact that complete inhibition of granuloma formation in mice has been shown to 

significantly enhance bacterial growth and lead to negative outcomes for the host (Cronan et 

al., 2021). 
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1.4.4 Leprosy 

Caused by infections of the obligate intracellular pathogens Mycobacterium leprae and 

Mycobacterium lepromatosis, leprosy presents with symptoms of cutaneous lesions and 

peripheral neuropathy (Mi et al., 2020, Scollard et al., 2015, Serrano-Coll et al., 2018). It is a 

spectrum of disease, defined by two extremes, tuberculoid (TT) and lepromatous (LL), with a 

range of phenotypes in between. Regardless of the disease phenotype, macrophages and 

myelin-producing Schwann cells are specifically targeted for invasion by the bacteria (Serrano-

Coll et al., 2018).  

TT leprosy, also called ‘paucibacillary’, is characterised by a strong cell mediated immune 

response, the formation of epithelioid granulomas and low bacterial load (Fonseca et al., 2017, 

Pagan and Ramakrishnan, 2018). The granulomas restrict bacterial spread and replication and 

have a strong pro-inflammatory profile, with raised levels of TNFα, IFNγ, IL2 and MMPs 2-9 

(Scollard et al., 2015, Fonseca et al., 2017, Pagan and Ramakrishnan, 2018, Serrano-Coll et al., 

2018, Mi et al., 2020). This response promotes immune cell recruitment and direct killing of 

bacteria. It is thought that neuropathy in this form of the disease is not directly caused by the 

pathogens, but instead by the immune response (Serrano-Coll et al., 2018). By disrupting the 

tissues in which they form, granulomas inhibit normal biological function, which in the case of 

leprosy infections localised to peripheral nerves inevitably causes nerve damage (Fonseca et 

al., 2017). Additionally, the pro-inflammatory environment triggered by TT leprosy will cause 

the death of host cells colonised by the pathogens. For a leprosy infection, this means the 

death of Schwann cells, leading to nerve demyelination, the first stage of neuropathy.  

LL leprosy, also known as ‘multibacillary’, features a strong humoral immune response, little 

to no granuloma formation and high bacterial load (Fonseca et al., 2017, Pagan and 

Ramakrishnan, 2018). The pathogens can more freely replicate and disseminate, with immune 

cells polarised to an anti-inflammatory profile, induced and sustained by high levels of IL4, IL5 

and IL10 produced by infected macrophages (Scollard et al., 2015, Fonseca et al., 2017, Mi et 

al., 2020). These macrophages also differentiate into foam cells, reducing their bactericidal 

abilities further. In the LL form, neuropathy appears to be directly caused by the bacterial 

infection of the nerve, due to the higher bacterial load (Fonseca et al., 2017). M. leprae 

produces phenolic glycolipid, which stimulates excessive NO production in macrophages 

(Madigan et al., 2017). High levels of NO in the tissue environment damages the mitochondria 
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of nerve axons and initiates demyelination. Additionally, the bacteria can induce lipid droplet 

formation in Schwann cells, diverting intracellular lipids away from the myelin biosynthetic 

pathway (Mietto et al., 2020). Reduced myelin production then further contributes to 

demyelination of the nerve. Schwann cell de-differentiation has also been proposed as 

another method of demyelination, triggered by the pathogens binding to the host plasma 

membrane receptor ERBB2 (Serrano-Coll et al., 2018).  

Cytokine profiles clearly determine the disease phenotype of leprosy. However, the molecular 

trigger or triggers produced by leprosy pathogens which determine the set of cytokines 

expressed, and in turn the disease phenotype, remain unknown. 

1.4.5 Buruli ulcer 

Buruli ulcer is a neglected tropical disease, occurring in Asia, South America, Africa and 

Australia and caused by a subcutaneous infection with the soil-dweller Mycobacterium 

ulcerans (Silva et al., 2009, Adusumilli et al., 2005, Van der Werf et al., 1999). The disease 

initially develops as a firm, painless nodule, before then progressing to ulceration, involving 

severe necrosis of cutaneous and subcutaneous tissues and the sloughing of skin (George et 

al., 1999, Van der Werf et al., 1999). Development of the necrotic lesions is slow, attributed 

to the slow growth rate of the pathogen, and the infection can persist for anywhere up to a 

decade, showing immunosuppressive character (George et al., 1999, Silva et al., 2009, 

Adusumilli et al., 2005). Additionally, despite the extensive necrosis, patients report the 

lesions to be painless (George et al., 1999).  

At the cellular level, Buruli ulcer lesions are characterised by the presence of extracellular 

colonies of M. ulcerans within a necrotic core, surrounded by a ‘belt’ of immune cells, which 

form a barrier between necrotic and healthy tissues (George et al., 1999, Ruf et al., 2017). The 

necrotic core itself expands beyond the infection site, which was suggested to be consistent 

with the free diffusion of a specialised metabolite (George et al., 1999). Further investigation 

led to the discovery of the toxin mycolactone, produced by M. ulcerans.  

With its biosynthetic genes encoded on a 174 kb giant plasmid, mycolactone has been shown 

in numerous studies to have cytotoxic, immunosuppressive and analgesic activities and thus 

accounts for the defining characteristics of Buruli ulcer pathogenesis (George et al., 1999, 

Stinear et al., 2004, Adusumilli et al., 2005, Silva et al., 2009, Marion et al., 2014, Song et al., 
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2017, Demangel and High, 2018, Foulon et al., 2020). Cytotoxicity has been demonstrated 

against multiple cell types and is mediated by mycolactone disrupting the cell membrane and 

increasing its permeability (Adusumilli et al., 2005, Silva et al., 2009, Foulon et al., 2020). A 

recent study showed this membrane disruption induces production of ROS, which in turn 

activates intracellular sensors called inflammasomes (Foulon et al., 2020). Once activated, 

inflammasomes trigger an inflammatory form of cell death termed pyroptosis. 

Buruli ulcer is not a granulomatous disease. However, mycolactone negative M. ulcerans 

mutants have been shown to produce an intracellular, pro-inflammatory infection which 

induces granuloma formation (Adusumilli et al., 2005).  

1.5 Other granulomatous diseases 

Beyond actinobacterial diseases, there are parasite-induced tropical diseases which also 

feature granuloma formation as part of their pathology. While the fundamental biology of 

these protozoan and multicellular parasites differs from that of the bacterial actinomycetoma 

pathogens, it is possible that they share a mechanism for the induction of granuloma 

formation. These diseases are examined in detail below. 

1.5.1 Leishmaniasis 

Leishmaniasis is caused by an infection of various Leishmania spp., which are protozoan 

parasites (Kaye and Beattie, 2016, Rossi and Fasel, 2018, Giorgio et al., 2020). It has a wide 

spectrum of clinical manifestations depending on the causative species. A common 

observation across infections with all species is the formation of granulomas (Kaye and 

Beattie, 2016). The spectrum of disease that comprises this condition can be broadly classified 

into two groups: cutaneous leishmaniasis (CL) and visceral leishmaniasis (VL).   

CL is characterised by the appearance of ulcerating skin lesions (Rossi and Fasel, 2018). It is 

generally a self-healing condition (Giorgio et al., 2020). During CL infections, two forms of 

granulomas have been described (Kaye and Beattie, 2016). The first is comprised of epithelioid 

cells, pro-inflammatory macrophages, has no neutrophil infiltration, no necrosis and shows 

clear signs of parasite killing. The second features neutrophil infiltration, a necrotic core and 

widespread macrophage lysis. Various lymphocytes are present within both types. The 

mechanisms that determine the form a granuloma will take are unknown. 
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VL is the deadlier form of the disease and is characterised by dissemination of parasites to the 

spleen and the liver (Rossi and Fasel, 2018). VL lesions are not self-healing (Giorgio et al., 

2020). The location of a VL infection determines whether a granuloma response is induced, 

with granulomas observed only in the liver and not in the spleen. It is not clear why this is the 

case. Patients with a robust hepatic granuloma response are often asymptomatic, while 

mouse models have shown that parasites are able to easily persist in the spleen in the absence 

of granulomas (Kaye and Beattie, 2016, Giorgio et al., 2020). The establishment of granulomas 

in either form of leishmaniasis begins first with macrophages engulfing the invading parasites 

(Kaye and Beattie, 2016). The infected macrophages then fuse either with each other or with 

non-infected cells to form MGCs, initiating granuloma formation (Kaye and Beattie, 2016). 

Additional immune cells are then recruited to the site via the release of chemokines. 

Studies have found that the anti-inflammatory cytokines IL4 and IL13 are required for the 

formation of a well-organised leishmanial granuloma. Additionally, depletion studies in mice 

revealed that the loss of CD8+ T cells impaired granuloma formation, pointing to a role for 

adaptive immunity in this process (Stern et al., 1988). Once fully formed, the granulomas 

become dominated by pro-inflammatory cytokine and cell profiles, promoting cell mediated 

immunity and the death of infected cells (Kaye and Beattie, 2016). Evidence from dog disease 

models shows that a strong granuloma response results in a lower parasite burden within the 

host and it is considered that leishmaniasis granulomas are generally protective to the host, 

rather than damaging (Kaye and Beattie, 2016, Giorgio et al., 2020).   

1.5.2 Schistosomiasis 

Schistosomiasis is caused by an infection of various Schistosoma spp., which are parasitic flat 

worms (Wilson et al., 2019). Once in the subcutaneous tissues of the host, the worms migrate 

to the liver and the gut, where they lay eggs. By an unknown mechanism, the immature eggs 

are immunologically inert, avoiding the recruitment of immune cells to their location (Takaki 

et al., 2021). Once matured however, parasitic antigens are secreted through the eggshell, 

attracting macrophages and triggering the formation of an epithelioid granuloma around the 

egg. Studies have shown that when eggs are in the gut tissues, granuloma formation promotes 

their extrusion into the gut lumen and thus their excretion in faeces (Hams et al., 2013, Takaki 

et al., 2021). It has therefore been speculated that Schistosoma eggs have evolved specific 

antigens to promote the granuloma response, in order to facilitate parasite dissemination. 
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The schistosomiasis granuloma has a predominantly anti-inflammatory environment, with 

recruited immune cells showing potent upregulation of IL4, IL5, IL13 and IgE (Hams et al., 

2013). Development of fibrosis is also very common, as the prolonged anti-inflammatory 

response triggers excessive wound healing (Hams et al., 2013, Pagan and Ramakrishnan, 

2018). This is harmful to the host, due to the growth of fibrotic lesions around granulomas 

that eventually cause internal bleeding and death (Hams et al., 2013). However, if no 

granuloma forms, then toxins secreted from the egg disseminate through the host issues and 

exert their own pathological effects. This results in a more acute and lethal disease and 

reduced survival in animal models (Hams et al., 2013, Pagan and Ramakrishnan, 2018). 

Granulomas therefore have both protective and deleterious effects in schistosomiasis.  

1.6 Comparisons between mycetoma and other diseases of interest 

Comparisons with the above diseases could prove beneficial to understanding mycetoma 

development. These comparisons are directly made in Table 1.1. Epithelioid differentiation is 

a commonly shared feature of these diseases, along with the induction of fibrosis around the 

granuloma. This highlights the possibility that study of mycetoma could give insight into 

important pathological molecular mechanisms conserved across multiple global diseases. 

Actinomycetoma stands apart from other bacterial diseases of TB and leprosy in being an 

extracellular rather than intracellular infection that triggers granuloma formation. It is also 

interesting to note that in both mycetoma and schistosomiasis, granulomas build around large 

bodies embedded in the host tissues, namely the grain in the case of mycetoma and the 

parasite egg for schistosomiasis. Such bodies are absent in the other diseases. It could 

therefore be speculated that the mechanisms of granuloma formation in mycetoma and 

schistosomiasis have the most in common with each other, rather than with the other listed 

diseases. They may be closer to the original foreign body response that granuloma formation 

evolved as.  

Additionally, while it has been found that mycetoma initially induces a pro-inflammatory 

response, its granuloma becomes dominated by anti-inflammatory cytokines. This again 

matches with schistosomiasis. For the other diseases, the cytokine environment is more mixed 

or is pro-inflammatory. Finally, mycetoma stands out with leprosy and Buruli ulcer in having 

analgesia as part of its pathology. Leprosy and Buruli ulcer pathogens produce this effect via 

differing mechanisms, despite all being Mycobacterium spp. This demonstrates that there are 
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diverse evolutionary pathways for bacteria to develop such mechanisms, even within the 

same genus. This is worth considering when trying to identify conserved virulence systems 

within mycetoma pathogens. 
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1.7 Natural Products 

It has been well reported that microbial pathogens have evolved to secrete products which 

can modulate aspects of the host response, such as immune pathways or wider metabolic 

processes, in order to promote their own survival (Rahman and McFadden, 2011, Asrat et al., 

2015, Friedrich et al., 2017, Bussi and Gutierrez, 2019, Konig et al., 2021). Actinobacterial 

pathogens are no different in this regard, as shown by N. terpenica, described above, which 

produces the immunosuppressant brasilicardin A (Shigemori et al., 1998). This is also 

demonstrated in Buruli ulcer, where secreted mycolactone mediates much of the disease 

pathology (George et al., 1999). As it is possible that the pathogenic Actinobacteria 

responsible for actinomycetoma are able to disrupt the immune response, it may be that this 

effect is achieved through the production of a compound by the bacteria. It could therefore 

be useful to explore the repertoire of molecules that actinomycetes are known to produce. 

1.7.1 Actinomycetes and natural products 

Actinomycetes are Gram-positive, filamentous bacteria that have been found in both soil and 

aquatic environments and also as pathogens and commensals within plant and animal species 

(Barka et al., 2016). Their life cycle involves multiple morphological changes, with initial 

growth from spores into a vegetative mycelium, followed by the development of aerial 

hyphae, which will then produce more spores for distribution. 

Actinomycetes became of significant interest to the scientific community when, in the 1940s, 

the antibiotic streptomycin was discovered by Waksman and colleagues, who isolated it from 

Streptomyces griseus (Schatz et al., 1944). Penicillin had already demonstrated the utility of 

natural products derived from microbes to the world, but the actinomycete screening 

approach used by Waksman and his group led to a shift in industry that facilitated the 

discovery of multiple new products, the majority of which were sourced from actinomycetes 

(Katz and Baltz, 2016, De Simeis and Serra, 2021). 

In this context, the phrase ‘natural products’ refers to specialised metabolites. These are 

molecules produced by an organism, granting it an advantage within its ecological niche, but 

which are not essential to its survival when being grown under laboratory conditions (Katz and 

Baltz, 2016). They are very chemically diverse molecules (van der Heul et al., 2018). There are 

wide ranges of molecular weights, numbers of stereo-specific centres and differing levels of 

complexity. The list of applications is long and varied also, with uses as antibiotic, anti-
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parasitic, anti-cancer and immunosuppressive drugs all well known (Hoskisson and van Wezel, 

2019). 

Production of individual specialised metabolites within actinomycetes is regulated by genes 

arranged in clusters within the chromosome and on plasmids, termed biosynthetic gene 

clusters (BGCs) (Rudd and Hopwood, 1980, Arakawa, 2010). The earliest evidence for the 

existence of BGCs came in 1979, during the study of the biosynthesis of actinorhodin within 

Streptomyces coelicolor, when it was observed that mutations to each biosynthetic gene could 

be mapped between the same closely linked loci on the chromosome (Rudd and Hopwood, 

1979). At the turn of the century, with the advancement of sequencing technology, the whole 

genome sequence for S. coelicolor was published and with it came the revelation that there 

were 18 previously unknown BGCs present within the genome, which appeared to be 

transcriptionally silent (Bentley et al., 2002). 

Genome sequencing of more species over time revealed that, generally, actinomycetes had 

the ability to produce ten times as many specialised metabolites as was previously estimated, 

with genomes containing as many as 20-50 BGCs (Barka et al., 2016, Katz and Baltz, 2016, 

Hoskisson and Seipke, 2020). The majority of these clusters do not appear to be expressed 

under standard laboratory conditions, hence the underestimation of the true repertoire of 

these organisms. For these transcriptionally silent BGCs, and even for many that have been 

shown to be expressed, their true functions remain unknown and their products are ‘cryptic’ 

(Hoskisson and Seipke, 2020). This means that, despite actinomycetes being exploited for 

nearly the last 80 years, there is still great potential in terms of novel natural products to be 

unlocked from within the genomes of these bacteria (Kim, 2021). 

1.7.2 Non-ribosomal peptide synthetases 

Non-ribosomal peptide synthetases (NRPSs) are large enzyme assemblies responsible for the 

biosynthesis of certain peptides (Jaremko et al., 2020). Such peptides often contain amino 

acids from outside the repertoire of the 20 proteinogenic amino acids used in the assembly of 

proteins during translation at the ribosome. These assemblies were first discovered in the 

1960s, when it was found that dosing Bacillus cells with ribosome inhibitors and RNases did 

not inhibit the synthesis of certain peptides, thus indicating the existence of peptide synthesis 

distinct from the ribosome (Mach et al., 1963, Dell et al., 2021). 



38 

 

NRPSs are modular in nature, with each module incorporating one amino acid into a 

polypeptide chain (Finking and Marahiel, 2004). The modules are themselves made up of 

domains, which are classified by the particular enzymatic function they carry out within the 

module. There are three types of domain that must be present within a module for it to have 

minimum functionality; the adenylation (A)-domain, the peptidyl carrier protein (PCP)-domain 

and the condensation (C)-domain (Finking and Marahiel, 2004, Felnagle et al., 2008, Payne et 

al., 2016). 

The A-domain has selectivity for certain amino acids and upon binding will convert it to an 

aminoacyl AMP adenylate, in a reaction that consumes an ATP and binds the monomer to the 

domain (Finking and Marahiel, 2004, Payne et al., 2016). The now activated monomer can 

then be accepted by a neighbouring PCP-domain, which binds it via a 4’ phosphopantetheine 

cofactor. The C-domain is responsible for peptide bond formation and catalyses this process 

between one amino acyl group downstream of it in the module and another amino acyl group 

upstream of it. A dipeptide is then formed, which can then participate in a condensation 

reaction at the next C domain, thus building up a polypeptide. This scheme is shown in Figure 

1.11. 

 

Figure 1.11 Reaction scheme for an NRPS module assembling amino acids into a polypeptide 
chain. (a) An A-domain recognises and binds an amino acid. (b) The PCP-domain accepts the 
activated amino acid from the A-domain. (c) The PCP-domain carries the substrate across 
to a C-domain, which catalyses a condensation reaction between the downstream substrate 
and an upstream substrate on an A-domain in a neighbouring module. (d) A dipeptide is 
formed and the process repeats to build it up to a polypeptide.  
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Aside from these three core domains, there are also additional “tailoring domains”, for making 

modifications to the polypeptide, such as glycosylation and methylation (Payne et al., 2016). 

The two most abundant of these domain types are the epimersation (E)- and thioesterase (TE)-

domains. An E-domain will change the stereochemistry of any of the residues present in the 

polypeptide, while the TE-domain is normally present in the final module of an NRPS assembly 

and will release the chain from the assembly, finishing its synthesis. A key feature of NRPSs is 

that they are not restricted to using just twenty amino acids, as ribosomes are, but instead 

have access to at least 300 different substrates, meaning wide structural diversity can be 

produced (Felnagle et al., 2008). Specialised metabolites synthesised by these systems include 

the antibiotics vancomycin, shown in Figure 1.12(a), capreomycin and all β-lactams; the 

bleomycin family of anti-cancer drugs; and the immunosuppressant cyclosporin A, visible in 

Figure 1.12(b). 

 

Figure 1.12 Example structures of two compounds synthesised by NRPS systems. (a) 
Vancomycin, an antibiotic. (b) Cyclosporin A, an immunosuppressant. Their structures serve 
to highlight the great structural complexity that can be achieved by NRPSs.   

 

1.7.3 Polyketide synthases 

Polyketide synthases (PKS) are very large protein assemblies, comprised of modules, which in 

turn are made up of domains (Smith et al., 2021). In this regard, they are very structurally 

similar to NRPS assemblies. Evidence of their existence as massive assemblies came in 1990, 
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when genetic analysis of the erythromycin gene cluster revealed a gene for a synthase 

encoding one large polypeptide (Cortes et al., 1990). 

As in an NRPS, each PKS module has three core domains which are needed for minimum 

functionality; an acyl transferase (AT)-domain, a ketosynthase (KS)-domain and an acyl carrier 

protein (ACP)-domain (Weissman, 2015). The AT-domain binds and activates an acyl-CoA 

substrate and is what gives the assembly its selectivity. The activated acyl group is then 

transferred to the ACP-domain, via formation of a thioether link (Hertweck, 2009). Once 

bound to the ACP-domain, a neighbouring KS-domain will then catalyse a condensation 

reaction between the original substrate and a second substrate on an upstream ACP-domain 

(Weissman, 2015). A polyketide chain is thus formed. This scheme is shown in Figure 1.13. 

 

 

Figure 1.13 Reaction scheme for a PKS module assembling ketones into a polyketide chain. 
(a) AT-domain binds and activates an acyl-CoA substrate. (b) Acyl group (a ketone) is 
transferred to an ACP-domain. (c) KS-domain within the module, already loaded with a 
ketone, catalyses a reaction between its substrate and the second ketone bound to the ACP-
domain. (d) A polyketide is formed and moves to the next module for further elongation. 

 

 



41 

 

The keto groups on the chain can be modified by additional modules, such as ketoreductase, 

dehydratase or enoyl reductase. These are analogous to the tailoring domains of an NRPS. In 

a further similarity with NRPSs, the final polyketide chain is released from the PKS by the 

activity of a TE domain. Once a polyketide skeleton has been released it undergoes cyclisation 

and other additional modifications, such as glycosylation, forming the final compound 

structure (Hertweck, 2009). 

PKSs are classified into three types, based on their constituent parts (Hertweck, 2009, Shimizu 

et al., 2017). Type I systems are comprised of subunits covalently bound together, which 

themselves are made up of the different domains described above, with the essential KS-, 

ACP- and AT-domains always present. Type II PKSs are formed from loosely associated 

subunits, each of which only contain KS- and ACP-domains. Each subunit therefore only has a 

single function. A type III PKS is a homodimer, with only a KS-domain in its subunits, which 

carries out all synthesis functions.  

The polyketide products synthesised by these assemblies include a diverse range of 

compounds, such as erythromycin (antibiotic) (Fig. 10(b)), actinorhodin (antibiotic) (Fig. 10(a)), 

avermectin (anti-parasitic), rapamycin (immunosuppressant) and amphotericin (anti-fungal) 

(Hertweck, 2015). 

 

 

Figure 1.14 Example structures of two compounds synthesised by PKS systems. (a) 
Actinorhodin, which is synthesised by a type II PKS. (b) Erythromycin, which is synthesised 
by a type I PKS. Both are antibiotics. 
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1.7.4 Ribosomally synthesised and post-translationally modified peptides 

Abbreviated as RiPPs, this group of natural products contains 22 sub-families, e.g. the 

lanthipeptides, classified based on their structures and biosynthesis routes and is therefore 

an umbrella term for an extremely large and diverse set of compounds (Ortega and van der 

Donk, 2016). This diversity is derived from extensive post-translational modifications (PTMs), 

which grant these compounds chemical properties not available to unaltered peptides and are 

a defining trait of this class (Arnison et al., 2013). In addition to making compounds more 

chemically versatile, PTMs also make these peptides more resistant to proteolysis and 

decrease the entropy of a compound binding to its target (Hetrick and van der Donk, 2017). 

While the specifics of the process differ between each sub-family, there is a general 

biosynthetic pathway that is common across all RiPPs, which is termed ‘post-ribosomal 

peptide synthesis’ (Arnison et al., 2013). This process is summarised in Figure 1.15. 

 

 

Figure 1.15 Biosynthesis of a RiPP by a bacterial cell. (a) The BGC is transcribed by RNA 
polymerase from the bacterial DNA and translated by ribosomes to produce a nascent 
polypeptide chain. (b) The polypeptide undergoes significant post-translational 
modifications, for example the formation of thioester linkages to produce lanthionine. (c) 
The modified peptide has its leader sequence cleaved and is transported across the plasma 
membrane by an ABC transporter. (d) The peptide is now fully active. 
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Compounds are initially synthesised by the ribosomes as a precursor peptide, which can be 

divided into a leader peptide and a core peptide (Hubrich et al., 2021). The core peptide is the 

location of all of the PTM sites and so is the section of the precursor that will actually become 

the final RiPP compound (Arnison et al., 2013, Ortega and van der Donk, 2016). The leader 

peptide is located at the N-terminus of the core peptide, although some rare examples do 

exist where it is located at the C-terminus, and has various roles in biosynthesis. It is 

recognised by the biosynthetic enzymes responsible for making PTMs, allowing them to bind 

the core peptide and begin modification. The leader peptide must then be cleaved to produce 

the final RiPP structure and render the peptide active. For a large number of RiPPs, such 

cleavage has been shown to be directly linked to export of the compound from the cell via an 

ATP-binding cassette transporter, which has associated peptidase activity (Ortega and van der 

Donk, 2016). 

Export only occurs once all PTMs have been made. These modifications can include 

glycosylation, thioether cross-link formation, amide bond formation, dehydration and 

cyclisation to name a few (Truman, 2016). Each contributes to the final physical structure of a 

RiPP. Gene clusters encoding different RiPPs can show homology to one another, owing to the 

fact that in many cases the same enzymes are used to make certain sets of PTMs (Arnison et 

al., 2013). This makes characterisation of novel RiPPs via in silico genome analysis much 

simpler. Examples of RiPPs produced by Streptomyces spp. include the antibiotics duramycin 

and cinnamycin, the structure of which is shown in Figure 1.16. (Knerr and van der Donk, 

2012). 

 

Figure 1.16 Structure of the RiPP cinnamycin, shown as its constituent amino acids. PTMs 
are highlighted in red. The tertiary structure of cinnamycin is held together by these 
modifications, highlighting the importance of their addition during RiPP biosynthesis. 
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1.7.5 Isoprenoids 

The isoprenoids comprise the largest group of compounds within the natural world and are 

produced by both eukaryotes and prokaryotes alike (Dairi, 2005, Daum et al., 2009, Malico et 

al., 2020). They have been put to a wide variety of uses as antibiotics, anti-cancer drugs, 

insecticides, food flavourings and plant hormones. All consist of the same basic units of an 

isopentenyl diphosphate and a dimethylallyl diphosphate joined together via a condensation 

reaction to form a polyprenyl chain, as shown in Figure 1.17 (Daum et al., 2009). The chain 

then undergoes cyclisation by cyclase enzymes, forming the final compound structure.  

 

Figure 1.17 Precursors involved in the biosynthesis of isoprenoids. Isopentenyl diphosphate 
(highlighted in blue) and its isomer dimethylallyl disphosphate (highlighted in red) are the 
starting units of all isoprenoids. They can be bonded together to form one of 3 polyprenyl 
chains; geranyl diphosphate, farnesyl diphosphate or geranylgeranyl diphosphate. These 
chains then either undergo cyclisation and other modifications to form the final compound 
structure or can themselves be bonded together and then cyclised, to produce even larger 
compounds.  

 

 



45 

 

Historically, plants were the primary source for these compounds, with bacteria not generally 

considered to be prolific producers (Smanski et al., 2012). A steady stream of useful 

isoprenoids were obtained from actinomycetes over the years however, such as novobiocin 

in 1956, an antibiotic which features an isoprenoid side chain, and brasilicardin A (Komaki et 

al., 1999, Durr et al., 2006). The structure of brasilicardin A is shown in Figure 1.18. The 

advances in genome sequencing over the last two decades and subsequent identification of 

gene clusters revealed that actinomycetes have a greater capacity for synthesising isoprenoids 

than was previously estimated (Smanski et al., 2012). They in fact produce quite a sizeable 

range compared to other prokaryotes. With the rise of antimicrobial resistance, researchers 

are now turning to this under-utilised isoprenoid repertoire of actinomycetes as a source of 

desperately needed novel antibiotics. 

 

Figure 1.18 Structure of the immunosuppressive compound, brasilicardin A. The cyclised 
isoprenoid core is highlighted in red. 
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1.7.6 Aminoglycosides 

The well-known antibiotic streptomycin, structure shown in Figure 1.19(a), was the first of this 

class of natural product to be discovered, during the early 1940s (Yu et al., 2017). These 

compounds have therefore been in clinical use for a significant period of time. The other 

antibiotics that later joined streptomycin include kanamycin (Figure 1.19(b)), gentamicin, 

tobramycin and apramycin (Kudo and Eguchi, 2009).  

 

Figure 1.19 Example structures of (a) streptomycin and (b) kanamycin, two aminoglycoside 
antibiotics. Highlighted in red are their different aminocyclitol groups, which form the cores 
of these compounds. Biosynthesis of aminoglycosides begin with these core molecules. 

 

All of these compounds are derived, for the most part, from sugars and despite being very 

structurally diverse, they do share some general physical features (Kudo and Eguchi, 2016). 

The core of each compound is comprised of an aminocyclitol (see Fig. 15), a derivative of 

inositol, which is linked via glycosidic bonds to an aminosugar (Becker and Cooper, 2013, Park 

et al., 2017). The rest of the structure will then usually contain two or more additional amino 

groups and several hydroxyl groups. The sharing of general structural features is highlighted 

by the fact that all of these antibiotics have the same mode of action, in that they all target 

the bacterial ribosome (Kudo and Eguchi, 2016). Unique features are added onto the general 

structure during biosynthesis however, creating a diverse set of compounds, which are 

actually sub-divided into smaller classes based on these features and their biosynthesis 

(Becker and Cooper, 2013). 
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In terms of biosynthesis, this is performed by a series of individual enzymes, each encoded 

within the biosynthetic gene cluster of a compound (Katz and Baltz, 2016). As some structural 

features are shared across all of the compounds, there are naturally several genes that are 

conserved across the gene clusters of different aminoglycosides, usually for the generation of 

common intermediates (Kudo and Eguchi, 2016). This is similar to the biosynthetic enzyme 

genes of RiPPs and makes the identification of aminoglycoside gene clusters simpler, as genes 

can be identified via homology searches. 

The process of biosynthesis of an aminoglycoside, while being different and specific for each 

molecule, shares a common homology across the class (Kudo and Eguchi, 2009). A hydroxyl 

group undergoes oxidation/transamination to an amino group, followed by attachment of 

glucosamine via glycosylation/deacetylation. A ribose group is added via 

phophoribosylation/dephosphorylation, followed by glycosylation. A deoxysugar group is 

then formed by dehydration/reduction and the whole compound then undergoes methylation 

and epimerisation. This general process serves to highlight the number of enzymes required 

within a gene cluster to synthesise an aminoglycoside. 

The majority of natural products can be grouped into one of the classes described above. This 

is helpful in enabling the identification of key functional groups and predicting modes of action 

of newly discovered compounds, as well as predicting the synthesis of compounds from the 

genomes of organisms. But, there are many examples of natural products that do not fit into 

one class in particular, for example the antibiotic daptomycin is synthesised by an NRPS-PKS 

hybrid (Fischbach and Walsh, 2006, Skellam, 2021). Classification can therefore prove to be 

restrictive and place limits on analysis. 
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1.8 Aims 

Based on the known gaps in knowledge regarding mycetoma, this study had the following 

overarching aims: 

• Investigate the nature of actinomycetoma pathogens’ interactions with the immune 

system. 

• Identify potential virulence factors involved in causing the disease state to arise. 

• Isolate novel natural products from actinomycetoma pathogens which may play a role 

in pathogenesis or have therapeutic potential. 
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Chapter 2. Materials and Methods 

 

2.1 General methods 

 

2.1.1 Chemicals 

All chemicals used were sourced from Sigma-Aldrich (now Merck), unless stated otherwise. 

2.1.2 Bacterial strains 

The wild type (WT) S. sudanensis strain used was obtained from the Leibniz Institute DSMZ - 

German Collection of Microorganisms and Cell Cultures GmbH (see Table 2.1). The non-

pathogenic control strains Streptomyces albus J1074 and Streptomyces coelicolor M1152 (see 

Table 2.1) were originally sourced from the lab of Andreas Bechthold, University of Freiberg, 

DE, and the John Innes Centre in Norwich, UK respectively. Strains were maintained on GYEA 

media (10 g/L glucose, 10 g/L yeast extract, 14 g/L agar), incubated at 30°C. Starter cultures of 

each strain were set up by adding a loop-full of mycelia to 15 mL GYE media (10 g/L glucose, 

10 g/L yeast extract) in a shake flask and incubated for one to three days at 30°C, on a three 

storey shelf shaker. Glass beads were added to liquid cultures to break up the mycelia. Starter 

cultures were used as inocula, at a concentration of 5%, to set up larger volume cultures in 

shake flasks.  

 

Table 2.1 Bacterial strains used in this study. 

 

2.1.3 Mammalian cell line and tissue culture 

RAW-blue cells, a murine macrophage reporter cell line, were obtained from InvivoGen. This 

cell line is derived from RAW 264.7 murine macrophages and features an NF-κB inducible 

secreted embryonic alkaline phosphatase (SEAP) reporter integrated into the chromosome 

(Invivogen, n.d.). The cell line was maintained in Dulbecco’s Modified Eagle’s Medium 

(DMEM), with 5% foetal bovine serum (FBS) and 0.1% 2-mercaptoethanol (2-ME), as 1 mL 

cultures in two separate Corning Costar 24-well plates. Incubation was at 37.5°C and 5% CO2, 
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in a Sanyo CO2 incubator and subculturing was performed every three to four days. 10 mL 

macrophage cultures were set up by adding 9 mL DMEM + 5% FBS + 0.1% 2-ME and 1 mL cell 

culture to T25 Nunc EasyFlasks, with incubation for three days at 37.5°C and 5% CO2.  

THP-1 cells, a human monocyte cell line, were generously donated by Professor Matthias 

Trost, Newcastle University. The cell line was maintained in Roswell Park Memorial Institute 

(RPMI) 1640 media, supplemented with 5% FBS, 0.1% 2-ME and 2 g/L sodium bicarbonate, as 

10 mL cultures in two separate T25 Nunc EasyFlasks. Incubation was at 37.5°C and 5% CO2, in 

a Sanyo CO2 incubator and subculturing was performed every three to four days. 

2.1.4 Extraction of high molecular weight genomic DNA from S. sudanensis 

15 mL of bacterial cell culture was harvested, centrifuged at 1774 xg for 10 minutes and the 

supernatant removed. The bacterial biomass was then lysed using a micropestle and 

resuspended in 5 mL SET buffer (75 mM NaCl, 25 mM EDTA pH 8.0, 20 mM Tris-HCl pH 7.5). 

This was followed by incubation with 1.5 mg/mL lysozyme for 1.5 hours, at 37°C. 10 μL of 10 

mg/mL RNase was then added, followed by incubation at room temperature for 1 minute. 

Pronase was then added to a concentration of 0.5 mg/mL and SDS to a concentration of 1%, 

with further incubation at 37°C for 2 hours. Next, 2 mL of 5M NaCl and 5 mL of chloroform 

was added, followed by incubation at room temperature for 30 minutes, with continuous 

inversion. Samples were then centrifuged at 4542 xg for 15 minutes, the supernatant 

harvested and 0.6 vol of isopropanol added to each. After inverting and waiting 3 minutes, the 

genomic DNA was spooled onto a glass Pasteur pipette, air dried and dissolved in 200 μL sterile 

water. Samples were then analysed using a NanoDrop ND-1000 spectrophotometer. 

2.1.5 Pulsed field gel electrophoresis of extracted gDNA 

150 mL of a 0.8% agarose gel was made, using 0.5X tris borate EDTA (TBE). All DNA samples 

were diluted to a concentration of 50 ng/μL and 100 μL of each was mixed with 100 μL 2% 

agarose gel and set into plugs. The plugs were placed into the 0.8% gel once it had set. The gel 

was run at 180 V, for 20 hours, with intervals set to start at 10 seconds and increase up to 70 

seconds. Staining solution was prepared by adding 2 mL SYBR Gold to 200 mL 1X TBE. The gel 

was incubated in staining solution for 20 minutes and then agitated in the solution for a 

further 20 minutes. It was then visualised. 
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2.1.6 Testing the use of dialysis tubing for the interaction assay 

S. sudanensis was cultured as described in section 2.1.2, then centrifuged at 3270 xg, the old 

media poured off and the cell pellet resuspended in DMEM to an OD600 of 0.1. 2.5 mL of this 

culture was then transferred into a piece of dialysis tubing (MWCO= 3000kDa), with both of 

its ends then knotted to seal the tubing. A 10 mL RAW-blue cell culture was prepared as 

described in section 2.1.3. After incubation, the old culture medium was removed and 

replaced with 5 mL fresh medium. Macrophages were then suspended into the fresh medium 

by forcefully tapping the flask on the lab bench, after which a cell count was performed using 

a haemocytometer. The macrophage culture was then diluted to give a cell density of 1 million 

cells/mL. 2 mL of macrophage culture was then added to three wells of a Corning Costar six 

well tissue culture plate. The plate was subsequently incubated for 30 minutes at 37.5°C and 

5% CO2, to allow the macrophages to attach to the surfaces of the wells. The dialysis tubing 

containing bacteria was then placed into one of the plate wells. Sealed dialysis tubing 

containing 2.5 mL fresh DMEM was placed in another well, to act as a control. The plate was 

then incubated at 37.5°C and 5% CO2 for 72 hrs, with images taken of the wells every 24 hrs. 

2.1.7 Testing the use of Transwell tissue culture inserts for the interaction assay 

A 10 mL RAW-blue cell culture was prepared as described in section 2.1.3. After incubation, 

the old culture medium was removed and replaced with 5 mL fresh DMEM. Macrophages 

were then suspended into the fresh medium by forcefully tapping the flask on the lab bench, 

after which a cell count was performed using a haemocytometer. The macrophage culture 

was then diluted to give a cell density of 1 million cells/mL. 2 mL of macrophage culture was 

then added to wells of a Corning Costar six well tissue culture plate. The plate was 

subsequently incubated for 30 minutes at 37.5°C and 5% CO2, to allow the macrophages to 

attach to the surfaces of the wells. Corning Transwell tissue culture inserts, with pore sizes of 

0.4 μm, were then placed into each of the wells. S. sudanensis was cultured as described in 

section 2.1.2, then centrifuged at 3270 xg, the old media poured off and the cell pellet 

resuspended in DMEM to an OD600 of 0.1. 2 mL of this culture was added to inserts in four of 

the wells; two of the wells contained macrophages and two contained only DMEM. 2 mL 

DMEM was added to the inserts of the remaining two macrophage-only wells. The plate was 

then incubated for 72 hours, at 37.5°C and 5% CO2.  
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2.1.8 Testing structural integrity of agarose gels for use in the indirect interaction assay 

Gels were prepared using deionised water and agarose concentrations of 0.25%, 0.3% and 

0.5%. While still melted, 0.5 mL of each gel was pipetted into Transwell inserts and allowed to 

set. 1 mL of DMEM was then added to the inserts, which were then placed into empty wells 

on a Corning Costar six well plate and observed for leakage of DMEM through the gels and the 

insert, into the wells.  

2.1.9 Testing agarose gel within Transwell inserts for the interaction assay 

S. sudanensis was cultured as described in section 2.1.2, then centrifuged at 3270 xg, the old 

media poured off and the cell pellet resuspended in DMEM to an OD600 of 0.1. A 0.5% agarose 

gel was prepared using deionised water. While still melted, 0.5 mL of the gel was pipetted into 

two Corning Transwell inserts and allowed to set. 2 mL DMEM was added to two wells of a 

Corning Costar six well plate. The inserts containing agarose gel were placed into the two wells 

and 1 mL of the S. sudanensis culture in DMEM was added to one of the inserts. 1 mL  CO2. 

During incubation, the wells under the inserts were observed for signs of bacterial growth. At 

the conclusion of the incubation period, a sample of the DMEM from the well beneath the 

insert was streaked out on a nutrient agar plate and incubated at 37°C for six days. The same 

was also done for the bacterial culture within the insert, as a positive control. 

2.1.10 Testing non-pathogenic control strains for us within the interaction assay 

S. coelicolor and S. albus were cultured at described in section 2.1.2, then centrifuged at 3270 

xg, the old media poured off and the cell pellet resuspended in DMEM to an OD600 of 0.1. A 10 

mL RAW-blue cell culture was prepared as described in section 2.1.3. After incubation, the old 

culture medium was removed and replaced with 5 mL fresh medium. Macrophages were then 

suspended into the fresh medium by forcefully tapping the flask on the lab bench, after which 

a cell count was performed using a haemocytometer. The macrophage culture was then 

diluted to give a cell density of 0.5 million cells/mL. 2 mL of macrophage culture was then 

added to three wells of a Corning Costar six well tissue culture plate. The plate was 

subsequently incubated for 30 minutes at 37.5°C and 5% CO2, to allow the macrophages to 

attach to the surfaces of the wells. A 0.5% agarose gel was prepared using deionised water. 

While still melted, 0.5 mL of the gel was pipetted into two Corning Transwell inserts and 

allowed to set. The Transwell inserts were then placed into the three wells containing 

macrophages. 1 mL fresh DMEM was then added to an insert, as a negative control. 1 mL of 
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the S. coelicolor and S. albus were added to the remaining two inserts. The plate was then 

incubated for 48 hrs, at 37.5°C and 5% CO2.  

2.1.11 Validation of heat killing method for bacteria 

S. coelicolor and S. sudanensis were cultured at described in section 2.1.2. A sample of each 

culture was streaked out on nutrient agar plates. The remaining volumes of each culture were 

then autoclaved in a Prestige Medical Classic benchtop autoclave. A sample of each 

autoclaved culture was then streaked out on nutrient agar plates. The plates of living and 

autoclaved bacteria were incubated at 37°C for seven days. This temperature was selected to 

replicate the temperature bacteria would be incubate at during indirect interaction assay 

trials. 

2.1.12 Indirect interaction assay between bacteria and murine macrophages 

A 10 mL culture of RAW-blue macrophages was set up in DMEM + 5% FBS + 0.1% 2-ME media, 

in a T25 Nunc EasyFlask and incubated at 37.5°C and 5% CO2, for three days. After incubation, 

the old culture medium was removed and replaced with 5 mL fresh medium. Macrophages 

were then suspended into the fresh medium by forcefully tapping the flask on the lab bench, 

after which a cell count was performed using a haemocytometer. The macrophage culture 

was then diluted to give a cell density of 1 million cells/mL. 2 mL of macrophage culture was 

then added to five wells of a Corning Costar six well tissue culture plate, with 2 mL of fresh 

medium added to the last well. The plate was subsequently incubated for 30 minutes at 37.5°C 

and 5% CO2, to allow the macrophages to attach to the surfaces of the wells.  

In parallel to this, 15 mL liquid cultures of S. sudanensis and S. coelicolor were set up in GYE 

media and incubated on a shaker at 30°C, for three days. At the end of incubation, the OD600 

of the two cultures was measured using a Thermo Scientific Genesys 20 spectrophotomer. 2 

mL of each culture was then transferred to microfuge tubes and the remaining volumes in the 

flasks were autoclaved in a Prestige Medical Classic benchtop autoclave, to heat kill the 

bacteria. 100 µL of the autoclaved cultures and of the still living 2 mL cultures in the microfuge 

tubes was streaked out onto nutrient agar plates, which were then incubated at 30°C, to check 

for successful heat killing of bacteria and for contamination. 2 mL of each autoclaved culture 

was then transferred to two microfuge tubes. The aliquots of living and dead bacterial cultures 

were then centrifuged at 20238 xg, the supernatant removed and the pellets resuspended in 

the same volume of the macrophage culture medium. The centrifugation and resuspension 
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steps were then repeated, to wash the bacterial cells. After washing, the living cultures were 

diluted to an OD600 of 0.1 and the dead cultures to an OD600 of 2.  

Agarose was then prepared, at a concentration of 0.5% in ultrapure water. While melted, 0.5 

mL of agarose was pipetted into six Corning Transwell polyester membranes, with 0.4 µm 

pores, cell culture inserts and allowed to set. Once cooled, the inserts were added to the six 

wells in the tissue culture plate that had been seeded with macrophages earlier. 1 mL of fresh 

macrophage medium was added to the first insert, as well as 1 mL of each of the diluted living 

and dead bacterial cultures to the next four. To the final insert, which was placed in a well 

containing only media and no macrophages, 1 mL of living S. sudanensis was added. This set 

up six conditions: macrophages in isolation (M), macrophages + S. sudanensis (M+S), 

macrophages + dead S. sudanensis (M+DS), macrophages + S. coelicolor (M+C), macrophages 

+ dead S. coelicolor (M+DC), S. sudanensis in isolation (S). The assay plate was then incubated 

for 48 hrs at 37°C and 5% CO2.  

2.1.13 Extraction of bacterial and macrophage RNA  

Well inserts from the assay plate were removed and set aside in empty petri dishes. 1.5 mL of 

macrophage culture supernatant was harvested from each well of the plate and stored in 

microfuge tubes at -20°C. The two living S. sudanensis cultures, in the conditions M+S and S, 

were harvested from their respective inserts and centrifuged for 1 minute at 18407 xg. The 

supernatant was removed and 250 µL of RNAlater stabilisation reagent added, followed by a 

5 minute incubation. The samples were then centrifuged for 1 minute at 6010 xg and the 

supernatant removed. Pellets were resuspended in 200 µL of 50 mg/mL lysozyme and 

incubated at 37°C, for 4 minutes.  

The macrophages in the wells of the assay plate were dislodged into the remaining 0.5 mL of 

media using cell scrapers, transferred to microfuge tubes and centrifuged at 18407 xg, for 1 

minute. The supernatants were removed and the cells resuspended in 250 µL of RNAlater. 

Both the bacteria and macrophage samples were then centrifuged at 6010 xg, for 3 minutes, 

their supernatants removed and 350 µL RLT buffer from the Qiagen RNeasy Mini Kit added. 

From this point on, the RNeasy Mini Kit was used to isolate RNA, following the manufacturer’s 

protocol. The presence of intact RNA in the samples was then checked for using gel 

electrophoresis (100 V, 30 minutes), with a 0.8% agarose gel. Sample purity was assessed using 

a NanoDrop ND-1000 spectrophotometer.  
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2.1.14 Preparation of cDNA libraries for RNA sequencing 

Pure mRNA was obtained by using the Illumina Ribo-Zero rRNA Removal Kit on all macrophage 

and bacterial RNA samples, with the protocol followed as specified by the manufacturer. 

Following this procedure, samples were purified using the Zymo Clean and Concentrate – 5 

kit. Preparation of a cDNA library from each sample was then carried out using the NEBNext 

Ultra II RNA Library Prep Kit for Illumina, with the protocol followed as specified by the 

manufacturer. Quality of the cDNA libraries was then assessed using an Agilent 2100 

Bioanalyzer, with samples loaded onto a DNA 1000 chip.   

2.1.15 Activity assays with THP-1 monocytes 

At various points throughout the project, bacterial culture samples, purified extracts or 

compounds needed to be tested for activity against THP-1 monocytes. The following 

procedure was always used, unless otherwise stated. A 10 mL THP-1 culture was set up (see 

section 2.1.3). Following incubation, the culture was transferred to a 50 mL Falcon tube and 

centrifuged at 233 xg to pellet the cells. The old culture media was removed and then replaced 

with a volume of fresh media to give 250,000 cells/mL. Cells were then seeded into however 

many wells were needed, in either Corning Costar 24-well plates or Falcon 96-well plates. For 

the 24-well plates, 1 mL of culture was added to each well, while for the 96-well plates 200 µl 

was added. A range of dilutions of the samples being tested were then set up across the 

macrophage wells, with one well always left as a “0%” control. The assay plate would then be 

incubated at 37°C and 5% CO2, for a maximum of 72 hrs, with images of the wells captured 

every 24 hrs.  

2.1.16 Bacterial culture supernatants activity assay with THP-1 cells 

S. sudanensis and S. coelicolor were cultured in 25 mL GYE as described in section 2.1.2. To 

harvest supernatant (SN), cultures were poured into 50 mL Falcon tubes and centrifuged at 

3270 xg for 10 minutes. The SNs were collected and bacterial pellets discarded. SNs were then 

sterilised by passing through 0.2 μm pore Sartorious syringe filters. SNs were then added at a 

range of concentrations to THP-1 cell cultures, set up in a 96-well plate as described in section 

2.1.9.  

2.1.17 NLRP3 activation and inhibition assay with THP-1 cells 

A 20 mM stock of MCC950 was prepared by dissolving 10 mg of compound in 1.235 mL DMSO. 

A 6.7 mM stock of nigericin was prepared by dissolving 10 mg of compound in 2 mL 100% 
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ethanol. S. sudanensis culture SN was prepared as detailed in section 2.1.10. THP-1 cells were 

set up in a 96-well plate as described in section 2.1.9. Cells in four of the wells were first primed 

with LPS, which was added to a concentration of 1 μg/mL and the plate incubated at 37°C and 

5% CO2 for 3 hrs. After incubation, the media containing LPS was removed from the wells and 

replaced with fresh RPMI. The following conditions were then set up in different wells: cells in 

isolation, ‘+ LPS priming’, ‘+ LPS priming + nigericin’, ‘+ LPS priming + MCC950’, ‘+ LPS priming 

+ nigericin + MCC950’, ‘+ nigericin’, ‘+ MCC950’, ‘+ nigericin + MCC950’, ‘+ S. sudanensis SN’, 

‘+ S. sudanensis SN + MCC950’. Nigericin and MCC950 were each added to a concentration of 

10 μM to the appropriate wells. Bacterial SN was added to concentrations of 30%, 40% and 

50% to the appropriate wells. The assay plate was then incubated at 37°C and 5% CO2, for 72 

hrs, with images of the wells captured every at 1, 6, 24, 48 and 72 hrs.  

2.1.18 Aqueous and organic phases of S. sudanensis SN activity assay with THP-1 cells 

For preparation of the aqueous and organic phases of culture SN, see section 2.4.2. A small 

sample of the organic phase was dried under reduced pressure using a Buchi R-100 Rotavapor. 

The dried sample was then resuspended in 1 mL sterile ultrapure water. A sample of the 

aqueous phase was sterilised by passing through a 0.2 μm pore Sartorious syringe filter. The 

samples were then added to concentrations of 30, 40 and 50% to THP-1 cells set up in a 96-

well plate, as described in section 2.1.9. The assay plate was then incubated at 37°C and 5% 

CO2, for 48 hrs, with images of the wells captured every 24 hrs.  

2.1.19 High performance liquid chromatography fractions activity assay with THP-1 cells 

Collected high performance liquid chromatography (HPLC) fractions were evaporated to 

dryness in a SP Scientific Genevac Series 3 HT Evaporator. Fractions were then resuspended in 

120 μL sterile ultrapure water. THP-1 cells were set up in a 96-well plate as described in section 

2.1.9. The HPLC fractions were added to a concentration of 20% to each well. The assay plate 

was then incubated at 37°C and 5% CO2, for 72 hrs, with images of the wells captured every 

24 hrs.  

2.1.20 Synthetic cyclic dipeptides activity assay with THP-1 cells 

Cyclo(-Leu-Pro) and cyclo(-Val-Pro) were purchased from Bachem. 1 M stock solutions of each 

were made using DMSO and further diluted to give additional stocks of 200 mM, 20 mM, 10 

mM, 2 mM, 0.2 mM. THP-1 cells were set up in a 96-well plate as described in section 2.1.9. 

Cells in ten of the wells were primed with LPS, which was added to a concentration of 1 μg/mL 
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and the plate incubated at 37°C and 5% CO2 for 3 hrs. After incubation, the media containing 

LPS was removed from the wells and replaced with fresh RPMI. The following conditions were 

then set up in different wells: cells in isolation, ‘+ LPS priming’, ‘+ LPS priming + DMSO (0.5%)’, 

‘+ DMSO (0.5%)’, ‘+ LPS priming + DMSO (1%)’, ‘+ DMSO (1%)’, ‘+ LPS priming + cyclo(-Leu-

Pro)’, ‘+ cyclo(-Leu-Pro)’, ‘+ LPS priming + cyclo(-Val-Pro)’, ‘+ cyclo(-Val-Pro)’. The cyclic 

dipeptides were added to concentrations of 10 mM, 5 mM, 1 mM, 100 uM, 50 uM, 10 uM, 1 

uM to the appropriate wells. The assay plate was then incubated at 37°C and 5% CO2, for 72 

hrs, with images of the wells captured every 24 hrs. 

 

2.2 Bioinformatical methods 

 

2.2.1 De novo genome sequencing  

Extracted S. sudanensis genomic DNA was submitted to the NU-OMICS facility at Northumbria 

University for Illumina sequencing, using a MiSeq sequencer. Additionally, the DNA was 

sequenced on an Oxford Nanopore Technologies MinION sequencer by Demuris Ltd. The 

sequencing library was prepared in the lab using the Oxford Nanopore Rapid Barcoding Kit 

before being submitted for sequencing. Assembly of the MinION and Illumina reads and 

annotation of the genome was then performed by Dr Nick Allenby of Demuris Ltd. The 

program Canu was used for assembly, while Prokka was used for annotation (Seemann, 2014, 

Koren et al., 2017).  

2.2.2 Identification of biosynthetic gene clusters  

The presence of biosynthetic gene clusters within the assembled S. sudanensis genome were 

predicted using an online analysis tool, the antibiotics and secondary metabolite analysis shell 

(antiSMASH), version 4.2.0 (Blin et al., 2017). Sequences were submitted to antiSMASH for 

analysis using the default settings of the software.  

2.2.3 Differential expression analysis of RNAseq data 

Barcoded RNAseq libraries, prepared as described in section 2.1.8, were pooled and submitted 

for sequencing to Edinburgh Genomics. Illumina sequencing of the libraries was performed on 

a single lane of a NovaSeq machine. The quality of the sequencing data was assessed using 

FastQC, version 0.11.8 (Babraham Bioinformatics). The mouse transcriptome GRCm38.p6 
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(release M22) was downloaded from the GENCODE online database. The S. sudanensis 

transcriptome was created by extracting protein coding sequences from the bacterial genome, 

which was performed by John Casement of the Bioinformatics Support Unit, Newcastle 

University. RNAseq reads were mapped to the appropriate transcriptome using the program 

Salmon, version 0.8.2 (Patro et al., 2017). Additional mapping of S. sudanensis RNAseq reads 

to the full S. sudanensis genome was carried out using BowTie2, version 2.3.2 (Langmead and 

Salzberg, 2012). The R package tximport, version 1.2, was used to import the mapping data 

from Salmon into R, version 3.6.1 (Soneson et al., 2015). Differential expression analysis was 

performed on the RNAseq data using the R package DESeq2, version 1.32 (Love et al., 2014).  

2.2.4 Protein alignments and homology searches 

The amino acid sequences of proteins encoded by genes of interest were compared to others 

using the NCBI Protein Basic Local Alignment Search Tool (BLASTP) to search for homology 

(Altschul et al., 1990). Precise alignments of two proteins was performed using the EMBL-EBI 

Clustal Omega multiple sequence alignment program, version 1.2.4 (Madeira et al., 2019).  

 

2.3 Immunological methods 

 

2.3.1 QUANTI-Blue assay  

QUANTI-Blue is a dye produced by InvivoGen that changes from violet to blue due to the 

activity of alkaline phosphatase. It was used to quantify the amount of SEAP produced by 

RAW-blue macrophages during the indirect interaction assay with bacteria. As SEAP 

expression is induced by activated NF-κB, the levels of SEAP measured correspond to the levels 

of NF-κB activation in the macrophages. QUANTI-Blue reagent was prepared according to the 

manufacturer’s instructions and 180 µL was added to wells of a Falcon 96-well plate. The 

macrophage culture supernatants harvested from 3 repeats of the indirect interaction assay 

were thawed at room temperature and 20 µL of each was added to the wells containing 

QUANTI-Blue. Wells were set up with three technical repeats for each sample. 20 µL ultrapure 

water was used as a blank. The plate was incubated at 37°C, for 1 hr. The OD625 of each of the 

wells was then measured, using a BMG SPECTROstar Nano plate reader. Raw absorbance 

values were then blank corrected.  
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2.3.2 Enzyme-linked immunosorbent assays  

Macrophage culture supernatants harvested from six repeats of the indirect interaction assay 

were assayed for the presence of four different cytokines using enzyme-linked 

immunosorbent assays (ELISAs). The following kits from ThermoFisher Scientific were used: 

IL10 Mouse Uncoated ELISA Kit, IL1β Mouse Uncoated ELISA Kit, TGFβ1 Human/Mouse 

Uncoated ELISA Kit, TNFα Mouse Uncoated ELISA Kit. The protocols were followed as 

described by the manufacturer. Clean DMEM + 5% FBS + 0.1% 2-ME was used a blank for each 

assay. Upon conclusion of the kit protocols, the OD425 of the plate wells were measured using 

a BMG CLARIOstar plate reader. Raw absorbance values were then blank corrected. 

  

2.4 Chemical extraction and purification methods 

 

2.4.1 Preparation of aqueous extract from liquid bacterial culture 

S. sudanensis was cultured in 3L of GYE media for 96 hrs, using conditions described in section 

2.1.2. The bacterial biomass was then removed by centrifugation at 11325 xg and the SN 

collected. 

2.4.2 Liquid phase organic solvent extraction  

The aqueous S. sudanensis culture SN was mixed with an equal volume of ethyl acetate, within 

a separation funnel. Ethyl acetate has medium polarity, making it ideal for extracting a wide 

variety of both polar and non-polar compounds from the aqueous phase. The two phases were 

then decanted into separate flasks and the process repeated, with the two organic phases 

pooled together. The organic and aqueous phases were then tested for activity against THP-1 

cells, as described in section 2.1.12. The active organic phases was then evaporated to dryness 

under reduced pressure using a Buchi R-100 Rotavapor. 

2.4.3 HPLC fractionation 

An Agilent 1260 Infinity II Preparative HPLC system, with C18 reversed phase column and 

fraction collector, was used to perform preparative HPLC on the active organic phase in 

collaboration with Dr Yousef Dashti, Newcastle University. The dried organic phase was 

dissolved in 2 mL 100% methanol. The entirety of the sample was loaded onto a cotton roll, 

which was left to dry out before being placed into the HPLC column. The column was run at a 
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flow rate of 0.2 mL/min, for a duration of 60 minutes. A gradient of 5-100% acetonitrile (ACN), 

with a 5 minute ACN wash at the end, was used. Fractions were collected every minute. Half 

of each of the fractions were then evaporated in vacuo using a Genevac HT Series 3 centrifugal 

evaporator and tested for activity against THP-1 cells, as described in section 2.1.13. The 

remaining volumes of each fraction were reserved for proton nuclear magnetic resonance (1H-

NMR) analysis. 

2.4.4 Liquid chromatography-mass spectrometry 

HPLC fractions found to be active were analysed by liquid chromatography-mass spectrometry 

(LC-MS) using an Agilent 1260 Infinity II HPLC system with C18 reversed phase column and 

automated multisampler module, coupled to a Bruker microTOF mass spectrometer. This was 

done in collaboration with Dr Yousef Dashti, Newcastle University. 50 μL of each fraction in 

water was mixed with 200 μL methanol and transferred to a HPLC vial. Samples were loaded 

onto the HPLC column by the automated injector and were run with a flow rate of 0.2 mL/min, 

for a duration of 60 minutes. A gradient of 5-100% acetonitrile (ACN) was used. 

2.4.5 1H-NMR analysis 

1H-NMR analysis of active HPLC fractions was performed by Dr Yousef Dashti, Newcastle 

University. Spectra were recorded using a Bruker Avance III 700 MHz spectrometer equipped 

with a TCI cryoprobe at 25°C. Chemical shifts were referenced to the solvent peaks of DMSO-

d6 at δH 2.50.  

 

2.5 Data visualisation and statistical methods 

 

2.5.1 Creation of data plots 

The plot of the genome of Streptomyces sudanensis was created using Artemis, version 18.1.0. 

All other data plots were created in R, version 3.6.1. Bar and box plots were generated using 

the package ggplot2, version 3.3.5. Heatmaps were created using the heatmap.2 function of 

the package gplots, version 3.1.1. Dendrograms were created using the hclust function of the 

stats package, version 3.6.2. Principal component analysis (PCA) plots were generated using 

the plotPCA function in the package DESeq2, version 1.32. Dispersion plots were generated 
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using the plotDispEsts function within DESeq2. Venn diagrams were created using the online 

software Venny, version 2.1.  

2.5.2 Statistical thresholds applied within RNAseq differential expression analysis 

The R package DESeq2, version 1.32, was used for differential expression analysis of RNAseq 

data from RAW 264.7 macrophages and S. sudanensis. By default, DESeq2 outputs a results 

table containing log2 fold changes, p-values and adjusted p-values for each gene in a data set. 

Adjusted p-values were derived using the Benjamini-Hochberg method. The thresholds set for 

differential expression for both data sets were a log2 fold change of +/- 1 and an adjusted p-

value of < 0.05. Results tables were parsed using these two thresholds. 

2.5.3 Statistical analyses of RAW macrophage cell length to width ratios 

Data for each condition were plotted as histograms using the hist() function of R, version 3.6.1, 

to check their distribution. Only data in the control condition M were normally distributed. 

The non-parametric Kruskal-Wallis test was therefore used to compare the effect of each 

condition on cell length to width ratios. A post-hoc Dunn test with Bonferroni correction was 

then used for pairwise comparisons between conditions. 

2.5.4 Statistical analyses of cytokine ELISA results 

For all ELISAs, mean absorbances were calculated for each condition. An Analysis of variance 

(ANOVA) test was performed to compare the effects of both living and dead S. sudanensis and 

S. coelicolor on cytokine release from RAW 264.7 macrophages during the indirect interaction 

assay. Tukey’s Honestly Significant Difference post-hoc test was accordingly performed on all 

three datasets to give pairwise comparisons between conditions. 
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Chapter 3. Characterisation of the macrophage response to Streptomyces 

sudanensis 

 

3.1 Introduction 

One of the core aims of this study was to interrogate how mammalian immune cells respond 

to actinomycetoma pathogens. It was decided that the optimal approach to this question 

would be to design an assay method wherein the bacteria and immune cells are co-cultured. 

This would allow the observation of biological effects induced within either population. 

Macrophages (specifically, the murine macrophage cell line RAW-blue) were selected as the 

immune cell type for use in the assay. As described in Chapter 1, these cells act as the front 

line of innate immunity and are therefore amongst the first immune cells to encounter 

mycetoma infections (Akira et al., 2006, Iwasaki and Medzhitov, 2015). They are key to 

initiating and defining the early immune response to invading pathogens. Additionally, as 

detailed in Chapter 1, macrophages are implicated in the initiation and formation of 

granulomas, one of the defining features of mycetoma pathogenesis (Ramakrishnan, 2012).  

Several methods were chosen for the assessment of biological effects induced by 

macrophages and bacteria interacting during the assay and will be described below. These 

methods included: an NF-κB activity assay, enzyme-linked immunosorbent assays (ELISAs) to 

detect and quantify the release of certain cytokines from the macrophages, transcriptome 

analysis by RNA sequencing (RNAseq) and phenotypic assessment of the macrophages by 

microscopy.  

RAW-blue is an NF-κB reporter cell line, derived from RAW 264.7, which contains a 

chromosomally integrated secreted alkaline phosphatase (SEAP) reporter, inducible by the 

transcription factor NF-κB (Invivogen, n.d.). As described in Chapter 1, this transcription factor 

upregulates the expression of pro-inflammatory genes in response to pathogen invasion or 

tissue damage (Fitzgerald and Kagan, 2020). Therefore, measuring its activity in response to a 

given stimulus allows the extent of immune activation to be observed. The amount of SEAP 

produced by RAW-blue cells can be easily quantified in a colourimetric assay, in turn allowing 

quantification of the scale of NF-κB activity. This cell line also expresses a wide range of 

cytokines and pattern recognition receptors (PRRs), such as Toll-like and nucleotide-binding 
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oligomerisation domain-like receptors, and so is ideally suited for studying macrophage 

detection of, and activation by, pathogens.  

ELISAs are colourimetric assays that detect target proteins through the use of enzymes 

conjugated to antibodies that are specific to the protein. The type of ELISA chosen for cytokine 

detection was a sandwich ELISA, an overview of which is shown in Figure 3.1. 

 

Figure 3.1 Summary of a sandwich ELISA. (a) A well is coated with capture antibodies, 
specific to the target protein. (b) Sample is added to the well, containing a mixture of 
different proteins. The target protein is bound by the capture antibodies. The well is washed 
to remove unbound proteins. (c) Detection antibodies, also specific for the target protein, 
are added and bind to the target. The detection antibodies are conjugated to an enzyme 
(shown as a star). The well is washed to remove unbound detection antibody. (d) The 
substrate for the conjugated enzyme is added to the well. The enzyme cleaves the 
substrate, forming a coloured product. The measured light absorbance of the well is 
proportional to the level of enzyme activity and therefore to the levels of target protein 
bound by the antibodies. Target protein quantity can thus be calculated. 

 

RNAseq is a powerful technique, enabled by next generation sequencing (NGS) methods. From 

its development in 1977, Sanger sequencing was dominant (Metzker, 2010). Shown in Figure 

3.2, this is a sequencing by synthesis method that uses chain terminating, fluorescently 

labelled nucleotides to determine DNA sequences. It is highly accurate but low throughput, as 

only one DNA fragment can be sequenced at a time. This makes it a very slow and inefficient 

technique for sequencing large libraries of DNA fragments.  
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Figure 3.2 Sanger DNA sequencing method. Image adapted from BioRender (2020). 
 

From 2005 onwards, new sequencing methods were introduced that massively parallelised 

the sequencing by synthesis process, termed NGS methods (McCombie et al., 2019). Of the 

initial NGS technologies, the dominant one that remains regularly in use to this day is that of 

Illumina Inc., whose method is illustrated in Figure 3.3. DNA is first fragmented and then 

adapter sequences ligated to the fragments, creating a sequencing library (Metzker, 2010). 

The library is then loaded onto a flow cell, which is itself coated with adapters. The library 

fragments anneal to their complimentary adapters in the flow cell and undergo rounds of 

bridge amplification, as shown in Figure 3.3(a). Sequencing by synthesis is then performed for 

all library fragments simultaneously, via the mechanism shown in Figure 3.3(b). This method 

makes DNA sequencing high throughput, allowing for whole genomes to be sequenced in one 

run, and increases the depth of sequencing coverage.  
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Figure 3.3 Illumina DNA sequencing. (a) Sequencing library fragments undergo bridge 
amplification within the Illumina flow cell, creating clusters of complimentary forward and 
reverse strands and increasing sequencing coverage of the library. (b) Sequencing by 
synthesis is then performed for all DNA fragments, using fluorescently labelled, chain 
terminating nucleotides. Live four-colour imaging of the flow cell shows which nucleotides 
have been incorporated within each fragment. The labels are cleaved and the process is 
repeated to sequence the entire fragment. Adapted from Figures 1 and 2 of Metzker (2010). 

 

NGS methods have progressed further still over the last two decades, with the development 

of the so-called third generation technologies: single-molecule real-time sequencing and 

nanopore sequencing (McCombie et al., 2019). These are produced by Pacific Biosciences 

(PacBio) and Oxford Nanopore Technologies (ONT) respectively. Their key innovation is the 

ability to produce reads that range from thousands to hundreds of thousands of base pairs in 

length (van Dijk et al., 2018, McCombie et al., 2019). This is orders of magnitude greater than 

those produced by Illumina sequencing, which outputs on a scale of only hundreds of base 

pairs. PacBio and ONT employ differing methods, both of which are shown in Figure 3.4. The 

PacBio system (Figure 3.4(a)) still uses sequencing by synthesis, but is dependent on the use 

of a zero mode waveguide well, which is designed to provide the smallest possible volume for 

light detection (Rhoads and Au, 2015). This allows the sequencer to visualise the incorporation 

of individual nucleotides during continuous strand synthesis by DNA polymerase. The ONT 

system (Figure 3.4(b)) instead relies on DNA strands being fed through protein nanopores, 
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which are embedded in a membrane (Stoddart et al., 2009). It then measures changes in the 

electrical current across the membrane, caused by translocation of the DNA.  

 

Figure 3.4 (a) PacBio single-molecule real-time sequencing. Libraries are loaded onto a cell, 
which contains roughly 150,000 zero mode waveguides. A single DNA polymerase is fixed 
to the bottom of each one. The polymerase synthesises a new strand from the sequencing 
library template. It incorporates fluorescently labelled nucleotides which produce light 
pulses as they are held by the enzyme. Light pulses are used to identify each nucleotide and 
are continuously recorded across the whole cell, allowing multiple library fragments to be 
sequenced simultaneously. The series of light pulses from each zero mode waveguide are 
then analysed to produce the nucleotide sequence. Adapted from Figure 4 of Metzker 
(2010). (b) ONT nanopore sequencing. Libraries are loaded onto a flow cell, which contains 
a phospholipid membrane, studded with protein pores. A current is applied across the 
membrane. DNA fragments are bound by the pore proteins, unwound and pulled through 
the pore. As nucleotides pass through the pore, they generate a unique change in the 
current, due to altering the flow of ions. Changes in the current are measured and used to 
identify each nucleotide and thus build up a DNA sequence. This process occurs 
simultaneously across the flow cell membrane. Adapted from Figure 2 of Gopfrich and Judge 
(2018). 
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NGS innovations not only increased the speed and affordability of genomic DNA sequencing, 

but their high throughput nature also meant that sequencing a cell’s transcriptome became 

viable and RNAseq methods were accordingly developed (Mortazavi et al., 2008, Nagalakshmi 

et al., 2008). For transcriptomic analysis, RNA is extracted from cells, the mRNA isolated and 

a cDNA library generated for sequencing. The sequencing data can then be mapped to a 

reference genome or transcriptome. This allows for the identification of the mRNA transcripts 

present in a cell at a given moment, providing a snapshot of which genes were being 

expressed. Transcripts can also be quantified, giving a direct measure of gene expression 

levels.  

It was decided that RNAseq would be performed on the macrophages and the bacteria, both 

in the presence and absence of one another. Differential expression analysis could then be 

performed, whereby expression levels of genes under different conditions are compared. This 

would allow for the identification of macrophage genes that were up- or downregulated in 

the presence of the bacteria and vice versa. Thus, it would be possible to observe how the 

different cell populations respond to one another at the transcriptional level. This could 

uncover immune pathways activated by the pathogen, as well as host cell systems that are 

disrupted, providing insight into the pathogenesis of mycetoma. 

As described in Chapter 1, Actinobacteria are major producers of specialised metabolites (Katz 

and Baltz, 2016). It is therefore possible that such compounds may have a role in mycetoma 

pathology. The physical design of the co-culture assay method was therefore considered, with 

the aim of identifying specialised metabolites produced by actinomycetoma pathogens, which 

may act as virulence factors. Such metabolites would usually be secreted from the bacterial 

cells and then naturally diffuse through their culture medium. Therefore, the bacteria and 

macrophages need not be in direct physical contact with each other for the effects of any 

specialised metabolites to be observed. Additionally, if the cultures were mixed together, the 

PRRs of the macrophages would detect standard bacterial cell wall pathogen associated 

molecular patterns (PAMPs), e.g. peptidoglycan and lipoproteins. This would trigger well-

characterised immune responses that aren’t the main focus of this study. A permeable barrier 

separating the bacteria and macrophages would allow for metabolite diffusion into the 

macrophage culture, while minimising macrophage exposure to common PAMPs. 
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With this core aspect of the assay design decided, it was thereafter referred to as the ‘indirect 

interaction assay’. Method optimisation was undertaken to determine what permeable 

barrier to use and other appropriate experimental conditions.  

 

3.2 Design and optimisation of a novel interaction assay between S. sudanensis and 

macrophages 

 

3.2.1 Testing dialysis tubing as a barrier between bacteria and macrophage cultures 

Dialysis tubing was trialled first for use as a barrier between the two cell cultures. This tubing 

is a semi-permeable membrane that will only allow molecules of a certain size to diffuse 

through it. The molecules able to diffuse can be controlled by selecting tubing with specific 

pore sizes. The size chosen for this trial was 3000 kDa, which should allow for diffusion of 

specialised metabolites while crucially blocking the passage of bacteria through the 

membrane. The interaction assay using dialysis tubing was set up as described in Chapter 2 

and the images taken during the incubation period are shown in Figure 3.5.  

 

 

Figure 3.5 Images of RAW-Blue macrophages taken over the course of 72 hrs, during the 
trialling of dialysis tubing as a barrier between macrophage and bacterial cultures. Sealed 
tubing was placed into wells with the macrophages. Images in the top row are from a well 
where fresh DMEM was inside the sealed tubing. Those of the bottom row are from a well 
where S. sudanensis culture was inside the tubing. The red arrow indicates a growing 
bacterial mycelium. Images taken at 200X magnification. 
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The images of the ‘No bacteria’ control show the macrophages remained in a resting state for 

at least the first 48 hrs of the incubation period. The cells remained a constant size, their 

cytoplasm remained clear and no pseudopodia were visible. It therefore appeared that the 

dialysis tubing is itself not immunogenic. However, by 72 hrs cell morphology became more 

irregular with some pseudopodia having formed, indicating a low level of macrophage 

activation. It is likely that after incubating for 72 hrs, media nutrients would have been greatly 

depleted, while waste products excreted from the cells would have accumulated. These 

conditions will likely have caused some cells to die and subsequently release danger 

associated molecular patterns (DAMPs). If so, the released signals might then have activated 

other macrophages in the well, explaining the appearance of pseudopodia at this time point. 

In the ‘+ S. sudanensis’ condition, the macrophages at 24 hrs were clearly enlarged compared 

to at 6 hrs. The cells were also enlarged compared to those in the ‘No bacteria’ condition at 

24 hrs. At 48 hrs, this enlargement was more evident, along with the presence of a small 

number of fully activated cells, indicated by the presence of multiple pseudopodia and an 

irregular cell morphology. By 72 hrs, the well was dominated by strongly activated 

macrophages. Most cells were enlarged further and had developed a “starry” morphology, 

with multiple pseudopodia spread outwards. High numbers of vesicles were also visible in 

their cytoplasm, indicating the cells had carried out phagocytosis.  

Also shown in the image at 72 hrs is a growing mycelium of S. sudanensis, highlighted by the 

red arrow. The density and size of the mycelium suggests that the bacteria were likely present 

in the macrophage culture at earlier time points, which may explain the activation seen from 

24 hrs onwards. It was therefore impossible to conclude whether the effects induced in the 

macrophages were due to specialised metabolite production or direct interaction with the 

bacteria. It is most likely that the bacteria leaked from the dialysis tubing through one of the 

sealed ends, which were tied off only by knotting. Multiple attempts to fully block bacterial 

escape by sealing the tubing in different ways were unsuccessful. Therefore, it was decided to 

abandon the use of dialysis tubing for the assay. 
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3.2.2 Using 3D tissue culture well inserts as a barrier between bacteria and macrophage 

cultures 

Transwell permeable supports were next trialled as a barrier between cultures. These are 

plastic inserts with porous bases that are placed into multiwell plates. The design of the assay 

using the Transwell system is shown in Figure 3.6(a). 

 

 

Figure 3.6 (a) Diagram of interaction assay method using Transwell permeable insert. (b) 
Images of macrophages incubated underneath a Transwell insert. The insert either 
contained fresh DMEM or S. sudanensis. The red arrow indicates a growing bacterial 
mycelium. Images taken at 200X magnification. 

 

The smallest pore size available for the Transwell inserts was 0.4 μm, which should have been 

sufficiently small to block transmission of Streptomyces hyphae, which are typically 0.8 μm or 

more.  Images taken during the trial of this method are shown in Figure 3.6(b). By 24 hrs, there 

was a clear contrast between the ‘No bacteria’ control and ‘+ S. sudanensis’. With the bacteria 

in the insert, the macrophages were visibly enlarged and had developed a “starry” 
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morphology, with multiple pseudopodia reaching outwards. It was noted that this activation 

state had been reached in a much shorter incubation time than during the dialysis tubing trial. 

This could be due to the larger pores of the Transwell insert allowing for easier diffusion of 

bacterially derived molecules. Macrophages in the negative control well, on the other hand, 

had maintained their size and regular, round morphology. The Transwell inserts themselves 

therefore showed no immunogenicity.  

The trial was run up to 72 hrs, at which point a bacterial mycelium was observed in the ‘+ S. 

sudanensis’ well (red arrow in Figure 3.6(b)). This suggested that S. sudanensis was able to 

pass through the 0.4 μm pores of the insert. As with the dialysis tubing trial, this meant it was 

impossible to distinguish clearly between effects induced by potential specialised metabolites 

and those triggered by close contact with bacterial cells.  

3.2.3 Optimisation of agarose gel density within Transwell inserts 

When cultured on solid agar plates some streptomycetes are known to be able to penetrate 

the surface of the agar. However, we noted that S. sudanensis did not appear to do this. We 

therefore reasoned that a layer of agarose might prevent S. sudanensis from passing through 

the pores of the transwell insert. The modified experimental design is shown in Figure 3.7(a).  

The potential of the agarose to hinder the diffusion of specialised metabolites was considered. 

Different agarose densities were trialled to find the lowest density of agarose that would 

retain barrier activity for the bacteria.  

 

Figure 3.7 (a) Modified design of the Transwell interaction assay. (b) Nutrient agar plates, 
streaked with 100 μL S. sudanensis culture from the insert (left) and DMEM from the well 
beneath the insert (right). The ‘Insert’ plate was incubated for 24 hrs before imaging. The 
‘Well’ plate was incubated for 6 days. Both were incubated at 37°C.  
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Gels with agarose concentrations of 0.25%, 0.3% and 0.5% were tested for structural integrity 

within Transwell inserts using the method detailed in Chapter 2. It was observed that 0.25% 

and 0.3% gels did not block the flow of culture media through the insert pores, with media 

droplets visible by eye on the underside of the insert after four minutes. By 30 minutes these 

droplets had fallen to the base of their wells, with new ones still forming. At the same time 

point, no droplets were visible under the 0.5% agarose insert or on the base of its well. It was 

thus concluded that the densities of the 0.25% and 0.3% agarose gels were too low to use in 

the assay. 0.5% would therefore be the lowest agarose concentration used in the rest of the 

trial.  

Next, the ability of the 0.5% agarose gel to block S. sudanensis contamination of the well was 

assessed, using the assay set up shown in Figure 3.7(a). No bacterial growth was observed in 

the well under the insert for four days. At the conclusion of the incubation period, a final check 

for bacterial contamination of the well was carried out. A sample of the media from the well 

beneath the insert was streaked out on a nutrient agar plate. The same was also done for the 

bacterial culture within the insert, as a positive control. Images of the two plates following 

incubation are shown in Figure 3.7(b). The plate streaked from the insert grew a dense 

bacterial lawn, whereas the plate streaked from the well showed no signs of growth, even 

after six days of incubation. It was therefore concluded that a layer of 0.5% agarose gel 

successfully blocked bacterial growth through the Transwell insert pores. Accordingly, this 

density of gel was selected for use in the interaction assay. 

3.2.4 Selection of a non-pathogenic Streptomyces control strain 

To identify features of the macrophage response to S. sudanensis that are unique to the 

pathogen, a control interaction condition was needed. Model Streptomyces strains that are 

thought to be non-pathogenic were selected for this control. Such organisms would have the 

same fundamental biology as S. sudanensis, while theoretically lacking any mycetoma-related 

virulence factors. Therefore, any features of the macrophage response shared between the 

pathogen and non-pathogen could be attributed to immune reactions to common 

Streptomyces PAMPs. On the other hand, any features unique to the pathogen could be 

attributed to specific virulence mechanisms.  

The other reason for using non-pathogenic model strains was that they are genetically 

tractable. Should a specialised metabolite of interest be found in S. sudanensis, the 



73 

 

biosynthetic gene cluster (BGC) responsible for its production could be heterologously 

expressed in the non-pathogenic host. If that strain then gained virulence, the role of the 

metabolite in mycetoma pathogenesis would be confirmed. 

The two model organisms initially selected were S. albus J1074 and S. coelicolor M1152. Both 

are standard models for Streptomyces spp. and so have been very well studied and extensively 

genetically characterised (Baltz, 2010). These strains are also widely used for heterologous 

expression of BGCs (Gomez-Escribano and Bibb, 2014, Kallifidas et al., 2018). S. albus J1074 

has an unusually small genome for a Streptomyces, being only 6.8 Mb compared to an average 

of roughly 9 Mb (Zaburannyi et al., 2014). This bacterium also has a faster growth rate than 

many other Streptomyces.  

S. coelicolor M1152 is a derivative of the strain M145, itself derived from the wild-type strain 

A3(2), and is distinguished by carrying the following mutations: Δact Δred Δcpk Δcda 

rpoB[C1298T] (Gomez-Escribano and Bibb, 2011). These mutations have knocked out four 

BGCs, reducing the presence of competing carbon and nitrogen sinks and making the strain 

devoid of antibiotic activity. Meanwhile, the point mutation in rpoB serves to increase 

specialised metabolite production. This strain is therefore highly optimised for heterologous 

expression. Additionally, the strain being devoid of production of its most abundant antibiotics 

increases the appeal of using it in the interaction assay. Lack of production means the strain 

would be secreting fewer metabolites that could interact with the macrophages and obscure 

the results of the assay. The suitability of these two strains as non-pathogenic controls was 

tested. The bacteria were set up in the Transwell system with macrophages, as pictured in 

Figure 3.7(a). Images of the macrophages at the end of the assay incubation period are shown 

in Figure 3.8.  

 

Figure 3.8 Macrophages, at 0.5 million cells per mL, following incubation at 37°C and 5% 
CO2, in the Transwell assay system, with no bacteria in the insert, S. albus J1074 in the insert 
and S. coelicolor M1152 in the insert, respectively. Images taken at 48 hrs and at 200X 
magnification. 
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Within the ‘No bacteria’ control, the macrophages remained an approximately regular size 

and maintained their round morphology, as expected. With S. albus J1074 in the insert 

however, the number of macrophages in the culture massively declined and the cells that 

remained became small and shrivelled. This was a clear sign of cell death. Small particles were 

also visible throughout the well, which were likely the remains of dead macrophages. Those 

exposed to S. coelicolor M1152 on the other hand, did not die but instead underwent strong 

activation. All cells were enlarged and others had adopted a “starry” morphology, with 

multiple pseudopodia. Many had also carried out phagocytosis, evidenced by the numerous 

vesicles in their cytoplasm.  

From these results, it was clear that S. albus J1074 produces a cytotoxic compound and was 

therefore not suitable for use as a non-pathogenic control. A search of the literature following 

this trial revealed that this strain is known to produce antimycins (Olano et al., 2014). These 

are compounds that inhibit mitochondrial electron transport chains, which could explain the 

high level of toxicity to macrophages. The observation of cell death did, however, confirm that 

secreted compounds could diffuse through the 0.5% agarose gel on the insert base. S. 

coelicolor M1152 showed no such toxicity but proved to be immunogenic. The macrophage 

activation seen with this strain in the insert could have been indicative of a standard immune 

response to the detection of PAMPs, which may have diffused through the agarose gel and 

insert pores. It was decided to use S. coelicolor M1152 as the non-pathogenic control strain in 

the assay.  

3.2.5 Validation of method for heat-killing bacteria for use as control conditions 

A final control condition of placing dead bacteria in the Transwell insert was designed for the 

interaction assay. For obvious reasons, dead bacteria do not synthesise specialised 

metabolites. Therefore, if S. sudanensis does produce a compound that can affect 

macrophages, any effects due to the compound’s activity would only be seen in the presence 

of living bacteria. Differences between macrophage responses to dead and live S. sudanensis 

could be attributed to the bacteria secreting compounds as part of their living metabolism. 

Use of dead bacteria would also provide a further control for immune reactions triggered by 

standard Streptomyces PAMPs diffusing into the macrophage culture.  

Autoclaving was selected as the method for killing bacteria, both for its ease of use and reliable 

sterilisation ability. Additionally, the use of chemical agents for killing would risk 
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contamination of the macrophage cultures during the assay. There was a concern that 

autoclaving could cause the bacterial cells to lose structural integrity and fully break down. 

For this control to work at its best, whole dead cells would be needed. Their gradual 

decomposition during the assay period would more accurately replicate the similar process 

taking place in the live culture, where some cells will die and others will shed cell wall 

components as they grow. To address this, autoclaving of S. sudanensis and the non-pathogen 

S. coelicolor M1152 was trialled. The autoclaved cultures were examined by microscopy and 

compared to living cultures. Samples of each culture type were also streaked out on plates, to 

test the efficacy of heat-killing by the autoclave. The results of this trial can be seen in Figure 

3.9. 

 

Figure 3.9 Comparison of living and autoclaved S. coelicolor M1152 and S. sudanensis 
cultures. Microscopy images taken at 1000X magnification. 

 

In the microscopy images of S. coelicolor, cells that had undergone autoclaving appeared 

shrivelled and clumped together. Some rough mycelial morphology was maintained, with 

individual chains of dead cells visible. Nascent spore chains were also visible, indicating that 

some cells had undergone sporulation during autoclaving. However, the agar plates beneath 

these images suggest that sporulation was unsuccessful, as no bacterial growth was observed 

after incubation for six days. This result confirmed that autoclaving is highly effective at killing 

S. coelicolor. The microscope images of living and autoclaved S. sudanensis appeared nearly 

identical in terms of cell morphology. The mycelia mainly retained their structure following 
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autoclaving, without the shrivelling or agglomeration seen with S. coelicolor. The agar plates 

confirmed that the bacteria had been killed, as no growth was observed on the plate streaked 

from the autoclaved culture. Based on these results, autoclaving was chosen for heat-killing 

of S. sudanensis.  

3.3 Visual observations of RAW-blue macrophages during the indirect interaction assay 

With the indirect interaction assay protocol optimised, full trials were carried out. For each 

trial the macrophages were placed under five conditions: Macrophages in isolation (M), 

macrophages +  S. sudanensis (M+S), macrophages + dead S. sudanensis (M+DS), macrophages 

+ S. coelicolor M1152 (M+C) and macrophages + dead S. coelicolor M1152 (M+DC). Typical 

microscopy images of the macrophage cultures at the end of the assay period are shown in 

Figure 3.10.  

 

Figure 3.10 Images of RAW-blue macrophages after 48 hrs incubation within the indirect 
interaction assay. M: macrophages in isolation. M+S: macrophages + S. sudanensis. M+C: 
macrophages + S. coelicolor M1152. M+DS: macrophages + dead S. sudanensis. M+DC: 
macrophages + dead S. coelicolor M1152. Macrophage density was 1 million cells per mL. 
Images taken at 200X magnification and are representative of three biological repeats. 

 

In the M condition, the macrophages had retained a rounded morphology, with largely 

uniform diameter, indicating that they remained in a resting state. The M+C, M+DC and M+DS 

conditions all appeared similar. The macrophages underwent enlargement, developed 

multiple pseudopodia, and an irregular cell shape. High numbers of vesicles were also present 
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in their cytoplasm, indicating phagocytic activity. These were all signs that the cells had 

undergone immune activation. Activation appeared to be stronger in M+DS and M+DC, 

compared to M+C.  

Macrophages in M+S culture were visually distinct from all other conditions. While vesicles 

were visible within the cells, showing they too had carried out phagocytosis, their morphology 

was different in that nearly all cells had undergone significant elongation, resulting in a long 

and thin cell shape. This difference in morphology was also assessed quantitatively by 

comparing the length to width ratios of cells. The greater the ratio, the thinner the cell. The 

lengths and widths of macrophages within each of the images in Figure 3.10 were measured 

using the line tool of the image analysis software FIJI. A box plot of the resulting data is shown 

in Figure 3.11.  

 

  

Figure 3.11 Box plot of length to width ratios of macrophages under the five different 
conditions of the indirect interaction assay. Lengths and widths measured for 50 cells in 
each of the images within Figure 3.10. Kruskal-Wallis test output: Chi squared = 157.85, df 
= 4, p-value < 0.001. M: macrophages in isolation. M+S: macrophages + S. sudanensis. M+C: 
macrophages + S. coelicolor M1152. M+DS: macrophages + dead S. sudanensis. M+DC: 
macrophages + dead S. coelicolor M1152. 
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The plot confirms, firstly, that the macrophages were activated, as indicated by the 

heterogeneous cell shapes, by exposure to bacterial components. This is indicated by the wide 

y-axis spread of data points for the four challenge conditions. Secondly, these data confirm 

the visual observation that in M+S the cells became significantly thinner compared to other 

conditions. The median length to width ratio for M+S was about 3- to 5-fold greater than for 

any of the other conditions. On average, a macrophage in M+S was over six times longer than 

it was wide. Even the lowest ratio for a cell in M+S was still greater than the median ratios for 

all other conditions. The visual and quantitative differences in morphology between the M+S 

and M+DS conditions were particularly striking. Dead S. sudanensis did not induce the same 

morphology as the living bacteria. The living mycetoma pathogen induced an entirely unique 

activation phenotype in the macrophages.  

3.4 Overview of RAW-blue macrophage RNAseq dataset 

RNA was harvested from the macrophages, as detailed in Chapter 2, across the five already 

listed conditions at the 48 hr time point. This was done for three biological repeats, with 

samples numbered accordingly. RNAseq libraries were then prepared as described in Chapter 

2. Illumina sequencing of the libraries was performed by Edinburgh Genomics. The quality of 

the resulting sequencing data was then assessed using FastQC, which showed no significant 

problems. 

The sequencing reads were mapped to the GENCODE M22 release of the Mus musculus 

transcriptome, using the mapping software Salmon. The number of reads that mapped to the 

transcriptome are listed in Table 3.1. The mapping rates ranged from 40.86% up to 70.51%.  
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Table 3.1 Number of RAW-blue RNAseq reads obtained for each sample taken from the 
indirect interaction assay and their mapping rates to the M. musculus transcriptome.  

 

The mapping rates were lower than expected, with eight of the samples having less than 50% 

of reads mapping. However, all but one of the samples had over 8,000,000 reads successfully 

mapped, which was considered high enough for differential expression analysis (Liu et al., 

2014). Tximport was used to import data produced by Salmon into DESeq2, an R-based 

software package for differential expression analysis. DeSeq2 first carries out statistical 

normalisation of datasets, based on read library size and per gene average transcript lengths. 

The read counts for each gene are corrected based on the size of the read library. This is then 

combined with normalisation based on average transcript lengths. Longer transcripts are 

more likely to produce a greater number of reads and thus would otherwise be 

overrepresented in the data.  

Following normalisation, the dispersion estimates for each gene were checked. Dispersion 

refers to the variance of the count data across the three repeats for each gene (Love et al., 

2014). DeSeq2 can plot the dispersion and mean counts for each gene, allowing the 

relationship between the two to be visualised for the whole dataset. This acts as a diagnostic 

tool to check for irregularities in the data. The plot constructed from the macrophage data is 

shown in Figure 3.12. The dispersion should decrease as the mean counts increase and that is 

indeed the trend shown by the plot.  
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Figure 3.12 Plot produced by DESeq2 showing the relationship between dispersion and 
mean counts for each gene in the RAW-blue RNAseq dataset. 

 

The data was next checked for outliers among the biological repeats. Firstly, principal 

component analysis (PCA) was performed and the resulting plot can be seen in Figure 3.13.  

 

Figure 3.13 Plot of PCA of the RAW-blue RNAseq dataset, featuring all biological repeats. 
 

Given that there were five different conditions in this experiment, a complex picture of the 

sources of variation between samples was to be expected. With the presence and absence of 

bacteria, the presence of S. sudanensis versus S. coelicolor and the effects of dead versus living 

cells all being compared, it was unlikely that any one principal component (PC) would account 

for the majority of the variance. This complexity also made interpretation of the PCA plot more 

challenging.  
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Indeed, the largest source of variance between samples (42%) was PC1. The negative control 

M condition samples were clustered at one end of PC1, with the remaining ‘+ bacteria’ 

conditions spread from the midpoint of the axis across to the other end. Therefore, the largest 

proportion of the variance appeared to be mostly attributable to whether bacteria, dead or 

alive, were present. The grouping of the four ‘+ bacteria’ conditions into a large cluster 

demonstrates that the macrophage transcriptional responses to various bacterial components 

were more similar to each other than to the macrophage resting state. There was also some 

intra-condition variation accounted for in PC1, with M+S, M+DS and M+DC all showing 

distribution of samples along this axis. 

PC2 is the next most significant source of variance, accounting for 17%. It is likely reflective of 

intra-sample variation. One of the M samples is positioned at the opposite end of PC2, away 

from the remaining two. Additionally, the plot shows that M+S and M+DS are both partly 

distributed along PC2. It was also possible to pick out some inter-condition variance in PC2, 

with M+C clustered above the M+DC samples. This indicates variance attributable to whether 

S. coelicolor was alive or dead.  

In terms of searching for outliers, a cautious approach was taken, as removal of any individual 

samples would reduce the number of biological repeats and thus the statistical power of the 

RNAseq data analysis. It was clear from the plot that sample M_2 was an outlier within its 

condition. No obvious outliers were identified among the other four conditions, with most of 

the samples within each condition being roughly equidistant from each other. Sample M_2 

was accordingly removed from the dataset. The DESeq2 normalisation and statistical analyses 

described above were then repeated for the remaining samples.  

Differentially expressed genes were identified by using DESeq2 to compare expression levels 

within each of the four bacterial challenge conditions against macrophages in isolation. The 

thresholds used for differential expression were a fold change in expression greater than +/-2 

and an adjusted p-value of less than 0.05. Fold changes of +2 and -2 were chosen as the 

objective was to study the largest transcriptional changes induced. A doubling or halving of 

transcription seemed to be an appropriate starting point. The number of differentially 

expressed genes under each of the conditions is shown in Table 3.2. 
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Table 3.2 Numbers of differentially expressed genes found when comparing each of the 
listed conditions to macrophages in isolation. 

 

The M+S condition had the largest total number of differentially expressed genes (1019), of 

which 56% were upregulated and the rest downregulated. It also had the largest individual 

numbers of both up- and downregulated genes. M+C had the smallest amount of 

transcriptional change, with 593 differentially expressed genes, of which 67% were 

upregulated. M+DS and M+DC had similar numbers of genes undergo differential expression, 

with M+DS having only 40 more. For each of them, 64% and 68% of genes respectively were 

upregulated. For all four conditions, most of the differential expression involved upregulation, 

rather than repression. Overall, macrophages exposed to living S. sudanensis showed the 

greatest amount of change in transcriptional activity.  

Next, the numbers of genes that were uniquely up- or downregulated under each condition 

were quantified (Figure 3.14). Examination of both Venn diagrams revealed that M+S had a 

total of 398 uniquely differentially expressed genes, with 180 uniquely upregulated and 218 

uniquely downregulated. M+C had a total of 125 such genes, of which 63 were upregulated 

and 62 downregulated. For M+DS, the total of unique genes was 137, with 62 and 75 up- and 

downregulated respectively. Finally, M+DC had 65 uniquely upregulated genes and 64 

downregulated, giving a total of 129. The living pathogen therefore induced the greatest 

quantity of unique transcriptional activity. 

The responses to living and dead bacteria were then compared. M+S and M+DS shared 491 

differentially expressed genes, corresponding to 59% of M+DS genes and 48% of M+S genes. 

M+C and M+DC shared 358, which came to 60% of M+C genes and 45% of those in M+DC. 

These high proportions of shared genes indicated that living and dead bacteria induced a high 

amount of identical transcriptional activity in the macrophages. This supported the relevance 

of the use of dead cells as controls. Of further note in Figure 3.14(a) is that there were 208 
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upregulated genes shared by all conditions. This is the largest single group of genes in that 

Venn diagram and suggests a core transcriptional response shared by the macrophages across 

all challenge conditions. 

 

Figure 3.14 Venn diagrams showing numbers of differentially expressed RAW-blue genes 
shared between or unique to the four bacterial challenge conditions of the indirect 
interaction assay. (a) Upregulated genes (b) Downregulated genes. 

 

The numbers from the Venn diagrams were also used to calculate the proportion of genes 

that were uniquely differentially expressed. This allowed for a better comparison of the scale 

of unique transcriptional activity between samples. Table 3.3 contains the manually calculated 

proportions.  
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Table 3.3 Proportion of RAW-blue genes within each challenge condition that were uniquely 
differentially expressed, shown as a percentage of each condition’s total number of 
differentially expressed genes. 

 

The M+S condition once again came out top, with 39% of its differentially expressed genes 

being unique. Despite having the lowest total number of differentially expressed genes, M+C 

has the second highest proportion of unique genes. So, not only did living S. sudanensis induce 

the greatest total amount of transcriptional change in macrophages, but it also induced the 

greatest amount of unique change, in terms of both quantity and proportion.  

3.5 Comparison of changes to pro-inflammatory gene expression induced in RAW-blue 

macrophages during the indirect interaction assay 

With the differentially expressed genes identified within all four challenge conditions, the data 

was manually examined for genes of interest. Genes involved in the pro-inflammatory, M1 

macrophage response, based on their annotations in the UniProt database, were analysed 

first (UniProt, 2021). A heat map of fold changes for a selection of these genes is shown in 

Figure 3.15. 
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Figure 3.15 Heat map of the transformed fold changes in expression of pro-inflammatory 
associated genes during the indirect interaction assay, across all four challenge conditions. 
Samples are clustered by overall similarity, shown by the dendrogram at the top of the heat 
map. Black shading indicates genes that did not meet the set thresholds for fold change or 
adjusted p-value under a specific condition and were therefore not considered to be 
differentially expressed. 

 

Descriptions of the functions for each of the above genes are detailed in Table 3.4. 
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The heat map shows that key pro-inflammatory genes, such as Tnfα, Il1α, Il1β and Nos2, were 

upregulated across all four challenge conditions. In fact, the pro-inflammatory colony 

stimulating factor genes Csf2 and Csf3 were within the top twelve most highly upregulated 

genes for each condition. Interestingly, the dendrogram in Figure 3.15 indicates that, for this 

set of genes, the M+S condition was the most dissimilar from the others. The two dead 

bacteria conditions clustered together and were therefore the most similar, with M+C then 

clustered next, followed lastly by M+S. Also of note is that for 20 of the 37 genes listed in the 

heat map, their magnitudes of fold change were greatest under M+S. When M+S was then 

compared to M+C only, i.e. when the two conditions with living bacteria were compared, this 

number rose further to 32 out of 37, or 87% of the genes. 

Nine interleukin genes were differentially expressed in the M+S dataset, of which six are 

shown in Figure 3.15. Interleukins are a major class of cytokines and, as described in Table 3.4, 

these six are drivers of the pro-inflammatory response. Three of these genes underwent the 

greatest upregulation in M+S, namely Il1α, Il1β and Il12β. Il23α was most upregulated in 

M+DS, but then followed by M+S, meaning S. sudanensis triggered stronger expression than 

S. coelicolor. Upregulation of five of the six interleukins was greater in M+S than in M+C. In 

fact, M+C didn’t even induce differential expression of Il6. The genes Csf2 and Csf3, again 

encoding cytokines, were also more highly upregulated in M+S than in M+C.  

A pro-inflammatory cytokine gene notable for its highly extreme upregulation in M+S was Lif, 

encoding a member of the IL6 family. While its expression was raised in all conditions, it was 

several orders of magnitude higher in M+S, with a fold change of +265. This made it the eighth 

most highly upregulated gene in the M+S dataset. For comparison, Lif fold changes in the other 

three conditions ranged from +21 to +36.  

There are six pro-inflammatory chemokines listed in Figure 3.15. Ccl2, Ccl3, Ccl4 and Ccl9 

experienced strong upregulation across all conditions. Ccl5 and Ccl22, however, were not 

differentially expressed in M+C. Upregulation of these genes in both M+DS and M+DC was 

higher than in M+S. However, M+S did show greater upregulation across all six chemokines 

when compared to M+C.  

As described in Chapter 1, matrix metalloproteinases (MMPs) are proteolytic enzymes which 

have their expression induced by pro-inflammatory conditions (Nissinen and Kahari, 2014, 
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Tomlin and Piccinini, 2018). There are three MMPs in Figure 3.15 and their specific functions 

are described in Table 3.4. All three were most strongly upregulated in M+S. Mmp9 and 

Mmp13 underwent particularly strong upregulation, with fold changes of +138 and +122 

respectively. Fold changes under the other conditions went no higher than +34.  

Upregulation of siderophores can also be seen in the dataset. Lcn2, encoding lipocalin, was 

upregulated in all conditions, with M+S once again showing the greatest increase and M+C the 

lowest. S100a8 was also upregulated, but only in M+S and M+DC (Figure 3.15). The magnitude 

of the fold change in M+S, however, was much greater than in M+DC: +493 compared to +32. 

In fact, this was the fifth most highly upregulated gene in the M+S data set. As described in 

Table 3.4, this metal chelator also has pro-inflammatory activity. Furthermore, as seen in the 

heat map, the siderophore receptor Tfrc was uniquely upregulated in M+S. 

The heat map also gives evidence that cells in all conditions underwent metabolic changes 

associated with the M1 macrophage activation state. Specifically, there are four genes directly 

involved in metabolic processes (Table 3.4). Upregulation of Acod1 is observed in nearly all 

pro-inflammatory leukocytes and so is a reliable marker for inflammation (O'Neill and 

Artyomov, 2019). It was upregulated in all experimental conditions within this dataset.  

Pro-inflammatory macrophages undergo the Warburg shift, a metabolic change whereby 

aerobic glycolysis is upregulated for the rapid production of ATP, while the Krebs cycle is 

repressed (Wilson et al., 2019). Upregulation of Slc2a1 and downregulation of Idh2 are two 

markers of the Warburg shift and both occurred in the M+S condition. Only Slc2a1 

upregulation was seen in M+C, while neither gene was differentially expressed in M+DS or 

M+DC. Ptgs2 is another metabolic gene of interest, particularly as a target for non-steroidal 

anti-inflammatory drugs. Once again, it’s upregulation was greatest in M+S, followed by 

M+DC, M+DS and then M+C.  

In addition to Idh2, Cd33 is another gene whose downregulation promotes inflammatory 

activity. As the product of this gene maintains immune cells in a resting state, its 

downregulation presumably leads to greater activation. It was downregulated in all four 

conditions, but crucially, most strongly in M+S. Clec7a is the only remaining downregulated 

gene not discussed and is of note because it was least downregulated in M+S. Being a PRR that 
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triggers an inflammatory response, the comparison of fold changes suggested that cells in M+S 

remained more sensitive to inflammatory stimuli.  

There was at least one key aspect of the M+S pro-inflammatory response that was weaker 

than the other conditions, namely the upregulation of Nos2. Expression increased by only 8-

fold in M+S, compared to +24, +22 and +52 in M+DS, M+DC and M+C respectively. Production 

of nitric oxide by the protein product of this gene is a standard macrophage weapon used to 

kill invading bacteria (MacMicking et al., 1997). Thus, there were clear differences between 

the transcriptional responses of proinflammatory genes to living and dead S. sudanensis and 

particularly between pathogen and non-pathogen.  

 

3.6 Other transcriptional changes induced in RAW-blue macrophages by S. sudanensis 

 

3.6.1 Unique changes in transcriptional regulation 

Among the genes uniquely differentially expressed under M+S were two that form a 

transcription factor (TF), both of which were upregulated. A third TF gene was upregulated in 

both M+S and M+DS only and so was still uniquely induced by S. sudanensis (Table 3.5). 

 

 

Table 3.5 Differential expression data for three transcription factor genes, uniquely 
upregulated in the M+S condition. 

 

The protein products of Jun and Fosl2 dimerise to form an AP-1 TF (Karin et al., 1997). As 

described in Chapter 1, AP-1s are a family of TFs that activate expression of immune genes in 

response to infection (Fitzgerald and Kagan, 2020). The related genes Junb and Fosl1 also 

encode proteins that can dimerise to form their own AP-1 TF and were upregulated in all four 

assay challenge conditions, again showing there was a common response to exposure to 

bacteria. But Jun and Fosl2 upregulation being confined to M+S implies a TF not found in the 

other three conditions may have been expressed in response to the living pathogen. 
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Cebpb encodes a TF reported to be heavily involved in various immune processes, particularly 

inflammation (Akira et al., 1990, Uematsu et al., 2007). Binding sites for this TF have been 

found upstream of multiple key pro-inflammatory genes, including Tnfα, Il1α, Il6 and Nos2. It 

is therefore interesting to note that both S. sudanensis conditions induced its upregulation, 

while the S. coelicolor controls did not. Again, this points to the potential presence of a unique 

TF within the macrophages under these two conditions. 

It was also noted that the gene Batf was upregulated in M+C, M+DC and M+DS, but not 

differentially expressed in M+S. This gene encodes a protein that dimerises with JUNB to form 

yet another AP-1 TF (Williams et al., 2001). So, in this instance, cells exposed to M+S may be 

lacking transcription regulatory activity seen in the other four conditions. 

3.6.2 Unique upregulation of anti-inflammatory wound healing 

As detailed in Chapter 1, wound healing is associated with the M2 macrophage phenotype 

and forms part of the anti-inflammatory immune response (Mosser and Edwards, 2008). 

Genes involved in this response generally do not contribute to the killing of bacterial 

pathogens. Figure 3.16 shows a heat map of genes involved in the promotion of anti-

inflammatory wound healing, five out of six of which were only differentially expressed in 

M+S. Basic functions of the proteins encoded by these genes are detailed in Table 3.6.  

 

Figure 3.16 Heat map of transformed fold changes for genes involved in the promotion of 
anti-inflammatory wound healing, under the M+S condition. 
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Table 3.6 Function annotations for genes listed in Figure 3.7, obtained from the UniProt 
database (UniProt, 2021). 

 

Il4rα underwent upregulation in M+DC as well as M+S. However, it’s fold change under that 

condition was +3.8, compared to +5.5 for M+S. Furthermore, the adjusted p-value for the 

change in M+DC was on the edge of significance, being 0.04, while for M+S it was 0.004, a 

factor of ten smaller. So, the upregulation of Il4rα was both far more biologically and 

statistically powerful during challenge with living S. sudanensis, hence why it was included 

within this group of genes.  

3.6.3 Suppression of the mevalonate pathway  

Uniquely downregulated within the M+S dataset were a group of genes encoding enzymes 

which catalyse sequential steps of the mevalonate pathway. A heat map of these genes is 

visible, alongside their places in the pathway, in Figure 3.17. As Figure 3.17(b) shows, the 

pathway is responsible for cholesterol and isoprenoid biosynthesis through its sterol and non-

sterol branches respectively (Gruenbacher and Thurnher, 2017). Mammalian cell membranes 

are comprised of approximately 25% cholesterol, which maintains their fluidity across varying 

temperatures (Ikonen, 2008). Cholesterol also contributes to the formation of lipid rafts within 

membranes, which are important for cell signalling. Finally, it also acts as a precursor molecule 

for the synthesis other sterols, including steroid hormones. Isoprenoids are commonly used 

for the post-translational modification of proteins (Wang and Casey, 2016). The mevalonate 

pathway is therefore highly important for maintaining cell homeostasis.  
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Figure 3.17 (a) Heat map of transformed fold changes for genes involved in the mevalonate 
pathway, under the M+S condition. (b) The mevalonate pathway. Bold blue boxes indicates 
proteins whose genes were uniquely downregulated in M+S. Pathway Figure adapted from 
Gruenbacher and Thurnher (2017).  

 

3.6.4 Priming of the NLRP3 inflammasome 

Upregulation of the gene Nlrp3 was observed only in the M+S and M+DS conditions, so 

uniquely in the presence of S. sudanensis. Under M+S, the gene underwent a +3.8-fold change 

in expression, with an associated adjusted p-value <0.001. Under M+DS, the fold change was 

+2.4, with an associated adjusted p-value of 0.047. Of immediate note is that the fold change 

in M+S, so in the presence of living bacteria, was larger than that in M+DS. The adjusted p-

value for the fold change under M+DS was also at the edge of the significance threshold set 

for differential expression. The same measure for the M+S fold change was many times 

smaller, indicating a much stronger statistical trend across all three biological repeats for this 

upregulation.  
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Nlrp3 encodes a PRR, which acts as the receptor domain of the NLRP3 inflammasome (Silvis 

et al., 2021). NLRP3 oligomerises with the proteins ASC and pro-caspase-1, forming a 

multimeric protein assembly (Figure 3.18). The assembled inflammasome acts as an 

intracellular sensor for the presence of pathogens and their activities.  

 

Figure 3.18 Structure of the NLRP3 inflammasome. Figure taken from Silvis et al. (2021). 
 

Following detection of an activation signal, conformational shape changes in the 

inflammasome lead to the proteolytic activation of caspase-1 (Kelley et al., 2019). This caspase 

then cleaves and activates the inflammatory cytokines pro-IL1β and pro-IL18. Gasdermin D is 

also cleaved into an active form by caspase-1 and assembles in the cell membrane to form 

pores. These pores trigger a programmed form of cell death called pyroptosis. This is an 

inflammatory cell death, releasing pro-inflammatory cytokines and host-derived DAMPs. This 

greatly enhances the pro-inflammatory response in the local environment, promoting 

pathogen killing, but also causes host tissue damage. 

It is currently thought that the NLRP3 inflammasome is regulated by a two-signal system 

(Figure 3.19) (Kelley et al., 2019). Signal one can come in the form of cytokines or PAMPs and 

triggers intracellular signalling cascades that ultimately lead to the NF-κB-mediated expression 

of Nlrp3. Once the NLRP3 protein is present at a minimum threshold concentration, it 

oligomerises with the constitutively expressed ASC and pro-caspase-1 to form the complete 

inflammasome. This whole process is known as inflammasome priming. The primed 

inflammasome then awaits detection of signal two, known as inflammasome activation 
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(Figure 3.19). This signal can come in numerous forms, the best characterised of which is 

potassium ion efflux. Once signal two has been provided, the inflammasome then initiates 

pyroptosis and activates the pro-inflammatory cytokines.  

 

 

Figure 3.19 The two-signal system for priming and activation of the NLRP3 inflammasome. 
Figure from Kelley et al. (2019). 

 

With upregulation of Nlrp3 detected in the RNAseq data, it can be stated that both living and 

dead S. sudanensis induced priming of the NLRP3 inflammasome. Living and dead S. coelicolor 

on the other hand, failed to do this. It is important to note at this point that the gene encoding 

the inflammasome structural protein ASC is naturally transcriptionally silent in the RAW-blue 

cell line (Pelegrin et al., 2008). This means RAW-blue cells are unable to assemble an 

inflammasome and therefore cannot undergo pyroptosis or cleave IL1β into its active form.  
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3.7 Cytokine production by RAW-blue macrophages during the indirect interaction assay 

In addition to RNA, macrophage culture supernatants (SNs) were also harvested from each 

condition during the interaction assay, and multiple ELISAs were used to detect and quantify 

cytokine release. 

3.7.1 Tumour necrotic factor α 

 

Figure 3.20 Results of ELISA measuring quantities of TNFα released by RAW-blue 
macrophages at 48 hrs, during the indirect interaction assay. Data consists of six biological 
repeats. Errors bars show the standard error of the mean. Displayed p-values were 
calculated using Tukey’s Honestly Significant Difference pairwise comparison test, following 
an ANOVA test on the whole dataset. 

 

Figure 3.20 shows that supernatants of macrophages in their resting state, condition M, did 

not contain significant quantities of the pro-inflammatory mediator TNFα. Interpolation from 

the standard curve predicted the concentration to be 9 pg/ml. This was expected, as no 

inflammatory stimuli should have been present within that well. TNFα accumulation across 

each of the four challenge conditions was relatively uniform and substantially greater than in 

the M condition. The absorbances shown in Figure 3.20 convert to concentrations ranging 

from 633 pg/ml for M+S, up to 675 pg/ml for M+DC. ANOVA testing of the dataset gave an F-

value of 904.4, with an associated p-value <0.001. Post hoc pairwise comparisons to M+S 

further demonstrated the likelihood that this condition triggered similar TNFα release to the 

other challenge conditions, as shown by the high p-values in Figure 3.20. 
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3.7.2 Transforming growth factor β 

 

Figure 3.21 Results of ELISA measuring quantities of TGFβ released by RAW-blue 
macrophages at 48 hrs, during the indirect interaction assay. Data consists of six biological 
repeats. Errors bars show the standard error of the mean. Displayed p-values were 
calculated using Tukey’s Honestly Significant Difference pairwise comparison test, following 
an ANOVA test on the whole dataset. 

  

From Figure 3.21, it can be seen that TGFβ releases in M and M+S were very similar, with 

interpolation from the standard curve giving predicted concentrations of 221 pg/ml and 278 

pg/ml, respectively. The next highest TGFβ release occurred in M+DS, at 520 pg/ml. Dead 

pathogen therefore had a stronger effect than the living cells. The two conditions featuring S. 

coelicolor produced the highest levels of the cytokine. ANOVA testing gave an F-value of 22.47, 

with an associated p-value <0.001. As shown in Figure 3.21, pairwise post hoc testing 

produced a very high p-value for M-M+S, while p-values for comparisons to the other 

challenge conditions were extremely low. 
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3.7.3 IL10 

 

Figure 3.22 Results of ELISA measuring quantities of IL10 released by RAW-blue 
macrophages at 48 hrs, during the indirect interaction assay. Data consists of six biological 
repeats. Errors bars show the standard error of the mean. Displayed p-values were 
calculated using Tukey’s Honestly Significant Difference pairwise comparison test, following 
an ANOVA test on the whole dataset. 

 

Figure 3.22 shows that only the M+S condition induced significant release of the anti-

inflammatory cytokine IL10. The absorbance shown for M+S converted to a concentration of 

622 pg/ml, while the measurements for M, M+DC and M+DS were below the sensitivity limit 

of the ELISA. An ANOVA test gave an F-value of 4.958 for these data, with an associated p-

value of 0.004. Pairwise comparisons to M+S gave the lowest p-values following post hoc 

testing, as shown in figure 3.22. P-values from other comparisons were all greater than 0.88. 
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3.8 NF-κB activity  

As described above, the RAW-blue cell line contains a SEAP that is inducible by NF-κB. SEAP 

levels in culture SNs harvested during the indirect interaction assay were quantified using the 

QUANTI-Blue assay to measure the activity of this transcription factor within each interaction 

assay condition. Results are plotted in Figure 3.23. 

 

Figure 3.23 Results of QUANTI-Blue assay to detect SEAP production from RAW-blue cells 
during the indirect interaction assay, at 48 hrs. OD625 measured for macrophages in 
isolation was used as a blank. Sample key: M+C – macrophages + S. coelicolor, M+DC - 
macrophages + dead S. coelicolor, M+DS – macrophages + dead S. sudanensis, M+S – 
macrophages + S. sudanensis. 

 

The plot shows that NF-κB activity was induced in all four conditions, across all three biological 

replicates. Conditions containing dead bacteria triggered consistently high levels of NF-κB 

activity, with only minimal variation between the three repeats. For M+S and M+C, however, 

NF-κB activity was not consistent across all replicates. This variation was greatest for M+S. 

M+S did, however, induce greater activity than M+C in two of the three repeats.  
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3.9 The response of human THP-1 monocytes to S. sudanensis 

As shown in 3.6.4, S. sudanensis was found to prime the NLRP3 inflammasome. But as RAW-

blue cells are unable to assemble an inflammasome, it remained unknown as to whether full 

inflammasome activation and subsequent pyroptosis would also be induced by the pathogen. 

It was therefore decided to use a different cell line, the human monocytic cell line, THP-1 

(Tsuchiya et al., 1980), to investigate mycetoma pathogen-induced inflammasome activation. 

These cells can be differentiated into macrophage-like cells, for which they are well 

established models (Chanput et al., 2014).  

3.9.1. Visual observations of THP-1 cells following challenge with S. sudanensis culture 

supernatant 

As living bacteria induced a stronger priming effect than dead bacteria, it was speculated that 

the cause of inflammasome priming might be a metabolite produced by live bacteria. 

Additionally, the stimulus that induced priming must have diffused through the Transwell 

insert during the assay and so it was anticipated that the metabolite should be present in the 

SN of S. sudanensis cultures. It was therefore decided to use a simplified challenge assay 

method, whereby sterile bacterial culture SNs would be added directly to THP-1 cells. Images 

of THP-1 cells challenged with culture SNs are shown in Figure 3.24. 
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Figure 3.24 Images taken at 48hrs of THP-1 cells challenged with sterile SNs from S. 
sudanensis and S. coelicolor M1152 cultures. Images taken at 200X magnification and 
representative of three biological repeats. Red arrows indicate examples of the swollen, 
perfectly round and faded cell death phenotype of interest. 

 

As shown in Figure 3.24, both sets of SNs induced enlargement and irregular morphologies in 

cells compared to the negative control, from a concentration of 10% upwards. But at a 

concentration of 30%, the S. sudanensis SN induced the formation of many perfectly round, 

swollen cells, which also seemingly lacked nuclei and other organelles, based on their phase 

pale appearance. This phenomenon was even more pronounced at 50% SN concentration, 

where this phenotype has become dominant in the well. Since they lack a nucleus, these cells 

were almost certainly dead. In contrast, the S. coelicolor SN did not have this effect at 30% 

concentration. At 50%, multiple perfectly round cells were visible, however they were 

darkened, rather than faded, and they were not the dominant cell type in the well. It was 

concluded that S. sudanensis is a prolific producer of a molecule that induces a specific form 

of cell death. 
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To check whether components of the bacterial culture media, GYE, were inducing the 

observed THP-1 phenotype, cells were challenged with sterile GYE media alongside S. 

sudanensis SN. Images from this assay trial are shown in Figure 3.25. 

 

Figure 3.25 Images taken at 48hrs of THP-1 cells challenged with sterile SN from S. 
sudanensis culture and sterile GYE culture medium. Images taken at 100X magnification and 
representative of three biological repeats. Red arrows indicate examples of the swollen, 
perfectly round and faded cell death phenotype of interest. 

 

The figure shows again that the S. sudanensis SN induced the same swollen, “ghost-like” cell 

death at 30% concentration and upwards. GYE did not induce this effect at 30% but did show 

some toxicity. Shrivelled cells are visible in the image in Figure 3.25, alongside small black 

debris, probably the remains of dead cells. At 50% concentration, the toxicity of the GYE was 

even more pronounced. Also visible at this concentration were a small minority of cells which 
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appeared to have the same phenotype as that induced by the S. sudanensis SN. They are 

visible in 50% GYE image in Figure 3.25. The induction of the phenotype was visually not as 

strong as with the pathogen SN, as the swollen dead cells were not dominant in the well. This 

difference in strength is very clear between the 50% images in Figure 3.25.  

Therefore, components of GYE media do have the ability to induce this unusual form of cell 

death, but only at high concentrations. This more than likely explains the appearance of the 

perfectly round, darkened cells in the 50% S. coelicolor SN well, seen in Figure 3.24. From these 

observations, it was concluded that the effect induced by S. sudanensis SN is largely 

independent of the GYE media but may be enhanced by it at higher concentrations.  

3.9.2 Induction of NLRP3-mediated pyroptosis in THP-1 cells using lipopolysaccharide and 

nigericin and comparison with the phenotype induced by S. sudanensis culture supernatant 

Based on observations in the literature, it was speculated that the unusual form of cell death 

induced by S. sudanensis SN could be pyroptosis, mediated by the NLRP3 inflammasome 

(Davis et al., 2019). Assays were devised to check this. The first involved inducing NLRP3-

mediated pyroptosis, using lipopolysaccharide (LPS) to prime the inflammasome and the 

potassium ionophore nigericin, shown in Figure 3.26(a), to activate it. This a widely used and 

well characterised method of NLRP3 activation (Mariathasan et al., 2006, Bauernfeind et al., 

2009, Wang et al., 2013b, Coll et al., 2015, Coll et al., 2019). THP-1s were also challenged with 

S. sudanensis SN, so that the phenotypes induced in both conditions could be directly 

compared. The results of the assay are shown in Figure 3.26(b). 
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Figure 3.26 (a) Structure of nigericin, a potassium ionophore. (b) Images taken at 6 hrs of 
THP-1 cells challenged with sterile SN from S. sudanensis culture and a combination of LPS 
and nigericin. Images taken at 100X magnification. Red arrows indicate examples of the 
swollen, perfectly round and faded cell death phenotype of interest. 

 

The images in Figure 3.26(b) show again the swollen form of cell death induced by S. 

sudanensis SN. Examination of the image of the ‘+ LPS + Nigericin’ condition revealed a 

phenotype similar to that of SN addition and resemble those described by Davis et al. (2019), 

who identified this phenotype as pyroptosis. The visual similarity between the two conditions 

supports the idea that the bacterial SN also induces pyroptosis.  

3.9.3 Effect of the NLRP3 inflammasome inhibitor MCC950 on the phenotype induced by S. 

sudanensis culture supernatant 

The NLRP3 inhibitor MCC950 (Figure 3.27(a)) binds directly to the NLRP3 protein, preventing 

it from oligomerising and thus inhibiting inflammasome activity (Coll et al., 2015, Coll et al., 

2019). If the S. sudanensis SN promoted inflammasome activation, it should be inhibited by 

MCC950. This was tested and a time course of images from this assay are shown in Figure 

3.27(b).  
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Figure 3.27 (a) Structure of MCC950, an inhibitor of the NLRP3 inflammasome. (b) Images 
of THP-1 cells challenged with sterile SN from S. sudanensis culture, with and without the 
addition of MCC950. Images taken at 100X magnification. Red arrows indicate examples of 
the swollen, perfectly round and faded cell death phenotype of interest. 
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MCC950 by itself was mildly cytotoxic, as a small number of shrivelled cells were visible in the 

well, as seen in the images for 6 and 24 hrs in Figure 3.27(b). But this was a weak effect and 

so was unlikely to have interfered with the assay result. The S. sudanensis SN induced the 

expected effect in the THP-1 cells, with multiple swollen dead cells visible at all three time 

points. When MCC950 was added, in addition to the bacterial SN, this cell death phenotype 

was completely blocked for the entire incubation period (compare the images from the two 

conditions in Figure 3.27(b)). As MCC950 is thought to be a specific inhibitor of NLRP3, the 

complete blockage of SN-induced swollen cell death indicates that this phenotype is most 

likely mediated by NLRP3. It therefore appears that S. sudanensis produces one or more 

compounds that have pyroptotic activity.  

 

3.10 Summary and conclusions 

A custom host-pathogen interaction assay was designed to fulfil two aims. Firstly, to broadly 

investigate how RAW-blue macrophages and the pathogen S. sudanensis respond to one 

another. Secondly, to detect the activities of any specialised metabolites potentially produced 

by the bacteria. The designed method involved seeding the macrophages into a tissue culture 

well and placing a porous Transwell insert above them. A layer of 0.5% agarose was then set 

on the base of the insert and the bacterial culture loaded on top of it. The agarose was found 

to block bacterial growth through the insert pores.  

Separation using a permeable barrier was intended to allow the diffusion of secreted 

molecules and compounds between pathogen and host cultures, whilst blocking the 

movement of whole cells. So, if the pathogen did produce a metabolite that can affect immune 

cells, the metabolite would be able to diffuse through the well insert and into the macrophage 

culture. Its effects could then be observed. At the same time, blocking the passage of whole 

cells would prevent contact mediated immune reactions that would obscure the assay result. 

Multiple control conditions were developed for the assay. A non-pathogenic control strain was 

selected: the model strain S. coelicolor M1152. Dead cultures of both bacteria were also used, 

to attempt to control for physical components of the cell breaking down and diffusing into the 

macrophage culture. Cultures were heat-killed by autoclaving.  
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When the assay was run for 48 hrs, it was observed that living S. sudanensis induced a unique 

morphology in the macrophages. The cells became extremely elongated and narrow. Dead S. 

sudanensis and both S. coelicolor conditions all induced a different morphology, with the cells 

adopting irregular, starry shapes.  

RNA was harvested from macrophages at the 48hr time point of the assay and RNAseq was 

performed to enable differential expression analysis of genes. Living S. sudanensis was found 

to have induced differential expression in the greatest number of genes, with living S. 

coelicolor inducing the lowest number. Living S. sudanensis also induced the greatest amount 

of unique transcriptional changes. 

Analysis and comparison of the datasets revealed a high number of pro-inflammatory markers 

to be upregulated in all four conditions. A majority of these markers showed the greatest 

upregulation in response to living S. sudanensis. Several unique transcriptional changes of 

interest were also observed in macrophages exposed to the living pathogen. Firstly, two 

transcription factors were found to be upregulated, indicating potential mediators of the 

unique transcriptional regulation that occurred in macrophages under this condition. 

Secondly, key genes involved in the anti-inflammatory immune response, including two 

pleiotropic cytokines, were upregulated in the M+S condition. Thirdly, five genes whose 

products catalyse steps of the mevalonate pathway were heavily downregulated. Finally, the 

NLRP3 inflammasome, responsible for initiating pyroptosis, was primed by both living and 

dead S. sudanensis, with the living cells inducing the stronger priming effect.  

SNs were also harvested from the interaction assay at 48hrs. ELISAs were performed to 

quantify the release of three cytokines from macrophages during the assay. Levels of TNFα 

were found to be raised in all four challenge conditions, compared to the control condition M. 

The quantities of this cytokine were similar for all four conditions. Increases in TGFβ levels 

were also produced under M+C, M+DC and M+DS, while for M+S the level of this cytokine 

remained similar to that of M. No accurately measurable accumulation of IL10 was found in 

M, M+DC or M+DS. Only minimal release, just above the sensitivity limit of the assay, was 

measured for M+C. Living S. sudanensis on the other hand, induced very high levels of IL10 

release from macrophages. A QUANTI-Blue assay was also performed on the SNs, to measure 

NF-κB activity. This revealed that while dead bacteria gave consistently high activity levels, the 
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activity measured during exposure to both living strains was highly variable from one replicate 

to another.  

NLRP3 inflammasome activation by S. sudanensis was investigated further using the human 

monocytic cell line THP-1. When these cells were challenged with sterile SNs from S. 

sudanensis and S. coelicolor cultures, it was found that the pathogen SN induced a pyroptosis-

like form of cell death. To determine whether this cell death was NLRP3-mediated pyroptosis, 

the death phenotype was directly compared to that triggered by nigericin, a known stimulator 

of NLRP3. A high visual similarity was observed between them. Furthermore, when the NLRP3 

inhibitor MCC950 was added to THP-1 cultures in addition to S. sudanensis SN, the unusual 

death phenotype was blocked, confirming its likely assignment as NLRP3-mediated pyroptosis. 

In conclusion, the indirect interaction assay demonstrated that S. sudanensis produces one or 

more molecules that stimulate a specific response in RAW-blue macrophages. RNAseq 

provided important insights into the nature of the macrophage response to this pathogen. It 

also showed that numerous aspects of this immune response were specific to the live 

pathogen and not induced by either dead pathogen cells or a non-pathogen. Finally, evidence 

was obtained that S. sudanensis produces one or more compounds that have pyroptotic 

activity via activation of the NLRP3 inflammasome.  
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Chapter 4. Characterisation of the response of the actinomycetoma pathogen 

Streptomyces sudanensis to macrophages 

 

4.1 Introduction 

As described in Chapter 3, the development of next generation sequencing technologies has 

increased the throughput, read lengths and depth of coverage of DNA sequencing, while also 

significantly enhancing the speed and affordability of the process (McCombie et al., 2019). The 

number of organisms whose genomes have been fully sequenced has resultantly increased 

significantly, with nearly 350,000 bacterial genomes now publicly available (Land et al., 2015, 

NCBI, n.d.-b). As described in Chapter 1, within the field of specialised metabolite research, 

this has led to the discovery that actinomycetes have the ability to produce ten times as many 

specialised metabolites as was previously estimated (Barka et al., 2016, Katz and Baltz, 2016). 

Bioinformatics-driven ‘genome mining’ has since emerged as a routine method for the 

discovery of novel specialised metabolites (Ward and Allenby, 2018). Utilising comparative 

genomics with known producers of specialised metabolites, the presence of biosynthetic gene 

clusters (BGCs) can be identified in newly sequenced organisms. The widely used antibiotics 

and Secondary Metabolite Analysis Shell (antiSMASH) is a typical example of a computational 

tool that deploys this analytical method (Blin et al., 2021). Predicted BGCs can then 

theoretically be targeted by experimental approaches (Challis, 2014). It was decided to apply 

this approach to S. sudanensis, to identify candidate BGCs that may produce virulence factors.  

No genome assemblies for S. sudanensis were publicly available, meaning de novo sequencing 

of the organism was necessary. Actinobacterial genomes are extremely rich in guanine and 

cytosine (Barka et al., 2016). Additionally, they contain long, repetitive sequence regions, 

often within BGCs (Lee et al., 2020). These factors create a challenge when sequencing using 

technologies that produce relatively short reads hundreds of base pairs in length, such as 

Illumina sequencing. The repetitive regions exceed the lengths of the reads produced, so 

assembling a high quality, low contig number genome sequence is challenging.  

Oxford Nanopore Technologies (ONT) and Pacific Biosciences (PacBio) sequencing 

technologies produce reads that range from thousands to hundreds of thousands of base pairs 

in length and therefore avoid this problem (van Dijk et al., 2018, McCombie et al., 2019). ONT 

sequencing was chosen for use for S. sudanensis, due to its lower cost per genome compared 
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to PacBio sequencing. ONT does, however, have a lower base calling accuracy than Illumina, 

with a 15% error rate compared to a range of 0.1 to 2% for Illumina’s instruments (Illumina, 

2017, Pfeiffer et al., 2018, van Dijk et al., 2018). A common workaround for this is to sequence 

using both technologies. The longer ONT reads can be used to create an assembly; the shorter, 

but more accurate, Illumina reads are then used to correct errors (Gomez-Escribano et al., 

2015, Wick et al., 2017, Lee et al., 2020). It was therefore decided to sequence the S. 

sudanensis genome using Illumina technology as well.  

Sequencing of S. sudanensis would also enable RNA sequencing (RNAseq) to be performed on 

the bacteria at the end of the indirect interaction assay incubation period, as was done with 

the macrophages. As described in Chapter 3, the assay was developed to interrogate how S. 

sudanensis interacts with mammalian macrophages, without being in direct physical contact 

with them. Monitoring changes in bacterial gene transcription following exposure to 

macrophages could provide insights into how S. sudanensis adapts to the presence of immune 

cells. It could also highlight potential virulence factors, by generating a list of genes that are 

transcriptionally upregulated only in the presence of macrophages. Furthermore, expression 

of predicted BGCs during the assay could be examined.  

 

4.2 Genome sequencing of S. sudanensis and identification of biosynthetic gene clusters 

 

4.2.1 De novo genome sequencing of S. sudanensis 

S. sudanensis was cultured and high molecular weight DNA extracted as described in Chapter 

2. Illumina sequencing of S. sudanensis was carried out by the NU-OMICS facility at 

Northumbria University, while ONT sequencing was run by Demuris Ltd. Assembly and 

annotation of the genome was then performed by Dr Nick Allenby of Demuris Ltd. The 

program Canu was used for assembly, while Prokka was used for annotation (Seemann, 2014, 

Koren et al., 2017). This resulted in a single contig assembly of 5,259,635 bp in length. As Table 

4.1 shows, this a relatively small size compared to other Streptomyces spp. The genome also 

had a GC content of 73.9%, 4622 protein coding sequences (CDSs), 18 rRNAs in 6 operons and 

74 tRNAs (summarised in Figure 4.1 along with other salient details).  
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Table 4.1 Comparison of genome sizes of other, well studied Streptomyces spp. with that of 
S. sudanensis. Median genome sizes obtained by manually searching database curated by 
NCBI (n.d.-a).  

 

 

 

Figure 4.1 Representation of the genome of S. sudanensis. From the outer edge: ring 1 
(cyan) – protein coding sequences on forward strand, ring 2 (blue) – protein coding 
sequences on reverse strand, ring 3 (magenta) – tRNAs, ring 4 (black) – rRNAs, ring 5 (red) 
– biosynthetic gene clusters predicted by antiSMASH, ring 6 – GC content (calculated 
variation from the average GC content of the whole sequence, for a window of 10,000 bp, 
above average in yellow, below average in purple), ring 7 – GC skew ((G-C)/(G+C) shown as 
variation from the average GC skew of the whole sequence, for a window of 10,000 bp, 
above average in yellow, below average in purple).  
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4.2.2 Prediction of BGCs within the S. sudanensis genome using antiSMASH 

The genome was submitted to antiSMASH (version 4.2.0) for analysis (Blin et al., 2017). This 

resulted in identification of a total of nineteen BGCs (Table 4.2). Their locations within the 

genome are marked in red within Figure 4.1. Of these, four showed high homology (≥75%) 

with known BGCs.    

 

 

Table 4.2 BGCs predicted to occur within the S. sudanensis genome by antiSMASH. BGCs are 
coloured based on type. 

 

Cluster 2 has a 100% match with isorenieratene. This a carotenoid pigment produced by 

photosynthetic bacteria to protect against photooxidative stress induced by exposure to 

excess light (Krugel et al., 1999). Closer inspection showed cluster 2 to contain 103 genes. Only 

seven genes are reported to make up the isorenieratene BGC and these could be found in the 

centre of cluster 2 (Krugel et al., 1999). The inclusion of the other 95 genes appears to be an 

artefact of the antiSMASH algorithm. Closer analysis showed the methylesterase of the 

isorenieratene BGC (crtV) to be truncated, giving a predicted protein of 77 amino acids (aa), 

compared with the expected 338 aa. However, analysis with the alignment tool BLASTP 

showed that the 77 aa protein aligned with the N-terminus of CrtV, indicating a level functional 

similarity. The crtE gene encoding geranylgeranyl pyrophosphate synthase is absent, replaced 

with a predicted farnesyl diphosphate synthase. These differences imply that a different 

carotenoid could be synthesised by this cluster. 
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Cluster 7 was predicted to produce ectoine, with 100% similarity to the known BGC. Ectoine 

and its derivatives are osmolytes shown to protect cells under high osmotic pressure (Prabhu 

et al., 2004). All three genes necessary for ectoine biosynthesis were found in cluster 7. It also 

features a fourth gene, annotated as an ectoine dioxygenase. However, a BLASTP search 

showed its product to be homologous to ThpD, an ectoine hydroxylase that is common 

amongst Streptomyces spp. (Prabhu et al., 2004). The primary product of cluster 7 is therefore 

likely to be hydroxyectoine.   

Cluster 8 was predicted to encode for desferrioxamine B, with 100% similarity. This compound 

is a siderophore produced by a wide variety of Streptomyces spp. and all four biosynthetic 

genes were confirmed to be present within cluster 8 (Barona-Gómez et al., 2004). 

Cluster 9 was shown to have 75% similarity to ochronotic pigment. This pigment is also known 

as pyomelanin and is yellow/brown in colour (Moran, 2005, Singh et al., 2018). It is produced 

from the oxidation and polymerisation of excess homogentisic acid (HGA), an intermediate 

formed during the catabolism of tyrosine (Yabuuchi and Ohyama, 1972, Arias-Barrau et al., 

2004, Bolognese et al., 2019). Only two genes are described as necessary for biosynthesis of 

this pigment, an AsnC-family transcriptional regulator and hpd, a 4-hydroxyphenylpyruvate 

dioxygenase (Ōmura et al., 2001). Hpd catalyses the second reaction step in the breakdown 

of tyrosine and is directly responsible for HGA production (Arias-Barrau et al., 2004). Both 

genes were found in cluster 9, so it seems highly likely that ochronotic pigment is its product. 

As with cluster 2, the antiSMASH algorithm grouped other genes into this cluster which do not 

contribute to biosynthesis of the predicted product. This accounts for the lower similarity 

score, despite the necessary biosynthetic genes being present.  

Of the remaining fifteen predicted BGCs in the genome, three had low homology (≥25%, <75%) 

to known BGCs, eight had very low homology (<25%) and four had no homology. As these 

comprise the majority of predicted BGCs, it seems likely that S. sudanensis could be a source 

of novel specialised metabolites.  
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4.3 Overview of S. sudanensis RNAseq dataset 

RNA was harvested from S. sudanensis incubated within the assay system after 48 hrs. Two 

conditions were used for the bacteria in the assay: S. sudanensis in isolation (S) and S. 

sudanensis + macrophages (S+M). This was done for three biological repeats, with samples 

numbered accordingly. RNAseq libraries were prepared as described in Chapter 2. Illumina 

sequencing of the libraries was performed by Edinburgh Genomics. The quality of the resulting 

sequencing data was then assessed using FastQC, which showed no significant problems. 

Reads were then mapped to S. sudanensis CDS regions using Salmon (Patro et al., 2017). The 

number of reads mapped to the transcriptome for each sample are shown in Table 4.3. The 

mapping rates for each were extremely low, ranging from 0.6% to 4.77%. It was expected that 

at least a majority of reads should have mapped. 

 

 

Table 4.3 Number of S. sudanensis RNAseq reads obtained for each sample taken from the 
indirect interaction assay and their mapping rates to S. sudanensis CDS regions.  

    

The nature of the unmapped reads was investigated by three routes. Mapping using Salmon 

was repeated, but with rRNA sequences included in the mapping index, in addition to CDSs. 

Mapping of the reads to the whole genome of S. sudanensis was then also performed for each 

sample, using the alignment software Bowtie2 (Langmead and Salzberg, 2012). The mapping 

rates for these two different references are plotted in Figure 4.2, alongside the original 

mapping rates to CDSs.  
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The addition of rRNA sequences led to a dramatic increase in mapping rate for all samples. 

This indicates that attempts to remove rRNA prior to cDNA library preparation were not 

successful. High proportions of the sequenced samples were therefore rRNA. Even with 

mapping to rRNA however, the highest mapping rate achieved was only 67.89%, for S+M_1. 

For the other five samples, the mapping rate was still below 50%, the lowest being 27.32% for 

S_1. Mapping reads to the whole genome yielded only marginal increases for five samples and 

a marginal decrease for S_1, compared to that achieved with CDSs and rRNA. The decrease 

seen for S_1 is likely due to differences in the mapping algorithms of Salmon and Bowtie2. 

Small changes in mapping rate when aligning to the genome indicates that only negligible 

amounts of unwanted genomic DNA were present in the samples.  

Finally, the reads were also mapped to the mouse transcriptome, to check if macrophage RNA 

had contaminated the bacterial samples. The mapping percentages for all six samples were 

below 0.2% and so were lower than those obtained for the S. sudanensis CDSs. Therefore, 

contamination with macrophage mRNA was not an issue. Following these repeated mappings, 

the origins of large proportions of reads within each sample therefore remain unaccounted 

for.  

 

Figure 4.2 Mapping rates of S. sudanensis RNAseq reads to S. sudanensis: CDSs, CDSs + 
rRNA, whole genome. Sample key: S: S. sudanensis in isolation. S+M: S. sudanensis exposed 
to macrophages. 
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During set up of the interaction assay trials, the S. sudanensis cultures used were always 

examined by microscopy first. The cultures appeared as expected and showed no sign of 

contamination with other organisms. Additionally, for each trial 100 μL of the living and 

autoclaved bacterial cultures were streaked out on nutrient agar plates and incubated for one 

week to check for contaminants. For each trial no contaminants were observed growing on 

any of the plates. It therefore seems unlikely that a contaminant was the source of the 

unmapped reads. A possibility is that the S. sudanensis genome assembly itself may not be 

fully accurate. Reads would not be able to map to inaccurately assembled regions of the 

genome, as their sequences would be absent.  

Despite the low mapping rates, it was decided to continue with differential expression analysis 

of bacterial genes. Initial processing of the data was performed as previously described in 

Chapter 3 for the macrophage data. The Salmon output was transferred to DESeq2 using 

Tximport and the data were normalised (Love et al., 2014, Soneson et al., 2015). As the 

normalisation corrects the read counts for each gene based on the size of the read library, the 

unusually low numbers of mapped reads in all six samples were accounted for by DESeq2. 

Following normalisation, the dispersion estimates for each gene were checked and the 

resulting plot is shown in Figure 4.3 (Love et al., 2014). The trend of dispersion decreasing as 

the mean counts increase is shown by the plot.  

 

 

Figure 4.3 Plot produced by DESeq2 showing the relationship between dispersion and mean 
counts for each gene in the S. sudanensis RNAseq dataset. 
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As in Chapter 3, principal component analysis (PCA) was performed to check for outliers 

among the biological repeats. The resulting plot shown in Figure 4.4.  

 

Figure 4.4 Plot of PCA of the S. sudanensis RNAseq dataset, featuring all biological repeats.  
 

The PCA plot shows that 54% of the variance between samples is along principal component 

(PC) 1. The two sample groups are clustered at either end of PC1. Therefore, the majority of 

variation between samples was attributable to the experimental conditions used during the 

experimental assay i.e., the presence and absence of macrophages. The PCA plot does show 

intra-condition variation, with samples in both conditions distributed along PC2. However, this 

only accounts for 25% of the variance between samples and could be a sign of natural 

biological heterogeneity. As the samples cluster reasonably well along PC1, no clear outliers 

were identified for removal.  

As no outliers were seen in the PCA analysis, it was decided to carry out an additional check 

using hierarchical clustering. This process groups the samples together based on the 

similarities of their read counts for all genes, with the output shown as a dendrogram. The 

hclust function in R was used for this analysis and the resulting dendrogram is shown in Figure 

4.5.  
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Figure 4.5 Dendrogram showing hierarchical clustering of all samples in the S. sudanensis 
RNAseq dataset.  

 

The dendrogram shows that neither S_3 nor S_M_3 have clustered with the rest of their 

condition groups. S_3 is the furthest from the other samples, with a height of 150,000 and is 

therefore the most dissimilar. S_M_3 is the next furthest, but its height is far lower, being 

roughly 50,000. S_3 is a clear outlier and was removed from the RNAseq dataset. S_M_3 was 

kept in, being significantly less dissimilar than S_3 and allowing three biological repeats to be 

kept for at least one of the conditions. Following the removal of S_3, the DESeq2 normalisation 

and statistical analyses described above were repeated with the remaining five samples.  

With the final dataset processed, differentially expressed genes were identified by selecting 

for those with a fold change in expression greater than +/-2 and an adjusted p-value of less 

than 0.05. These were the same thresholds used for the macrophage differential expression 

analysis in Chapter 3. The logic of choosing these thresholds was the same: to look for the 

largest induced transcriptional changes. The unfiltered dataset is visualised as a volcano plot 

in Figure 4.6. 
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Figure 4.6 Volcano plot of transformed fold changes versus transformed adjusted p-values 
for each gene in the S. sudanensis RNAseq data set. Red lines mark the thresholds applied 
for a gene to be considered differentially expressed. A fold change of +/- 2 is equivalent to 
a log2(FoldChange) of 1. A p-value of 0.05 is equivalent to -log10(padj) of 1.3. Genes within 
the red box were upregulated in the presence of macrophages, while those in the blue box 
were downregulated.  

 

The volcano plot indicates that a large number of S. sudanensis genes underwent fold changes 

more extreme than +/-2 during exposure to the macrophages. However, only a small 

proportion had an associated adjusted p-value that takes them above the threshold set for 

statistical significance. This gave a total of 60 differentially expressed CDSs, from a possible 

4622. Of these 60 genes, 43 were upregulated and 17 downregulated. The upregulated genes 

are shown in Figure 4.7, as a heatmap of read counts.  
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Figure 4.7 Heat map of 43 S. sudanensis genes upregulated in the presence of macrophages. 
Genes are in descending order of magnitude of upregulation. Normalised read counts for 
each gene were used to make the plot. The darker the shading, the more counts a gene had. 
Samples are also clustered by similarity, shown by the dendrogram above the heat map. 

 

The dendrogram shows the S and S+M samples have clustered together into their respective 

groups. This demonstrates that, for this set of genes, individual biological repeats were most 

similar to others of the same condition. This also vindicates the decision made during hclust 

analysis to not eliminate sample S_M_3 from the dataset. 

The downregulated genes are displayed in Figure 4.8, as a heat map. The dendrogram 

illustrates that the samples have not clustered together into their respective condition groups. 

For many of the genes, the heat map shows less of a contrast in colour shade between the S 

and S+M samples than is seen in the heat map of upregulated genes in Figure 4.7. This 

indicates that the magnitudes of fold changes in expression for many downregulated genes 
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are not as great as those for upregulated genes. This is visualised in Figure 4.6, where there 

are eighteen genes with a log2FoldChange greater than +2.5, while three have a 

log2FoldChange greater than -2.5. The mean fold changes for the down- and upregulated 

genes were also calculated, as absolute values. For the downregulated genes the mean was 

4.63, while for the upregulated genes it was 7.25, which is 63.8% greater. So, downregulated 

genes on average underwent a lower magnitude of change in expression than the upregulated 

genes. This accounts for the S and S+M conditions appearing more similar to one another 

when looking only at downregulated genes and may explain the disordered clustering in Figure 

4.8. 

 

 

Figure 4.8 Heat map of the 17 S. sudanensis genes downregulated in the presence of 
macrophages. Genes are in descending order of magnitude of downregulation. Normalised 
read counts for each gene were used to make the plot. The darker the shading, the more 
counts a gene had. Samples are also clustered by similarity, shown by the dendrogram 
above the heat map. 
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4.4 Expression of S. sudanensis BGCs during the indirect interaction assay 

 

4.4.1 BGCs expressed in the presence and absence of macrophages 

A BGC that is transcriptionally silent in the control condition but expressed during exposure to 

macrophages would be a clear candidate for producing a virulence factor. It was therefore 

considered useful to directly visualise which BGCs were transcriptionally active or silent during 

the assay, under either condition. Means of the normalised read counts for each gene were 

calculated for both conditions. The mean counts for genes identified as belonging to any of 

the nineteen BGCs predicted by antiSMASH were extracted and plotted. The plot for the S 

control condition is shown in Figure 4.9(a).  

 

Figure 4.9 Plots of the transformed means of normalised read counts for every gene present 
in the nineteen S. sudanensis BGCs predicted by antiSMASH, grouped by gene cluster. Data 
from RNAseq performed on samples harvested at 48 hrs. Each point represents 1 gene. (a) 
Data for the S condition – S. sudanensis in isolation. (b) Data for the S+M condition – S. 
sudanensis + macrophages. 
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The plot shows that in the absence of macrophages, all nineteen BGCs had at least one gene 

expressed. While the degree of transcriptional activity varies between BGCs, none were 

transcriptionally silent. The equivalent plot for the S+M condition (Figure 4.9(b)) is highly 

similar to that for the S condition. All nineteen BGCs contained at least one expressed gene. 

Count levels for genes in sixteen of the BGCs appear to be the same or only marginally 

different. Clusters 9, 15 and 18 were the only ones to show strong changes: all three had at 

least one gene that was upregulated in the presence of macrophages. With all BGCs showing 

some degree of expression under both conditions, none were eliminated from contention at 

this stage.  

4.4.2 Differentially expressed BGCs 

The list of 60 differentially expressed genes was inspected for members of any of the nineteen 

BGCs. In total, seven genes from three BGCs (listed in Table 4.4) were found to be differentially 

expressed. Expression of all seven genes was upregulated in the presence of macrophages. 

This supported the observations made above from the mean counts plots in Figure 4.9. 

 

 

Table 4.4 Differentially expressed genes from predicted S. sudanensis BGCs. 

  

In cluster 9, only the gene hpd was upregulated. As described in section 4.1.2, the protein 

product of this gene is responsible for the single step biosynthesis of HGA from 4-

hydroxyphenylpyruvate (Arias-Barrau et al., 2004). When present in excess, HGA will oxidise 

and polymerise to form ochronotic pigment, which is the predicted product of cluster 9 

(Bolognese et al., 2019). The core biosynthetic gene of this cluster had therefore been 

upregulated, so it is likely that HGA production was increased in the presence of macrophages.  

Cluster 15 had three upregulated genes and is predicted to produce a siderophore. The first 

of the three is iucC_2, homologous to aerobactin synthase. Aerobactin is itself a siderophore 
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and known virulence factor and the synthase enzyme is part of its core biosynthetic machinery 

(de Lorenzo et al., 1986, de Lorenzo and Neilands, 1986). The next gene is PABIEPML_03435, 

annotated as a hypothetical protein. A BLAST search yielded only matches to hypothetical 

proteins from other Streptomyces spp. and so the potential function of this gene is unknown. 

Finally, yusV was also upregulated and is homologous to genes encoding a siderophore 

transport system (Ollinger et al., 2006). The expression of iucC_2 and yusV provides evidence 

that cluster 15 does indeed produce a siderophore and their upregulation suggests 

biosynthesis of its siderophore product was increased in the presence of macrophages. 

Cluster 18 is predicted to produce a terpene and had three genes upregulated. 

PABIEPML_04461 is annotated as encoding a universal stress protein. These genes are 

expressed in response to environmental stressors, helping the bacteria to adapt and survive 

(Siegele, 2005, Tkaczuk et al., 2013). Their protein products have numerous effects on gene 

regulation and cell metabolism. PABIEPML_04452 and PABIEPML_04454 are annotated as 

hypothetical proteins. It was noted that with a fold change in expression of +13.8, 

PABIEPML_04454 is the fifth most highly upregulated gene in the dataset. A BLASTP search 

showed their proteins to be homologous to a sensor histidine kinase and a helix-turn-helix 

(HTH) protein of unknown function respectively. HTH domains are DNA binding motifs and so 

it is probable that PABIEPML_04454 encodes a transcriptional regulator (Aravind et al., 2005).  

These two genes are therefore likely to collectively encode a two component signalling 

system, wherein the histidine kinase detects an environmental stimulus and then 

phosphorylates the transcriptional regulator (Groisman, 2016, Zschiedrich et al., 2016). This 

then becomes active and alters bacterial gene expression. Such systems are the dominant 

form of altering transcription in response to changing environmental conditions within 

bacteria. Evidence has shown that these systems do regulate specialised metabolite 

production (Martin, 2004). However, they themselves do not perform steps of biosynthetic 

processes. Thus, the protein products of PABIEPML_04452 and PABIEPML_04454 would not 

participate in the production of the cluster 18 product.  

The presence of this potential two component system within the non-pathogen S. coelicolor 

was checked using BLASTP. For PABIEPML_04452, the highest percentage identity match 

within S. coelicolor was 42%, with homology confined to the histidine kinase ATPase domain. 

For PABIEPML_04454, the highest identity match was 49%, with the homology focused in the 
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HTH domain. Both hypothetical proteins therefore showed low homology to proteins within 

S. coelicolor, indicating them to be absent within the non-pathogen.  

None of the three genes upregulated in cluster 18 appear to play a direct role in terpene 

biosynthesis. As the core terpene biosynthetic genes within the cluster were not upregulated, 

it seems unlikely that production of the product of this cluster was increased in response to 

the presence of macrophages.  

 

 4.5 Identification of other genes of interest in the S. sudanensis differential expression 

data 

 

4.5.1 A potential BGC composed of bkd and paa genes 

A manual search of the list of upregulated genes for others of potential interest revealed that 

eight of the twelve most highly upregulated were clustered together in the S. sudanensis 

genome. These eight genes and their levels of upregulation are shown in a heat map in Figure 

4.10. 

 

Figure 4.10 Heat map of the 8 S. sudanensis genes upregulated in the presence of 
macrophages and comprising part of a potential BGC. Genes are in descending order of 
magnitude of upregulation. Normalised read counts for each gene were used to make the 
plot. The darker the shading, the more counts a gene had. Samples are also clustered by 
similarity, shown by the dendrogram above the heat map. 
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The positions of these genes were also labelled in the volcano plot of the entire RNAseq 

dataset, shown in Figure 4.6. This shows that seven of the eight lowest adjusted p-values for 

the upregulated genes were assigned to members of this cluster. Therefore, the very strong 

upregulation of these genes was also associated with some of the greatest statistical 

significances, indicating high consistency across the biological repeats. 

The cluster itself is shown in Figure 4.11. It is 14.65 Kb in length and consists of fifteen genes, 

distributed across both DNA strands. Of these genes, ten were confirmed to be directly 

involved in the biosynthesis of molecules. It therefore seems likely that this cluster is a BGC 

that was not recognised by antiSMASH. 

 

Figure 4.11 Diagram of the strongest upregulated BGC of the S. sudanensis genome. The 
cluster runs from position 2,956,832 in the genome, to 2,971,482. Red lines indicate genes 
that were upregulated in the presence of macrophages. 

 

The genes bkdA and bkdB encode the E1α dehydrogenase and E1β decarboxylase subunits of 

the branched-chain α-keto acid dehydrogenase (BCDH) complex (Denoya et al., 1995). These 

genes are usually found as part of the bkd operon, along with two further genes, which encode 

the remaining two subunits of the BCDH complex. A transcriptional regulator, bkdR, is also 

commonly found in the operon (Madhusudhan et al., 1993). The BCDH complex forms part of 

the pathway that catabolises the branched chain amino acids leucine, isoleucine and valine 

into acyl-CoA derivatives (Mercier et al., 2012). Specifically, the BCDH complex generates 

isobutyryl-CoA, α-methylbutyryl-CoA and isovaleryl-CoA. The S. sudanensis genome contains 

two copies of bkdA and three copies of bkdB. Of these, bkdA_1 and bkdB_1 are clustered 

together elsewhere in the genome, while the other three are present in this cluster. S. 

sudanensis lacks genes encoding the remaining subunits of the BCDH complex.  

Lrp_2 encodes a leucine responsive regulatory protein. This class of proteins regulate 

transcription of genes in response to the presence of leucine and are abundant in prokaryotes 

(Brinkman et al., 2003). As this annotation for lrp_2 is non-specific, it was decided to conduct 

BLASTP analysis, to determine whether lrp_2 could be a bkdR homologue. The BkdR protein is 
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a member of the Lrp family, meaning there was a likelihood of homology (Madhusudhan et 

al., 1993). The Lrp_2 amino acid sequence was aligned with that of SCO3832, the BkdR protein 

of S. coelicolor A3(2). This gave a percentage identity match of 87%. It therefore seems likely 

that lrp_2 is homologous to bkdR. The protein product of bkdR is a repressor of the bkd operon 

in S. coelicolor A3(2), but an activator of its transcription in other species, such as 

Pseudomonas putida (Madhusudhan et al., 1993, Sprusansky et al., 2005). 

KstR2_2 encodes a HTH-type transcriptional repressor, with annotation indicating it to be 

homologous to kstR2 from M. tuberculosis (Kendall et al., 2010). However, BLASTP analysis 

gave identity matches of over 90% to an unspecified TetR family repressor found in multiple 

Streptomyces. In contrast, the identity match to the M. tuberculosis KstR2 was found to be 

only 25%.  

The genes paaABCDE and paaH are found in other bacteria as part of the larger paa operon, 

responsible for the degradation of phenylacetate into succinyl-CoA (Ferrandez et al., 1998, 

Teufel et al., 2010). The composition of the full operon varies between species, but it can be 

comprised of up to sixteen genes, namely paaABCDEFGHIJKLNWXYZ (Ferrandez et al., 1998, 

Navarro-Llorens et al., 2005, Di Gennaro et al., 2007). No paa genes other than the eight in 

this cluster are present within S. sudanensis. paaABCDE collectively encode subunits of an 

oxygenase complex, which usually acts in the second step of the degradation pathway, 

converting phenylacetyl-CoA into 1,2-epoxyphenylacetyl-CoA (Teufel et al., 2010). paaH 

encodes 3-hydroxyadipyl-CoA dehydrogenase and acts in the final step of the pathway, 

completing the synthesis of succinyl-CoA. The S. sudanensis genome contains only one copy 

of each of these genes, except for paaA, of which there are two.  

The gene rocA encodes a dehydrogenase enzyme. A BLASTP search was conducted to check 

this annotation. This gave identity matches of 95% and higher to the phenylacetate 

degradation protein PaaN. The gene paaN is yet another member of the paa operon. The 

product of this gene is an aldehyde dehydrogenase, which has been found to specifically act 

as a ring-opening enzyme within the phenylacetate degradation pathway (Di Gennaro et al., 

2007, Wang et al., 2016). 
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The eighth gene in the cluster, trmH, is predicted to encode a tRNA methyltransferase. BLASTP 

analysis instead found greater than 90% identity matches with rRNA methyltransferases from 

multiple Streptomyces. 

The remaining two genes in the cluster both encode hypothetical proteins. Analysis of their 

potential functions was undertaken using BLASTP. PABIEPML_02666 had over 90% identity 

matches with horizontally transferred transmembrane domain containing hypothetical 

proteins from other Streptomyces. PABIEPML_02667 had high matches only with hypothetical 

Streptomyces proteins and was described to contain domain of unknown function 5819.  

A search of the literature revealed that Zhao et al. (2015) reported a similar cluster in the 

genome of Streptomyces pristinaespiralis. The S. pristinaespiralis and S. sudanensis clusters 

are compared in Figure 4.12. They have a highly similar gene arrangement, including 

annotation of the Lrp encoding gene bkdR, in accordance with the above analysis. Additionally, 

SSDG_03036 S. pristinaespiralis is annotated as an rRNA methyltransferase, matching the 

BLASTP analysis of trmH in the S. sudanensis cluster. Further BLASTP analysis was performed 

to determine if the remaining two genes encoding hypothetical proteins were homologous to 

PABIEPML_02666 and PABIEPML_02667 of the S. sudanensis cluster. PABIEPML_02666 was 

found to have a 68% identity match to SSDG_03037 and PABIEPML_02667 had a 66.5% 

identity match to SSDG_03038. The two pairs of genes therefore share homology, adding to 

the similarity between clusters. There are two notable differences however: the S. 

pristinaespiralis cluster has a bkdC gene, rather than having two copies of bkdB; and it has a 

paaZ gene, in place of rocA/paaN.  

 

 

Figure 4.12 Comparison of the bkd-paa BGCs of S. pristinaespiralis and S. sudanensis. 
Diagram of the S. pristinaespiralis was adapted from Figure 2 of Zhao et al. (2015). The 
yellow dots indicate binding sites for PaaR, a TetR family transcriptional repressor. 
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The TetR family repressor was also specifically identified to be PaaR, based on homology to 

the PaaR of Corynebacterium glutamicum. The authors found that the highly conserved PaaR 

recognition sequence 5’-ACCGA-n4-TCGGT-3’ was present at three points within this cluster, 

shown by yellow dots in Figure 4.12. They also confirmed experimentally that PaaR represses 

transcription of paaABCDE and bkdABC within the cluster. Addition of phenylacetyl-CoA is 

known to inhibit PaaR binding in C. glutamicum and the authors showed it to abolish PaaR-

mediated repression in S. pristinaespiralis. 

The S. sudanensis genome was manually searched for occurrences of the PaaR recognition 

sequence. It was found in the equivalent locations within the S. sudanensis bkd-paa cluster, 

as shown by the yellow dots in Figure 4.12. These locations are all upstream of the genes that 

were upregulated within the cluster. The product of the gene kstR2_2 was next aligned to 

PaaR of S. pristinaespiralis using BLASTP. This gave a high identity match of 82% and a strong 

alignment between the proteins. It was accordingly decided that kstR2_2 is highly likely to also 

be a paaR gene and the regulator of the cluster in S. sudanensis.  

Zhao et al. (2015) further noted that a similar cluster is present in four other Streptomyces 

spp.: S. venezuelae, S. avermitilis, S. griseus and S. clavuligerus. S. coelicolor, S. lividans and S. 

scabies possess similar gene arrangements but split across two separate clusters: one 

containing bkdC through to paaZ, with the remaining genes in the other cluster. 

4.5.2 Upregulation of whiD, a transcriptional regulator 

The gene annotated as whiD was found to be upregulated, with a fold change of +3.39. The 

product of this gene is a member of the WhiB-like family of transcriptional regulators, which 

are found only in the Actinobacteria (Gao et al., 2006). This makes whiD one of only two 

transcription regulatory genes to be upregulated in response to macrophages, along with 

PABIEPML_04454. The whiD gene of S. coelicolor A3(2) plays a key role in the maturation of 

prespores and the formation of spore septa (Molle et al., 2000). However, S. sudanensis has 

not been observed to sporulate under lab conditions. A BLASTP alignment of the S. sudanensis 

and S. coelicolor A3(2) proteins revealed only a 49% identity match between the two. 

Additionally, multiple sequence alignment of the proteins was carried out using the Clustal 

Omega tool (Figure 4.13). The S. sudanensis WhiD is 12 amino acids longer than that of S. 

coelicolor and differences in sequence are concentrated at the N terminus of the protein. The 
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whiD gene and protein of S. sudanensis could therefore have different functions to those of S. 

coelicolor. 

 

Figure 4.13 Clustal Omega multiple sequence alignment of WhiD proteins of S. sudanensis 
and S. coelicolor A3(2). ‘*’ = a fully conserved residue. ‘:’ = conservation of residues with 
strongly similar chemical properties. ‘.’ = conservation of residues with weakly similar 
chemical properties. 

 

4.5.3 Analysis of the most highly downregulated genes 

A group of three genes are labelled in the volcano plot in Figure 4.6. Within the downregulated 

genes, three stood out for the scale of their downregulation. PABIEPML_04444, 

PABIEPML_02975 and hmp underwent fold changes of -7.43, -8.42 and -14.7 respectively. This 

is well above the mean for all seventeen downregulated genes of -4.63. High statistical 

significances also sets two of these genes apart from the rest of the group.  

Hmp is annotated as encoding a flavohemoprotein. This carries out detoxification of nitric 

oxide (NO), converting it to nitrate and protecting the bacterium from nitrosative stress 

(Poole, 2020). Null mutants for this gene are hyper-sensitive to NO. It is therefore an 

important gene for promoting pathogen survival within a host. BLASTP analysis was carried 

out to check the accuracy of the annotated function. S. sudanensis Hmp was aligned against 

the S. coelicolor A3(2) proteins HmpA1 (SCO7428) and HmpA2 (SCO7094), both of which are 

identified by homology as flavohemoproteins on the UniProt database (UniProt, 2021). These 

alignments gave identity matches of 74% and 65% respectively. Additionally, it is known that 

hmp is usually clustered with rrf2 in Actinobacteria (Rodionov et al., 2005). This gene was 

found to be immediately upstream of hmp in the S. sudanensis genome. Taken together, it 

was concluded from these findings that the gene is indeed hmp. 

PABIEPML_04444 and PABIEPML_02975 encode hypothetical proteins. BLASTP searches were 

run for both. For PABIEPML_04444, this gave matches only to unnamed crystallin family 
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proteins. Crystallins are also called small heat shock proteins and are expressed to help cells 

survive heat stress (de Jong et al., 1993, Singh et al., 2007). PABIEPML_02975 matched to 

unnamed ATP-binding proteins. No further insights into specific functions could easily be 

inferred.  

 

4.6 Summary and conclusions 

A genome mining approach was employed to discover whether S. sudanensis produces novel 

specialised metabolites. De novo sequencing of the S. sudanensis genome was performed 

using ONT and Illumina sequencing technologies, resulting in a single contig assembly of 5.3 

Mb. AntiSMASH analysis of the genome predicted a total of nineteen BGCs to be present, of 

which fifteen had the potential to encode novel metabolites.  

With a fully assembled genome, RNAseq could then be performed on S. sudanensis, using the 

indirect interaction assay system, in the presence and absence of macrophages. During 

analysis of the RNAseq reads, it was found that an unusually low number of reads mapped to 

S. sudanensis CDSs, the highest mapping percentage being 4.77% and the lowest 0.6%. 

Mapping to rRNA sequences substantially increased mapping percentages, but still left large 

portions of reads unmapped. The source of these reads remains unknown.  

Statistical analysis of the CDS mapped reads showed that sample S_3 was an outlier and thus 

was removed from the dataset. Differential expression analysis was conducted on the 

remaining samples, which resulted in the identification of 60 differentially expressed genes. 

Of these, 43 were upregulated and 17 downregulated.  

All predicted BGCs were found to contain at least one gene that was expressed under both 

the S and S+M conditions. However, only cluster 9, 15 and 18 contained genes that were 

differentially expressed. Through studying annotations and BLASTP analyses, upregulated 

genes within clusters 9 and 15 were surmised to boost biosynthesis of their cluster products. 

Their products are ochronotic pigment and an unknown siderophore respectively. Through 

the same analytical methods, the upregulated genes of cluster 18 were thought not to have a 

role in the biosynthesis of their cluster product. A potential two component system was 

identified within the upregulated genes of cluster 18, with PABIEPML_04452 and 



131 

 

PABIEPML_04454 predicted to encode a sensor histidine kinase and HTH transcriptional 

regulator respectively by homology.    

A highly upregulated BGC not predicted by antiSMASH, comprising mainly of bkd and paa 

biosynthetic genes, was identified within the S. sudanensis genome: eight of its fifteen genes 

were among the most highly upregulated in the RNAseq data. This cluster had previously been 

identified in several other Streptomyces spp. and its transcriptional regulation has been shown 

to be controlled by the TetR protein PaaR. A homologue of the paaR gene was found in the S. 

sudanensis cluster and the protein’s conserved recognition sequence was found to be 

upstream of the upregulated cluster genes. The product of this cluster remains unknown.  

Upregulation of a homologue of the Actinobacteria transcriptional regulator whiD was 

demonstrated by the dataset. This was one of only two regulators to be upregulated. WhiD 

has been shown to have a key role in sporulation of S. coelicolor. S. sudanensis has not been 

observed to sporulate, however, so this gene’s function remains unclear. Among the 

downregulated genes, three had fold changes significantly greater than the rest. The precise 

cellular function of two of these genes remains unclear. The third gene however was identified 

as encoding flavohemoprotein, a vital bacterial defence against NO toxicity. 

In conclusion, RNAseq yielded numerous genes of interest that gave an insight into the 

actinomycetoma pathogen response to macrophages. While only a small proportion of S. 

sudanensis CDSs were differentially expressed, these included members of three predicted 

BGCs, a previously unpredicted BGC, a transcriptional regulator which usually plays a role in 

key cellular processes and a gene vital to bacterial defence against one key weapon of the 

immune response. 
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Chapter 5. Structural and functional elucidation of compounds of interest 

from S. sudanensis 

 

5.1 Introduction 

As described in Chapter 3, S. sudanensis culture supernatant (SN) was found to have 

pyroptotic activity against THP-1 monocytes. Chemical purification methods were deployed 

to isolate and identify the compound or compounds responsible for this activity. Specifically, 

organic solvent extractions were used to isolate active compounds from culture SN, followed 

by preparative high performance liquid chromatography (HPLC) fractionation of the active 

organic phase. Liquid chromatography-mass spectrometry (LC-MS) and proton nuclear 

magnetic resonance (1H-NMR) analyses were then employed for structural elucidation and 

identification of active compounds. Functional characterisation of the identified compounds 

was then attempted using a bioassay with THP-1 monocytes. 

HPLC systems are commonly used for the purification of specialised metabolites from extracts 

(Latif and Sarker, 2012). They are highly versatile systems, wherein normal phase, reversed 

phase, ion exchange and size exclusion chromatographic columns can all be used, thus 

allowing compounds with a wide range of chemical properties to be isolated. HPLC systems 

generally feature the set up shown in Figure 5.1. 

 

 

Figure 5.1 General set up of a HPLC purification system. Image taken from Figure 1 of Latif 
and Sarker (2012). 
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The core innovation of HPLC systems lies in the structure of their columns, which are packed 

with a stationary phase comprised of particles that are 10 μm or smaller in diameter (Latif and 

Sarker, 2012). These are far smaller than particles found within lower pressure 

chromatography systems. Their small sizes mean the particles pack together tightly and in a 

regular manner, ensuring uniform flow of the mobile phase through the column. This aids 

chromatographic separation. Additionally, the particles maximise the stationary phase surface 

area that compounds in the mobile phase can interact with, enhancing the resolution of the 

chromatography. Thus, separation of compounds within a crude extract is greatly improved. 

The drawback of the tightly packed stationary phase is that very high pressures of up to 4000 

psi are needed to push the mobile phase through the column.  

HPLC is considered to be either preparative or analytical depending on the scale of the 

purification process (Latif and Sarker, 2012). Analytical HPLC is smaller scale, with column 

diameters of up to 5 mm and smaller loading volumes, while preparative HPLC is larger scale, 

with column diameters of up to 100 mm and larger loading volumes. The choice of method is 

dependent on the quantity of purified material needed. As 1H-NMR analysis was planned 

following purification, a larger quantity of material was required. Thus, preparative HPLC was 

chosen for use.  

LC-MS couples HPLC to a mass spectrometer, allowing for highly precise measurement of the 

masses of molecules present within a sample (Zhou et al., 2012). Mass spectrometers function 

by ionising molecules within a sample and then calculating their mass to charge ratio, from 

which their actual mass can then be derived (Pitt, 2009). The instruments are usually 

comprised of an ion source, a mass analyser and an ion detector, as shown in Figure 5.2. There 

are several types of ion sources that function via different methods (Zhou et al., 2012). They 

include electrospray ionisation (ESI), matrix-assisted laser desorption/ionisation, atmospheric 

pressure chemical ionisation, atmospheric pressure photoionisation and fast atom 

bombardment (Zhou et al., 2012, Singhal et al., 2015). 
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Figure 5.2 Schematic of a mass spectrometer featuring an ESI ion source, TOF mass analyser 
and a detector. Image from Creative Proteomics (n.d.). 

 

The LC-MS system used in this study featured ESI, whereby a high voltage is applied to the 

liquid sample, causing it to disperse as an ionised aerosol (Pitt, 2009). The solvent gradually 

evaporates, leaving only the ionised compounds, which then enter the mass analyser. As with 

ion sources, there are multiple types of mass analyser, including time-of-flight (TOF), 

quadrupole, ion trap, Orbitrap and Fourier transform ion cyclotron (Zhou et al., 2012). The LC-

MS system used here contained a TOF analyser. TOF systems accelerate ions down a flight 

tube, through an electric field, as shown in Figure 5.2 (Pitt, 2009). The time taken for the ions 

to reach the detector at the end of tube is dependent on their mass to charge ratio. The TOF 

of the ion can therefore be used to calculate this ratio and thus the mass of the ion. 

The overall advantages of using an LC-MS system are that a sample can be kept in a liquid 

phase and any compounds present are separated as the sample flows through the HPLC 

column, meaning complex mixtures can be analysed (Pitt, 2009, Zhou et al., 2012).  

NMR is a spectroscopic method that measures the number of atoms that exist within distinct 

chemical environments within a molecule (Pavia et al., 2015). Specific atomic nuclei are 

studied using NMR, with hydrogen and carbon being the most commonly targeted, due to 

their abundance within organic compounds. NMR can determine how many chemical 

environments a specific nucleus exists in, how many nuclei are within each of those 

environments and which atom types make up those environments. Using a combination of 
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NMR data and a compound’s known mass from LC-MS analysis, it is possible to determine the 

complete chemical structure of a previously unidentified compound. NMR spectroscopy is 

therefore very useful in specialised metabolite research for the accurate and rapid 

identification of active compounds.  

 

5.2 Purification of compounds of interest from S. sudanensis liquid culture and structural 

study 

 

5.2.1 Compound isolation from liquid culture 

An extraction with the solvent ethyl acetate was performed on S. sudanensis culture SN as 

described in Chapter 2, giving aqueous and organic extracts. The activity of these respective 

phases was assessed using a bioassay against THP-1 monocytes. Results from the assay are 

shown in Figure 5.3. 

 

Figure 5.3 Images of THP-1 monocytes in isolation and challenged with the aqueous and 
organic phases of S. sudanensis culture SN. A small sample of the organic phase was dried 
and resuspended in water for use in the assay. 100 μL of each phase was used, comprising 
50% of the assay well volumes. Images were taken at 48hrs and 100X magnification. Red 
arrows indicate examples of pyroptotic cells. 
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The organic phase induced pyroptosis, as shown by the presence of swollen, faded cells in the 

corresponding image of Figure 5.3. The compound(s) responsible for this activity therefore did 

move into the solvent during extraction. Pyroptotic activity was also seen in the aqueous 

phase, demonstrating that either the extraction was not 100% efficient or that non-

extractable compounds were present. 

In collaboration with Dr Yousef Dashti, the organic phase was evaporated to dryness, 

resuspended in a small volume of methanol and loaded onto a preparative HPLC column. HPLC 

fractionation of the concentrated extract was performed using a solvent gradient starting 

from 5% acetonitrile (ACN) and 95% water, moving up to 100% ACN over the course of 60 

minutes. Fractions were collected every minute, giving a total of 60. A small sample of each 

fraction was dried and resuspended in water for use in a bioassay to detect activity against 

THP-1 cells. During this assay, fractions 14 and 18 were found to have strong apoptotic activity, 

as shown in Figure 5.4. These active fractions were taken forward for LC-MS and 1H-NMR 

analysis to identify the compounds present within them. 

 

Figure 5.4 Images of THP-1 monocytes in isolation or challenged with HPLC fractions 
derived from S. sudanensis SN ethyl acetate phase. Fractions were added to a concentration 
of 20%. Images were taken at 24 hrs and 100X magnification. Red arrows indicate examples 
of pyroptotic cells. 
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5.2.2 Determination of compound structures by LC-MS and NMR 

LC-MS analysis was performed on both fractions 14 and 18, in collaboration with Dr Yousef 

Dashti. The resulting chromatograms are shown in Figure 5.5.  

 

Figure 5.5 (a) LC-MS base peak chromatogram for HPLC fraction 14. Major peak is labelled 
as (i). (b) LC-MS base peak chromatogram for HPLC fraction 18. The major peak is labelled 
as (ii). For both fractions, the LC-MS method was run for 60 minutes but, as the spectra 
showed no peaks beyond 20 mins, they have been cropped to reduce their size. The Y-axes 
of the chromatograms show the relative intensity of the signal measured by the LC-MS 
detector, which is indicative of the abundance of a compound within the samples.  

 

The chromatograms for both samples had relatively low numbers of peaks, indicating that the 

purification process was successful in removing large numbers of unwanted compounds. Both 

chromatograms showed one major peak, (i) and (ii) in Figure 5.5, with an intensity many times 

greater than that of other peaks. Each fraction was therefore mostly comprised of one 

compound. The top of peak (ii) in Figure 5.5(b) was split into smaller peaks. This indicated that 

the compound was present at such high levels in the fraction that the upper detection limit of 

the MS detector was surpassed. The true relative abundance of the compound in fraction 18 

therefore remains unknown. The compounds responsible for peaks (i) and (ii) in Figure 5.5 are 
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hereafter referred to by their corresponding peak numbers. The mass spectra for these two 

compounds are shown in Figure 5.6. 

 

Figure 5.6 High resolution mass spectra of compounds (i) and (ii), identified in LC-MS 
chromatograms of HPLC fractions 14 and 18.  

 

The mass spectrum for compound (i) showed four peaks at 197.1600, 219.1410, 393.2964 and 

415.2810, which were assigned as the [M+H]+, [M+Na]+, [2M+H]+ and [2M+Na]+ ions 

respectively because of their relative mass differences. The exact molar mass of compound (i) 

was therefore assigned as 196.1522. The mass spectrum for compound (ii) showed four peaks 

at 211.1730, 233.1586, 421.3319 and 443.3166, which were assigned as the [M+H]+, [M+Na]+, 

[2M+H]+ and [2M+Na]+ ions respectively because of their relative mass differences. The exact 

molar mass of compound (ii) was assigned as 210.1652. With such high abundances within 

each fraction, it was deemed extremely likely that these compounds were responsible for the 

pyroptotic activity of the two fractions.  
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1H-NMR structural analysis was then performed on fractions 14 and 18 by Dr Dashti. The 1H-

NMR and high-resolution MS data were compared with values published in the literature and 

compounds (i) and (ii) were identified as cyclo(-Val-Pro) and cyclo(-Leu-Pro) respectively 

(Schmidtz et al., 1983, Dashti et al., 2014). Their structures consist of two amino acids cyclised 

together and are shown in Figure 5.7.  

 

 

Figure 5.7 Structures of the two compounds identified in LC-MS of pyroptosis-inducing 
HPLC fractions of S. sudanensis SN, as determined by 1H-NMR. (i) Cyclo(-Val-Pro) – 196.25 
g/mol (ii) Cyclo(-Leu-Pro) – 210.28 g/mol.  

 

As an additional confirmation of the identity of the compounds, commercial synthetic forms 

of each were obtained and 1H-NMR performed. As shown in Figure 5.8, these spectra matched 

those obtained from the HPLC fractions, verifying the identities of the two compounds. 

Cyclo(-Leu-Pro) and cyclo(-Val-Pro) are 2,5-diketopiperazines, otherwise known as cyclic 

dipeptides. These compounds are found across all domains of life and generally function as 

signalling molecules, being involved in quorum sensing in bacteria and acting as hormone-like 

molecules in mammals (Bellezza et al., 2014, Chmielewski, 2021). Beyond their signalling roles 

however, they have been found to have a wide range of activities, including: antibiotic, 

antiviral, antioxidant, antitumour, anti-inflammatory and neuroprotective. This diversity of 

activity has been attributed to their strong hydrogen bonding activity, as they contain two 

hydrogen bond donors and two acceptors within their 2,5-diketopiperazine rings 

(Chmielewski, 2021). It is postulated that this allows the compounds to bind to a range of 

different receptors. 
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Figure 5.8 Comparison of 1H-NMR spectra of (a) HPLC fraction 14 and synthetic cyclo(-Val-
Pro) (b) HPLC fraction 18 and cyclo(-Leu-Pro). 

 

Within bacteria and fungi, these compounds are synthesised by either non-ribosomal peptide 

synthetases (NRPSs) or cyclodipeptide synthases (CDPSs) (Belin et al., 2012, Gondry et al., 

2018). In the case of NRPSs, the dipeptides are either synthesised by a dedicated NRPS system, 
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or they are produced as by-products from spontaneous cyclisation of substrates during NRPS 

synthesis of another product (Belin et al., 2012). CDPSs are single enzymes, encoded by one 

gene and are dedicated only to the production of cyclic dipeptides (Gondry et al., 2018). They 

take amino acids bound for the ribosome in the form of aminoacyl-tRNAs and cyclise them 

together. CDPSs are promiscuous, synthesising a primary cyclic dipeptide alongside several 

secondary ones. 

Four NRPSs were predicted within the S. sudanensis genome by antiSMASH, but none were 

annotated as being dedicated to cyclic dipeptide synthesis. Therefore, if the two compounds 

are produced by any of the four NRPSs, they would likely be spontaneous by-products as 

described above. A single CDPS was identified in the S. sudanensis genome, namely 

PABIEPML_02330, which is annotated as encoding a cyclo(-Tyr-Tyr) synthase. However, within 

the RNAseq data, no sequencing reads mapped to this gene, giving a read count of zero in all 

three repeats, both in the presence and absence of macrophages. It therefore appears that 

this gene was not expressed. However, the low mapping rates of the S. sudanensis RNAseq 

reads means it is likely only the most highly expressed genes with the greatest quantity of 

mRNA were sequenced. Therefore, false negatives (genes showing no expression) are likely to 

be present in the dataset, of which this gene could be one.  

 

5.3 Activity of synthetic 2,5-diketopiperazines against THP-1 cells 

To test if the two identified compounds do have pyroptotic activity, synthetic forms were 

tested against THP-1 monocytes. The synthetic compounds had poor to no solubility in water, 

so stock solutions were prepared using 100% DMSO. Only 1 μL of each stock was added to 

wells for the activity assay, meaning the final DMSO concentration in each well was no greater 

than 0.5%. Additionally, preliminary experiments surprisingly didn’t show activity, so it was 

speculated that perhaps the highly pure synthetic dipeptides are unable to prime the 

inflammasome, but instead only activate it following priming by another stimulus. Therefore, 

the activities of the compounds were tested in the presence and absence of 

lipopolysaccharide (LPS) priming. Selected results from the activity assays are shown in Figure 

5.9. 
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Figure 5.9 Images of THP-1 monocytes during assay testing the activity of two synthetic 
cyclic dipeptides. Images were taken at 24 hrs, at 100X magnification and represent only 
one biological repeat. Red arrows indicate examples of pyroptotic cells. 
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The ‘+ LPS’ control demonstrated that exposure to LPS triggered immune activation in the 

monocytes. This can be seen in the corresponding image in Figure 5.9, where the cells are 

enlarged and have irregular, starry morphologies. The low cell number in most of the ‘+ LPS’ 

images compared to the negative control was not due to cytotoxicity. The LPS priming method 

involved removal of the LPS after 3 hrs and during this pipetting process many cells were lost 

as they detached from the cell culture well. The final two control conditions involved adding 

DMSO to a concentration of 0.5%. Both in the presence and absence of LPS priming, the DMSO 

had a cytotoxic effect on the cells, with multiple shrivelled, dead cells visible in both control 

wells. Additionally, a very small number of what appeared to be pyroptotic cells were visible 

in both wells. This weak effect was attributed to environmental stress caused by the presence 

of the DMSO. Even so, the ability of DMSO to induce this form of death, even at such low 

levels, was considered when examining the effects of the cyclic dipeptides.  

In the absence of LPS priming, neither cyclo(-Leu-Pro) or cyclo(-Val-Pro) showed pyroptotic 

activity. Some cytotoxicity was observed but was likely due to the DMSO, as was seen in the 

‘+ DMSO’ controls. When added following LPS priming however, both compounds appeared 

to induce pyroptosis. High quantities of pyroptotic cells could be seen in both wells, as 

exemplified in the images for ‘+ LPS + Cyclo(-Leu-Pro)’ and ‘+ LPS + Cyclo(-Val-Pro)’ in Figure 

5.9. It was also noted that the induction of pyroptosis in these wells was greatly increased in 

comparison to the low levels seen in the ‘+ DMSO’ controls. This effect was observed for each 

concentration of the compounds tested, which ranged from 5 mM down to 10 μM. The 

synthetic compounds triggering pyroptosis only following LPS priming contrasts with the 

active HPLC fractions from the S. sudanensis culture SN, which appeared to induce pyroptosis 

without LPS priming. A likely explanation for this is that the HPLC fractions still contained 

traces of bacterial pathogen associated molecular patterns, e.g. cell wall components, that 

primed the inflammasome. 
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5.4 Summary and conclusions 

Having identified NLRP3-mediated pyroptotic activity in the SN of S. sudanensis cultures, a 

purification pipeline was developed to isolate and identify the compound or compounds 

responsible for this activity. Following organic extraction and HPLC fractionation, LC-MS and 

NMR analyses identified two compounds to be present within these fractions: cyclo(-Val-Pro) 

and cyclo(-Leu-Pro). Both are examples of 2,5-diketopiperazines, or cyclic dipeptides. 

Synthetic forms of these compounds were obtained and tested for activity against THP-1 

monocytes. Both appeared to induce pyroptosis in cells primed with LPS, down to the lowest 

concentration tested of 10 μM.  

In conclusion, two cyclic dipeptides identified in S. sudanensis SN appear to possess the ability 

to induce inflammatory pyroptosis in human monocytes. Their presence in S. sudanensis 

culture suggests that this bacterium produces these compounds. Further biological repeats 

testing the activities of these compounds are needed to confirm this conclusion.  
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Chapter 6. Discussion 

 

6.1 Introduction 

This study was aimed to investigate the nature of actinomycetoma pathogens’ interactions 

with the immune system and to identify virulence factors within these pathogens, in particular 

any novel specialised metabolites that might play a role in pathogenesis or have therapeutic 

potential for treatment of other conditions. A custom host-pathogen interaction assay was 

designed to interrogate the early stages of actinomycetoma pathology and to assess the 

involvement of secreted specialised metabolites in such interactions. RNA sequencing 

(RNAseq), cytokine enzyme-linked immunosorbent assays (ELISAs), an NF-κB activity assay and 

microscopy were deployed to observe how murine macrophages and the pathogen S. 

sudanensis adapt and respond to each other’s presence within this interaction assay. De novo 

genome sequencing was also used to provide insight into the specialised metabolite 

production potential of S. sudanensis. Bioassays and chemical purification processes were 

additionally utilized to isolate and identify compounds responsible for effects observed during 

the interaction assay. The significance and implications of results gained from these methods 

are discussed herein. 

 

6.2 The macrophage response to actinomycetoma pathogen 

The macrophage response to the actinomycetoma pathogen S. sudanensis was investigated 

using the indirect interaction assay and RNAseq (Chapter 3). Upregulation of multiple 

inflammatory marker genes was observed (Figure 3.15) for all four challenge conditions. A 

majority of these genes showed greatest upregulation in the M+S condition. The NF-κB activity 

assay (Figure 3.23) also gave evidence of stronger inflammatory activation compared to the 

non-pathogen, with M+S having induced greater NF-κB activity overall compared to M+C.  

Additionally, the specific observations from the M+S condition fit with previous in vivo and in 

vitro findings that actinomycetoma pathogens induce an initial pro-inflammatory response in 

the host upon infection (Solis-Soto et al., 2008, Santiago-Tellez et al., 2019). Furthermore, the 

upregulation of the key inflammatory genes Il1β, Il12β and Tnfα, as well as the raised TNFα 

levels shown by the ELISA in Figure 3.20, correlates with data from eumycetoma patients 
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where the levels of the proteins encoded by these genes were raised (Nasr et al., 2016, 

Abushouk et al., 2019).  

These data provide strong evidence that macrophages under all four challenge conditions 

were polarised to an M1, pro-inflammatory phenotype. These results also point to living S. 

sudanensis having induced an enhanced pro-inflammatory response compared to the other 

conditions. The strength of this response appeared even further pronounced when compared 

to that induced by living S. coelicolor. S. sudanensis therefore appears to be more 

immunogenic than S. coelicolor. This could be indicative of the production of extracellular 

antigenic molecules by S. sudanensis. The greater upregulation of pro-inflammatory genes 

induced by living compared to dead S. sudanensis also supports the notion of production of 

antigenic molecules with immunostimulating properties by the pathogen.  

Of particular note was the sizeable upregulation of the macrophage matrix metalloproteinase 

(MMP) encoding genes Mmp9 and Mmp13 in M+S. This is significant as both of the proteins 

encoded by these genes are involved in cutaneous wound repair, as well as regulation of 

inflammation (Nissinen and Kahari, 2014). Their excessive upregulation has been associated 

with the pathologies of other chronic inflammatory diseases, such as cartilage destruction in 

murine arthritis (Joronen et al., 2005). Additionally, they are highly expressed during 

tuberculosis infections, where they are thought to play a role in granuloma formation and 

tissue damage, aiding pathogen persistence (Quiding-Jarbrink et al., 2001). Also, as described 

in Chapter 1, their collagenase and gelatinase activities implicate them in the development of 

fibrosis, including around granulomas (Geneugelijk et al., 2014, Nissinen and Kahari, 2014). 

Two studies found protein levels of MMP9 to be raised in mycetoma patients, with one also 

finding a positive correlation between MMP9 expression and disease duration (Geneugelijk et 

al., 2014, Siddig et al., 2019b). MMPs could therefore be integral to the development of 

mycetoma pathology.  

The high upregulation of Mmp9 in the RNAseq data aligns with the observations from the 

mycetoma patient studies. It was also notable that living S. sudanensis induced a seven-fold 

greater upregulation of Mmp9 compared to dead S. sudanensis and induced upregulation of 

Mmp13 while the dead bacteria failed to do so (Figure 3.15). This suggests that the living 

bacteria actively secrete a molecule that promotes MMP expression, which is not produced in 

the metabolically inert dead cells. This molecule is likely secreted, as if it were a cell wall 
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component the high density of dead bacteria (containing a high density of cell wall material) 

used in the assay would probably have induced similar expression of the two genes. The 

greater expression of these genes in M+S compared to M+C further suggests that this is a 

pathogenicity associated mechanism and thus the molecule responsible may constitute a 

virulence factor.  

Expression of the macrophage gene Nos2 was only slightly upregulated in response to the 

living pathogen compared to the other three challenge conditions. This gene encodes nitric 

oxide synthase, which produces nitric oxide (NO), a key bactericidal weapon deployed by 

immune cells (MacMicking et al., 1997). This lower upregulation therefore represents one of 

the only major components of the pro-inflammatory immune response not to be enhanced in 

response to S. sudanensis compared to the control conditions. The significance of a weakened 

NO response to these bacteria is highlighted by the fact that an allele associated with reduced 

NO production makes humans more vulnerable to mycetoma (van de Sande et al., 2007). 

Lower NO production equates to reduced bacterial killing and thus would contribute to 

mycetoma pathogen persistence. In addition to a pro-inflammatory immune response, 

elements of an anti-inflammatory phenotype were also observed in macrophages under the 

M+S condition. 

Multiple anti-inflammatory, wound healing genes were shown to be uniquely upregulated in 

M+S (Figure 3.16). Observations at the protein level by ELISA also measured a significant 

release of anti-inflammatory IL10 from macrophages challenged with living S. sudanensis 

(Figure 3.22). This is consistent with studies that found IL10 to be dominant within mycetoma 

lesions (El Hassan et al., 2001, Salinas-Carmona et al., 2012). In addition to this, the unique 

elongated morphology induced in macrophages by living S. sudanensis (Figure 3.10) may point 

towards an anti-inflammatory profile. A study by McWhorter et al. (2013) found that such an 

elongated cell shape in macrophages signifies polarisation to the anti-inflammatory M2 

phenotype. A transition to an anti-inflammatory immune environment has previously been 

recorded in mycetoma infections (El Hassan et al., 2001, Mendez-Tovar et al., 2004, Salinas-

Carmona et al., 2012, Nasr et al., 2016, Abushouk et al., 2019). As the indirect interaction assay 

was only run for a short time period, it did not model the chronic nature of actinomycetoma. 

The observations above are perhaps indicative of the beginnings of the transition to a 

pathogen-permissive anti-inflammatory environment. It therefore seems likely that if given a 
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longer incubation time, the immune response would eventually polarise further to an anti-

inflammatory state. Furthermore, these effects not being seen in the presence of the non-

pathogenic control or dead bacteria once again leads to a conclusion that they were mediated 

by the pathogen secreting one or more molecules that diffused into the macrophage culture.  

Il4rα, encoding the receptor for IL4, was upregulated in M+S, meaning the macrophages may 

have been primed to respond to this cytokine. IL4 is implicated in granuloma formation and 

addition of IL4 to macrophage cultures has been shown to induce differentiation to epithelioid 

cells (Cronan et al., 2016, Pagan and Ramakrishnan, 2018). Additionally, animals deficient in 

the IL4 receptor were unable to form organised, epithelioid granulomas (Cronan et al., 2021). 

Macrophages do not produce IL4, which is instead secreted by mast cells, basophils, 

eosinophils and Th2 cells (Gadani et al., 2012). This means there was no source of this cytokine 

within the indirect interaction assay and therefore no ligand for the IL4 receptors to detect. In 

any case, through increasing expression of its receptor, the living mycetoma pathogen likely 

made macrophages more sensitive to IL4 and thus granuloma formation, while the non-

pathogen did not. As the interaction assay was run over a short time period (48 hrs) it may 

have given insight into the earliest stages of granuloma development. 

Dead S. coelicolor also induced this effect, albeit not to the same extent. A potential 

explanation for this difference between living and dead S. coelicolor may be the fact that the 

dead cells were added to the assay at a much higher density than the living. The macrophages 

could therefore have been exposed to a larger quantity of pathogen associated molecular 

pattens (PAMPs), such as cell wall components, during incubation, altering the extent and 

nature of immune activation.  

The unique upregulation of Vegfa in M+S should also be noted, as this cytokine promotes the 

fibrotic development of granulomas, commonly seen in mycetoma (Pagan and Ramakrishnan, 

2018). The already mentioned MMP9 is also known to proteolytically activate vascular 

endothelial growth factor (VEGF) A and so it seems probable that VEGFA would indeed be 

active within the context of the interaction assay.  

The mevalonate pathway, which is responsible for cholesterol and isoprenoid biosynthesis, 

was observed to be transcriptionally repressed in M+S (Figure 3.17) (Gruenbacher and 

Thurnher, 2017). It could be that the living pathogen disrupted the metabolism of the 
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macrophages in some manner, meaning resources that would normally go to this pathway 

were diverted elsewhere. The literature is lacking in studies on disruption of the pathway 

within the context of bacterial infection, but within the cancer field it has been found that a 

reduction of metabolic flux through the mevalonate pathway triggers a pro-inflammatory 

response in immune cells (Gruenbacher and Thurnher, 2017). This could therefore be the 

mechanism underlying the enhanced pro-inflammatory response observed in macrophages 

challenged with S. sudanensis. However, the reason for the repression of the pathway remains 

unclear. 

Genes encoding the transcription factors (TFs) AP-1 and CEBPB were upregulated by living and 

dead S. sudanensis (Section 3.6.1). Both are known to enhance the expression of pro-

inflammatory genes (Uematsu et al., 2007, Fitzgerald and Kagan, 2020). Whatever the trigger 

of the enhanced pro-inflammatory response to S. sudanensis, the transcriptional changes may 

therefore have been mediated partly by the activities of these TFs.  

In summary, a unique immune response to an actinomycetoma pathogen, comprising of an 

enhanced pro-inflammatory profile coupled to the initiation of a transition to an anti-

inflammatory phenotype, has been observed and characterised in macrophages. 

 

6.3 Identification of potential virulence factors in an actinomycetoma pathogen 

How the pathogen S. sudanensis responds to macrophages was also investigated during the 

indirect interaction assay using RNAseq (Chapter 4). Upregulation of hpd within biosynthetic 

gene cluster (BGC) 9 of S. sudanensis was observed in the RNAseq data (Table 4.4). As 

described in Chapter 4, this gene encodes 4-hydroxyphenylpyruvate dioxygenase, which 

produces homogentisic acid that in turn polymerises to form pyomelanin, the predicted 

product of cluster 9. In eumycetoma, production of fungal melanins has been shown to 

constitute part of grain formation following initial infection (Sheehan et al., 2020). 

Biosynthesis of pyomelanin specifically has also been demonstrated in eumycetoma fungal 

pathogens (Lim et al., 2021). Upregulation of hpd in S. sudanensis therefore suggests that 

pyomelanin biosynthesis could also be part of actinomycetoma grain development.  

Pyomelanin production has been observed within S. avermitilis, which is not known to be a 

mycetoma pathogen (Denoya et al., 1994, Ōmura et al., 2001). However, this should not 
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eliminate pyomelanin from contention as having a key role in mycetoma development. It is 

possible that pathogens such as S. sudanensis have evolved a transcriptional regulator which 

is able to respond to the presence of host immune factors and strongly upregulate pyomelanin 

biosynthesis. Evolution of such a regulator could distinguish pathogen from non-pathogen.  

Production of pyomelanin has also been identified across a wide variety of bacterial genera, 

including Klebsiella, Burkholderia, Pseudomonas, Vibrio and Legionella (Yabuuchi and 

Ohyama, 1972, Rdest et al., 1991, Plonka and Grabacka, 2006, Singh et al., 2018). Within these 

bacterial species, pyomelanin serves a variety of virulence-related functions. It can reduce iron 

to trigger its release from the mammalian siderophores ferritin and transferrin, as well as 

promoting its uptake by bacteria (Chatfield and Cianciotto, 2007, Zheng et al., 2013). It 

protects bacteria from oxidative stress by removing immune cell produced reactive oxygen 

species (ROS) from the environment (Zughaier et al., 1999). It offers growth and energetic 

advantages to bacteria by acting as an alternative terminal electron acceptor in respiratory 

chains (Turick et al., 2002). Finally, it has also been shown to have haemolytic activity, 

promoting the release of sequestered nutrients into the surrounding environment for 

bacterial uptake (Liang et al., 2016, Liang et al., 2018). With these known functions, a potential 

role in grain formation and upregulation of its biosynthesis in the indirect interaction assay, 

there is strong evidence that pyomelanin constitutes a mycetoma virulence factor. Therefore, 

hpd upregulation is likely to have implications for actinomycetoma pathology. 

Competition between host and pathogen for micronutrients such as metal ions is a core 

process in the development of disease (Palmer and Skaar, 2016). Host cells produce various 

factors that sequester such resources away from pathogens, thus limiting their growth and 

spread, while pathogens take in micronutrients from the host environment. Siderophores are 

common molecules produced by both host cells and pathogens during such interactions, in 

order to control iron resources (Kramer et al., 2020). Iron is utilised as a cofactor in a variety 

of enzymes that catalyse key metabolic reactions within both eukaryotic and prokaryotic cells, 

hence its importance as a resource. The ability of a bacterium to harvest iron within the host 

environment therefore partially determines its virulence. The upregulation in cluster 15 of 

core siderophore biosynthetic and transport machinery (Table 4.4) in the presence of 

macrophages accordingly points to this cluster producing another virulence factor.  
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While the siderophore predicted to be produced by cluster 15 remains unknown, due to the 

cluster’s low homology to known BGCs, the context of the upregulation of its biosynthesis 

means it likely contributes to S. sudanensis virulence. There is further evidence of competition 

for iron during the indirect interaction assay, as the siderophore encoding genes Lcn2 and 

S100a8, as well as the transferrin receptor gene Tfrc, were upregulated in macrophages under 

the M+S condition (Figure 3.15). 

A BGC not predicted by antiSMASH and comprised of bkd and paa genes was identified in the 

S. sudanensis genome (Figure 4.11) from its strong upregulation. Despite previously 

identifying this BGC and characterising its transcriptional regulation, Zhao et al. (2015) did not 

discover or predict a potential product from it. They only concluded that the clustering of paa 

and bkd genes must mean the process of branched chain fatty acid catabolism is regulated by 

the same system as phenylacetate catabolism.  

It has been highlighted in the literature that Streptomyces spp. often contain multiple bkd 

gene clusters, at least one copy of which is usually dedicated to the production of specialised 

metabolites (Stirrett et al., 2009). Clusters of bkdABC have been shown to be essential for the 

synthesis of avermectin, actinorhodin and virginamycin in S. avermitilis, S. coelicolor and S. 

virginiae respectively (Denoya et al., 1995, Pulsawat et al., 2007, Stirrett et al., 2009). The 

genes paaABCDE have also been demonstrated to be active beyond their normal pathway, 

having roles in the synthesis of tropolenes in Streptomyces spp., as well as the antibiotic 

tropodithietic acid in Phaeobacter inhibens  (Brock et al., 2014, Wang et al., 2016, Chen et al., 

2018). In the above processes, the bkd and paa genes do not operate as part of the core 

biosynthetic machinery for the natural products, but instead synthesise starter 

units/precursors for the biosynthetic pathways. The existing literature does not address 

whether the enzymes encoded by these two groups of genes can function coherently together 

to produce a single chemical product. 

Interestingly, paaABCDE have been found to be associated with virulence in the Gram-

negative bacteria Burkholderia cenocepacia, Acinetobacter baumanii and Pseudomonas 

aeruginosa (Law et al., 2008, Musthafa et al., 2012, Wang et al., 2013a, Pribytkova et al., 2014, 

Bhuiyan et al., 2016). Specifically, deletion of these genes or inhibition of their encoded 

enzyme complex attenuated virulence in the above strains. This has been attributed to two 

mechanisms. Firstly, inhibition of phenylacetate degradation led to an accumulation of this 
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molecule, which then inhibited bacterial quorum sensing and thus triggered a change in gene 

expression (Musthafa et al., 2012, Wang et al., 2013a, Pribytkova et al., 2014). Secondly, 

accumulation of phenylacetate was found to enhance neutrophil migration to the site of 

infection, leading to increased bacterial killing (Bhuiyan et al., 2016). 

The upregulation level of the bkd-paa cluster in S. sudanensis in the presence of macrophages 

does suggest these genes are likely to play a role in the bacterium’s response to immune cells. 

The cluster is therefore likely to be involved in a pathogenic process. It is interesting to note 

that S. sudanensis lacks the complete bkd or paa operons within its genome, giving evidence 

in addition to its small genome size (Table 4.1) that it has an evolutionarily reduced genome, 

which has previously been observed among bacterial pathogens (Cole et al., 2001, Moran and 

Plague, 2004, Song et al., 2010). However, exactly how the BGC relates to virulence is difficult 

to interpret. 

The transcriptional regulator whiD was also found to be upregulated in S. sudanensis (section 

4.5.2), as well as a potential two component system (TCS) in the form of the histidine kinase 

PABIEPML_04452 and transcriptional regulator PABIEPML_04454 (section 4.4.2). TCSs and 

transcriptional regulators can contribute to a pathogen’s virulence, as their differential 

expression allows an organism to sense and adapt to the environmental stresses induced by 

a host immune response (Geiman et al., 2006, Groisman, 2016). The upregulation of these 

genes therefore warranted further investigation. 

As described in Chapter 4, the homologue of whiD in S. coelicolor controls sporulation 

pathways, but S. sudanensis has not been observed to sporulate and so the gene’s function in 

this bacterium remains unclear (Molle et al., 2000). A homologue of this gene, whiB3, has been 

found in non-sporulating Mycobacterium spp., namely M. tuberculosis, M. marinum and M. 

bovis (Ramakrishnan et al., 2000, Steyn et al., 2002). Within M. tuberculosis specifically, 

environmental signals, such as acid stress, altered the expression of this regulator in vivo 

(Banaiee et al., 2006, Geiman et al., 2006). More interestingly from the perspective of 

mycetoma is that the regulator was observed to be preferentially expressed within 

tuberculosis (TB) granulomas and essential for their formation (Ramakrishnan et al., 2000, 

Mehta and Singh, 2019). Additionally, M. tuberculosis mutants lacking whiB3 had reduced 

pathogenicity (Steyn et al., 2002). This is attributed to WhiB3 being a redox sensor and 

promoting expression of genes to help the bacteria survive oxidative stress upon detection of 
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ROS and NO produced by immune cells (Saini et al., 2012, Mehta and Singh, 2019). As TB and 

mycetoma share many features, it can be speculated that WhiD in S. sudanensis may function 

in similar processes to WhiB3 and therefore could be vital for S. sudanensis virulence. 

BLASTP searches showed the protein products of PABIEPML_04452 and PABIEPML_04454 had 

homology only to other hypothetical histidine kinases and helix-turn-helix proteins in 

Streptomyces spp. There were no characterised homologues to compare them to. There are 

numerous examples of TCSs being important to the regulation of pathogenicity within bacteria 

(Ryndak et al., 2008, Jenul and Horswill, 2019, Schaefers, 2020). This potential TCS could be 

fulfilling a similar role within S. sudanensis, allowing it to adapt to and survive the host immune 

response. Furthermore, the absence of the products of these genes within the non-pathogen 

S. coelicolor suggests this TCS may be associated with pathogenicity. It could thus be involved 

in the establishment of actinomycetoma infections. 

In summary, multiple potential virulence factors were identified within the actinomycetoma 

pathogen S. sudanensis, including a combination of secreted molecules, signalling systems and 

transcriptional regulators. 

 

6.4 A potential role for inflammasome activation in actinomycetoma pathology 

As described in Chapter 3, pyroptosis is an inflammatory form of cell death, that releases pro-

inflammatory cytokines and host-derived danger associated molecular patterns (DAMPs) into 

the surrounding environment (Kelley et al., 2019). The NLRP3 inflammasome is a multimeric 

protein assembly responsible for detecting the presence of pathogens and initiating 

pyroptosis to combat the infection. This inflammasome is controlled by a two-signal system, 

whereby signal one primes the inflammasome, inducing its assembly, and signal two activates 

it. The NLRP3 inflammasome was observed to be primed by both living and dead S. sudanensis 

(Table 3.7). Further investigation using THP-1 monocytes revealed that sterile supernatant 

(SN) from S. sudanensis culture appeared to induce NLRP3-mediated pyroptosis (section 3.9). 

Repeated induction of this form of cell death by pathogens could therefore explain the chronic 

inflammation seen in mycetoma infections. Deliberate activation of a bactericidal pro-

inflammatory response by a pathogen does seem counterintuitive at first. However, the 

literature does provide examples where other pathogens have evolved to do this.  
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Mycolactone, the toxin produced by M. ulcerans and responsible for much of the pathology 

of Buruli ulcer, has been shown to induce NLRP3 activation in vitro (Foulon et al., 2020). This 

mechanism accounts for its known cytotoxic activity and could also provide an 

immunosuppressive effect via killing activated immune cells recruited to the infection site. 

Staphylococcus aureus activates NLRP3 via the activity of α-haemolysin, causing necrotic 

tissue damage in the lung (Kebaier et al., 2012). Nlrp3-/- mice on the other hand developed a 

less severe Staphylococcal pneumonia. Bacillus cereus produces another haemolysin, HBL, 

that also activates NLRP3, leading to rapid death of the host (Mathur et al., 2019). Inhibition 

of NLRP3 with MCC950 blocked the lethality of the infection. These examples serve to 

highlight that inappropriate activation of the inflammasome can exacerbate disease 

phenotypes, via causing tissue damage, and constitute part of disease pathology. Such a 

mechanism may therefore be being exploited by S. sudanensis during actinomycetoma 

infections. Killing immune cells would favour persistence and thus explain the chronic nature 

of the infection. 

There is another aspect to how inflammasome activation could contribute to chronic disease 

and benefit the pathogen, which is illustrated by B. cenocepacia. This bacterium activates the 

Pyrin inflammasome via the toxin TecA (Aubert et al., 2016). In the inverse of the above 

examples however, knocking out the toxin results in increased lethality in mice, as the bacteria 

are not detected by the inflammasome and so the infection grows unchecked. The authors of 

this study speculated that toxin production served to allow the pathogen to restrain its own 

replication, thus keeping the host alive and maintaining the bacteria’s replicative niche. Via 

such a mechanism, the bacteria could then transition from pathogen to commensal. To 

speculate further beyond this study, controlling growth in this manner would also limit the 

production of bacterial PAMPs, thus making the pathogen less visible to the immune system. 

This may then prevent the triggering of a stronger immune response that would fully clear the 

bacteria. As the disease is chronic, mycetoma pathogens are clearly adept at not killing their 

hosts while also persisting within them. The dynamics described above could therefore 

underpin mycetoma pathology. 
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6.5 Isolation of specialised metabolites from S. sudanensis involved in actinomycetoma 

pathology 

With S. sudanensis SN demonstrated as having pyroptotic activity, the compounds responsible 

for this effect needed to be isolated and identified. Through a chemical purification pipeline 

and bioassays to detect activity, the cyclic dipeptides cyclo(-Leu-Pro) and cyclo(-Val-Pro) were 

identified as likely candidates responsible for triggering pyroptosis (Chapter 5). A single 

cyclodipeptide synthase, PABIEPML_02330, was also identified in the S. sudanensis genome, 

annotated as encoding a cyclo(-Tyr-Tyr) synthase. While the RNAseq data showed this gene 

to have an expression level of zero in both the presence and absence of macrophages, it was 

concluded that the low mapping rates of the bacterial RNAseq data meant false negatives 

were likely present in the data. It therefore remains a possibility that this gene was expressed 

and is responsible for synthesis of the two compounds. Any of the four predicted non-

ribosomal peptide synthetases within the S. sudanensis genome could also be producing these 

compounds as spontaneous by-products (Belin et al., 2012). 

As described in Chapter 5, cyclic dipeptides have a wide range of activities, including: quorum 

sensing, antibiotic, antiviral, antioxidant, antitumour, anti-inflammatory, and neuroprotective 

(Bellezza et al., 2014, Chmielewski, 2021). Pyroptotic activity does not appear to have been 

reported for this class of molecules in the literature. This suggests that while the two 

compounds identified in this study are not themselves novel, their potential activities may be. 

However, the mechanism by which these molecules could trigger NLRP3 is unknown. It has 

previously been found that cyclic dipeptides can interfere with the functioning of ion channels 

in the plasma membrane of mammalian cells (Milne et al., 1998). NLRP3 can be activated by 

potassium ion efflux from the cell and so, to purely speculate, perhaps these molecules can 

bind to potassium ion channels and trigger their opening or alternatively prevent them from 

closing once opened.  

It can be further speculated that if they have this ability, these compounds could also interfere 

with the generation of action potentials in neurons, contributing to the analgesia experienced 

by mycetoma patients. The opening of potassium ion channels in a neuron makes its 

membrane potential far more negative, a process termed hyperpolarisation (Berg et al., 2012). 

When in this state, the neuron is significantly less sensitive to stimulation, as its greater 

negative potential means it takes a larger stimulus to reach the threshold for the generation 
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of an action potential. If the potassium channels were prevented from closing, this 

desensitisation of the neurons would be prolonged, resulting in an analgesic effect in the host. 

Such a mechanism could explain the painless lesion development observed in patients with 

mycetoma. There is at least one precedent in the literature for this mechanism playing a role 

in Actinobacterial disease. Mycolactone was found to induce hyperpolarisation in neurons, 

accounting for the analgesia experienced during Buruli ulcer infections (Marion et al., 2014, 

Song et al., 2017). To reiterate though, in the context of mycetoma this is only speculation and 

has to be tested by further experiments outside of this study. 

 

6.6 Summary 

The work above has successfully provided insight into features of the host response to an 

actinomycetoma pathogen and potentially uncovered key mechanisms of the disease 

pathology. Within the indirect interaction assay, a living mycetoma pathogen induced an 

enhanced pro-inflammatory phenotype in murine macrophages, in comparison to control 

conditions. This demonstrates that the pathogen produces highly immunogenic antigenic 

molecules, at least in the initial phase of a mycetoma infection. This inflammatory response 

included upregulation of MMP expression, which correlated with published patient data. 

Induction of MMP activity therefore appears to be important to mycetoma development.  

The macrophages also showed signs of transitioning to an anti-inflammatory phenotype in the 

presence of the pathogen, implying that this change may occur in the early stages of a 

mycetoma infection. This included increased upregulation of receptors for IL4, a cytokine 

responsible for the initiation of granuloma formation, a key feature of mycetoma pathology. 

The living mycetoma pathogen also triggered repression of the macrophage mevalonate 

pathway, indicating a disruption to macrophage cell homeostasis. A reduction in flux through 

this pathway may have contributed to the enhanced pro-inflammatory phenotype observed. 

Significantly, the pathogen was found to have the ability to prime and activate the NLRP3 

inflammasome, triggering pyroptosis. Dysregulation of inflammasome activation could 

damage host tissues and kill immune cells, therefore exacerbating mycetoma pathology and 

playing a key role in its development. It may also promote persistence of the pathogen. 
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Additionally, multiple potential virulence factors have been identified in the pathogen S. 

sudanensis, via upregulation of genes responsible for their production during the indirect 

interaction assay. These factors are: pyomelanin, an unknown siderophore produced by BGC 

15, a previously unpredicted BGC comprised of bkd and paa genes, the transcriptional 

regulator whiD, and a potential TCS encoded by PABIEPML_04452 and PABIEPML_04454. 

Furthermore, two cyclic dipeptides have been isolated from S. sudanensis, which initial 

experiments showed are likely to be responsible for the observed pyroptotic activity. 

Activation of the NLRP3 inflammasome would represent a novel activity for this class of 

compounds.  Production of these compounds and activation of this inflammasome may 

therefore represent targets for therapeutic inhibition for the treatment of mycetoma in 

patients.  

In conclusion, a specific macrophage immune response to an actinomycetoma pathogen has 

been identified and characterised as consisting of an enhanced pro-inflammatory response, 

mixed with anti-inflammatory phenotypic features. NLRP3-mediated pyroptosis has also been 

identified as a potential mechanism that promotes the development of actinomycetoma 

pathology. Potential actinomycetoma virulence factors have also been identified in S. 

sudanensis, including two cyclic dipeptides that may have pyroptotic activity. 

 

6.7 Future work 

A key limitation of this study is that the majority of the data for both the macrophages and 

bacteria was obtained only at the transcriptional level. As post translational regulation of 

proteins can occur, e.g. proteolytic cleavage of a propeptide to an active form, it remains 

unknown as to whether many of the transcriptional changes observed were reflected in the 

proteome. Additional experiments should therefore be performed at the protein level to 

examine the relevance of key results found in this study.  

A further limitation was that the indirect interaction assay was only run for a short period of 

48 hrs, meaning that chronic characteristics of the disease were likely unable to develop. An 

assay method with a much longer incubation time could be optimised in an attempt to model 

the chronic nature of mycetoma. It is likely that further polarisation towards an anti-

inflammatory phenotype could then be observed. Additionally, the assay featured only one 
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type of immune cell. The majority of complex immune interactions that occur during immune 

responses to infections were therefore absent from this assay, which likely impacted the 

phenotypes of the macrophages within the assay. Co-culture of multiple immune cell types 

within the assay would address this limitation. Alternatively, moving to a whole mouse 

infection model would provide the full complexity of a complete immune system. 

More specific future experiments would include investigating IL4 receptor upregulation in 

macrophages by adding exogenous IL4 to the interaction assay and comparing any induced 

effects between pathogen and non-pathogen. Metabolic experiments that specifically disrupt 

the mevalonate pathway in macrophages could also be performed to define the impact of 

disrupting this pathway. Measurement of NO levels upon exposure to mycetoma pathogen 

would also be interesting to perform, in light of reduced Nos2 upregulation in the presence of 

S. sudanensis. 

BGCs of interest should also be knocked out of S. sudanensis, to confirm their roles in the 

response to macrophages. Specifically, hpd, cluster 15 and the bkd-paa cluster should be 

targeted. The CRISPR-Cas9 gene editing technique could be used to create such knockouts. 

Additionally, the siderophore product of cluster 15 needs to be identified, as does a potential 

product from the bkd-paa cluster. 

Furthermore, attempts could be made to purify the proteins encoded by whiD, 

PABIEPML_04452 and PABIEPML_04454 (the potential TCS). CHIPseq could then be used to 

locate the DNA binding sites of WhiD and PABIEPML_04454 within the S. sudanensis 

chromosome and thus identify the genes they exert transcriptional control over. This would 

give insight into the nature of the role these regulators play in the S. sudanensis response to 

immune cells. Additionally, structural studies could be performed on purified 

PABIEPML_04452 (the sensor histidine kinase) to determine what the ligand of this sensor 

protein is. This would uncover what environmental stimulus it allows the pathogen to respond 

to. Alternatively, the potential TCS and whiD should be knocked out of S. sudanensis. The 

indirect interaction assay and RNAseq could then be repeated with the mutants generated. 

This could then allow for the roles of these regulators to be determined, through monitoring 

how bacterial gene expression changes in their absence. 
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The CDPS identified in S. sudanensis should be heterologously expressed in S. coelicolor, to 

determine whether it is responsible for production of the identified cyclic dipeptides. Further 

biological repeats of the activity assay with these dipeptides also need to be completed to 

confirm their pyroptotic activity. This would also include generating additional evidence of 

NLRP3 activation at the protein level using Western blots and immunofluorescent staining.  

If the cyclic dipeptides are confirmed to have pyroptotic activity, their mode of action would 

then need to be determined. The hypothesis that they interfere with mammalian ion channel 

opening and closing could be investigated. The patch-clamp technique could be used to 

measure mammalian cell membrane potentials during exposure to the cyclic dipeptides. If the 

compounds trigger potassium ion efflux, this could be measured as a change in membrane 

potential.  

This study represents one of the first attempts to simultaneously elucidate the molecular 

mechanisms underpinning actinomycetoma pathological processes in both the host and a 

bacterial pathogen. This has been done in a neglected field, where much of the fundamental 

scientific research to establish and characterise disease models is still ongoing. It has provided 

novel insights into how macrophages, the core cell type involved in mediating mycetoma 

pathology through formation of granulomas, respond to the presence of an actinomycetoma 

pathogen. It has developed an innovative new interaction assay method to allow the disease 

process to be examined from a unique perspective. Furthermore, it has helped to characterise 

a bacterial pathogen, S. sudanensis, that previously did not even have a complete genome 

assembly published. Despite its limitations, this study has revealed a number of previously 

uncharacterised actinomycetoma pathology factors and therefore prospective new targets for 

drug therapies and preventative treatments to help patients suffering from this neglected 

disease. 
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