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Abstract

One of the most fascinating aspects of recent endeavours in theoretical

cosmology has been the investigation of the quantum e�ects of scalar �elds in

�eld-spaces with non-trivial geometries, in the early universe. The objective of

this thesis is the presentation of a series of original research topics that result

from such considerations.

The �rst part of this work explores an extension to Starobinsky's model of

stochastic in�ation. The functional integral describing the stochastic dynam-

ics of a spectator �eld during in�ation is reviewed. Comparisons are drawn

between the diagrammatic expansion resulting from action and the one ob-

tained directly from a perturbative solution of the corresponding Langevin

equation. The Feynman rules for computing arbitrary temporal n-point func-

tions are stated and illustrative computations are presented. The role played

by the functional Jacobian determinant in the path integral is given increased

attention. Multiplicative noise is also brie�y considered; allowing the �eld

to contribute to the expansion rate introduces additional vertices and exciting

insights on the dependence of observable results on the discretization prescrip-

tion are motivated.

The second part presents a covariant under �eld rede�nitions E�ective

Field Theory proposed towards the resolution of the existing tension of con-

formal frame dependence. We are motivated by the meta-stability of the Higgs

vacuum which, in the early universe, can lead to complications. It is shown,

here, that the e�ective Higgs potential at large �eld values can be derived

in a way that is independent of the choice of conformal frame for the space-

time metric, resulting in unambiguous answers to questions about physical

observables (eg.vacuum stability). This approach leads to new relations for

the evolution of the coupling coe�cients with the energy scale and motivates

improved limits on the allowed values of the Higgs-curvature coupling.

The third part investigates the dynamics of a multi�eld in�ation model

with curved �eld-space. Abandoning the assumption of a single in�aton, which

is both unphysical and not motivated by higher energy theories, results in

the introduction of a scalar multiplet, with non-trivial kinetic terms. The

recently proposed and topical Hyperin�ation model is reviewed and a concise

treatment of the evolution of the background and the quantum perturbations

is introduced. Thus, bounds for the cosmological observables are established

and comparisons with experimental data are drawn, resulting in restrictions

in the admissible values of the �eld-space curvature parameter.
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Chapter 1. Introduction to Cosmology and In�ation

1.1 Preface

The quantum properties of scalar �elds play a central role in modern cosmological

investigations. From the theoretical prediction [4�8] and subsequent experimental obser-

vation [9, 10] of the Higgs �eld, to the seminal work on in�ation [11�13] scalar �elds have

been shown to be cornerstones in the contemporary interplay between particle physics

and cosmology. In this thesis we investigate various quantum e�ects of scalar �elds in the

early universe, with increased attention to the role played by non-trivial kinetic terms,

giving rise to a curved �eld space.

In the �rst chapter we aim to o�er a concise overview of the fundamentals of the

Cosmological Standard Model, and its shortcomings, present the resolution proposed by

the in�ationary scenario and review the fundamentals of cosmological perturbation theory.

In the second chapter, we focus on the low-energy limit of a minimally-coupled, light

scalar �eld in de Sitter. The breakdown of standard perturbative methods, resulting from

infrared divergences, motivates the use of alternative techniques for the computation of

arbitrary temporal n-point functions. Utilising the technology of stochastic in�ation we

produce Feynman Rules for Stochastic In�ationary Correlators [1], perform illustrative

computations that improve the accuracy of the expectation values of two-point and four-

point functions, and manifestly show the equivalence between the diagrammatic and path-

integral solutions to all orders. Finally, we brie�y consider the case of backreaction.

In the third chapter we shift our attention to the high-energy behaviour of a specta-

tor scalar �eld in de Sitter. We treat General Relativity as an E�ective Field Theory

of quantum gravity and introduce an e�ective action that is covariant under �eld trans-

formations. This approach allows us to treat the ultra-violet divergences and obtain,

unambiguously, the covariant 1-loop Gravitational Corrections to Higgs Potentials [2].

Hence, we present new relations for the evolution of the coupling coe�cients with the

energy scale and motivate improved limits on the allowed values of the Higgs-curvature

coupling.

In the fourth chapter, we abandon the assumption of single-�eld, slow-roll in�ation and

examine a model of multi�eld in�ation. The dynamics of the in�aton �eld, which is taken

to evolve in a 2-dimensional hyperbolic �eld space, and its perturbations are investigated

and tight Observational Constraints on Hyperin�ation [3] potentials are established.

Lastly, we conclude this thesis by summarising our results and o�ering some remarks

and directions for potential future work.
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Chapter 1. Introduction to Cosmology and In�ation

1.2 Introduction to Cosmology

Cosmogony is a topic whose importance can only be surpassed by its antiquity. The

great successes of the past century, from General Relativity and the (Cosmological) Stan-

dard Model to Quantum Field Theory and In�ation have widened our horizons and given

us glimpes of the primordial universe. This short introduction does not aim to paint the

entire picture of our understanding of the primordial forces that brought our universe into

being, but rather put the original research presented in the following chapters in context.

For a truly detailed and thorough exposition to the physics of the early universe, the

interested reader is referred to [14�19] and references therein.

1.2.1 Cosmological Fundamentals

This subsection reviews the basics of the Cosmological Standard Model and its short-

comings. A more detailed exposition on the topic can be found in any textbook or lecture

note series [16, 17, 20].

FLRW Metric

Observational evidence from surveys of the Cosmic Microwave Background suggests

that the observable universe appears, on large scales, isotropic [21] and homogeneous[22],

respecting translational and rotational invariance. Adopting such an assumption mo-

tivates the de�nition of the Friedman-Lemaître-Robertson-Walker (FLRW) space-time

metric with line element,

ds2 = −dt2 + a2(t)

[
dr2

1− kr2
+ r2

(
dθ2 + sin2 θdφ2

)]
, (1.1)

where a is the cosmic scale factor, t is the cosmic time, {r, φ, θ} are the comoving polar

coordinates describing the 3-dimensional spatial hypersurface and k is the curvature pa-

rameter, taking negative, zero and positive values for a hyperbolic, Euclidean and elliptic

space, respectively. Physical distances are given by R(t) = a(t)r. An important quantity

for the description of an expanding space is the Hubble parameter H:

H ≡ ȧ

a
, (1.2)

that obtains a positive value for an expanding and a negative value for a collapsing

universe. Here and in the rest of the thesis (unless explicitly stated), we utilise natural

units, setting c = ~ = 1. Hence, the Hubble parameter sets the characteristic time-scale

t ≈ H−1 and length-scale d ≈ H−1 in the homogeneous universe. Causal cosmological

processes taking place in this expanding background should occur in time intervals a lot

smaller than a Hubble time and over spatial distances a lot smaller than a Hubble length.

3



Chapter 1. Introduction to Cosmology and In�ation

Horizons

Depending on the sign of the line element, the separation of two events in the FLRW

space-time is characterised as time-like, when ds2 < 0, light-like, when ds2 = 0 or space-

like, when ds2 > 0. De�ning conformal time as

η =

∫
dt

a(t)
, (1.3)

the radial propagation of light is given, using (1.1), by

ds2 = a2(η)
(
−dη2 + dl2

)
. (1.4)

This, readily motivates the de�nition of the comoving particle horizon: The maximal

comoving distance traversed by light between an initial time ti and some later time t.

lP.H(η) = η − ηi =

∫ t

ti

dt′

a(t′)
, (1.5)

with ti often taken to be the initial singularity ti = 0.

Rescaling, one obtains the physical horizon dH(t) ≡ a(t) lP.H(t) which has a manifestly

physical meaning: Since light has not had the time to traverse a distance larger than dH(t),

events separated by such a distance have never been in causal contact. Furthermore, the

comoving particle horizon of an expanding universe, that follows the description of the

traditional Big Bang scenario, is always increasing. Hence, regions that are contemporarily

causally connected may have been independent in the past, which comes in contrast with

the observed homogeneity and isotropy. We will return to this when we discuss the

shortcomings of the Cosmological Standard Model.

Dynamics

The content of the universe de�nes the dynamics of the scale factor a(t). Starting from

the Einstein �eld equations, with MPl being the Planck mass M2
Pl = (8πG)−1

Gµν ≡ Rµν −
1

2
gµνR = M−2

Pl Tµν , (1.6)

where Rµν and R are the Ricci tensor and scalar, respectively.

The matter content of the universe can be described by a perfect cosmological �uid

with energy momentum tensor

Tµν = (ρ+ p)uµuν + p gµν , (1.7)

where ρ is the energy density, p the isotropic pressure and uµ the unit timelike four-velocity

of the �uid, as measured by a comoving observer in a local inertial frame.

4



Chapter 1. Introduction to Cosmology and In�ation

Thus, the Einstein �eld equations (1.6), can be re-written as the Friedmann equations:

H2(t) =
1

3M2
p

ρ− k

a2(t)
,

Ḣ +H2 =
ä

a
=− 1

6M2
p

(ρ+ 3p) ,

(1.8)

with ȧ and ä signifying the �rst and second derivatives of the scale factor with respect to

cosmic time t. These can be combined to give the continuity equation:

dρ

dt
+ 3H (ρ+ p) = 0. (1.9)

De�ning the equation of state parameter w ≡ p/ρ, which takes values depending on

the type of �uid of interest (w = {0, 1/3,−1} for dust, radiation and the cosmological

constant respectively) and integrating (1.9), leads to

ρ ∝ a−3(1+w). (1.10)

Hence, the scale factor's dependence on time, for w 6= −1, is

a(t) ∝ t
2
3

(1+w), (1.11)

and for the particular case of the cosmological constant, w = −1,

a(t) ∝ eHt. (1.12)

Substituting the various components' temporal dependence in (1.8), the Friedman

equation becomes

H2(t) =
1

3M2
Pl

[
ρr(t0)

a4(t0)

a4(t)
+ ρm(t0)

a3(t0)

a3(t)
+ ρv(t0)

]
− k

a2(t)
(1.13)

with the subscripts referring to radiation, dust (non-relativistic matter) and vacuum en-

ergy, respectively. It is evident that if ρv 6= 0 and k ≤ 0, the vacuum energy density will

dominate irrespective of the initial values of the radiation, matter and vacuum energy

densities. Contemporary observational evidence [23] indicates that our universe has a

curvature parameter k → 0, while currently being vacuum energy dominated. This era

was preceded by a period of matter domination which followed after the initial radiation

dominated state. The e�ect of the decoupling of photons from matter, in this early stage

in the universe's history, left a thermal relic propagating in a transparent universe and is

being observed as the Cosmic Microwave Background.

5



Chapter 1. Introduction to Cosmology and In�ation

1.2.2 Shortcomings of Big Bang Cosmology

Despite the success of the FLRW metric and the Friedmann equation in describing the

dynamics of the early universe, there are numerous problems that require addressing. In

short, according to the Cosmological Standard Model, our universe could not have been

such that could foster life to observe it, unless it originally was very homogeneous, but not

too much and very spatially �at, but not completely. These very precise initial conditions

constitute the horizon and �atness problems.

1.3 Introduction to In�ation

In the early 1980's a series of works [11�13] proposed In�ation, a period of exponential

expansion, driven by a scalar �eld approprietly named in�aton, which resolves a series of

initial condition problems that the Big Bang scenario posed.

1.3.1 In�ationary Fundamentals

Re-writing (1.5) as a function of the scale factor, with the initial time being the sin-

gularity ts → 0

η =

∫ ln a(t)

ln a(ts)

d [ln a(t′)]
1

a(t′)H[a(t′)]
(1.14)

we observe that despite two events separated by distances greater than 1/(aH) being in

no causal contact today, it is possible that they had been in causal contact in the early

universe if the comoving Hubble radius 1/(aH) was much larger, then; addressing the

horizon problem. Furthermore, re-writing the Friedmann equation (1.8) for a non-�at

universe as

|1− ρ

3H2M2
Pl

| = 1

a2H2
, (1.15)

it is evident that the shrinking of the comoving Hubble radius, dynamically resolves the

�atness problem. This condition implies, further, an accelerated expansion,

d

dt
(aH)−1 = − ä

(aH)2 . (1.16)

From the second Friedmann equation (1.8), de�ning ε ≡ −Ḣ/H2,

ä

a
= H2(1− ε) = − 1

6M2
p

(ρ+ 3p) (1.17)

acceleration is shown to correspond to the condition ε < 1, as well as p < −1
3
ρ. In Einstein

Gravity, the conditions of a shrinking comoving Hubble radius, an accelerated expansion

and negative pressure are satis�ed by a universe dominated by a nearly constant (vacuum)

energy density. Alternatively, this role can be played by the potential of a scalar �eld.

In the simplest versions of in�ationary models, the dynamics of these �elds, which are

6



Chapter 1. Introduction to Cosmology and In�ation

minimally coupled to gravity, are expressed by the action:

S =

∫
d4x
√
−g
[

1

2κ2
R− 1

2
gµν∂µφ∂νφ− V (φ)

]
, (1.18)

with κ2 = M−2
Pl = 8πG, R is the Ricci scalar and V (φ) includes all self-interaction terms.

The action (1.18) can be split into the Einstein-Hilbert part

SEH =

∫
d4x
√
−g R

2κ2
(1.19)

and the scalar �eld part

Sφ = −
∫
d4x
√
−g
[

1

2
gµν∂µφ∂νφ+ V (φ)

]
. (1.20)

The equation of motion for the homogeneous part of the in�aton is

φ̈+ 3Hφ̇+ V,φ = 0, (1.21)

and the energy-momentum tensor is given by

T φµν ≡
2√
−g

δSφ
δgµν

= ∂µφ ∂νφ− gµν
[
∂ρ∂ρ φ

2
+ V (φ)

]
. (1.22)

The dynamics of the FLRW geometry are given by

H2 =
1

3

(
1

2
φ̇+ V (φ)

)
(1.23)

and assuming spatial homogeneity for the in�aton, the equation of state becomes

wφ =
pφ
ρφ

=
φ̇2 − 2V (φ)

φ̇2 + 2V (φ)
. (1.24)

For the aforementioned conditions of negative pressure, wφ < 0, and accelerated expan-

sion, wφ < −1/3, to hold, the potential energy needs to dominate over the kinetic term

φ̇2 � V (φ). In order for the in�ationary epoch to be sustained for long enough - so

that the comoving Hubble horizon shrinks adequately - the second time derivative must

be comparatively negligible, φ̈ � |3Hφ̇|, |V,φ|. This is encoded in the de�nition of the

parameter

ηH = − φ̈

H φ̇
. (1.25)

Both parameters, εH de�ned above (1.17) and ηH , can be expressed in relation to the

scalar �eld potential V (φ):

εV (φ) ≡ M2
Pl

2

(
V,φ
V

)2

, (1.26)

7



Chapter 1. Introduction to Cosmology and In�ation

and

|ηV |(φ) ≡M2
Pl

(
V,φ φ
V

)
. (1.27)

The smallness of these parameters ensures that the universe undergoes a phase of accel-

erated expansion, ε � 1, for long-enough time, |η| � 1. Under these conditions, the

�eld will �roll� slowly enough toward the minimum of its potential until these �slow-roll�

conditions (1.26) and (1.27) are violated [13].

The "slow-roll" regime,

φ̇� V (φ) and φ̈� |3Hφ̇|, |V,φ|, (1.28)

is then de�ned by the Hubble parameter being near-constant,

H2 ≈ V (φ)

3
≈ constant (1.29)

the �eld velocity being given by

φ̇ ≈ − V,φ
3H

(1.30)

and the scale factor evolving, in de Sitter-like fashion, exponentially with time, a(t) ∼ eHt.

1.3.2 Fundamentals of Cosmological Perturbation Theory

The In�ationary scenario, further to resolving the aforementioned problems of the Hot

Big Bang Model, provides a natural explanation for the observable CMB anisotropies and

the large-scale structure of the universe. Abandoning the assumption of homogeneity and

isotropy results in examining the vacuum �uctuations of the in�aton and metric �elds,

which are predicted to manifest a near scale-invariant power spectrum, in direct agreement

with observational results [24]. In order to brie�y present the key features of cosmological

perturbation theory, we begin by expanding the metric about the FLRW line element

(1.1), in conformal time η

ds2 = a2(η)
{
− (1 + 2A) dη2 + 2∂iBdx

idη + [(1− 2ψ) δij + 2∂i∂jE] dxidxj
}

(1.31)

with a being the scale factor and A,B, ψ, and E representing scalar �uctuations. The

lapse function A, speci�cally, represents the �uctuation in the proper time interval with

respect to the coordinate time interval.

Perturbing the in�aton around a homogeneous background φ → φ + δφ, substituting

into the Klein-Gordon equation (1.21), and utilising the Einstein �eld equations (1.6),

results in the equation of motion for the in�aton perturbation δφ, to linear order in

perturbation theory, in Fourier space [25, 26]:

δφ̈k+3Hδφ̇k+

(
k2

a2
+ V,φφ

)
δφk = −2V,φAk+φ̇

[
Ȧk + 3ψ̇k +

k2

a2

(
a2Ėk − aBk

)]
, (1.32)

8



Chapter 1. Introduction to Cosmology and In�ation

for a given comoving wavenumber k, with overdots signifying derivatives with respect to

cosmic time t.

The energy and momentum components of the (perturbed) Einstein �eld equations

pose constraints on the metric perturbations appearing on the right-hand side of (1.32),

resulting in

3H
(
ψ̇k +H Ak

)
+
k2

a2

[
ψk +H

(
a2 Ėk − aBk

)]
= − 1

2M2
Pl

[
φ̇
(
δφ̇k − φ̇ Ak

)
+ V,φ δφk

]
ψ̇ +H Ak =

φ̇

2M2
Pl

δφk.

(1.33)

The equation of motion for the perturbations (1.32) can be signi�cantly simpli�ed by the

introduction of the Sasaki-Mukhanov variable [27],

Qk = δφk +
φ̇

H
ψk, (1.34)

and the elimination of the metric perturbations, using (1.33):

Q̈k + 3HQ̇k +

[
k2

a2
+ V,φφ −

1

a3M2
Pl

∂t

(
a3

H
φ̇2

)]
Qk = 0. (1.35)

Rede�ning the �eld variable as vk = aQk, in the spatially �at gauge ψ = 0, this equation

takes the simpler form

v′′k +

(
k2 − z′′

z

)
vk = 0, (1.36)

where primes denote derivatives with respect to conformal time η, as in (1.3), and we

have de�ned the variable z as,

z2 ≡ 2εM2
Pl a

2. (1.37)

For the purpose of introducing the basic concepts relevant to this thesis, we focus, here,

on solutions of the Sasaki-Mukhanov equation (1.36) for a test �eld in de Sitter, ε → 0,

leading to the further simpli�cation,

v′′k +

(
k2 − 2

η

)
vk = 0. (1.38)

We start by promoting the �eld v and its conjugate momentum v′ to quantum operators

v̂ =

∫
d3k

2π3

[
vk(η) âk e

ik·x + v ∗k (η) â†k e
−ik·x

]
(1.39)

and normalising them by demanding that

〈vk, vk〉 ≡
i

~
(v∗kv

′
k − v′∗k vk) = 1 (1.40)

9



Chapter 1. Introduction to Cosmology and In�ation

with the creation and annihilation operators satisfying canonical commutation relations[
âk, â

†
k′

]
= (2π)3 δ(k− k′). (1.41)

Bunch-Davies Vacuum and Mode Functions

A vacuum state must be chosen for the �uctuations, so that the action of the an-

nihilation operator on it, annihilates the wave-function âk|0〉 = 0. This is customarily

taken to be the Minkowski vacuum of a comoving observer in the far past η → −∞, or

alternatively for k � aH. The Mukhanov equation (1.36), then, becomes the equation of

motion of a simple harmonic oscillator

v′′k + k2vk = 0, (1.42)

resulting in the initial condition

lim
k�aH

vk =
e−ikη√

2k
. (1.43)

Returning to (1.38) we can see that an exact solution is given by

vk = α
e−ikη√

2k

(
1− i

kη

)
+ β

eikη√
2k

(
1 +

i

kη

)
. (1.44)

Utilising (1.40) and imposing (1.43), the values of the arbitrary parameters α and β are

�xed, leading to the Bunch-Davies mode functions

vk =
e−ikη√

2k

(
1− i

kη

)
. (1.45)

Power Spectra and Observables

These de�nitions permit the determination of the power spectrum of the comoving

curvature perturbation, R = H
φ̇
v
a

= H
φ̇
δφ, at the time of the mode's horizon crossing

k = a(t∗)H(t∗), as

〈RkRk′〉 =

(
H∗

φ̇∗

)2

〈δφk δφk′〉

= δ(k + k′)
2π2

k3

(
H∗

φ̇∗

)2 (
H∗
2π

)2

= δ(k + k′)
2π2

k3
∆2
R(k),

(1.46)

where we introduced the dimensionless power spectrum ∆2
R(k) and denoted the ensemble

average of quantum �uctuations as 〈. . . 〉. This last quantity has proven vital for the

connection between in�ationary models and observational results, as it probes the depen-
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Chapter 1. Introduction to Cosmology and In�ation

dence of scalar quantum �uctuations to the wavelength scale, through the scalar spectral

index

ns − 1 ≡ d ln ∆2
s

d ln k
, (1.47)

with scale invariance corresponding to the value ns = 1. A similar treatment of the

tensor �uctuations of the Einstein-Hilbert action straightforwardly leads, see [17], to the

realisation that each polarization mode obeys an equation of motion identical to that of

the scalar �uctuation. Hence, the dimensionless power spectrum for the tensor �uctuation

can be shown to be given by

∆2
t (k) = 2 ∆2

h(k) =
2

M2
Pl

(
H∗
π

)2

. (1.48)

It is customary to normalise the tensor �uctuations to the amplitude of scalar �uctuations

through the tensor-to-scalar ratio

r ≡ ∆2
t (k)

∆2
s(k)

, (1.49)

which acts as a direct measure of the energy scale of the in�ationary era, since with the

measured value of ∆2
s ∼ 10−9,

V 1/4 ∼
( r

0.01

)1/4

· 1016 GeV. (1.50)

Among the simplest in�ationary models would be one driven by a light (m ∼ 10−5MPl),

minimally coupled to gravity, scalar �eld with a quadratic potential (V = 1/2m2φ2), in de

Sitter space. This model provides predictions for the tensor-to-scalar ratio and the spectral

index, evaluated at CMB scales NCMB ∼ 60 e-folds, of ns ≈ 0.96 and r ≈ 0.1, respectively,

bringing it in fascinating agreement with the latest results from the Planck collaboration

[28], which determine the observed scalar spectral index value ns = 0.9649 ± 0.0042 at

68% CL and the tensor-to-scalar ratio being bounded from above, as r < 0.056.

1.3.3 Infrared Divergence in de Sitter

Despite the clarity that the single-�eld, slow-roll in�ationary scenario boasts, it is not

without issues. The exponential expansion that resolves the problems of the hot big

bang scenario results in the whole spectrum red-shifting rapidly. Given long enough time

almost all the higher modes of the in�aton will accumulate upon the zero mode, leading

to infrared divergences. To see this explicitly, assume a massless minimally-coupled test

scalar �eld in de Sitter and decompose it into spatial and temporal parts:

φ(x, τ) =

∫
d3k

(2π)3

[
ak e

ik·x φk(τ) + a†k e
−ik·x φ∗k(τ)

]
, (1.51)

where we have introduced a new time variable τ ≡
∫ t
dt′/a3(t′) which greatly simpli�es the

wave equation. Here ak and a†k are the annihilation and creation operators respectively,

11



Chapter 1. Introduction to Cosmology and In�ation

as in(1.41). The mode amplitude function φk(τ) satis�es the equation of motion (1.21),

which with respect to τ takes the form

φk,ττ (τ) + k2a4φk(τ) = 0. (1.52)

Hence, the mode function in D spacetime dimensions and as a function of cosmic time t

is [29]

φk(t) = a−(D−1
2 )
√

π

4 (1− ε)H
H(1)
ν

(
−k

(1− ε)H a

)
. (1.53)

Here ν = D−1−ε
2(1−ε) and H(1)

ν (z) is the Hankel function of the �rst kind. In de Sitter space,

ε = 0, and in the small |k| limit, where

H(1)
ν (z) ≈ −H(2)

ν (z) ≈ − i
π

Γ(ν)
(z

2

)−ν
(1.54)

the two-point correlation function,

〈φ(x, t)φ(x′, t′)〉 =

∫
d3k

(2π)3 e
ik·(x−x′) φk(t)φ

∗
k(t
′), (1.55)

can be seen to diverge in the infrared limit in four space-time dimensions. To see this,

one may start from the mode amplitude two-point function

φk(t)φ
∗
k(t
′)

k→0−−→ 4|ν| (1− ε)|2ν| Γ2(|ν|)
4π(1− ε) [H aD−1H ′ a′D−1]1/2

[
H aH ′a′

k2

]|ν| (
1 +O(k2)

)
(1.56)

and observe that the leading term exhibits a k-dependence of k−2|ν|. Therefore, the two-

point correlation function evolves proportionally to

〈φ(x, τ)φ(x′, t′)〉 ∝
∫
dk eik·(x−x

′) k2−2|ν| (1 +O(k2)
)
. (1.57)

It is evident that, in the case of a massless scalar in four-dimensional de Sitter |ν| = 3
2
,

equation (1.57) is logarithmically divergent. For a massive scalar, in de Sitter, for which

ν =
√(

D−1
2

)2 −
(
M
H

)2
[30], one can Taylor expand (1.56) around M2/H2 << 1, to obtain

lim
t→t′

φk(t)φ
∗
k(t
′) ∝ H2

k3

[
1 +

M2

H2
log

(
k

H a

)]
, (1.58)

which, at late enough times k
H a
≤ e−

H2

M2 , is unsuitable for a perturbative treatment [31].

Furthermore, in the case of a massive scalar �eld with a quartic self-interaction po-

tential V (φ) ∝ λφ4, the perturbative expansion parameter, which will be shown to

be λH4/m4, leads to a break-down of perturbation theory for su�ciently small mass

m2 ≤
√
λH2, irrespective of the smallness of the self-interaction coupling constant, λ. We

will present new methods for treating these divergences and computing N-point correlators

for a light, minimally coupled in�aton in de Sitter (and beyond) in Chapter 2.
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Chapter 1. Introduction to Cosmology and In�ation

1.3.4 Beyond Minimally-Coupled Slow-Roll In�ation

There are various ways that the minimally-coupled slow-roll regime can be generalised,

by abandoning the assumptions that characterise it.

• Non-minimal coupling to gravity: The simple single-�eld slow-roll action (1.18)

is characterised by the lack of direct coupling between the in�aton �eld and the

metric (minimal coupling). In general, the theory can be generalised with the in-

clusion of more involved terms (non-minimal coupling) between the in�aton and

the graviton, see for example the review [32], however, using a �eld rede�nition,

non-minimally coupled theories can be written as minimally coupled ones. This

process is not without its own problems and ambiguities, especially in relation to

the potential metastability of the electroweak vacuum, in models in which the Higgs

is either the in�aton or a spectator �eld in de Sitter.

Ultraviolet divergence in de Sitter-Higgs Vacuum Metastability

Einstein's General Relativity is well-known to be non-renormalisable [33�35] and ex-

hibits divergences in the UV limit, rendering standard perturbative QFT methods

ine�ective for the description of the behaviour of �elds during the in�ationary era.

Assuming that the Standard Model of particle physics is reliable at high energies

can result in our vacuum being a long-lived metastable state. The Higgs potential

barrier that surrounds the local minimum, depends strongly on the e�ective Higgs

mass at high energies, and it is important that gravitational corrections are taken

into account. In the in�ationary energy range, General Relativity can be treated as

an `E�ective Field Theory' of gravity. Assuming that in�ation is driven by a weakly

interacting in�aton �eld, we examine the e�ect that gravitational corrections have

on the e�ective Higgs potential in Chapter 3.

• Multi�eld In�ation The assumption that in�ation is driven by a single scalar

�eld, despite leading successfully to agreements with observations, is not well-

motivated by high-energy theories. Both the search for non-Gaussian signatures

[36] and signs of isocurvature mode contribution in the CMB [28], as well as -

more recently- developments in string cosmology [37�39] have motivated research

towards in�ationary models with multiple �elds [40, 41]. Abandoning the single-

in�aton ansatz, allows for the introduction of non-trivial kinetic terms, which can

be encoded as the metric of the internal �eld space. In such models, the end of in�a-

tion can be delayed by this geometry, permitting steep potentials. The background

dynamics and quantum perturbations of such a model are explored in Chapter 4.
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Chapter 2. Feynman Rules for Stochastic In�ationary

Correlators

2.1 Overview of the Chapter

In this chapter, we are focusing on the IR behaviour of a light, minimally coupled

scalar �eld in an in�ationary background.

We begin with a short introduction to the motivation behind the Stochastic In�ation

formalism and an exposition of the literature that presents the methodology's success

in encapsulating the long-wavelength behaviour of scalar �elds in a curved spacetime,

simplicity, and e�ectiveness (as compared to the full QFT computation) in quantitatively

producing correlation functions, in agreement with perturbative techniques, and making

predictions beyond perturbation theory.

Furthermore, we introduce the core elements of the formalism, demonstrating the

methodology that permits the reduction of the IR dynamics of the full quantum system to

a one-dimensional, quasi-classical Langevin equation. After obtaining the Fokker-Planck

equation associated with the latter and showcasing its resemblance to the Schrödinger

equation, we elaborate on the functional integral formulation of the stochastic dynamics

of a spectator �eld during in�ation, comparing its diagrammatic expansion to that ob-

tained directly from a perturbative solution of the corresponding Langevin equation. We

state Feynman rules for computing arbitrary temporal n-point functions and perform some

illustrative computations for a light scalar (m� H0) subjected to quartic self-interaction

λφ4, paying attention to the role played by a functional Jacobian determinant in the path

integral. We proceed to consider the case of backreaction, when the �eld contributes to

the expansion parameter making the stochastic noise multiplicative and adding additional

diagrams to the Feynman rules.

We close by noting challenges of the stochastic approach in providing results beyond

the leading order, when gravity is consistently included. This modi�cation would not only

induce a backreaction, H → H(φ), but also result in a state-dependent window function,

altering the equation of motion. The use of mathematically equivalent prescriptions for

the determination of the sequence of the operation of the stochastic and potential forces

on the system (Ito, Stratonovich or arbitrary 0 ≤ α ≤ 1 prescription) appear to lead to

di�erent results for physical quantities (statistical averages, correlators, etc.) - see [42]

and references therein. The consistent inclusion of gravity requires either a prescription-

invariant formalism, or the determination of a unique prescription, motivated by either a

�rst principles computation or through other, independent of the system, techniques.
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Chapter 2. Feynman Rules for Stochastic In�ationary Correlators

2.2 Stochastic In�ation: Classical System encompassing Quantum Behaviour

In�ation [11�13] has been shown to not only solve the zero-order problems of the Hot

Big Bang scenario, but also provide a simple mechanism for the generation of the observ-

able Large Scale Structure by placing a scalar �eld φ in a (quasi-) de Sitter spacetime

characterised by the Hubble rateH. Performing the mode expansion of the scalar �eld one

readily observes a conceptual di�erence in the dynamical interaction between the long-

and short-wavelength modes: whereas the equations of motion for the short-wavelength

(UV) modes receive minimal adjustment (as compared to those in Minkowski spacetime)

due to the existence of the background geometry, the long-wavelength (IR) modes will

have their dynamics signi�cantly a�ected. From a mathematical point of view, in the

IR limit, a logarithmic divergence arises, pointing to the emergence of phenomena that

require the employment of non-perturbative methods. From a physical point of view, the

long-wavelength behaviour of quantum �elds during in�ation directly a�ects the physical

processes in the post-in�ationary era, from when observational data are taken, determin-

ing the values of the measured cosmological parameters. It is evident, hence, that the IR

behaviour of scalar �elds during in�ation is well-worth examining.

A substantial amount of work has been carried out since Mukhanov and Chibisov [43]

pointed out the dramatical enhancement that in�ation has on the quantum e�ects of

massless, minimally coupled scalars. Pioneers in the �eld have pointed out several meth-

ods to treat the interesting IR e�ects in curved spacetimes (for some excellent reviews

the interested reader is encouraged to see [44, 45] and references therein) and have show-

cased the signi�cant simpli�cation that the technology of Stochastic In�ation o�ers, in

calculating the leading order IR behaviour, in direct agreement with the full Quantum

Field Theoretic treatment [31, 46�49] as well as presenting the opportunity to go beyond

perturbation theory and obtain non-perturbative results [50].

It has been shown manifestly [49], to all loop orders, that the stochastic correlation

functions produced from a QFT calculation, truncated to leading IR order, agree with the

stochastic correlation functions found by Starobinsky [51] and Starobinsky and Yokoyama

[52]. Recently, various new methodologies have been developed for the computation of

scalar correlation functions in de Sitter, including the direct QFT approach (using the

Schwinger-Dyson equations) [53, 54] and the spectral expansion at the level of the Fokker-

Planck eigenvalue equation [55], extended beyond slow-roll [56], and applied in a 1/N

expansion for O(N)-symmetric systems [57, 58]. Lastly, we remark the novel approach

on the description of the equilibrium state and the out-of-equilibrium dynamics of scalar

�elds in the static patch of de Sitter [59, 60], which o�ers intriguing insights to the e�ect

that the presence of the cosmological horizon has on the thermalisation process, from the

perspective of an inertial observer.
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2.3 Novel Diagrammatic Methods for Cosmological Stochastic In�ation

2.3.1 From the Curved Spacetime QFT to the Langevin Equation

Following the work of [51, 52, 61], let us consider a minimally coupled, massive real

scalar �eld Φ, subjected to a potential V (Φ) in a homogeneous and isotropic in�ationary

universe with a spatially �at metric,

ds2 = −dt2 + a2(t) dx2 = a2(τ)
[
−dτ 2 + dx2

]
, (2.1)

with t and τ denoting the cosmic and conformal times respectively and a(t) the scale

factor. The Klein-Gordon equation, in de Sitter, is given by

∂2
t Φ + 3H ∂tΦ−

∇2

a2(t)
Φ + V,Φ = 0, (2.2)

with V,Φ = ∂Φ V (φ) and H = ȧ(t)
a(t)

the Hubble parameter, where the dot indicates a deriva-

tive with respect to the cosmic time t. In the �slow-roll" regime (1.28), in which the scalar

�eld rolls down a �at potential, the evolution of the scalar is slower than the characteristic

time H−1, so the second time derivative can be omitted,

3H ∂tΦ− a−2(t)∇2Φ + V,Φ = 0. (2.3)

Starobinsky's [51] fascinating insight was to use the horizon length l ≈ τ as a measure

in order to split the scalar �eld Φ(x, t) into a short- and long-wavelength modes,

Φ(x, t) = φ(x, t) + q(x, t), (2.4)

by introducing a coarse-graining window functionWk(t), which de�nes the short-wavelength

modes:

q(x, t) =

∫
d3k

(2π)3
Wk(t) ξ(x, t)

=

∫
d3k

(2π)3
Wk(t)

[
Uk(t) ak e

−ik·x + U †(t) a†k e
ik·x
]
,

(2.5)

where ak and a†k, the annihilation and creation operators respectively, with canonical

commutation relation [ak, ak′
†] = (2π)3δ(k− k′).

Utilising the split (2.4) and expanding the potential gradient around the perturbation

q as V,φ (φ+ q) = V,φ (φ) +
dV,φ
dφ

q the Klein Gordon equation (2.3) becomes:

3H ∂tφ − a−2∇2φ + ∂φV = −
[
3H ∂t − a−2∇2 + V,φφ

]
q(x, t). (2.6)
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Remembering that ξ is the perturbation �eld, which satis�es

[
3H ∂t − a−2∇2 + V,φφ

]
ξ(x, t) = 0, (2.7)

identically, and focusing on the behaviour of the very long-wavelength modes φ, for which

|k| → 0, it is evident that the contribution of the gradient on the left hand side of (2.6)

can be neglected. Thus, we obtain a �rst-order, non-linear equation:

∂tφ+
1

3H
V,φ = − 1

3H

[
3H ∂t − α−2∇2 + V,φφ

]
q(x, t)

= −
∫

d3k

(2π)3
∂tWk(t) ξ(x, t)

≡ Ξ(x, t),

(2.8)

where, in the second line, we used the fact that the Klein-Gordon operator annihilates

ξ(x, t) (2.7) and the fact that the window function is purely time-dependent.

Making the simplest choice for the window function, that of a Heaviside function

Θ[|k| − ε aH], makes the notion of the short-wavelength modes manifest: They are those

with wavenumber |k| > ε aH, where ε is a small constant.

With this choice for the Window function, (2.8) simpli�es substantially, since

∂tΘ(|k| − ε aH) = ε a(t)H2δ(|k| − ε a(t)H), (2.9)

resulting in a concrete de�nition of the noise term,

Ξ(x, t) =
ε a(t)H2

(2π)3

∫
d3k δ(|k| − ε aH)

[
ak Uk e

−ik·x + a†k U
†
ke
ik·x
]
, (2.10)

with Uk, as in (2.5). These mode functions assume a set of normalised solutions, in four

spacetime dimensions [29],

Uk(t) = α−
3
2

√
π

2
H(1)
ν (|k|τ)H−1/2 , (2.11)

where H(1)
ν is the Hankel function of the �rst kind, with subscript ν =

√
9/4−m2/H2.

For light scalar �elds, ν ≈ 3/2, the mode function takes the much simpler form

Uk(t) =
iH√
2|k|

(
τ − i

|k|

)
e−i|k|τ . (2.12)

Let us pause for a moment here and appreciate (2.8). It is true that both the short-

and long-wavelength modes have, formally, a quantum-mechanical operator nature, in

the sense that their commutators with their respective derivatives are non-trivial. At late

times, though, the commutator of the coarse-grained long-wavelength mode vanishes

[φ(x, t), π(x, t)] = i→
[
φ(x, t), φ̇(x, t)

]
= i a−3(t) ≈ 0. (2.13)
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Furthremore, as it was stated in [52] and explicitly manifested in [50], introducing an

auxiliary �eld ϕ, whose mode function only includes the leading infrared contribution of

(2.12)

Uϕ
k ≈

H√
2|k|3

, (2.14)

and replacing the scalar quantum �eld variable φ with it, results in obtaining the same

leading order behaviour as the QFT treatment, in the IR limit. Hence, one can use the

technology for obtaining the equation of motion (and the probability distribution function

in the next section) for the long-wavelength �eld (2.8), and, in essence, treat the resulting

equation quasi-classically. This is due to the fact that in the mode expansion of this

auxiliary �eld,

ϕ(x, t) ≡
∫

d3k

(2π)3
Θ [ε a(t)H − |k|] H√

2|k|3
[
eik·x ak + e−ik·x a†k

]
, (2.15)

� unlike a usual quantum �eld � there is a common multiplicative factor that accompanies

the creation and annihilation operators, resulting in their time dependence being identical.

Thus, the commutator of this auxiliary �eld and its time derivative vanishes,

[ϕ(x, t), ϕ̇(x, t)] = 0, (2.16)

re�ecting the late-time behaviour of the long-wavelength modes (2.13). It is exactly this

property, namely the commutativity of the auxiliary �eld variable and its derivative, that

permits one to treat (2.8) as a quasi-classical equation for the long-wavelength modes, in de

Sitter; quasi- because the creation and annihilation operators ak and a†k can take random

values. This classically commuting, random variable is often referred to as �stochastic�.

Therefore, it follows that the long-wavelength modes obey (2.8) which is an inho-

mogeneous Klein-Gordon equation, where the force term, physically, can be interpreted

as being due to the jitter caused by the quantum �uctuations of the perturbations of

the background �eld (short-wavelength modes) crossing the horizon and giving the long-

wavelength modes a stochastic "kick".

We return to (2.10) to �nd the correlation of the noise term:

〈Ξ(t1) · Ξ(t2)〉 =

∫
d3x d3x′ δ(x− x′)〈Ξ(x′, t1),Ξ(x′, t2)〉

= ε α(t)H2 ε α(t′)H2

∫
d3x

d3k

(2π)3

d3k′

(2π)3 δ [|k| − ε a(t)H] δ [|k′| − ε a(t′)H]{
〈ak a†k′〉

H2

√
4 k3 k′3

e−ix·(k−k
′) + 〈a†kak′〉

H2

√
4 k3 k′3

e−ix·(k−k
′)

}
=
H3

4π2
[1 + 2n(|k|)] δ(t− t′),

(2.17)
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where 〈a†k ak′〉 = (2π3) δ(k − k′)n(|k|) is the number operator and in the second to last

line we used the identity δ [f(x)] = 1
||f ′(x)||x0

| δ(x) to manifest the explicit time-dependence

of the delta function.

For a Bunch-Davies Vacuum [62], n(|k|) = 0, so the noise is δ-correlated in time

〈Ξ(t1) · Ξ(t2)〉 =
H3

4π2
δ(t− t′). (2.18)

2.3.2 From the Langevin to the Fokker-Planck Equation

As was established in the previous subsection, the IR dynamics of a scalar �eld in

(quasi-)de Sitter, coarse grained over patches of physical size ∆r ∼ 1/H are described by

the stochastic (slow-roll) dynamical equation,

φ̇+
V ′

3H
= ~1/2A[φ(t)] ξ(t), (2.19)

where a prime denotes a derivative with respect to φ, A satis�es

A2 =
H3

4π2
, (2.20)

and ξ(t) is a Gaussian stochastic force term whose histories are weighted by a Gaussian

probability distribution functional such that, for any functional F [ξ(t)], the average over

realisations of ξ(t) is given by (N is a normalization constant)

〈F [ξ(t)]〉 = N

∫
Dξ F [ξ] e−

1
2

∫
dt ξ(t)2

, (2.21)

implying δ-correlation for the stochastic force,

〈ξ(t)ξ(t′)〉 = δ(t− t′). (2.22)

In contrast to the introductory discussion 2.3.1, in the rest of this chapter we will keep

c = 1 but retain ~ so as to explicitly keep track of terms related to stochastic �uctuations

which are ultimately related to the quantum behaviour of the short-wavelength modes

during in�ation1. In what follows we will study two cases: Initially we will treat H as a

constant, which results in the stochastic noise amplitude being independent of the �eld

variable, making the noise �additive", and φ is a spectator �eld in de Sitter. This approach

has been partially developed in previous publications [48, 49]. Followingly, we study the

�eld backreacting on the spacetime, making the ansatz that (2.19) holds true, with the

minimal alteration that the noise amplitude becomes �eld-dependent through H → H(φ),

1The units of various relevant quantities are therefore [φ] = [mass]1/2[time]−1/2 , [A] =
[time]−3/2 , [ξ] = [time]−1/2 , [V ] = [mass][time]−3 and [~] = [mass][time].
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making the noise �multiplicative". Hence, we assume slow roll such that

H2 ' 8πG

3
V (φ), (2.23)

with de Sitter space given by the limit V (φ)→ V0.

Following the work of [63], any one dimensional stochastic equation of the form

∂tx = f(x) + g(x) ξ(t), (2.24)

driven by a stochastic force ξ(t), with drift f(x), and di�usion coe�cient D(x) = 1
2
g2(x),

can be associated with a Fokker-Planck equation, which describes the evolution of the

probability density function P (x, t) of the variable x(t), given by

∂tP (x, t) = ∂x [−f(x)−Θ(0)g(x) g′(x)]P (x, t) + ∂2
x [D(x)P (x, t)] . (2.25)

The introduction of the Heaviside function Θ(t) follows, mathematically, from the fact

that the stochastic noise ξ(t) is not a continuous function, but rather consists of a series

of δ-function �kicks" of random sign, and the resulting ambiguity associated with the

computation of the integral

J (t, δt) = lim
δt→0

∫ t+δt

t

ds g [x(s)] ξ(s), (2.26)

which is addressed by the generalised de�nition

JΘ(t, δt) = g [x(t) + Θ(0)δx]

∫ t+δt

t

ds ξ(s) (2.27)

and reduces to the Ito, Stratonovich and isothermal conventions for Θ(0) = {0, 1
2
, 1},

respectively.

Physically, the Heaviside function describes the sense in which the multiplicative noise

amplitude g [x(s)] is to be evaluated: before, after or at some mid-point time relative to

the e�ect of the stochastic �kick" that ξ(s) has on the system.

For our Langevin equation (2.19) f(φ) = − V ′

3H
and g(φ) = ~1/2A[φ(t)] and the corre-

sponding Fokker-Planck equation

∂tP (φ, t) =∂φ

[
V ′

3H
+

1

2
(1−Θ(0))

[
~A2

]′
+

1

2
~A2 ∂φ

]
P (φ, t) . (2.28)

We give here a quick formal derivation as in [64], recalling that we are assuming the

Stratonovich convention Θ(0) = 1
2
in order to freely apply the normal rules of calculus.

For a derivation in a general convention see [63].

Consider an arbitrary function F(φξ) of the stochastic �eld φ[ξ(t)] ≡ φξ(t), where the

subscript indicates that φξ is a solution to the Langevin equation for a particular noise
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history ξ(t), and therefore a functional of it. Its average over di�erent noise histories is

〈F [φξ(t)]〉 =

∫
DξF [φξ(t)] e

− 1
2

∫
dt ξ(t)2

=

∫
dφF(φ)P (φ, t). (2.29)

In the �rst equation we write the expectation value of F as an explicit average over the

noise histories ξ while in the second we encode all ξ-dependence in a time dependent

probability distribution P (φ, t), which gives the probability that the arbitrary �eld φ

takes the value associated with the solution of the Langevin equation with noise ξ(t), at

time t. Utilising the Langevin equation we have

d

dt
〈F [φξ(t)]〉 =

〈
δF
δφξ

(
− V ′

3H
+ ~1/2Aξ

)〉
. (2.30)

The term on the left-hand side can be written in terms of the probability distribution

P (φ, t) as
d

dt
〈F [φ(t)]〉 =

∫
dφF [φ]

∂P

∂t
. (2.31)

The �rst term on the right-hand side is easy to deal with:〈
δF
δφξ

f

〉
=

∫
dφ

∂F
∂φ

fP = −
∫
dφF ∂

∂φ
(fP ) . (2.32)

To address the last term we use

0 =

∫
Dξ δ

δξ

(
δF
∂φξ
A e−

1
2

∫
dt ξ(t)2

)
⇒〈

δF
δφξ
A ξ
〉

=

∫
Dξ ∂

∂φξ

(
δF
∂φξ
A
)
δφξ
δξ

e−
1
2

∫
dt ξ(t)2 ⇒〈

δF
δφξ
A ξ
〉

=

〈
∂

∂φξ

(
δF
∂φξ
A
)
δφξ
δξ

〉
,

(2.33)

where the �rst line is the statement of the functional total derivative lemma, the second

is the action of the di�erential operator on the argument, and in the last we used (2.29).

In (2.33) we encountered the term δφξ(t)

δξ(t)
, which still needs to be determined. The

solution to the Langevin equation can be formally written as

φξ(t) = φξ(t0) +

∞∫
t0

Θ(t− τ)
[
f (φξ(τ)) + ~1/2A [φ(τ)] ξ(τ)

]
dτ, (2.34)

from which we obtain that the variation to the stochastic �eld value at time t resulting

from the variation of the noise at a time t′, with δt = t− t′ > 0, is

δφξ(t)

δξ(t′)

{
1− δtΘ(t− t′)

[
f ′(t) + ξ(t)~1/2A′[φ(t)

]}
= ~1/2A[φ(t)]Θ(t− t′). (2.35)
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In the coincident limit δt→ 0, (2.35) reduces to

δφξ(t)

δξ(t)
= ~1/2A [φ(t)] Θ(0). (2.36)

Substituting this relation in the last line of (2.33), integrating by parts twice, and utilising

(2.29) we obtain 〈
δF
δφξ
A ξ
〉

=

∫
dφF ∂

∂φ

[
A ∂

∂φ

(
~1/2A [φ(t)] Θ(0)P

)]
. (2.37)

Putting everything together and noting that F is arbitrary we arrive at

∂P (φ, t)

∂t
=

∂

∂φ

[
V ′

3H
+ Θ(0) ~A ∂

∂φ
A
]
P (φ, t) . (2.38)

It is evident that Eqs.(2.28) and (2.38) are identical, but only when the Stratonovich

convention Θ(0) = 1/2 is assumed, which was to be expected as normal rules of calculus

were used to produce this Fokker-Planck equation.

The equilibrium solution reads

Peq(φ) = N e
−2
∫ V ′

3H ~A2 +
1−Θ(0)

2

(A2)
′

A2

dφ

= N A−1 e−2
∫
dφ V ′

3H ~A2 ,

(2.39)

where N is a normalization constant and in the second line we have used the Stratonovich

convention Θ(0) = 1/2 .

2.3.3 From Fokker-Planck to Schrödinger

In this section, we transform the Fokker-Planck equation obtained above (2.28) to a

Schrödinger-like equation (for a detailed derivation the interested reader is directed to

Appendix A). To do so, we rede�ne the probability as:

P (φ, t) ≡ f(φ) P̃ (φ, t), (2.40)

where the proportionality function f(φ) is given by

f(φ) = N ′ e
−
∫ V ′

3H ~A2 +
2−Θ(0)

2

(A2)
′

A2

dφ

=MA−1P
1
2
eq,

(2.41)

withM being an irrelevant constant (since we only care about ratios of the function f to

itself and its derivatives).

Applying the rede�nition (2.40) in (2.28), leads to aWick-rotated (t→ −it) Schrödinger-
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like equation:
˙̃P (φ, t) = Ĥ P̃ (φ, t), (2.42)

with Hamiltonian

Ĥ ≡ U(φ) +
1

2
~A2∂2

φ, (2.43)

which can be associated with the Euclidean action

− SEuclSchr = −
∫
dt

[
φ̇2

2 ~A2
− U(φ)

]
. (2.44)

For the simple case of additive noise, where H is constant and all derivatives of H(φ)

and A vanish, the resulting potential has the form:

− U(φ) = −1

2

V ′′

3H
+

1

2

(
V ′

3H

)2
1

~A2
. (2.45)

As it is shown in Appendix A, the general case H = H(φ) is a lot more complicated.

2.4 The Stochastic Path Integral Formulation

In the previous section, we established the correspondence between the Fokker-Planck

and Schrödinger equations, obtained the path integral formulation associated with the

latter and showed in Appendix A, after expanding the full potential (A.6) for the case of

multiplicative noise, that the resulting expression for the action is extremely involved.

Instead of using the Euclidean action (A.8), we follow here a di�erent approach, which

revolves around the introduction of an auxiliary scalar �eld ψ. This permits us to utilise

the familiar machinery of the path integral formulation of quantum mechanics [65] to

obtain solutions for the evolution of the probability distribution function P̃ (φ, t) associated

with the scalar �eld and described by the original Langevin equation (2.19), with the

inclusion of multiplicative noise.

In order to compute the expectation values of functions, O[φ(ti)], of the scalar �eld

variable φ(ti) at times ti, on solutions φξ of the stochastic equation (2.19) we can use the

functional generalisation of the identity

δ(x− x0) = δ(f(x))‖f ′(x)|x0‖, (2.46)

where x0 is the solution to f(x) = 0, and write

〈O[φ(ti)]〉 =

∫
DξDφ O[φ(ti)] δ[φ− φξ] e−

1
2

∫
dt ξ(t)2

=

∫
DξDφ O[φ(ti)] δ

[
φ̇+

V ′

3H
− ~1/2A[φ(t)] ξ(t)

]
J [φ] e−

1
2

∫
dt ξ(t)2

.

(2.47)
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The resulting Jacobian determinant is

J [φ] = Det

[
δ

δφ

(
φ̇+

V ′

3H
− ~1/2A ξ

)]
φ=φξ

= Det

[(
d

dt
δ(t− t′) +

(
V ′

3H

)′
− ~1/2A′ ξ

)]
φ=φξ

,

(2.48)

with A′ ≡ ∂A/∂φ. An interesting point that should be noted here is that in (2.48) the

derivative is taken with respect to the scalar �eld variable φ and is then evaluated for

the particular �eld con�guration φ = φξ. Then, the delta functional ensures that the

scalar �eld variable is set to the particular solution of the Langevin equation, for all such

solutions, hence the subscript is redundant and henceforth omitted.

The delta functional can be expressed via a functional Fourier integral as

δ

[
φ̇+

V ′

3H
− ~1/2A[φ(t)] ξ(t)

]
=

∫
Dψ e i

∫
dt ψ

(
φ̇+ V ′

3H
−~1/2A[φ(t)] ξ(t)

)
. (2.49)

A convenient way to express the determinant J [φ] is via the use of anti-commuting �elds

c̄ and c, as

J [φ] =

∫
DcDc̄ e

∫
dt c̄

(
d
dt

+
(
V ′
3H

)′
−~1/2A′ ξ

)
c
. (2.50)

We can then perform the Gaussian integral over ξ, which leaves us with

〈O[φ(ti)]〉 =

∫
DψDφDcDc̄ O[φ(ti)] e

−S, (2.51)

with the action given by

S =

∫
dt

[
1

2
~A2ψ2 − iψ

(
dφ

dt
+
V ′

3H

)
+ c̄

(
d

dt
+

(
V ′

3H

)′
− iψ~AA′

)
c

]
, (2.52)

and where we have used the anti-commutativity of c̄ and c to remove one of the resulting

terms containing c̄cc̄c = 0. Furthermore, assuming the slow roll relation (2.23), the

stochastic action becomes

S =

∫
dt

1

2
~A2ψ2 − iψ

dφ
dt

+

(√
V
)′

(6πG)1/2

+ c̄

 d

dt
+

(√
V
)′′

(6πG)1/2
− iψ~AA′

c
 .
(2.53)

Adding source currents

S → S − iJψ − Jqφ− J̄cc− c̄Jc̄, (2.54)

where J̄c and Jc̄ are Grassmann valued, one obtains a generating functional Z[J, Jq, J̄c, Jc̄],

which, when appropriately di�erentiated, provides the expectation values for the �elds.

We remark on the importance (which will be manifest in section 2.5.1) of the fact that,
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from (2.47) for O[φ]→ 1,

Z[J, 0, 0, 0] = 1. (2.55)

In the following sections, we will take the potential to have the form

V (φ) = V0 + V(φ) = V0 +
1

2

m2

~2
φ2 + Vint, (2.56)

such that, utilising (1.29), one obtains

H2 = H2
0 +

8πG

6

m2

~2
φ2 +

8πG

3
Vint. (2.57)

When we discuss Feynman rules we will choose, for concreteness, a quartic interaction

potential

Vint =
1

4!

λ

~
φ4. (2.58)

The slow-roll condition (1.27), along with observational constraints for the �eld per-

turbations, place bounds to the permissible values of the scalar �eld mass and the self-

interaction coupling [51],

m2

~2
.
H2

0

20

λ

~
. 10−12, (2.59)

motivating a hierarchy for the terms in the potential

V0 �
m2

~2
φ2 � λ

~
φ4. (2.60)

Hence, the conditions of the �eld being "light", V
′′
< H2, and subdominant compared to

the background, V(φ) < V0, are met. The implications of these bounds to the temporal

range of applicability of our approach will be explored at the end of the following section.
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2.5 Feynman Rules from the Path Integral

In this section, we derive Feynman rules directly from the path integral with action

(2.53), including a weak backreaction on the expansion rate H = H(φ) corresponding

to multiplicative noise in the Langevin equation. Starting from (2.53) and keeping the

leading order terms in the dimensionless quantity χ ≡ ~GH2
0/2π (which is H2

0/
(
2πM2

p

)
in units where ~ = 1), the action in the exponent in the path integral (2.51) becomes

S =
1

2

∫
dω

2π

{(
φ̃(−ω) , ψ̃(−ω)

)( 0 −ω − i /m
+ω − i /m ~H3

0

4π2

)(
φ̃(ω)

ψ̃(ω)

)

+ ˜̄c(−ω) (iω + /m) c̃(ω)

}
+ Sint,

(2.61)

where we integrated by parts to make the kinetic term symmetric, went to Fourier space

φ(t) =

+∞∫
−∞

dω

2π
φ̃(ω) eiωt, (2.62)

and de�ned /m = m2

3~2H0
, which has dimensions of inverse time. Sint contains the interactions

Sint =

∫
dt

{
− i
[

λ

18~ H0

]
ψφ3 −

[
λ

6~ H0

]
c̄ φ2c

+

[
χ

m2

2~2H0

]
φ2ψ2 +

[
χ

λ

4!~H0

]
φ4ψ2+

−
[
i χ

m2

~2H0

]
c̄ψφc−

[
i χ

λ

3!~H0

]
c̄ ψφ3c+ . . .

}
.

(2.63)

The �rst line in (2.63) contains terms arising, in de Sitter, due to self interaction of φ

while the second and third lines are the leading order gravitational terms, due to the

�eld's backreaction on the spacetime geometry, with the ellipsis denoting terms of O(χ2)

or suppressed by further factors of m2

H2
0
and λ.

We de�ne /δ (Σωi) ≡ 2π δ (Σωi) and remark that the quadratic term of (2.61) involves

the matrix

Aω′ω =

(
0 ω′ − i /m

−ω′ − i /m ~H3
0

4π2

)
/δ(ω′ + ω) (2.64)

whose inverse, de�ned through∫
dω

2π
Aω′ω ·A−1

ωω′′ = 1× δ(ω′ − ω′′), (2.65)
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leads to the two point functions of the free scalar �elds(
〈φ(ω′)φ(ω)〉 〈φ(ω′)ψ(ω)〉
〈ψ(ω′)φ(ω)〉 〈ψ(ω′)ψ(ω)〉

)
=

( ~H3
0

4π2( /m2+ω2)
i

/m+iω′

i
/m+iω

0

)
δ(ω′ + ω)

≡

(
F (ω) G(ω′)

G(ω) 0

)
δ(ω′ + ω).

(2.66)

Similarly, for the ghosts, we obtain

〈˜̄c(ω′)c̃(ω)〉 =
1

/m+ iω
δ(ω′ + ω). (2.67)

F (ω) is the Fourier transform of the free �eld two-point function

〈φ(t)φ(t′)〉 =

∫
dω

2π
F (ω) eiω(t−t′) =

~H3
0

8π2 /m
e− /m|t−t

′|, (2.68)

whereas the φ− ψ correlator corresponds to the retarded Green function

〈φ(t)ψ(t′)〉 =

∫
dω

2π
G(ω) eiω(t−t′) = Θ(t− t′)e− /m(t−t′). (2.69)

Obviously, setting ω → −ω, or exchanging t ↔ t′, gives the advanced Green function.

Note that the ψ �eld always sits at an earlier time than φ in the correlators, imbuing

them with a directionality, unlike the F (t, t′) correlator which is symmetric in t and t′.

The ghost correlator also has a natural directionality and is simply related to the retarded

propagator G(ω) = −iG(ω). As we will see, it serves to maintain the normalization of

the generating functional (2.55). Finally, note that from (2.69), Θ(0) = 1
2
and hence our

formalism implicitly imposes the Stratonovich convention for the stochastic process.

With the propagators described above and the interactions presented in (2.63), one

is led to a diagrammatic expansion for arbitrary temporal correlators 〈φ(t1) . . . φ(tn)〉
dictated by the following Feynman rules:

• Diagrams are constructed using the propagators below

F (ω)
H3

0~
4π2( /m2+ω2)

G(ω) i
( /m+iω)

G(ω) 1
( /m+iω)

Table 2.1: Feynman rules for the free-�eld two point function F (ω), the retarded propagator

G(ω), and the ghost propagator G(ω).

Each line is associated with a frequency ω running along it. The directionality

associated with G is indicated by the wiggly-straight line with the two ends corre-

sponding to the ψ and φ �elds respectively. If ω runs from the wiggly to the straight
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end, it is counted as positive, whereas it is counted as −ω if it runs from the straight

to the wiggly end. Alternatively, in con�guration space the wiggly end corresponds

to the earlier time. In ghost lines, the arrow, �owing from c to c̄, also indicates the

time direction and the sense in which a frequency associated to the line is counted

as positive.

• These propagators are joined together with vertices. In the case of a spectator

scalar subjected to a potential V (φ) = (λ/4! ~) φ4, in de Sitter, the vertices are

given in Table 2.2.

i λ
3~H0

λ
3~H0

Table 2.2: Feynman rules for the vertices of a spectator �eld in de Sitter with quartic self-

interaction and the ghost resulting from the Jacobian determinant.

Note that for a φn interaction there would be n− 1 straight legs in the left diagram

and n − 2 straight legs in the ghost diagram with the appropriate vertex factor.

There are also additional �gravitational vertices� stemming from the φ-dependence

of the noise amplitude (multiplicative noise) in (2.53), shown in Table 2.3:

−2χm2

~2 H0
i χm

2

~2 H0
−2χλ

~H0
i χλ~H0

Table 2.3: Feynman rules for the vertices induced by multiplicative noise.

• Frequency conservation applies at each vertex.

• Running inside each closed loop is a frequency σ which is integrated over with∫
dσ
2π
.

• All external points at times ti come with a straight leg

which attaches to a vertex on either a straight or a wiggly leg, creating the associated

F or G propagator.

• Each external line connecting to ti carries a frequency ωi. It is counted as +ωi

if it exits the diagram and −ωi if it enters the diagram. The overall direction of

frequency �ow is conventional. In addition to their F or G factors, external lines

also carry an e±iωiti factor.
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• Total frequency is conserved across the whole diagram and external frequencies

are integrated over with
∫

dω
2π
.

• Diagrams should be divided by their symmetry factor.

We now apply these rules to perform a few illustrative computations of correlation

functions by constructing the corresponding diagrams. We will focus here on the spectator

�eld case and will utilise the extra vertices to compute some of their contributions in

section 2.7.

2.5.1 Partition Function

In the absence of external currents Jψ, J̄c and Jc̄, the generating functional is unity

by construction, see (2.55). Therefore, all vacuum bubbles must vanish. Indeed, this is

achieved by cancellations from the ghost loops. The partition function is expanded as:

Z = 1 + + + +

1
2

+

1
2

+

1
4

+ . . . (2.70)

One should note that the bubble stemming from the φ3ψ interaction (�rst bubble above),

cancels the one from the c̄φ2c (second bubble above). The other four order λ bubbles

shown stem from multiplicative noise, when H = H(φ), and also cancel due to ghost

loops: the c̄φψc bubble cancels the one from φ2ψ2 (third and fourth bubble above) and

the ψ2φ4 bubble cancelling the one from c̄ψφ3c (�fth and sixth bubble above). The sym-

metry factors for φ2ψ2, ψ2φ4 and c̄ψφ3c are 1
2
, 1

2
and 1

4
, respectively. This diagrammatic

cancellation persists to all orders and is a consequence of the inclusion of the determinant

J [φ], expressed in terms of ghost �elds, which ensures the correct normalization of the

delta functional. More precisely, the cancellations are due to the fact that G(ω) = −iG(ω),

the symmetry factors of the diagrams and the corresponding factors of i in the vertices.

2.5.2 Two-Point Function

The tree-level contribution to the 2-point function 〈φ(t1)φ(t2)〉,

t1 t2

is simply an F-type propagator. Applying the rules and choosing the frequency to run

from right to left and de�ning σ ≡ ω
/m
, we get:
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〈φ(t1)φ(t2)〉(0) = F (t1, t2) =

[
~A2

/m

] ∫
dσ

2π

ei /mσ(t1−t2)

(1 + σ2)
=

~H3
0

8 π2 /m
e− /m|t1−t2|, (2.71)

a well known result [52].

To �rst order in λ, the contributing Feynmann diagrams are:

The Left Seagull

t2t1
A = −1

2

λH5
0 ~

24 4π4 /m

∫
dω

2π

eiω(t1−t2)

( /m+ iω)
(
/m2 + ω2

) , (2.72)

where the frequency was taken to run from right to left and the symmetry factor is 1
2
.

The Right Seagull

t1 t2
B = −1

2

λH5
0 ~

24 4π4 /m

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)
( /m− iω)

, (2.73)

where the assumptions made above, have been applied. Together they give

A+B = −λH
5
0

24π4

~
4

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)2 , (2.74)

which is symmetric in t1 ↔ t2.

Two more diagrams can be formed at order λ with the existing vertices, one including

a closed G propagator line

t1 t2

C =
−λH5

0

24 π4

~
2

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)2 Θ(0) (2.75)

and the ghost-loop diagram

t1 t2

G =
λH5

0

24 π4

~
2

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)2 Θ(0), (2.76)

where Θ(0) = 1
2
with the ghost loop acting to precisely cancel the retarded propagator

loop, as expected.2

2This is true for any assignment of a value for Θ(0), not only for Θ(0) = 1/2, as our formalism
implies here, re�ecting the fact that for additive noise, H = H0, results are independent of the stochastic
discretization prescription: Stratonovich, Ito or otherwise.
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Then, the �rst order in λ contribution to the two point function is given by:

〈φ(t1)φ(t2)〉(1) =
~A2

/m

[
− λ

3~H0

] [
~A2

2 /m2

] ∫
dσ

2π

ei /mσ(t1−t2)

(1 + σ2)2

=
~A2

/m

[
− λ

3~H0

] [
~A2

2 /m2

]
1

4
(1 + /m|∆t|) e− /m|∆t|,

(2.77)

where ∆t = t1 − t2.

NNLO de Sitter contributions

To second order in λ, there are 3 distinct topologies of connected Feynman diagrams:

Sunsets, Seagulls and Cacti.

The Symmetric Sunset

Taking frequency ω to run through the diagram from right to left and noting that the

diagram's symmetry factor is 1
6
, we have

t2t1

SS =
1

6

(
i

λ

3H0 ~

)2 ∫
dω

2π

eiω(t1−t2) i2

( /m− iω) ( /m+ iω)
ISS(ω)

=
λ2H7

0 ~
9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2)( /m2 + ω2)(
/m2 + ω2

)2 [
(3 /m)2 + ω2

] , (2.78)

where the ISS(ω) factor involves integrations from the two loops.

ISS(ω) =

(
H3

0~
4π2

)3 ∫
dσ

2π

dρ

2π

1(
/m2 + σ2

) (
/m2 + ρ2

) (
/m2 + (σ + ρ+ ω)2) , (2.79)

with σ running clockwise in the upper loop and ρ running anti-clockwise in the lower.

The Left Sunset

With frequency running, again, from right to left and including the symmetry factor 1
2
,

we have

t2t1

LS =
1

2

(
i
λ

3H0~

)2(
H3

0~
4π2

)∫
dω

2π

eiω(t1−t2) i ILS(ω)(
/m2 + ω2

)
( /m+ iω)

=
λ2H7

0 ~
9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2) ( /m− iω)(3 /m− iω)(
/m2 + ω2

)2 [
(3 /m)2 + ω2

] ,

(2.80)
where the loop integral, now, is given by

ILS(ω) =

(
H3

0~
4π2

)2 ∫
dρ

2π

dσ

2π

i(
/m2 + σ2

) (
/m2 + ρ2

)
( /m+ i (σ + ρ+ ω))

, (2.81)

with σ and ρ running in the loops as above.
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The Right Sunset

t2t1

RS =
1

2

(
i
λ

3H0~

)2(
H3

0~
4π2

)∫
dω

2π

eiω(t1−t2) i IRS(ω)(
/m2 + ω2

)
( /m− iω)

=
λ2H7

0~
9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2) ( /m+ iω)(3 /m+ iω)(
/m2 + ω2

)2 [
(3 /m)2 + ω2

]
(2.82)

where, as above,

IRS(ω) =

(
H3

0~
4π2

)2 ∫
dρ

2π

dσ

2π

i(
/m2 + σ2

) (
/m2 + ρ2

)
( /m− i (σ + ρ+ ω))

. (2.83)

We note the minus signs in the frequencies that enter the propagators, resulting from

their �ow from the straight to the wiggly ends of the lines.

The Symmetric Double Seagulls

t2t1

SDS =
1

4

(
i
λ

3H0~

)2(
1

2 /m

H3
0~

4π2

)2 ∫
dω

2π

eiω(t1−t2) H3
0~

4π2 i
2(

/m2 + ω2
)2

=
1

4

2λ2H7
0 ~

9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)2

(2.84)

The Left Double Seagulls

t2t1

LDS =
1

4

(
i
λ

3H~

)2(
1

2 /m

H3
0~

4π2

)2 ∫
dω

2π

eiω(t1−t2) H3
0~

4π2 i
2

( /m+ iω)2 (
/m2 + ω2

)
=

1

4

2λ2H7
0 ~

9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)
( /m+ iω)2

(2.85)

The Right Double Seagulls

t2t1

RDS =
1

4

(
i
λ

3H~

)2(
1

2 /m

H3
0~

4π2

)2 ∫
dω

2π

eiω(t1−t2) H3
0~

4π2 i
2

( /m− iω)2 (
/m2 + ω2

)
=

1

4

2λ2H7
0 ~

9 /m2 (8π2)3

∫
dω

2π

eiω(t1−t2)(
/m2 + ω2

)
( /m− iω)2

(2.86)
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The Left Cactus

t1 t2

LC =
1

2

(
i
λ

3H0~

)2

ILC
∫
dω

2π

eiω(t1−t2) i
H3

0~
4π2

( /m+ iω)
(
/m2 + ω2

)
=

1

2

λ2H7
0 ~

9 /m3 (8π2)3

∫
dω

2π

eiω(t1−t2) ( /m− iω)(
/m2 + ω2

)2

(2.87)

where,

ILC =
1

2 /m

H3
0~

4π2

∫
dσ

2π

i
H3

0~
4π2

( /m+ iσ)
(
/m2 + σ2

) , (2.88)

is the ω-independent factor stemming from the loop integrations.

The Right Cactus

t1 t2

RC =
1

2

(
i
λ

3H0~

)2

IRC
∫
dω

2π

eiω(t1−t2) H3
0~

4π2 i(
/m2 + ω2

)
( /m− iω)

=
1

2

λ2H7
0 ~

9 /m3 (8π2)3

∫
dω

2π

eiω(t1−t2) ( /m+ iω)(
/m2 + ω2

)2

(2.89)

with IRC = ILC. This concludes the topologically di�erent connected 2-point diagrams,

to second order in λ.

Cacti involving a closed G loop at their top are cancelled by the corresponding closed

ghost loops. Hence, adding up the O(λ2) contributions to the two-point function

〈φ(t)φ(t′)〉(2) =
~A2

2 /m

[
− λ

3~H0

]2 [A2~
2 /m2

]2 ∫
dσ

2π

ei /mσ(t1−t2)

(1 + σ2)2

1

2

[
−1 +

4

1 + σ2
+

32

9 + σ2

]
=
~A2

2 /m
Q2 1

24

[(
3 /m2|∆t|2 + 18 /m|∆t|+ 15

)
e− /m|∆t| + e−3 /m|∆t|] , (2.90)

where Q =
[
− λ

3~H0

]
·
[
~A2

2 /m2

]
is the expansion parameter.

It is clear from these results that, for temporal correlators, the relevant expansion

parameter is |Q| ≡ λ A2

6 /m2 H0
, as noted in [48, 55, 66], and is a reasonable expansion parameter

so long that |Q| � 1 or m2

~2 �
√
λH2. This condition is well within the bounds placed

by the slow-roll approximation, m2/~2 � H2, see (2.59). The aforementioned results

(2.71), (2.77) and (2.90) agree with, at the coincident limit |∆t| → 0, and generalise the

results of [48]. It is easy to see that, for large temporal separation, the dominant term

at each order in the perturbative expansion depends on the combination Q /m∆t. This

indicates a breakdown of this approximation for |∆t| > 1
Q/m

. Nevertheless, this restriction

is irrelevant in this context, since �elds separated by a physical time interval |∆t| > 1
/m

become -essentially- uncorrelated, due to the exponential e− /m|∆t| [48].
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Resumming the two-point correlation function, up to second order in the expansion

parameter, leads to an intriguing comparison between our approach and the spectral ex-

pansion method [55], in the limit |Q| � 1. We start by de�ning Z ≡ ~A2

2 /m
and rearranging

the sum of (2.71), (2.77) and (2.90):

〈φ(t)φ(t′)〉sum =Z e− /m|∆t|

[
1 +

Q/m|∆t|
2

+
1

2

(
Q/m|∆t|

2

)2

+ . . .

]

+ Z e− /m|∆t|
Q

2

[
1 +

5

2

(
Q2

2

)
+ . . .

]
+ Z e− /m|∆t|

(
Q

2

)2

3 /m|∆t|+
1

6
Z

(
Q

2

)2

e−3 /m|∆t|

(2.91)

with dots indicating higher order terms expected to appear when higher order in λ cor-

rections to the two-point function are summed. Focusing on the �rst line of (2.91), we

readily recognise the �rst terms of the exponential e
−|Q| /m|∆t|

2 . The coe�cient |Q| /m/2 is

the �rst order in Q correction to the lowest non-trivial eigenfunction of the spectral ex-

pansion method [55]. The last term manifests the dependence of the expansion on the

third eigenvalue (to zeroth-order), verifying through an independent computation that,

as expected, only the odd eigenvalues contribute to the two-point function due to the

φ→ −φ symmetry of our potential.

Lastly, the prefactor Z introduced above is in exact agreement with the one obtained

through the spectral expansion method, solidifying our con�dence in the approach adopted

in this work.

It is worth noting that, by utilising de Sitter invariance, the temporal correlator can

provide the spatial 2-point function 〈φ(r1)φ(r2)〉, a quantity of more direct observational

interest, by replacing [48, 52, 55, 67]

/m|∆t| → 2
/m

H
ln (aH|r1 − r2|) (2.92)

in the expressions (2.77) and (2.90), where t is some arbitrary time of interest. This applies

when equilibrium has been reached, an assumption implicit in all presented computations.
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2.5.3 Four-Point Function

The Feynman rules can easily be applied to compute any higher point function at

arbitrary times. For illustration we compute here the tree-level and one-loop connected

4-point functions, the latter of which are given by �candy� diagrams. The existence of F

and G lines introduces di�erent topologies that contribute to the �nal result.

Tree-Level Contribution to the Four-point Function

Utilising the Feynman rules of Tables 2.1 and 2.2, and assigning incoming frequencies ω1

and ω3 to the F and G lines attached to t1 and t3, respectively, and outgoing frequencies

ω2 and ω4 to the F lines connected to t2 and t4 one obtains for the O(λ1) four-point

function:

t1

t3

t2

t4

P3 =
i λ

3~H0

∫
dω1dω2dω3dω4

(2π)4

e−iω1t1+iω2t2−iω3t3+iω4t4

(
H3

0~
4π2

)3

i(
/m2 + ω2

1

) (
/m2 + ω2

2

)
( /m− iω3)( /m2 + ω2

4)

· /δ(ω1 + ω3 − ω2 − ω4)

= − λ

3~H0

(
~H3

0

4π2

)3 ∫ ∏
i dωi

(2π)4

e−iω1t1+iω2t2−iω3t3+iω4t4 ( /m+ iω3)∏
i

(
/m2 + ω2

i

)
· /δ(ω1 + ω3 − ω2 − ω4).

(2.93)

The total tree-level contribution to the four-point function can be obtained trivially by

shifting the position of the retarded propagator to the other three options, and summing.

The terms linear to ω in the numerator vanish due to the δ-function. Hence, one obtains:

Ptotal = − 4λ /m

3~H0

(
H3

0~
4π2

)−1 ∫ ∏
i dωi

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ(Σωi)

= 8

[
~A2

/m

]2 [
− λ

3~H0

] [
~A2

2 /m2

] ∫ ∏
i dσi

(2π)4

∏
i

1

1 + σ2
i

· /δ(Σσi) ei( /mΣσi ti)

= 8 [2Z]2 [Q]

∫ ∏
i dσi

(2π)4

∏
i

1

1 + σ2
i

· /δ(Σσi) ei( /mΣσi ti),

(2.94)

with Z de�ned above (2.91) and Q, the expansion parameter, de�ned underneath (2.90)

One Loop F - Candies

For the �rst set of diagrams we choose to connect t1 to t3 without having to go through

the loop. There are four such diagrams, di�ering in the distribution of external F and G

lines, shown below. For each diagram the symmetry factor is 1/2 due to the internal F

propagators.

36



Chapter 2. Feynman Rules for Stochastic In�ationary Correlators

t1

t3

t2

t4

t1

t3

t2

t4

t1

t3

t2

t4

t1

t3

t2

t4

Table 2.4: The Feynman diagrams contributing to the one-loop four-point function including

F-propagator loops.

Focusing on the upper left diagram, we assign incoming frequencies ω1 and ω3 to the F

and G lines attached to t1 and t3, respectively, and outgoing frequencies ω2 and ω4 to the

F and G lines connected to t2 and t4, while we assign frequency σ to run counter-clockwise

in the loop. Applying the rules we have for this �candy� diagram

FC1 =
1

2

(
iλ

3~H0

)2 ∫
dω1dω2dω3dω4

(2π)4

e−iω1t1+iω2t2−iω3t3+iω4t4

(
H3

0~
4π2

)2

i2(
/m2 + ω2

1

) (
/m2 + ω2

2

)
( /m− iω3)( /m+ iω4)

· IFC1(ω1, ω3) /δ(ω2 + ω4 − ω1 − ω3)

=
1

2

(
iλ

3~H0

)2 ∫
dω1dω2dω3dω4

(2π)4

e−iω1t1+iω2t2−iω3t3+iω4t4

(
H3

0~
4π2

)2

i2( /m+ iω3)( /m− iω4)(
/m2 + ω2

1

) (
/m2 + ω2

2

)
( /m2 + ω2

3)( /m2 + ω2
4)

· IFC1(ω1, ω3) /δ(ω2 + ω4 − ω1 − ω3),

(2.95)

where the loop integral is

IFC1(ω1, ω3) =

(
H3

0~
4π2

)2 ∫
dσ

2π

1(
/m2 + σ2

) (
/m2 + (ω1 + ω3 + σ)2)

=

(
H3

0~
4π2

)2
1

/m

1

4 /m2 + (ω1 + ω3)2 .

(2.96)

The other three diagrams are obtained by shifting the placement of the G lines. It is easy

to see that the top right diagram (FC2) is obtained by replacing ( /m + iω3)( /m − iω4) →
( /m+ iω1) ( /m− iω2) in the numerator of (2.95), the bottom left (FC3) by ( /m+ iω3) →
( /m+ iω1) and the bottom right (FC4) by ( /m− iω4) → ( /m− iω2). Remarkably, adding

up all the diagrams results in cancellations, leading to
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∑
i

FCi(t1, t2, t3, t4) =
1

2 /m

(
λ

3~H0

)2 ∫ ∏
i dωi

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ(Σωi), (2.97)

where we rede�ned the signs of all the frequencies, which is possible since F (ω) is even.

The other two possibilities, connecting t1 to t2 or t1 to t4 without going through the

loop, give an identical result and therefore the sum of all F-Candy diagrams contributes

FC(t1, t2, t3, t4) =
3

2 /m

(
λ

3~H0

)2 ∫ ∏
i dωi

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ(Σωi). (2.98)

One Loop G-Candies

The other set of contributing one-loop diagrams consists of G-candies, in which one of

the internal loop propagators is of G-type. We choose the external times to be connected

as seen below,

t1 t2

t3 t4

t1 t2

t3 t4

t1 t2

t3 t4

t1 t2

t3 t4

Table 2.5: The Feynman diagrams contributing to the one-loop four-point function including

G-propagator loops.

and compute the top left diagram of this group. Assigning incoming frequencies ω1 and

ω3 (to t1 and t3 respectively), outgoing ω2 and ω4 (to t2 and t4), frequency σ running

counter-clockwise in the loop, and noting that the symmetry factor is, now, unity (no

possible exchange of F -lines in the loop), we have

GC1 =
1

2 /m

[
λ

3~H0

]2 ∫
dω1 dω2 dω3 dω4

(2π)4
e−iω1t1+iω2t2−iω3t3+iω4t4 /m+ iω1

( /2m)− i(ω1 − ω2)

· F (ω1)F (ω2)F (ω3)F (ω4)/δ(−ω1 + ω2 − ω3 + ω4),

(2.99)
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where we directly included the loop integral

IGC1
=

∫
dσ

2π

i

( /m− i (σ + ω1 − ω2))

H3
0~

4π2

/m2 + σ2
. (2.100)

The other 3 diagrams are obtained by performing the appropriate permutations, as above,

leading to a total of

∑
i

G =
1

2 /m

[
λ

3~H0

]2 ∫ ∏
i dωi

(2π)4
ei(−ω1 t1+ω2 t2−ω3 t3+ω4 t4)

∏
i

F (ωi)/δ(−ω1 + ω2 − ω3 + ω4)

·
[

/m+ iω1

( /2m) + i(ω1 − ω2)
+

/m− iω2

( /2m) + i(ω1 − ω2)
+

/m+ iω3

( /2m)− i(ω1 − ω2)
+

/m− iω4

( /2m)− i(ω1 − ω2)

]
=

1

/m

[
λ

3~H0

]2 ∫ ∏
i dωi

(2π)4
ei(Σωi ti)

∏
i

F (ωi)/δ(Σωi),

(2.101)

where in the last equation, the relevant transformations (ωi → −ωi, i = 1, 2) have been

performed. As in the case of F -candies, the other two possibilities, i.e. connecting t1 to

t2 or t1 to t4 without going through the loop, give an identical result and therefore all

G-Candy diagrams contribute

GC(t1, t2, t3, t4) =
3

/m

(
λ

3~H0

)2 ∫ ∏
i dωi

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ(Σωi). (2.102)

Finally, adding the sums of F - and G-candies results in:

Z(t1, t2, t3, t4) =
9

2 /m

(
λ

3~H0

)2 ∫ ∏
i dωi

(2π)4
· /δ(Σωi) ei(Σωi ti)

∏
i

F (ωi)

= 18

[
~A2

/m

]2 [
− λ

3~H0

]2 [A2~
2 /m2

]2 ∫ ∏
i dσi

(2π)4

∏
i

1

1 + σ2
i

· /δ(Σσi) ei( /mΣσi ti).

(2.103)

From the expressions (2.71),(2.77) (2.90),(2.94) and (2.103), we can infer the general form

of the contribution to the N-point function, up to the m-th order in λ, formulated as a

conjectured diagram (C.D.):

C.D.(t1, t2, . . . ) = N
[
~A2

/m

]N
2

Qm

∫ ∏
i dσi

(2π)N

∏
i

f(σ) · /δ(Σσi) ei( /mΣσi ti), (2.104)

where N is a constant resulting from the loop integrals and f(σ) is a function of the

dimensional parameter σ ≡ ω
/m
which depends on the diagram topology. Ultimately, the

expansion parameter is |Q| ≡ λ A2

6 /m2H0
, consistent with our 2-point function observations.
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2.6 Stochastic Diagrams from the Langevin Equation in Pure de Sitter

In this section, we compute the 2-point and 4-point functions to order λ2 directly from

the Langevin equation for the potential (2.56). We demonstrate how this perturbative

solution can be represented graphically as `tree' diagrams and manifestly show that they

are identical to those obtained in section 2.5. Nevertheless, this graphical representation

requires a non-insigni�cant amount of labour, compared to the direct application of the

Feynman rules stated previously. Therefore, this section not only validates the previous

computations, but also demonstrates the e�ciency of using the Feynman rules stated in

section 2.5 compared to working with the direct solution of the Langevin equation.

We start by rewriting (2.19), as

φ̇+ /mφ+
λ

6 · 3~H0

φ3 = ~1/2A ξ(t), (2.105)

where, for simplicity, we ignore in this section any dependence of A on φ. Expanding the

solution φ(t) = φ(0) + φ(1) + φ(2) + . . . to di�erent orders in λ and, accordingly, splitting

the Langevin equation (2.105) into di�erent orders results in:

φ̇(0) + /mφ(0) = ~1/2A ξ(t) (2.106)

φ̇(1) + /mφ(1) +
λ

6 · 3~H0

φ3
(0) = 0 (2.107)

φ̇(2) + /mφ(2) +
λ

6 · 3~H0

(
3φ2

(0)φ(1)

)
= 0 (2.108)

...

By de�ning the Fourier transform as in (2.62), we directly obtain in Fourier space and to

order O(λ0)

φ(0)(ω) =
1

/m+ iω
~1/2A ξ(ω) ≡ GR(ω)~1/2A ξ(ω). (2.109)

Fourier transforming the cubic term in (2.107),

φ3
(0)(t) =

∫
dω dω′ dω′′

(2π)3 φ(0)(ω)φ(0)(ω
′)φ(0)(ω

′′) ei(ω+ω′+ω′′)t, (2.110)

the �rst order equation reads, in Fourier space,

( /m+ iω)φ(1)(ω)

=− λ

6 · 3~H0

∫
dω1 dω2 dω3

(2π)3
/δ(ω1 + ω2 + ω3 − ω)φ0(ω1)φ0(ω2)φ0(ω3)

=−
λ
(
~ 1

2A
)3

6 · 3~H0

∫
dω1 dω2 dω3

(2π)3
/δ(ω1 + ω2 + ω3 − ω)

GR(ω1)ξ(ω1)GR(ω2)ξ(ω2)GR(ω3)ξ(ω3)

(2.111)
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and therefore the O(λ1) solution is straightforwardly obtained, as

φ(1)(ω) = −
λ
(
~1/2A

)3

6 · 3~H0

GR(ω)

∫
dω1 dω2 dω3

(2π)3
/δ(ω1 + ω2 + ω3 − ω)

· GR(ω1)ξ(ω1)GR(ω2)ξ(ω2)GR(ω3)ξ(ω3).

(2.112)

Likewise, the O(λ2) solution reads

φ(2)(ω) =
λ2
(
~1/2A

)5

12~2 · 9H2
0

GR(ω)

·
∫
dω1 dω2 dω3 dω

′
1 dω

′
2 dω

′
3

(2π)6
/δ(ω1 + ω2 + ω3 − ω′3) /δ(ω′1 + ω′2 + ω′3 − ω)

·GR(ω′1)ξ(ω′1) GR(ω′2)ξ(ω′2) GR(ω′3) GR(ω1)ξ(ω1) GR(ω2)ξ(ω2) GR(ω3)ξ(ω3).

(2.113)

These results can be represented in a graphical way as `tree' graphs, as in Table 2.6.

φ(0)(ω)

GR(ω)
φ(0)(ω)

φ(1)(ω)

GR(ω2)
φ(1)(ω)

GR(ω1)

GR(ω3)

φ(2)(ω)

φ(2)(ω)

GR(ω′3)

GR(ω′1)

GR(ω′2)

GR(ω1)

GR(ω2)

GR(ω3)

Table 2.6: Graphical representation of the solutions of the stochastic di�erential equations, up to

O(λ2). Crosses represent ξ sources while lines stand for retarded propagators GR, which evolve

the sources to build up the �eld or, equivalently, its Fourier transform at frequency ω. Note that
di�erent crosses can be thought of as injecting di�erent frequencies in the tree and each vertex

conserves the total frequency �owing in and out of it. Higher orders can be obtained similarly,

as increasingly complex "trees".
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2.6.1 Diagrammatic Computation of the Two-Point Function

Let us, now, look again at the two-point function 〈φ(ω)φ(ω′)〉 and expand it, as above,

up to 2nd order in λ.

〈φ(ω)φ(ω′)〉 =
〈(
φ(0)(ω) + φ(1)(ω) + φ(2)(ω) + . . .

) (
φ(0)(ω

′) + φ(1)(ω
′) + φ(2)(ω

′) + . . .
)〉

=
〈
φ(0)(ω)φ(0)(ω

′)
〉

+
〈
φ(0)(ω)φ(1)(ω

′)
〉

+
〈
φ(1)(ω)φ(0)(ω

′)
〉

+
〈
φ(0)(ω)φ(2)(ω

′)
〉

+
〈
φ(2)(ω)φ(0)(ω

′)
〉

+
〈
φ(1)(ω)φ(1)(ω

′)
〉

+ . . .

(2.114)

Substituting from (2.109), the 0th order, in λ, correlator is given as

〈
φ(0)(ω)φ(0)(ω

′)
〉

=
~H3

0

4π2

1

/m2 + ω2
/δ(ω + ω′), (2.115)

where the Fourier transform of ξ and (2.22) have been used to obtain

〈ξ(ω)ξ(ω′)〉 = /δ(ω + ω′). (2.116)

The operation of taking the expectation value on the product of noise terms can be

graphically represented as

φ(0)(−ω) φ(0)(ω)

i.e. to obtain correlators two crosses can be joined together producing an F -line with

frequency ω �owing across it.

O(λ) Contributions

For the O(λ1) contribution to the correlator, we have

〈
φ(0)(t)φ(1)(t

′)
〉

=

∫
dω dω′

(2π)2 e
i(ωt+ω′t′)

〈
φ(0)(ω)φ(1)(ω

′)
〉

=

(
~H3

0

4π2

)2 ∫
dω1 dω2 dω3 dω dω

′

(2π)5
ei(ωt+ω

′t′)

(
− λ

6~ · 3H0

GR(ω)GR(ω′)

)
·
{
〈ξ(ω)ξ(ω1)〉 〈ξ(ω2)ξ(ω3)〉

+ 〈ξ(ω)ξ(ω2)〉 〈ξ(ω1)ξ(ω3)〉

+ 〈ξ(ω)ξ(ω3)〉 〈ξ(ω1)ξ(ω2)〉
}

·GR(ω1)GR(ω2)GR(ω3) /δ(ω1 + ω2 + ω3 − ω′),
(2.117)
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where Wick's theorem was used to expand 〈ξ(ω)ξ(ω1)ξ(ω2)ξ(ω3)〉. This leads to

〈
φ(0)(t)φ(1)(t

′)
〉

= − λH5
0 ~

(8π2)2 3 /m

∫
dω

2π

1

/m2 + ω2

1

/m− i ω
eiω(t−t′), (2.118)

and the Fourier space correction to the two-point function is

∆(ω) = − λH5
0 ~

(8π2)2 3 /m

1

/m2 + ω2

1

/m− i ω
. (2.119)

In order to obtain the term,
〈
φ(0)(t

′), φ(1)(t)
〉
, one may observe that changing t ↔ t′

(or equivalently, ω ↔ ω′) in equation (2.117), results in the expression in question,

〈
φ(0)(t

′), φ(1)(t)
〉

= − λH5
0 ~

(8π2)2 3 /m

∫
dω

2π

1

/m2 + ω2

1

/m+ i ω
eiω(t−t′). (2.120)

Hence, in Fourier space,

∆′(ω) = − λH5
0 ~

(8π2)2 3 /m

1

/m2 + ω2

1

/m+ i ω
. (2.121)

Finally, adding (2.119) and (2.121) results in the O(λ) contribution to the two-point

function

F1(ω) = − 2λH5
0 ~

3 /m (8π2)2

1[
/m2 + ω2

]2 , (2.122)

which, as expected, is exactly equivalent to (2.77). This result can be obtained graphically

by joining all the crosses in the "trees" representing φ(0) and φ(1), depicted in Table 2.7,

GR(ω) φ(0)(ω)
GR(ω2)

φ(1)(ω)

GR(ω1)

GR(ω3)

φ(0)(ω) GR(ω) φ(1)(ω)

GR(ω1)

GR(ω3)

GR(ω2)

Table 2.7: Graphical representation of the contributing terms to the 2-point function, up to

O(λ).

as seen below

φ(0)(−ω)φ(1)(ω) φ(0)(−ω) φ(1)(ω)

One can easily see that the resulting diagrams are equivalent to those obtained in section

2.5, directly using the Feynman rules by noting that a crossed line in this formalism

equates to a straight F -line and a straight line here equates to a straight-jagged line in
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the path integral formalism.

t2t1 t1 t2

This correspondence is true to all orders and for all such diagrams.

O(λ2) Contributions

The terms that contribute to O(λ2) can be seen in (2.114) to be
〈
φ(0)(ω)φ(2)(ω

′)
〉
,〈

φ(2)(ω)φ(0)(ω
′)
〉
and

〈
φ(1)(ω)φ(1)(ω

′)
〉
. Having calculated φ(0)(ω),φ(1)(ω) and φ(2)(ω) in

(2.109), (2.112) and (2.113) respectively, we determine the NNLO correction to the two-

point function as follows:

〈
φ(1)(ω)φ(1)(ω

′)
〉

=
λ2

(6~ · 3H2
0 )

(
~H3

0

4π2

)3

GR(ω)GR(ω′)

·
∫
dω1dω1dω1dω

′
1dω

′
2dω

′
3

(2π)6
/δ(ω1 + ω2 + ω3 − ω) /δ(ω′1 + ω′2 + ω′3 − ω′)

·GR(ω1)GR(ω2)GR(ω3)GR(ω′1)GR(ω′2)GR(ω′3)

· 〈ξ(ω1) · ξ(ω2) · ξ(ω3) · ξ(ω′1) · ξ(ω′2) · ξ(ω′3)〉 .
(2.123)

φ(1)(ω) φ(1)(ω
′)

Table 2.8: Graphical representation of the
〈
φ(1)(ω)φ(1)(ω

′)
〉
terms contributing to the expecta-

tion value of the two-point correlator, at 2-loop order.

Using Wick's theorem, it is evident that there are 15 terms of di�erent pairs in〈
ξ̃(ω1) · ξ̃(ω2) · ξ(ω3) · ξ(ω′1) · ξ(ω′2) · ξ(ω′3)

〉
. The diagrammatic presentation of those (or

alternatively, the symmetries of the integrals and the delta functions) demonstrates that

there are only two topologically inequivalent ways for these 15 terms to be organised: 6

"Symmetric Sunset" diagrams and 9 "Symmetric Double Seagull" diagrams.
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The Symmetric Sunset

t2t1

SS = 6

(
λ

6~ · 3H0

)2(~H3
0

4π2

)3

GR(ω)GR(ω′)

∫ ∏3
i=1 dωidω

′
i

(2π)6

· /δ(ω1 + ω2 + ω3 − ω)/δ(ω′1 + ω′2 + ω′3 − ω′)

·GR(ω1)GR(ω2)GR(ω3)GR(ω′1)GR(ω′2)GR(ω′3)

· /δ(ω1 + ω′1)/δ(ω2 + ω′2)/δ(ω3 + ω′3)

=
λ2H7

0 ~
9 /m2 (8π2)3

1(
/m2 + ω2

) [
(3 /m)2 + ω2

] ,
(2.124)

The Symmetric Double Seagull

t2t1

SS = 9

(
λ

6~ · 3H0

)2(~H3
0

4π2

)3

GR(ω)GR(ω′)

∫ ∏3
i=1 dωidω

′
i

(2π)6

· /δ(ω1 + ω2 + ω3 − ω)/δ(ω′1 + ω′2 + ω′3 − ω′)

·GR(ω1)GR(ω2)GR(ω3)GR(ω′1)GR(ω′2)GR(ω′3)

· /δ(ω1 + ω2)/δ(ω3 + ω′3)/δ(ω′1 + ω′2)

=
λ2H7

0 ~
18 /m2 (8π2)3

1(
/m2 + ω2

)2 ,

(2.125)
in exact agreement with (2.78) and (2.84).

Furthermore, there are two more second-order in λ contributions:

〈
φ(2)(ω

′)φ(0)(ω)
〉

=GR(ω′)

[
λ2

12~2 · 3H2
0

] [
~H3

0

4π2

]3

GR(ω)

·
∫ ∏3

i=1 dωidω
′
i

2π6
/δ(ω1 + ω2 + ω3 − ω′3)/δ(ω′1 + ω′2 + ω′3 − ω)

·GR(ω1)GR(ω2)GR(ω3)GR(ω′1)GR(ω′2)GR(ω′3)

(2.126)

and its ω → ω′ symmetric.

φ(2)(ω) φ(0)(ω
′) φ(0)(ω) φ(2)(ω

′)

Table 2.9: Graphical representation of the
〈
φ(2)(ω)φ(0)(ω

′)
〉
and

〈
φ(0)(ω)φ(2)(ω

′)
〉
terms con-

tributing to the expectation value of the two-point correlator, at 2-loop order.

The 15 di�erent ways which
〈
ξ̃(ω1) · ξ̃(ω2) · ξ(ω3) · ξ(ω′1) · ξ(ω′2) · ξ(ω′3)

〉
can be ex-

panded out into, split (2.126) into 3 topologically di�erent diagrams: 3 "Right Double

Seagulls", 6 "Right Sunset" and 6 "Right Cactus" diagrams (and the corresponding "Left"

ones for the ω → ω′ symmetric).
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The Right Double Seagulls

t2t1

RDS = 3 · 2λ2 ~H7
0

27 · (8π2)3G
R(ω)GR(ω′)

∫ ∏3
i=1 dωidω

′
i

(2π)6

/δ(ω1 + ω2 + ω3 − ω′2)/δ(ω′1 + ω′2 + ω′3 − ω′)

·GR(ω1)GR(ω2)GR(ω3)GR(ω′1)GR(ω′2)GR(ω′3)

· /δ(ω′1 + ω′3)/δ(ω1 + ω3)/δ(ω2 + ω)

=
1

4

2λ2H7
0 ~

9 /m2 (8π2)3

1(
/m2 + ω2

)
( /m− iω) ( /m− iω)

(2.127)
The Right Sunset

t2t1

RS = 6 · 2λ2 ~H7
0

27 · (8π2)3G
R(ω)GR(ω′)

∫ ∏3
i=1 dωidω

′
i

(2π)6

· /δ

(
3∑
i=1

ωi − ω′2

)
/δ

(
3∑
i=1

ω′i − ω′
)

·
3∏
i=1

GR(ωi)G
R(ω′i) /δ(ω

′
1 + ω′3)/δ(ω1 + ω3)/δ(ω2 + ω)

=
λ2H7

0 ~
9 /m2 (8π2)3

( /m+ iω)(3 /m+ iω)(
/m2 + ω2

)2 [
(3 /m)2 + ω2

]
(2.128)

The Right Cactus

t1 t2

RC = 6 · 2λ2 ~H7
0

27 · (8π2)3G
R(ω)GR(ω′)

∫ ∏3
i=1 dωidω

′
i

(2π)6

· /δ

(
3∑
i=1

ωi − ω′2

)
/δ

(
3∑
i=1

ω′i − ω′
)

·
3∏
i=1

GR(ωi)G
R(ω′i) /δ(ω + ω′3)/δ(ω2 + ω3)/δ(ω′1 + ω1)

=
λ2H7

0 ~
18 /m3 (8π2)3

( /m+ iω)(
/m2 + ω2

)2

(2.129)

All are, of course, in direct one-to-one agreement with their path-integral counterparts

(2.82),(2.86) and (2.89). It is obvious to see, taking ω → −ω (or equivalently, exchanging

t1 with t2), that the time-symmetric diagrams (2.80), (2.85) and (2.87) are, again, in

one-to-one agreement with their diagrammatic counterparts.
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2.6.2 Diagrammatic Computation of the Four-Point Function

The same principles that led to the computation of the two-point function to tree-

level (2.115), one-loop (2.122), and two-loop order (2.124) - (2.129) can be applied for

the computation of the four-point function. Again, it is shown that there is a one-to-one

correspondence between the two approaches.

Tree-Level Contribution to the Four-point Function

The tree-level contribution to the four-point function is given by :

〈φ(t1)φ(t2)φ(t3)φ(t4)〉O(λ2) = 〈φ1(t1)φ0(t2)φ0(t3)φ0(t4)〉+ 〈φ0(t1)φ1(t2)φ0(t3)φ0(t4)〉

+ 〈φ0(t1)φ0(t2)φ1(t3)φ0(t4)〉+ 〈φ0(t1)φ0(t2)φ0(t3)φ1(t4)〉 .
(2.130)

We start by computing 〈φ0(t1)φ0(t2)φ1(t3)φ0(t4)〉 and obtain the other three by symmetry.

t1

t3

t2

t4

= 6

∫ ∏4
i=1 dωi

∏3
j=1 dω

′
j

(2π)7
·
(
− λ

6 · 3~H0

) (
A2
)3
ei(Σωiti)

/δ(ω1 + ω′1) /δ(ω2 + ω′2) /δ(ω4 + ω′3) /δ(ω′1 + ω′2 + ω′3 − ω3)

GR(ω1)GR(ω2)GR(ω3)GR(ω4) ·GR(ω′1)GR(ω′2)GR(ω′3)

=− λ

3~H0

(
~H3

0

4π2

)3 ∫ ∏4
i=1 dωi

(2π)4

( /m− iω3) · /δ (
∑

i ωi)∏4
i=1

(
/m2 + ω2

i

) eiΣωiti .

(2.131)

We note the factor of 6 stemming from the Wick contractions of the stochastic noise

terms (diagrammatically, each anchored external time with associated frequency ω1, ω2

and ω3, respectively, can be connected with each of the three prongs ω′1, ω
′
2 and ω

′
3, giving

rise to a factor of 3; the other two prongs left have two di�erent possible con�gurations,

leading to the quoted multiplicative factor). Furthermore, after performing the substi-

tutions t1 → −t1 and t3 → −t3 (so that the diagrammatic expansion is in agreement

with the Feynman rules stated underneath Table 2.2), the aforementioned result is in

agreement with the path integral result (2.93) and therefore (due to the symmetry of the

integrals and the overall δ-function) the total tree-level contribution of the diagrammatic

approach is shown to agree with (2.94).

Diagrammatic O(λ2) Contribution to the Four-Point Function

The one-loop (O(λ2)) correction to the four-point vertex can, also, be calculated di-

rectly from the solutions of the stochastic di�erential equations. The one-loop four-point

function can be expanded as follows:
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〈φ(t1)φ(t2)φ(t3)φ(t4)〉O(λ2) = 〈φ0(t1)φ0(t2)φ1(t3)φ1(t4)〉+ 〈φ1(t1)φ1(t2)φ0(t3)φ0(t4)〉

+ 〈φ0(t1)φ1(t2)φ1(t3)φ0(t4)〉+ 〈φ1(t1)φ0(t2)φ0(t3)φ1(t4)〉

+ 〈φ1(t1)φ0(t2)φ1(t3)φ0(t4)〉+ 〈φ0(t1)φ1(t2)φ0(t3)φ1(t4)〉

+ 〈φ2(t1)φ0(t2)φ0(t3)φ0(t4)〉+ 〈φ0(t1)φ2(t2)φ0(t3)φ0(t4)〉

+ 〈φ0(t1)φ0(t2)φ2(t3)φ0(t4)〉+ 〈φ0(t1)φ0(t2)φ0(t3)φ2(t4)〉 .
(2.132)

We note that these contributions can be grouped, depending on their correspondence to

topologically di�erent diagrams. The terms in the �rst, second and third line will be

shown to represent F -Candies and those in the last two, as G-Candies. The �nal results,

as expected, are shown to be identical to the computations of section (2.5.3).

One Loop F -Candies

The diagrams containing an F -loop can be separated depending on their topology in

"Horizontal", "Vertical" and "Knotted" Candies. We explicitly show the calculation of

the �rst type and present the result of the computation of the rest.

In order to calculate the �rst term of (2.132), 〈φ0(t1)φ0(t2)φ1(t3)φ1(t4)〉, we anchor the
incoming particles as states 1

3 and the outgoing as 2
4 :

〈φ0(t1)φ0(t2)φ1(t3)φ1(t4)〉 =18

∫
dω1 dω2 dω3 dω4 dω

′
1 dω

′
2 dω

′
3 dω̃1 dω̃2 dω̃3

(2π)10

·
(

λ

18H0 ~

)2 (
H3

0 ~
4π2

)4

ei(ωit
i)/δ(ω1 + ω′1) /δ(ω̃2 + ω′2)

· /δ(ω̃3 + ω′3) /δ(ω̃1 + ω2) /δ(ω′1 + ω′2 + ω′3 − ω3)

· /δ(ω̃1 + ω̃2 + ω̃3 − ω4)GR(ω1)GR(ω2)GR(ω3)GR(ω4)

·GR(ω′1)GR(ω′2)GR(ω′3)GR(ω̃1)GR(ω̃2)GR(ω̃3)

=18

(
λ

18H0 ~

)2 (
H3

0 ~
4π2

)4 ∫
dω1 dω2 dω3 dω4

(2π)4

ei(
∑
ωiti)

(2 /m)2 + (ω1 + ω3)2

·GR(ω1)GR(−ω1)GR(ω2)GR(−ω2)GR(ω3)GR(ω4)/δ(Σωi).

(2.133)

The origin of the factor of 18 comes from the topologically equivalent Wick contractions:

There are 3 distinct choices for t1 to be linked to any of the three prongs of t3 and the

same holds for t2 and t4 (resulting in a factor of 9). The two left over prongs of each of

t3 and t4 can form a loop in two di�erent ways (resulting in a multiplicative factor of 2).

Hence, there are 18 di�erent Wick contractions of the eight ξs that preserve the structure

of the external times as described earlier. The last line of (2.133) reproduces the path

integral result (2.95).
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Performing the following permutations (1 ↔ 3, 2 ↔ 4), (1 ↔ 3), (2 ↔ 4) and adding

the individual diagram contributions, results in:

〈φ0(t1)φ0(t2)φ1(t3)φ1(t4)〉+ 〈φ1(t1)φ1(t2)φ0(t3)φ0(t4)〉

〈φ1(t1)φ0(t2)φ0(t3)φ1(t4)〉+ 〈φ0(t1)φ1(t2)φ1(t3)φ0(t4)〉

=
1

2 /m

[
λ

3~H0

]2 ∫
dω1 dω2 dω3 dω4

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ (Σωi) ,

(2.134)

in exact agreement with the path integral method result (2.97).

t1

t3

t2

t4

t1

t3

t2

t4

t1

t3

t2

t4

t1

t3

t2

t4

Table 2.10: The `tree' diagrams contributing to the one-loop four-point function including F-

propagator loops, with "horizontal" topology.

Furthermore, choosing to connect one of the prongs of the φ(1)(t1) with φ0(t2) results

in the formation of the "vertical candy" diagrams, depicted in Table 2.11. Similarly to

the "horizontal candy" diagrams, the sum of the four vertical ones, leads to:

∑
i

Vi =
1

2 /m

[
λ

3~H0

]2 ∫
dω1 dω2 dω3 dω4

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ (Σωi) . (2.135)

t1 t2

t3 t4

t1 t2

t3 t4

t1 t2

t3 t4

t1 t2

t3 t4

Table 2.11: The `tree' diagrams contributing to the one-loop four-point function, including F-

propagator loops, with "vertical" topology.
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Lastly, the knotted candies give

∑
i

Ki =
1

2 /m

[
λ

3~H0

]2 ∫
dω1 dω2 dω3 dω4

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ (Σωi) . (2.136)

Ultimately, adding up all the contributions we obtain for the sum of the F-Candies:

∑
i

Fi =
3

2 /m

[
λ

3~H0

]2 ∫
dω1 dω2 dω3 dω4

(2π)4

∏
i

F (ωi) e
iΣ(ωiti)/δ (Σωi) . (2.137)

One Loop-G Candies

The four last contributions in (2.132) form a di�erent type of correction to the four-

point vertex. Here, one of the three prongs of the φ2(t) closes in with one of three φ0(t)

prongs. This will lead to diagrams in which one of the internal loop propagators is F and

one that is G in the language of section 2.5.

Starting with A ≡ 〈φ2(t1)φ0(t2)φ0(t3)φ0(t4)〉,

A =36 · 3

(
λ

18H0 ~

)2 (
H3

0 ~
4π2

)4 ∫ ∏4
i=1 dωi

∏3
i=1 dω

′
i

∏3
i=1 dω̃i

(2π)10
ei(Σωi ti)

· /δ(ω′1 + ω̃1) /δ(ω2 + ω̃2) /δ(ω4 + ω̃3) /δ(ω′2 + ω3)

· /δ(ω̃1 + ω̃2 + ω̃3 − ω′3)/δ(ω′1 + ω′2 + ω′3 − ω1)

·
4∏
i=1

GR(ωi)
3∏
i=1

GR(ω′i)
3∏
i=1

GR(ω̃i)

=36 · 3

(
λ

18H0 ~

)2 (
H3

0 ~
4π2

)4 ∫ ∏4
i=1 dωi
(2π)4

ei(Σωi ti)
1

2 /m

/m− iω1

( /2m) + i(ω2 + ω4)

· GR(ω2)GR(−ω2)GR(ω3)GR(−ω3)GR(ω4)GR(−ω4)/δ(Σωi).

(2.138)

The other three diagrams are obtained by performing the following permutations:

B = A, (1↔ 3)

C = A, (1↔ 2, 3↔ 4)

D = A, (1↔ 4, 2↔ 3)

(2.139)

Then, the sum of the four diagrams, as expected from (2.101), is:

F =A + B + C + D

=36 · 3

2 /m

(
λ

18H0 ~

)2 (
H3

0 ~
4π2

)4 ∫ ∏
i dωi

(2π)4
ei(Σωi ti)

∏
i

F (ωi)

·
[

/m− iω1

( /2m) + i(ω2 + ω4)
+

/m− iω3

( /2m) + i(ω2 + ω4)
+

/m− iω2

( /2m) + i(ω1 + ω3)
+

/m− iω4

( /2m) + i(ω1 + ω3)

]
=

3

/m

[
λ

3~H0

]2 ∫ ∏
i dωi

(2π)4
ei(Σωi ti)

∏
i

F (ωi)/δ(Σωi).

(2.140)
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Here, the multiplicative factor of 36 is due to the Wick contractions as follows: There

are 3 ω̃i prongs that can form the GR-loop with one of the two ω′i prongs, giving rise to

a factor of 6. The two left over of the ω̃i are interchangable (resulting in a factor of 2)

and lastly, there is a single way to connect the remaining ω′i prong with any one of ω2, ω3

or ω4, giving a horizontal, vertical or knotted G-candy, respectively (another factor of 3).

Hence, the total one-loop correction to the 4-point vertex is:

Z =
9

2 /m

(
λ

3~H0

)2 ∫
dω1 dω2 dω3 dω4

(2π)4
· /δ(Σωi) ei(Σωi ti)

∏
F (ωi), (2.141)

as previously found in (2.103).

2.7 Backreaction Contributions to the Two-Point Correlators

In this section, we compute corrections stemming from the φ dependence of the multi-

plicative noise amplitude, A ∝ H3(φ). We note that we neglect any new vertices that are

further suppressed by m2

H2
0
or λ. Furthermore, we have not computed corrections to the

noise amplitude due to the modi�ed behaviour of the scalar modes as they exit the hori-

zon, which are presumably suppressed by similar factors. This computation, therefore,

serves as an illustration of the new types of vertices that arise due to the gravitational

backreaction of the �eld φ, but should also contain the leading order result. The new

contributions are easy to compute in the path integral formalism where a new set of ver-

tices appears, see section 2.5. These new vertices alter the two-point function, to leading

order, are given as follows:

t1 t2 t1 t2

t1 t2 t1 t2

I(t1, t2) =
3 /m2 ~H3

0 χ

4π2

∫
dω

2π

ei ω(t2−t1)(
/m2 + ω2

)2

=
3 ~H3

0 χ

4π2 /m

∫
dσ

2π

ei /mσ (t2−t1)

(1 + σ2)2

=
3

4
χ

[
~A2

0

/m

]
(1 + /m|∆(t)|) e− /m|∆t|

(2.142)

t1 t2 t1 t2

t1 t2 t1 t2

J (t1, t2) =
λ ~H5

0 χ

(8π2)2

∫
dω

2π

ei ω(t2−t1)(
/m2 + ω2

)2

=
λ ~H5

0 χ

(8π2)2 /m3

∫
dσ

2π

ei /mσ (t2−t1)

(1 + σ2)2

= −3

8
χ

[
− λ

3~H0

] [
~A2

0

/m

] [
~A2

0

2 /m2

]
× (1 + /m|∆(t)|) e− /m|∆t|

(2.143)
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t1 t2

L(t1, t2) =
3χ

2

~H3
0

(4π2)

∫
dω

2π

ei ω(t2−t1)(
/m2 + ω2

)
=

3χ ~H3
0

(4π2) 2 /m

∫
dσ

2π

ei /mσ (t2−t1)

(1 + σ2)

=
3

4
χ

[
~A2

0

/m

]
e− /m|∆t|

(2.144)

The symmetry factor of the last two sets of diagrams is 1/2. Lastly, there is a single

diagram with two scalar loops:

t1 t2

K(t1, t2) =
λ ~H5

0 χ

(8π2)2 4 /m2

∫
dω

2π

ei ω(t2−t1)(
/m2 + ω2

)
=

1

4

λ ~H5
0 χ

(8π2)2 /m3

∫
dσ

2π

ei /mσ (t2−t1)

(1 + σ2)

= − 3

16
χ

[
− λ

3~H0

] [
~A2

0

/m

] [
~A2

0

2 /m2

]
e− /m|∆t|,

(2.145)

with symmetry factor 1/8 and noting that A2
0 ≡

H3
0

4π2 , throughout.

Summing the aforementioned contributions, leads to the �rst order (in the interaction

vertices described in Table 2.3) correction to the two-point function

B.R.O(1)
total =

3χ

2

[
~A2

0

/m

]
e− /m|∆t|

[
1 +

1

2
/m|∆t|

(
1− 1

2
Q

)
− 3

8
Q

]
(2.146)

where ∆t = t1 − t2 and Q is the expansion parameter associated with self-interaction in

de Sitter, as in (2.90).

We observe that, in this case, ghost loops do not, always, cancel closed G loops due

to non-matching numerical factors in the new vertices. We comment on this feature in

the �nal section. It is important to note that the above comment does not apply to the

bubble diagrams in the partition function; they still cancel as described in (2.70). This is

also true for the following diagram

t1 t2 t1 t2

O(t1, t2) =

∫
dω2

2π

[
~A2

0(
/m2 + ω2

1

)]2

Θ(0)2

×
[
i

(
iχλ

~H0

)
+
i2

2

(
−2χλ

~H0

)]
,

(2.147)
as was expected from observing that the symmetry factor (1/2) of the second diagram

above cancels the factor of two which di�erentiates the two vertices. Similar cancellations

are expected to occur at higher orders and caution is necessary. This computation serves

as a correction and addition to the work originally presented in [1].
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2.8 Conclusion and Motivation for Further Work

In this work, we elaborated on the path integral representation of the Langevin equation

describing the infrared behaviour of a spectator scalar �eld, in de Sitter. Elaborating on

this methodology, we obtained simple Feynman rules that allow for the straightforward

computation of arbitrary unequal-time correlators of the �eld. Such quantities can also be

computed via a perturbative expansion applied directly to the Langevin equation. As we

demonstrated, the two approaches are equivalent but the former o�ers a more streamlined

and e�cient way to the �nal result, circumventing a lot of the steps necessitated by the

latter that involve (a) breaking down the solution for φ in di�erent orders, represented

by the `tree'-like graphs of section 2.6 and (b) computing expectation values of their

products by glueing the "trees" in all possible ways across their crossed tips. These steps

become increasingly complex with the number of �elds in the desired correlator, and with

perturbative order. On the contrary, the Feynman rules directly build any correlator out

of two propagators and a small, �xed number of vertices. We expect that their utility will

become even clearer when more than one �eld is involved. Our results agree with and

generalise existing computations in literature [48] that follow similar methods.

Additionally, in the small perturbative parameter limit |Q| � 1, our work accurately

reproduces the �rst non-vanishing eigenvalues of the spectral expansion approach [55] be-

yond the zeroth-order in |Q|, as well as the zeroth-order coe�cients (2.71) exactly. Further

investigation is required to establish the correspondence between the two methodologies,

to higher order in the expansion parameter, motivating an intriguing potential research

pursuit.

Furthermore, we brie�y considered backreaction by including the dependence of the

noise amplitude on φ, making the noise multiplicative, and calculated new contributions

to the two-point functions. In this case, the direct Langevin equation approach would

have proven substantially more involved.

Our Feynman rules necessitated the introduction of ghost �elds that contribute closed

loops in the diagrams. In the case of additive noise, H = H0, ghost loops act to cancel

closed G loops. Such loops do not appear in the perturbative solution of the Langevin

equation, indicating that ghosts are essential in ensuring that the Feynman diagrams give

the correct result. In the case of backreaction, with H = H(φ), the contributions from

ghost loops and closed G loops do not always add up to zero and hence may contribute

to the �nal result. This is a manifestation of the well known fact that when the noise is

multiplicative, results depend on the discretization prescription of the Langevin equation

which, in a continuum description, translates to the choice of the value of Θ(0) [63]. Our

formalism naturally picks the midpoint value Θ(0) = 1
2
, corresponding to the Stratonovich

prescription. Other prescriptions would also be possible to implement in a simple manner

by adding appropriate �spurious force� terms to the potential.

Here, we made the ansatz that the inclusion of backreaction in the original Quantum

Field Theory introduces a minimal e�ect in the form of the equation of motion, (2.19),
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solely modifying the noise from additive to a state-dependent multiplicative one. Re-

membering that this equation was obtained by adopting a window function in order to

perform the split between the "long" and "short" wavelength modes, we observe that this

window will depend on the �eld value, when we let H = H(φ). This will, consequently,

result in a state-dependent window function, which will lead to further modi�cation in

the obtained equation of motion. Further investigation of these e�ects is necessary for

the proper treatment of scalar �elds in realistic spacetimes.

For the time being, it is unclear which prescription would be appropriate when grav-

ity is consistently included, with di�erent prescriptions leading to di�erent results for

the correlators - albeit suppressed by powers of χ ≡ ~GH2
0/2π. It is remarked in [68]

that this theoretical uncertainty should be commensurable to corrections to the leading

stochastic picture. However, such corrections are now accessible and the uncertainty be-

comes relevant for investigations beyond the leading stochastic description. As stressed in

[69], the correct prescription for modelling dynamics via a stochastic di�erential equation

can only be decided by either a �rst principles computation or other external physical

considerations - mathematically all prescriptions (Θ(0) ∈ [0, 1] in a continuum descrip-

tion) are equally admissible. In our case, the stochastic action entering the path integral

must be a truncated version of the full underlying QFT action in the Schwinger-Keldysh

formulation (see [46] for the spectator �eld case) and therefore, a particular prescription

must be chosen from the underlying dynamics. Since no determinants appear in the QFT

path integral, the Ito prescription seems favoured, but this will need to be veri�ed via a

concrete computation. A similar reduction to that described in [46], including gravita-

tional degrees of freedom, for which a QFT path integral has been derived [70], as well as

its comparison to the stochastic ∆N formalism [68, 71�73] would also be an interesting

future research pursuit.
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Chapter 3. Covariant One-Loop Gravitational Corrections to

the E�ective Higgs Potential in de Sitter

3.1 Overview of the Chapter

In this chapter, we are motivated by the meta-stability of the Higgs vacuum at high

energies, but still below the Planck mass Mp, during in�ation. We begin by outlining the

motivation for the computation presented here and by providing some general introductory

clari�cations for manipulating quantum �elds in curved �eld space. Furthermore, we

introduce the �eld-space covariant one-loop correction to the e�ective action for the Higgs-

Gravity sector, treating General Relativity as an E�ective Field Theory of gravity and

obtain the relevant operators in de Sitter spacetime. Utilising heat kernel methods on the

S4 sphere, we �nd the zeta-function-regularised contributions to the beta functions and

consequently obtain new and improved results for the running couplings of the one-loop

e�ective potential.

3.2 Introduction

Extrapolation of the Standard Model of particle physics to high energies leads to

the remarkable conclusion that our vacuum may be a long-lived metastable state, in

which the Higgs �eld sits at a local minimum of the Higgs potential surrounded by a

potential barrier of width somewhere in the range 1010− 1014GeV [74�76]. This raises an

interesting question about initial conditions, because if the Standard Model is correct at

these energies, then somehow the Higgs �eld had to evolve into this metastable vacuum

state during the early stages of the universe [77].

The Higgs potential barrier depends strongly on the e�ective Higgs mass at high en-

ergies, and it is quite possible that gravitational corrections may be important. In the

relevant energy range, there is no reason to abandon General Relativity as an `E�ective

Field Theory' description of gravity [78]. There are two contributions to the e�ective

Higgs mass, the ordinary mass and the one due to the coupling ξRH†H, between the

Higgs �eld H and the space-time curvature R [79, 80] . We will assume that in�ation

is driven by an in�aton �eld, not the Higgs �eld, which is assumed weakly interacting

and makes no contribution to the Higgs potential. The curvature coupling increases the

height of the potential barrier around the metastable minimum if ξR is positive, and has

the opposite e�ect when ξR is negative, making Higgs stability sensitive to the value of ξ

[77, 81, 82].
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Potential in de Sitter

Placing the Higgs decay into a cosmological context [83], introduces an ambiguity

in how we de�ne the spacetime geometry. In particular, we can perform a conformal

re-scaling of the metric which removes the curvature-coupling term, transforming the

theory from the original Jordan frame to the Einstein frame. It has been noted that

quantum calculations can sometimes lead to di�erent results when done in the Jordan

or the Einstein frame [84, 85]. This is a puzzle, because we want to avoid a situation in

which the physical properties of the Higgs �eld (for example the stability of its vacuum)

are frame-dependent. The contradiction would be best resolved by having an approach to

quantisation that is consistent irrespective of the choice of the spacetime metric [86�89].

We here present a covariant quantisation scheme, through which the in�ationary regime

properties of the Higgs vacuum can be addressed unambiguously.

The basic tool we use is an e�ective action, which is covariant under �eld transforma-

tions [90�94]. This is a stronger requirement than general covariance or covariance under

spacetime coordinate transformations. The idea of a �eld-space covariant Quantum Field

Theory (hereafter called covariant) is illustrated by the diagram in Eq.(3.1). Quantisa-

tion followed by a �eld rede�nition should give the same result as starting with a �eld

rede�nition and then quantising, i.e. the diagram should commute.

ϕ → ϕ′

↓ ↓
Γ[ϕ] → Γ[ϕ′]

(3.1)

Demanding covariance of the e�ective action guarantees covariance of the e�ective �eld

equations. Without covariance, there is a di�erent quantum �eld theory for each choice of

�eld variables. Imposing covariance has another virtue. In the standard QFT approach,

the solutions of the e�ective �eld equations depend on the choice of the gauge-�xing

terms, that are added to the classical Lagrangian to �x the gauge freedom. However,

in the covariant approach, the solutions to the covariant e�ective �eld equations are

independent of these gauge-�xing terms.

Covariant approaches are widely used to quantise non-linear sigma models [95, 96], but

they are very rarely used for gauge theories. One reason they are not widely used is that

the gauge-�xing dependence of the usual e�ective action is not considered problematic,

since the dependence goes away `on-shell', i.e. the action takes the same value at solu-

tions to the e�ective �eld equations [97�100]. Furthermore, it is easy to show that the

Jordan and Einstein frame Higgs theories have equivalent perturbative expansions when

the background �elds are on-shell and the Higgs �eld is small [101].

Using a covariant approach retains the gauge-�xing and frame independence o�-shell,

for any value of the Higgs �eld. On the other hand, covariant approaches are not totally

unambiguous, because there are two versions of the covariant e�ective action: Γ[ϕ∗, ϕ]

which generates the 1-particle-irreducible (1PI) diagrams but depends on an extra �eld

ϕ∗ [102], and the DeWitt e�ective action Γ[ϕ] which does not generate 1PI diagrams

56



Chapter 3. Covariant One-Loop Gravitational Corrections to the E�ective Higgs

Potential in de Sitter

[103]. Fortunately, both generate the same e�ective �eld equations, and they agree on-

shell. They are therefore equivalent for determining the e�ective potential, so we will use

the simpler DeWitt e�ective action.

Higgs vacuum decay is an example of a situation where the e�ective action and the

classical action lead to very di�erent qualitative behaviour [104�107]. Another example is

Coleman-Weinberg theory of massless electrodynamics, where quantum corrections to the

e�ective action lead to symmetry breaking. In these situations, we use the solutions of

the renormalisation group (RG) corrected �eld equations with running coupling constants

to determine the vacuum state or to calculate tunnelling amplitudes [108]. Note that we

use `on shell' to refer to �elds that satisfy the e�ective �eld equations rather than the

classical �eld equations.

We will investigate whether covariant and non-covariant approaches to the e�ective

action give di�erent physical results by doing speci�c calculations of the running couplings

in the Higgs e�ective potential.

The renormalisation group corrected potential used here is constructed as follows. The

DeWitt e�ective action for the modulus of the Higgs �eld φ is written as a functional

Γ(gi, φ, gµν , µR), where gi are running couplings depending on µR, the renormalisation

scale. At one-loop order, the explicit dependence on the renormalisation scale has contri-

butions from all types of �elds in the standard model. These contributions are determined

by perturbation theory and depend on a set of second order di�erential operators ∆n(φ)

[109]. Following Coleman and Weinberg [108], the β functions (βgi = dgi/dln(µR)) can

be obtained by comparing coe�cients in the renormalisation group equation for the La-

grangian, ∑
i

βi
∂L
∂gi
− γφ φ

∂L
∂φ
− γggµν

∂L
∂gµν

= − 1

16π2

∑
n

(±)b2(∆n), (3.2)

where the sign is positive for bosons and negative for fermions and ghosts. Renormalisa-

tion of the �elds is responsible for the anomalous dimensions γφ = d ln
√
Zφ/dln(µR) and

γg = d ln
√
Zg/dln(µR), where we are using the sign conventions of [107]. The functions

b2 are polynomial combinations of coe�cients in the operators ∆n. General expressions

for b2 are known for many types of operators on arbitrary spacetime backgrounds (e.g.

[110, 111]). Since the theory we are dealing with is not renormalisable, the Lagrangian,

which has an in�nite series of terms, has to be truncated at some inverse power of the

cut-o� scale of the theory, which we naturally take to be the Planck mass. At one-loop,

the b2 coe�cient gives us terms up to order M−4
p .

A change of variable from µR to t = ln(φ/µR) changes the functional form of the

couplings in the e�ective action from gi(µR) to g′i(t),

Γ′(g′i(t), φ
′(t), g′µν(t), t) = Γ(gi(µR), φ(µR), gµν(µR), µR). (3.3)

The RG corrected Lagrangian is de�ned by the leading term, L′(g′i(t), φ′(t), g′µν(t)). The
dependence of the parameters on the Higgs �eld modulus φ is determined by the renor-
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malisation group, which implies

dg′i
dt

=
βi(g

′
j)

1 + γφ(g′j)
, (3.4)

subject to boundary conditions �xed at a given (low energy) mass scale M .

The �rst thing to note about the Coleman-Weinberg method for calculating the β-

functions is that it relies on the functional form of the e�ective action. Therefore a

knowledge of the e�ective action, which is only valid for solutions to the background �eld

equations, is not su�cient. The covariant e�ective action gives us an unambiguous o�-

shell formulation and a unique set of beta functions. In order to construct this covariant

e�ective action we make use of the non-trivial geometry of the space of metrics and �elds.

In the general case of a gauge theory with �elds ϕI and action S[ϕ], the covariant operator

∆IJ for the �eld �uctuations is given by [90, 91]

∆IJ = − δ2S

δϕIδϕJ
+ ΓKIJ

δS

δϕK
+ λgRI

α[ϕ]RJα[ϕ], (3.5)

where RI
a are the gauge group generator vector (Ra ≡ RI

a ∂I) components.

The innovation of Vilkovisky and DeWitt was to put the second functional derivatives

into covariant form by introducing a �eld-space connection ∇I with connection coe�-

cients ΓKIJ . The connection ensures that the e�ective action is covariant under �eld

rede�nitions. In the Landau gauge limit, λg → ∞, the connection coe�cients reduce to

the Levi-Civita connection coe�cients, for the local metric, on the space of �elds. The

�nal term in (3.5) is a gauge-�xing term. Details of the covariant approach are given in

section 3.3.

The connection term vanishes when the background �eld satis�es the classical �eld

equations i.e. δS/δϕI = 0, and then non-covariant and covariant e�ective actions agree.

However, we might expect di�ering results when the background satis�es the quantum

corrected �eld equations. The beta-functions and the renormalisation group corrected

e�ective Lagrangians de�ned using non-covariant and covariant approaches need not be

the same.

In sections 3.5 and 3.6 we will calculate the beta-functions for the Higgs potential

parameters, in both covariant and non-covariant form, and present the di�erences between

the beta-functions obtained in the Einstein, Jordan and covariant frames. As is well

known, from standard scalar-gravity theory, the beta-function for the curvature coupling

βξ ∝ 6ξ−1 in the Jordan frame. This result cannot hold in a covariant approach, because

ξ vanishes in the Einstein frame, and consequently the covariant βξ cannot depend on ξ 1.

As expected, when we do the calculation, the non-covariant results are frame dependent

whilst the covariant results are frame independent. However, the combination µ2 + ξR,

which acts as an e�ective Higgs mass, and the Higgs self-coupling λ have the same scale

1In fact, ξ appears as a correction to the mass in the Einstein frame, and contributes to βµ2 .
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behaviour in the non-covariant and covariant approaches. The leading behaviour of the

renormalisation group e�ective potential is therefore frame independent, and di�erences

arise only in terms that are suppressed by factors ofM−4
p . Our results for the properties of

the Higgs vacuum, using the renormalisation group corrected potential, hence, are similar

to those found previously [79].

In section 3.5 we will explore some of the consequences of the covariant approach. One

of these is that �eld rede�nitions mix some of the parameters of the theory, and respect-

ing covariance leads to a set of relations between the beta functions for these parameters.

These relations can be used, for example, to completely determine the dependence of the

beta-functions on the curvature coupling ξ. Another consequence of using a covariant ap-

proach is that the path integral is independent of the gauge-�xing terms in the Lagrangian.

Therefore, physical observables that depend on the quantum �eld action (for example, the

quantum tunnelling rates) will be computed unambiguously. In non-covariant approaches,

this issue is non-trivial, and independence has only been demonstrated explicitly when

the true vacuum is not radiatively generated [112, 113].

This chapter focuses on the UV behaviour of the quantum theory and how it a�ects

the Higgs potential in de Sitter space. In many ways, though, the IR behaviour of Higgs

�elds in de Sitter space is a more interesting subject. It has become apparent, initially

from stochastic theory [47, 52, 114, 115] and also from infrared expansions [116, 117], that

a self-coupled massless scalar �eld in a de Sitter invariant state acquires a mass squared of

order λ1/2H2, where H is the expansion rate. This limits the applicability of our results

for small curvature coupling. It also means that, when integrating the renormalisation

group equations for the e�ective mass in de Sitter space, we start with this IR mass,

rather than the low energy Higgs mass.

3.3 Covariant E�ective Actions

In this section, after a concise introduction to the geometrical interpretation of a curved

�eld space and some fundamentals on the e�ective action, we give an exposition to the

�eld-space covariant e�ective action, following DeWitt [118], and present two methods for

evaluating its one-loop contribution. Furthermore, we show speci�cally, that the Landau

gauge-�xing limit and the decomposition into gauge-�xed and pure gauge modes lead to

equivalent results for the one-loop e�ective potential.

3.3.1 Field Space Generalities

In �eld space, the background �elds de�ne coordinates, the components of which are

denoted here by capital Latin indices I, J, . . . (the interested reader is directed to Ap-

pendix B ). The gauge sub-space parameters will be speci�ed by using Greek indices

α, β, . . . . DeWitt condensed notation [91] is used throughout, with the indices I, J . . .

and α, β . . . representing all �eld variables associated with the �eld in question (for ex-
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ample ΦI → ΦI(x)) and contractions over I, J, . . . , α, β . . . incorporating the Einstein

convention (summation over repeated tensor indices), but also integration over space-

time. Hence, the inner product, for example, becomes

V I DI = V IGIJ DJ ≡
∫
dnx dnx′ V I(x)GIJ (x, x′)DI(x′), (3.6)

where in the last equation, we write the integration over spacetime explicitly and employ

only the Einstein summation over the indices I,J . . . . For clarity, we present in Table

3.1 a comprehensive list of all the di�erent types of indices used in this chapter, along

with their implicit summations.

Index Type Component Type Summation Convention

µ, ν, . . . Spacetime Coordinate Einstein

i, j, . . . Higgs (Scalar) Field Einstein

I,J , . . . Field Space Coordinate Einstein

I, J, . . . Field Space Coordinate Einstein & Spacetime Integration

α, β, . . . Gauge Group Indices Einstein & Spacetime Summation

Table 3.1: Tensor component indices, the type of tensor they refer to and their respective implicit

summation conventions.

In this context, any tensor �eld φI , depending on some spacetime coordinate xµ de-

�ned on a curved spacetime background with integral measure dµ = dnx |g|1/2, can be

represented with the aid of the biscalar Dirac δ-distribution, as

φI ≡ φI(x) =

∫
dµ(y) δ(x, y) δIJ φ

J (y). (3.7)

The partial variation of a functional of φ, F [φ], with respect to φ follows by expanding

it in powers of the variation of φ. To �rst order, one obtains

δF [φ] =

∫
dµ(y)δ(x, y)

δF [φ]

δφJ (x)
δφJ (y) =

δF [φ]

δφJ
δφJ , (3.8)

which leads, identically, to the de�nition of the �eld-space Dirac δ-distribution.

δφI

δφJ
=
δφI(x)

δφJ (y)
≡ |g(y)|1/2 δIJ δ(x, y) ≡ δIJ . (3.9)

A �eld-covariant e�ective action can be constructed whenever there exists a covariant

notion of the distance between two �eld con�gurations. Formally, this means that we have

a Riemannian geometry on the space of �elds ϕI and geodesics can be de�ned [90, 91, 93].

This approach allows us to interpret geometrically the ordinary �eld displacement ϕI−φI ,
which is sensible in a �at �eld-space with Cartesian coordinates, as a vector and generalise
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this notion. The geodetic interval σ[φ, ϕ] is de�ned as

σ[φ, ϕ] =
1

2
[length of geodesic from φ toϕ]2 , (3.10)

hence, the covariant tangent vector to the geodesic from φI to ϕI is given by −σI(φ, ϕ),

with

σI [φ, ϕ] = GIJ [φ]
δ

δ φJ
σ[φ, ϕ], (3.11)

and can be regarded as the natural extension of the �at-space coordinate di�erence in

general geometries. The local �eld-space metric GIJ can also be used to de�ne a �eld-

space invariant volume measure Dϕ for functional integration.

3.3.2 E�ective Action Generalities

The e�ective action is a fascinating tool for the computation of the quantum properties

of interacting �elds theories, especially when attention is paid to the intrinsic properties of

�elds - like correlation functions, potential minima, etc - rather than their particle states.

We brie�y review some basic notions on the subject for the sake of completeness and refer

the interested reader to excellent expositions of the topic [93, 102, 107, 119].

Starting from the classical Lagrangian, L(φ) and adding a source term JI(x) with

linear dependence to the classical �eld, on a curved space-time background with volume

element dµ = |g|1/2 d4x (focusing on situations where both the initial and �nal states of

the system are approximate vacuum states and ignoring particle production), results in

the de�nition of the ground state amplitude

Z[g, J ] = eiW [g,J ] =

∫
Dφ eiSJ [g,φ]. (3.12)

The generating function, here, apart from being a function of the external source J , is

also a function of the metric gµν ,

SJ [g, φ] = S[g, φ] +

∫
dµ(x) JI(x)φI(x). (3.13)

Let us de�ne the e�ective �eld ϕI ,

ϕI(x) ≡ δW [J ]

δJI(x)
= 〈φI(x)〉J , (3.14)

as the expectation value of φI(x), which is, manifestly, a functional of JI . The e�ective

action can, then, be de�ned as

Γ[g, φ] = W [J ]−
∫
dµ(x) JI(x)ϕI(x) ≡ W [J ]− JIϕI , (3.15)
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resulting in

eiΓ[g,ϕ] =

∫
Dφ eiS[g,φ]+i

∫
dµ(x)JI(x) (φI(x)−ϕI(x))

=

∫
D [δϕ] eiS[ϕ+δϕ]+i JIδϕ

I

,

(3.16)

with the source term given by

JI(x) = −δΓ[g, ϕ]

δϕI(x)
. (3.17)

This is the implicit de�nition of the e�ective action.

An alternative method for obtaining the e�ective action revolves around the expansion

of the classical action about the background �eld ϕI → ϕI + δϕI ,

SJ [g, ϕ+ δϕ] = S[g, ϕ] + S,I [g, ϕ] δϕI +
1

2
δϕI∆IJδϕ

J , (3.18)

with ∆IJ being the second variation operator. In this context, Γ[g, ϕ] = S[g, ϕ] + O(1)

and the source current (3.17) is obtained perturbatively by

JI(x) = −S,I [g, ϕ] +O(1). (3.19)

Therefore, the linear to the variation δϕ term in (3.16), can also be treated perturbatively;

its e�ect is such that, taking (3.17) into account, one obtains 〈δϕI〉J=0, resulting in the

e�ective action acting as the generator of 1PI irreducible diagrams [102].

In the attempt to construct a �eld theory that is independent of �eld rede�nitions,

a property demanded for any physical theory, one stumbles across the term in (3.16)

δϕI = φI − ϕI which is not a covariant quantity. What is more, the e�ective theory

obtained for gauge theories using the Faddeev-Popov method renders the aforementioned

approach not only background, but also, gauge condition dependent.

The resolution to this is the introduction of a �eld-reparametrisation covariant function

of the background �eld φ. Choosing δφI → σI as in (3.11), leads to the Vilkovisky-DeWitt

e�ective action, which does not su�er from the aforementioned constraints and will be our

starting point in calculating the running of the parameters of the gravity-Higgs e�ective

potential.

3.3.3 Construction of the E�ective Action

Our starting point is the covariant action of Burgess and Kunstatter [93, 102], de�ned

implicitly by,

eiΓ[ϕ,ϕ∗] =

∫
DφeiS[φ]−i(δΓ/δσJ )(σJ [ϕ∗,φ]−σJ [ϕ∗,ϕ]). (3.20)

This expression depends on the e�ective �eld ϕI and an arbitrary expansion point ϕI∗.
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The e�ective action generates e�ective �eld equations for ϕI , in the sense that

∂IΓ[ϕ, ϕ∗] = 0 =⇒ 〈σ[ϕ, φ̂]〉 = 0, (3.21)

where σ[ϕ, φ̂] is the geodesic distance and φ̂I is the �eld operator. In the covariant

approach, unlike (3.14), the e�ective �eld does not coincide with the expectation value of

the �eld operator ϕI 6= 〈φ̂I〉, but instead ϕI is the classical �eld with minimal invariant

distance to the quantum �eld. Making use of the fact that the e�ective �eld equations

do not depend on the expansion point ϕ∗, we choose ϕI∗ = ϕI , which de�nes the DeWitt

e�ective action [93, 103],

Γ[ϕ] = Γ[ϕ, ϕ]. (3.22)

Just as in the introduction, this implicit de�nition of the e�ective action is not really

illuminating for the purpose of doing explicit calculations. It has been elaborately mani-

fested that there is an equivalent to (3.18), in the covariant sense, which can be obtained by

expanding the classical action in powers of the operator ζJ = (σJ [ϕ∗, φ]−σJ [ϕ∗, ϕ]) covari-

antly. The Vilkovisky-Dewitt choice results in ζI ≡ σI [ϕ, φ], so utilising the background

�eld expansion for the classical action, naively, is identical to the covariant variation of the

action, as expected from drawing similarities to Non-Linear Sigma Models (see Appendix

B). The DeWitt e�ective action generates the e�ective �eld equations using ∂IΓ[ϕ] = 0.

Finally, and in similarity to (3.18), the covariant e�ective action can be expanded as:

S[ϕ, ζI ] = S[ϕ] + ζI∂IS[ϕ] +
1

2
ζI∆;IJζ

J + . . . , (3.23)

where now the second variation operator will include not only the covariant variation of

the classical action, but also contributions stemming from the quantum treatment of any

gauge symmetries of the classical Lagrangian, with condensed notation used throughtout.

The proper treatment of gravity as an e�ective quantum theory, demands that the

gauge symmetry of the classical Lagrangian needs to be taken into account. The group

in question, here, is invariance under general coordinate transformations (group indices

α, β . . . and spacetime coordinate indices µ, ν, . . . both refer to gauge group tensor compo-

nents; the di�erence being that the former include the implicit integration over spacetime,

whereas the latter do not). Let xµ → xµ + δεµ, where δεµ are the ini�ntesimal group pa-

rameters. Then, under the group operation, the �elds tranform as

δ||gµν = 2∇(µδεν) and δ||φ
i = δεµ φi

,µ. (3.24)

Geometrically, in the �eld-space spanned by �eld variations, there will be a subspace

de�ned by in�nitesimal gauge transformations of the �eld ϕI of the form

δ||ϕ
I = ϕIε − ϕI ≡ RI

αδε
α =

∫
dx′RIµ(x, x′) δεµ(x′), (3.25)
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where, as before, δεα represent the gauge group parameters, and RI
a are the group gener-

ator vector (Ra ≡ RI
a ∂I) components which leave the action invariant, i.e. RI

α∂IS = 0.

The gauge is �xed using a gauge-�xing functional χα[φ, ϕ], and then the path integral is

modi�ed as,

S[ϕ]→ S[ϕ] +
1

2
γαβχ

αχβ +
~
i
tr ln Qα

β. (3.26)

This introduces a metric γαβ on the space of gauge parameters and a ghost operator

Qα
β = (∂Iχ

α)RIβ. (3.27)

Next, the procedure developed by Vilkovisky and DeWitt [90] generates the geometry in

�eld space, which guarantees that the e�ective action is:

1. Covariant under �eld rede�nitions of ϕI ;

2. Independent of the choice of gauge �xing functional χα;

3. Independent of the metric γαβ.

The �eld-space geometry includes a local �eld-space metric GIJ and a non-local �eld

space connection ∇I . The metric allows an orthogonal decomposition of �eld variations

into pure gauge and gauge-�xed directions. Projection in the pure-gauge direction can be

done using

Π
I
J = RI

αN αβRJβ, (3.28)

where indices are lowered using the metric tensor in the usual way and the normalisation

factor appearing here is

N αβ = (RI
αRIβ)−1. (3.29)

This projection operator acts trivially on pure-gauge variations, Π
I
Jδ||ϕ

J = δ||ϕ
I . The

orthogonal projection, in the gauge-�xed direction, is the DeWitt projection Π = I− Π.

The local metric also generates a Levi-Civita connection in �eld space, denoted by DI ,
for example

DIDJS = ∂I∂JS − ΓKIJ∂KS. (3.30)

In a gauge theory, the Vilkovisky-DeWitt connection ∇I is not equal to the Levi-Civita

connection, but it is related to it by the �xed-gauge (physical) sub-space projection op-

erator,

∇I∇JS = ΠI
K(DKDLS)ΠL

J . (3.31)

The one-loop correction to the covariant e�ective action obtained from a geodesic

expansion of the �elds in the path integral, with the inclusion of the gauge-�xing and

ghost Lagrangians, is

Γ(1) =
~
2i

tr ln
{

Π(DIDJS)Π + (∂Iχα)(∂Jχα)
}
− ~
i
tr lnQα

β. (3.32)
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3.3.4 Fixing the Gauge

The non-locality of (3.32), which stems from the non-locality of the connection in the

covariant variation of the classical action, is one of the disadvantages of the covariant

approach. Nevertheless, it can be dealt with, to one-loop accuracy.

For an actual calculation, we can reduce the amount of work by choosing a convenient

gauge-�xing functional, in particular the Rξ gauges in which ∂Iχα = λ
1/2
g RI

α, where λg
is a constant gauge-�xing parameter. The one-loop e�ective action is then

Γ(1) =
~
2i

tr ln
{

Π(DIDJS)Π + λgRIαRJα
}
− ~
i
tr ln

{
λ1/2
g RIαRIβ

}
. (3.33)

If the covariant derivatives in (3.30) are replaced by ordinary functional derivatives, and

the projections are dropped, then the result is a non-covariant e�ective action contribution

Γ
(1)
nc ,

Γ(1)
nc =

~
2i

tr ln
{
∂I∂JS + λgRIαRJα

}
− ~
i
tr ln

{
λ1/2
g RIαRIβ

}
. (3.34)

If the background �elds are `on shell', speci�cally when ∂IS = 0, then the connection∇I →
∂I , and the covariant and non-covariant results coincide, Γ(1) = Γ

(1)
nc . Most calculations

are done on shell, and Eq. (3.34) is the traditional route to the evaluation of the e�ective

action.

The o�-shell result (3.33) can be simpli�ed in two equivalent ways. Firstly, it will be

shown, by interpreting the logarithms in a particular way, described below, that

Γ(1) =
~
2i

tr ln
{

Π(DIDJS)Π
}
− ~

2i
tr ln

{
RIαRIβ

}
. (3.35)

If we have n �elds and m gauge variations, then there are n − m non-gauge �elds but

there are n− 2m degrees of freedom. The ghost contribution accounts for the di�erence

between these two. Secondly, using the Landau gauge, λg →∞,

Γ(1) = lim
λg→∞

~
2i

tr ln
{
DIDJS + λgRIαRJα

}
− ~
i
tr ln

{
λ1/2
g RIαRIβ

}
. (3.36)

This appears to be more complicated, but the advantage of this method is that removing

the projection operators, leaves an operator that is explicitly local in spacetime, making

it suitable for adiabatic expansion techniques.

For simplicity, we de�ne the functional traces using Euclidean methods (see Appendix

C ) with

tr ln AL = −iζ ′(0, A)− iζ(0, A) lnµ2
R, (3.37)

where A is a positive de�nite operator obtained from the Lorentzian operator AL by

analytic continuation of the time-like coordinate. This limits us to metrics with a valid

analytic continuation. The generalised zeta-function is de�ned by ζ(s, A) = trA−s and µR
is the renormalisation scale. We can read o� the scaling of the Euclidean e�ective action
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ΓE from (3.36):

µR
dΓ

(1)
E

dµR
= ~ lim

λg→∞

{
−ζ
(
0,DIDJS + λgRIαRJα

)
+ 2ζ

(
0, λ1/2

g RIαRIβ

)}
. (3.38)

In Landau gauge, the operators are local, and it is possible to prove that ζ(0, A) can be

expressed in terms of a local adiabatic expansion coe�cient b2(A),

ζ(0, A) =
1

16π2

∫
b2(A)|g|1/2d4x. (3.39)

Eq. (3.38) is the origin of the renormalisation group equation (3.2) we gave in the intro-

duction. For Laplace type operators A = −∇2 + E, the expansion coe�cient b2(A) is an

invariant polynomial combination of the spacetime curvature and derivatives of E. In Ref.

[120], it was shown that the expansion coe�cients remain polynomial for some classes of

non-Laplacian operators relevant to the covariant e�ective action. In these cases, we can

use b2(A) to read o� the rescaling behaviour of the terms in the e�ective potential or the

e�ective Lagrangian using the renormalisation group equation (3.2).

To obtain the two representations of the covariant e�ective action given earlier, we �rst

split ϕI → (ξI , θI) into non-gauge and pure-gauge directions. We decompose the operator

DIDJS as

DIDJS = A =

(
a c

c† d

)
. (3.40)

Similarly,

RIαRJα = B =

(
0 0

0 b

)
. (3.41)

Eq.(3.35) follows from this decomposition when we set λg = 1, in the one-loop result

(3.33). Noting (as will manifestly be shown later after the decomposition of the operators

in a harmonic basis) that the non-zero eigenvalues of RIαRJα and RIαRIβ are identical,

Γ(1) =
~
2i

tr ln a+
~
2i

tr ln b− ~
i
tr ln b =

~
2i

tr ln a− ~
2i

tr ln b. (3.42)

This recovers Eq. (3.35).

In order to obtain the Landau gauge representation, eq.(3.36), we start with the gen-

eralised zeta-function ζ(s, A),

ζ(s, A+ λgB) =
1

Γ(s)

∫ ∞
0

dt ts−1tr
(
e−(A+λgB)t

)
. (3.43)

If we rescale λgt→ t,

ζ(s, A+ λgB) =
λ−sg
Γ(s)

∫ ∞
0

dt ts−1tr
(
e−(B+λ−1

g A)t
)

(3.44)
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and separate the diagonal and non-diagonal parts,

tr
(
e−(B+λ−1

g A)t
)

= tr

(
exp

[
−

(
λ−1
g a 0

0 b+ λ−1
g d

)
t

]
exp

[
−

(
0 λ−1

g c

λ−1
g c† 0

)
t

])
,

(3.45)

it is clear that only the even powers of λ−1
g survive in the second exponential due to the

trace. Of these, only the leading term survives in the large λg limit, and after rescaling t

back, we are left with

ζ(s, A+ λgB) = ζ(s, a) + λ−sg ζ(s, b+ λ−1
g d) +O(λ−s−2

g ). (3.46)

We use analytic continuation to s = 0 and then, in the limit λg →∞,

ζ(0, A+ λgB) ∼ ζ(0, a) + ζ(0, b) (3.47)

ζ ′(0, A+ λgB) ∼ ζ ′(0, a) + ζ ′(0, b)− ζ(0, b) lnλg. (3.48)

Hence, the terms on the right hand side of (3.36) are

lim
λg→∞

~
2i

tr ln {A+ λgB} −
~
i
tr ln

{
λ1/2
g b
}

=
~
2i

tr ln a− ~
2i

tr ln b. (3.49)

Therefore the Landau gauge result (3.36) is equal to (3.42), which is equal to the gauge

decomposition (3.35).

3.4 The Gravity-Higgs E�ective Field Theory

Having established that the object of interest, namely the �rst order correction to

the e�ective action, is well-described, despite the non-locality of the action, we return to

(3.23) and obtain the operators that contribute to it, speci�cally, the covariant second

variation of the action, the gauge-�xing and ghost operators.

3.4.1 Jordan Frame Lagrangian

We take the point of view that the gravity-Higgs sector is a low-energy E�ective

Field Theory for the spacetime metric gµν and the Higgs doublet �eld H, in which non-

renormalisable terms are assumed to be suppressed by inverse powers of the reduced

Planck mass, κ = M−1
p = (8πG)1/2 [78]. For questions relative to this energy regime (for

example in the case of Higgs instability, which sets in at a scale below the Planck mass),

the renormalisable couplings will be expected to play the most important role. During

in�ation, we suppose that the vacuum energy is dominated by an in�aton �eld and takes

some �xed value V0, and then the expansion rate in the Higgs vacuum is determined by

the Friedmann equation H2 = κ2V0/3.

For convenience, we replace the Higgs doublet by a set of four real scalars φi, denoting
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the gauge invariant magnitude of the �eld by φ and the projection along the pure-gauge

direction by δ⊥ij . The Lagrangian density for the gravity-Higgs sector Lg with non-minimal

coupling is

Lg(g, φ) = − 1

2κ2
U(φ)R(g) |g|1/2 +

1

2
Gij(φ) gµν∂µφ

i∂νφ
j |g|1/2 + V (φ) |g|1/2, (3.50)

where ∂µ denotes an ordinary spacetime derivative. The non-minimal coupling terms are

contained in the function U(φ) multiplying the Ricci scalar R.

Each one of the scalar functions in the Lagrangian has an expansion in powers of κ,

V (φ) = V0 +
1

2
µ2φ2 +

1

4
λφ4 +

1

6
λ6κ

2φ6 + . . . (3.51)

Gij(φ) = δij + ακ2δikδjlφ
kφl + βκ2δ⊥ijφ

2 + . . . (3.52)

U(φ) = 1− ξκ2φ2 + . . . . (3.53)

Most of the results we obtain have been truncated to O(κ2φ2). We will use a wave function

renormalisation to keep the leading order behaviour in R and Gij �xed. The anomalous

dimensions will be denoted by γg and γφ respectively. This keeps the e�ective Planck scale

�xed. Note that it is not possible to eliminate both coe�cients α and β by rede�nitions

of φ if Gij has a non-vanishing curvature tensor.

3.4.2 Conformal Transformation to the Einstein Frame

One of the questions we address is the e�ect of conformal rescaling of the metric from

the original Jordan Frame to the Einstein frame to remove the ξ term in the original

Lagrangian. We transform the metric as gEµν = U(φ) gJµν . Then, the Lagrangian density

in the Einstein frame becomes

Lg(gE, φ) = − 1

2κ2
R(gE) |gE|1/2 +

1

2
GEij(φ) gµνE ∂µφ

i∂νφ
j |gE|1/2 + VE(φ) |gE|1/2, (3.54)

where

VE(φ) = U−2V (φ) (3.55)

GEij(φ) = U−1Gij +
3

2
κ−2U−2 ∂U

∂φi
∂U

∂φj
. (3.56)

In a covariant theory it should be possible to calculate the beta functions by transforming

to the Einstein frame, rescale the e�ective action, and transforming back to the Jordan

frame.

If we expand the Einstein frame theory in powers of κ, we have relationships between
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the sets of Einstein frame and Jordan frame parameters,

µ2
E = µ2 + 4ξ′κ2V0 (3.57)

λE = λ+ 4ξ′κ2µ2 (3.58)

ξE = ξ − ξ′. (3.59)

Note that we have used a di�erent ξ′ for the conformal transformation. Since we have

adopted a covariant quantisation approach, these relations also hold for the running cou-

plings up to �eld renormalisation factors. We di�erentiate the relations with respect to

the renormalisation scale keeping ξ′ �xed, and then set ξ′ = ξ at the end,

β̃µ2(0, λE, µ
2
E, . . . ) = β̃µ2(ξ, λ, µ2, . . . ) + 4ξκ2β̃V0(ξ, λ, µ2, . . . ) (3.60)

β̃λ(0, λE, µ
2
E, . . . ) = β̃λ(ξ, λ, µ

2, . . . ) + 4ξκ2β̃µ2(ξ, λ, µ2, . . . ) (3.61)

β̃ξ(0, λE, µ
2
E, . . . ) = β̃ξ(ξ, λ, µ

2, . . . ). (3.62)

The beta functions β̃ include anomalous dimension factors, for example

β̃ξ = βξ − 2γφξ − γgξ, (3.63)

and similarly for the rest of the coupling coe�cients. These relations can be used to

evaluate covariant beta functions for non-trivial curvature coupling if we have results for

minimal coupling. We note that for the scalar-gravity theory, the anomalous dimensions

γ vanish to one loop order γ = O(λ2), [121].

Already, an unexpected result follows from (3.62), namely that the one-loop βξ for

gravity-Higgs theory is independent of ξ at order κ0, see Table 3.2. We remark that this

is due to the fact that the wave function renormalisation is order κ2 in this theory. This is

unlike the result obtained from the quantum theory of scalar �elds on a curved background

gives βξ ∝ 6ξ− 1 [122]. The ξ dependence must cancel when we include quantum gravity

and require �eld-covariance of the gravity-Higgs e�ective action [89]. Subsequent results

will con�rm this using explicit calculations.

3.5 Expansions of the Gravity-Higgs Action

From the previous section, it is clear that in order to obtain the beta functions for

the gravity-Higgs e�ective action, one needs to compute the contributions to the heat

kernel coe�cients from the covariant second-variation operator appearing in (3.32). This

is achieved by obtaining the (non-covariant) second order variations of the action, adding

the contribution of the Vilkovisky-DeWitt corrections (3.30), as well as the contribution

of the gauge-�xing Lagrangian. Hence, one reads o� the �eld-space metric GIJ (as the

coe�cient of the highest order derivative term in the action, following Vilkovisky [123]),

the projection operator PαβIJ (as the coe�cient of the non-minimal part of the operator),
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and a potential term VIJ (involving no derivatives). Subsequently, these operators can be

projected onto a harmonic basis on S4, and diagonalised. Lastly, the ghost action needs

to also be taken into account, similarly, so that we are only left with the physical degrees

of freedom in the zeta-function calculation. Most of the details have been left out because

these are already covered in the literature, particularly in the work of Barvinsky [124�126],

however, we attempt to make appropriate clari�cations wherever necessary. We use the

Jordan frame Lagrangian and then the covariant formulation can be checked by verifying

the relations between the beta functions given in Eqs. (3.60)-(3.62).

The easiest, and most intuitive, method for obtaining the aforementioned operators is

to expand the action using the background �eld method φI → φI + ηI and subsequently

vary with respect to the �eld perturbations ηI , which de�ne the coordinates of the �eld-

space. Hence, we combine the metric and scalar directions, rescaled so as to have the

same dimensions, as

ηI ≡

(
1

2κ
δgµν

δφi

)
. (3.64)

Variations of functionals in �eld space, then, are taken as

∂IS =
δS

δηI
=

(
2κ

δS

δ (δgµν)
,

δS

δ (δφi)

)
. (3.65)

The second-order variation of the sum of the gravity-Higgs and gauge-�xing actions,

S = Sg + Sgf , will be decomposed as a generic second order, self-adjoint di�erential

operator,

−DIDJS = −∂I∂JS + ΓKIJ ∂KS

= −GIJ∇2 − ζ PαβIJ∇α∇β − (AµIJ∇µ +∇µAµIJ) + EIJ .
(3.66)

Here, GIJ is the �eld space metric, PαβIJ combines non-minimal derivative terms and

projects out the gauge-�xed directions, AµIJ ∝ ∇νφ
j combines �rst order terms (and will

vanish when the background �elds are taken to be constant), EIJ is an e�ective mass

term and ζ is a gauge-�xing parameter. The metric is used to construct the Levi-Civita

connection by the usual expression,

ΓIJK =
1

2
GIL (∂KGLJ + ∂JGLK − ∂LGJK) . (3.67)

When writing down local operators like GIJ we usually omit delta function terms.
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3.5.1 First Order Variations

The �rst order variation of the action de�nes the background �eld equations for the

gravitational and Higgs �elds, which will be denoted by F µν and Fi,

F µν = −1

2

2κ
√
g

δS

δ (δgµν)
= UGµν − U ;µν + gµνU ;ρ

ρ − κ2T µν , (3.68)

Fi = − 1
√
g

δS

δ (δφi)
= − 1

2κ2
RU,i −Dµ(Gij∇µφi) + V,i , (3.69)

where Dµ is a covariant derivative for the Higgs-�eld-space metric Gij,

Dµδφ
i = ∇µδφ

i + Γijk(∂µφ
j)δφk, (3.70)

and T µν is the scalar �eld stress-energy tensor,

T µν = Gij∇µφi∇νφj − gµν
(

1

2
Gij∇µφi∇µφ

j + V

)
. (3.71)

Here, F µν has been scaled so that F µν = 0 resembles the usual Einstein equation in

the minimal coupling limit U → 1.

3.5.2 Second Order Variations

In the rest of this chapter the background scalar �eld will be assumed constant, for

simplicity. Here, we follow and generalise the work of Barvinsky [125] in order to obtain

the (non-covariant) second order variation of the action, −∂I∂JSg, by taking functional

derivatives of the �rst order variations:

− ∂I∂JSg = − 1
√
g

δ2S

δηIδηJ
=

1

κ2|g|1/2

(
2κ δ(Fµν |g|1/2)

δ(δgρσ)
δ(Fµν |g|1/2)

δ(δφi)
2κδ(Fi|g|1/2)
δ(δgρσ)

δ(Fi|g|1/2)
δ(δφj)

)
. (3.72)

Then, after performing the computation, we observe that (3.72) is shown to have

derivative terms,

(
−Ug(µν)(ρσ)∇2 + UPαβ(µν)(ρσ)∇α∇β −κ−1U,j(∇µ∇ν − gµν∇2)

−κ−1U,i(∇ρ∇σ − gρσ∇2) −Gij∇2

)
|g|1/2, (3.73)

and a potential term,

Eg IJ =

(
E

(µν)(ρσ)
g κgµνV,j

κgρσV,i V,ij − 1
2
Rκ−2U,ij

)
|g|1/2. (3.74)
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Two important tensors in the kinetic terms (3.73) are the DeWitt metric,

g(µν)(ρσ) =
1

2
(gµρgνσ + gµσgνρ − gµνgρσ), (3.75)

and another tensor, which will also appear in the gauge-�xing terms below,

Pαβ(µν)(ρσ) = 2gγδg
(αγ)(µν)g(βδ)(ρσ). (3.76)

The mass-like gravity terms are

E(µν)(ρσ)
g = −2URµ̇ρν̇σ + 2URµ̇ρgν̇σ + URµν

T g
ρσ + UgµνRρσ

T − 4URµ̇ρ
T g

ν̇σ − 2κ2V g(µν)(ρσ),

(3.77)

with overdots over indices indicating symmetrisation in those indices, and a subscript T

denotes the trace-free part of the tensor. The terms have been organised this way to

isolate those that vanish when the di�erential operator is applied to transverse traceless

perturbations, and those which remain.

Since we want the e�ective action to respect the original symmetry of the classical

action under general coordinate rede�nitions, xµ → xµ + εµ, a gauge-�xing method needs

to be implemented. Hence, following Barvinski [124], we take

Lgf = −λgUgαβχαχβ, (3.78)

where the generators of the gauge-group are taken as

χα = Rα
I η

I =
1

2κ
(g(αβ)(γδ)∇βδgγδ − U−1U,i∇αδφi). (3.79)

The addition of the gauge-�xing Lagrangian, results in a contribution to the second vari-

ation,

− ∂I∂JSgf = −λg

(
UPαβ(µν)(ρσ)∇α∇β −κ−1U,jg

(µν)(αβ)∇α∇β

−κ−1U,ig
(ρσ)(αβ)∇α∇β

1
2
κ−2U−1U,iU,j∇2

)
|g|1/2. (3.80)

We have enough information now to obtain the �eld-space metric GIJ . We will do this by

requiring the operator to have Laplacian form in the gauge-�xed directions, i.e.

− (∂I∂JSg) η
I
⊥ = −GIJ∇2 ηJ⊥ + EIJ η

J
⊥, (3.81)

when χµ(ηI⊥) = 0. It is important to note that we are only interested in the action of the

second variation operator on the gauge-�xed directions due to the projection operators

acting in (3.35). Hence, since variations of the gauge-�xing term vanish when applied to

the gauge-�xed directions, an arbitrary amount of ∂I∂JSgf can be added to the di�erential

operator. However, (∂I∂JSg)+λ−1
g (∂I∂JSgf ), which results in ζ = 0 in (3.66), is the unique

combination of the second order variations that results in a Laplacian form. The coe�cient
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of −∇2 in this combination is therefore the �eld-space metric, and this gives

GIJ =

(
Ug(µν)(ρσ) −1

2
κ−1U,jg

µν

−1
2
κ−1U,ig

ρσ Gij + 1
2
κ−2U−1U,iU,j

)
|g|1/2. (3.82)

We also obtain exactly the same result using ∂Iχα = λ
1/2
g RI

α for the Rξ gauges as

in section 3.3. This is a special feature of the gauge �xing term (3.79), and for other

choices it becomes necessary to combine information from both gauge-�xed and pure

gauge directions to obtain the metric. For future reference, the inverse metric is given by

GIJ =

(
U−1g(µν)(ρσ) + 1

4
κ−2U−1U,kU

,kW−1gµνgρσ −1
2
κ−1W−1U ,jgµν

−1
2
κ−1W−1U ,igρσ Gij − 3

2
W−1κ−2U ,iU ,j

)
|g|−1/2,

(3.83)

where W = U + 3
2
κ−2U−1U,iU

,i.

Finally, comparing to the expression (3.66), we can also read o� the tensor PαβIJ ,

PαβIJ =

(
UPαβ(µν)(ρσ) −κ−1U,jg

(µν)(αβ)

−κ−1U,ig
(ρσ)(αβ) 1

2
κ−2U−1U,iU,j

)
|g|1/2. (3.84)

The variations are considerably simpler in the Einstein frame U ≡ 1. Indeed, one of

the motivations for considering covariant approaches is to ensure that the Einstein frame

result can always be used reliably.

3.5.3 Vilkovisky-DeWitt Corrections

The Levi-Civita connection is given by the usual expression (3.67). The connection

converts the scalar derivatives V,ij into covariant derivatives V;ij, and adds extra terms

to the di�erential operator (3.66). For simplicity, we just quote the terms in the matrix

components that contribute up to O(κ2), and take the spacetime curvature R to be of

order κ2 and the scalar derivatives V,i of order κ. The contributing non-trivial Christofel

symbols are

Γ1
11 = Γ(ef)

(ab)(cd) =
1

4
U
[
2 gef g

ab ged + δe
(a δf

c) gbd + δe
(a δf

d) gbc

+ δe
(b δf

c) gad + δe
(b δf

d) gac
]
,

(3.85)

Γ1
22 = Γ(ef) ij =

1

2
κ gef

(
Gij + κ−2U,ij

)
and Γ2

12 = Γi(ef) j =
1

2
κ gef G

ikGkj. (3.86)

Then, the VdW contribution to the e�ective action becomes,

ΓKIJ∂KSg =

(
EΓ

(µν)(µν) −1
4
κ(2V,j − κ−2RU,j)g

µν

−1
4
κ(2V,i − κ−2RU,i)g

ρσ 1
2
(Gij + κ−2U;ij)(R− 4κ2V )

)
, (3.87)
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where

EΓ
(µν)(ρσ) = 2Ugµ̇ρRν̇σ

T −
1

2
URµν

T g
ρσ − 1

2
UgρσRµν

T . (3.88)

Eq. (3.87) is exact in the minimally coupled case U = 1.

In the non-minimally coupled case, when the Levi-Civita connection term (3.87) is

combined with the mass terms from the second variation of the action (3.74), we see

that the curvature coupling terms U;ijR cancel. In particular, the 2ξκ2R term, which

would contribute the ξ dependence to the beta-function βξ has been cancelled o� by the

Vilkovisky-DeWitt corrections, verifying the claim made at the end of (3.4.2), explicitly.

3.6 Gravity-Higgs Mode Expansions

We have obtained the operators for the gravity-Higgs action in a completely �eld-

covariant formalism. Therefore, we can reduce the dimensionality of the scalar �eld-space

from four to one, so long as the non-trivial nature of the scalar �eld-space metric Gij is

taken into account, appropriately. Transforming the action to its Euclidean counterpart,

the spacetime background becomes S4. Through this simpli�cation we can compute the

coe�cients of the heat kernel coe�cient β2 for the simpler system of a single scalar �eld

non-minimally coupled to gravity on the sphere by expanding the �elds in a basis of S4

harmonics.

3.6.1 Covariant Gravity-Scalar Model

We argued in section 3.3 that the scaling behaviour of the gravity-scalar e�ective action

(3.38) can be expressed in terms of spacetime invariant tensor combinations. General

expressions for these combinations are known from heat kernel methods for a wide range

of second order operators [110, 120], but there are some non-Laplace type operators where

the general results are not yet available. Furthermore, it can be very cumbersome applying

these general results. A more practical approach, and one permitted by the �eld-space

covariant approach followed in this work, is to use a direct evaluation of the generalised

zeta function on a simple manifold for a simple operator, for example gravity with a single

scalar �eld on the sphere [109, 127], and read o� the relevant coe�cients (see Appendix

C and in particular (C.21)-(C.24)).

On the sphere S4, the curvature is given in terms of the Ricci scalar,

Rµνρσ =
1

12
R (gµρgνσ − gµσgνρ) , (3.89)

and the radius of the sphere is
√

12/R. The Euclidean Lagrangian of a single constant

scalar background �eld φ with non-minimal coupling to gravity is given by

LE =
1

2
K(φ)(∇φ)2 + V (φ)− 1

2κ2
U(φ)R. (3.90)
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The second variation operator for the Euclidean theory (including the gauge-�xing term

λgRIαRJα), is

DIDJ (SE + Sgf ) = −δIJ∇2 + (λg − 1)RIαRJα + EI
J , (3.91)

where the general expressions for RIαRJα and EI
J were given in section 3.5. Then, the

heat-kernel coe�cient is given as [88]

b2(∆) = α1 V;ijV
;ij + α2 κ

2V;iV
;i + α3 κ

2V V i
;i + α4 κ

4V 2 + α5RV
i

;i + α6 κ
2RV +O(R2).

(3.92)

For a single �eld, we replace V,i by V ′ and V;ij by the covariant derivative associated with

the scalar �eld space metric K(φ),

V ′′ = K1/2(K−1/2V ′)′. (3.93)

3.6.2 Orthonormal Harmonic Basis Expansion

The di�erential operators can be diagonalised by expanding the �elds in a basis of S4

orthonormal harmonics: scalar modes hS, transverse vector modes hV µ and transverse-

traceless tensor modes hT µν . Transverse modes are divergence free, ∇µhV µ = 0 and

∇µhT µν = 0. The eigenvalues of −∇2 for the respective modes are λS, λV and λT . Modes

can be traded up into higher rank tensors by applying derivatives to the basic set of

harmonics. The general decomposition of the metric plus scalar �eld into the basis of

harmonic functions and their derivatives is given by mode sums with coe�cients xI ,

δgµν = 2κ
∑

modes

{
x1hTµν + 2x2∇(µh

V
ν) + x3∇µνh

S + x4gµνh
S
}

δφi =
∑

modes

x5hS,
(3.94)

where ∇µν = ∇µ∇ν − 1
4
gµν∇2. In the ghost and gauge sector, there is a similar decom-

position,

cµ =
∑

modes

{
y1hV µ + y2∇µh

S
}
. (3.95)

The eigenvalues of the derived modes change due to non-commutation of the covariant

derivatives, for example

−∇2
(
∇(µh

V
ν)

)
=
(
λV − 5

12
R
)
∇(µh

V
ν) (3.96)

The derived modes are not normalised, but their normalisation can be deduced from the

original harmonic, for example

4

∫
∇(µh

V
ν)∇(µhV ν)|g|1/2d4x = 2

(
λV − 1

4
R
)
. (3.97)
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The action of the operators and products in the harmonic basis, for a given set of eigenval-

ues, can be represented now by 5× 5 matrices, for the full �eld space, and 2× 2 matrices

for the induced gauge-subspace metric, as de�ned in (3.26).

The eigenvalues of the matrix ∆ = Π(−∇2 + E)Π and the ghost matrix Q are used

to obtain the zeta functions needed for the heat kernel methods in the next section and,

consequently, the beta functions. These matrices are given explicitly, albeit with the

inclusion of only those terms from the expansion of the non-minimally coupling that are

relevant in our approximation, as in (3.87).

The Laplacian,

(−∇2)IJ =


λT 0 0 0 0

0 λV − 5
12
R 0 0 0

0 0 λS − 2
3
R 0 0

0 0 0 λS 0

0 0 0 0 λS

 . (3.98)

The �eld-space metric (3.82),

GIJ =


U 0 0 0 0

0 2U(λV − 1
4
R) 0 0 0

0 0 3
4
UλS(λS − 1

3
R) 0 0

0 0 0 −4U −2κU ′

0 0 0 −2κU ′ K + 1
2
κ2U ′2/U

 . (3.99)

The non-covariant mass matrix (3.74), writing m2
T = 2

3
UR− 2κ2V ,

EgIJ =


m2
T 0 0 0 0

0 2m2
T (λV − 1

4
R) 0 0 0

0 0 3
4
m2
TλS(λS − 1

3
R) 0 0

0 0 0 8κ2V 4κV ′

0 0 0 4κV ′ V ′′ − 1
2κ2RU

′′

 . (3.100)

The covariant mass matrix including the connection terms (3.87),

EIJ =


m2
T 0 0 0 0

0 2m2
T (λV − 1

4
R) 0 0 0

0 0 3
4
m2
TλS(λS − 1

3
R) 0 0

0 0 0 8κ2V 2κV ′ + κ−1RU ′

0 0 0 2κV ′ + κ−1RU ′ M2

 ,

(3.101)

where M2 = V ′′ − 2κ2KV + 1
2
KUR− 2V U ′′.
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The gauge transformation matrix

RI
α =


0 0

1 0

0 2

0 −1
2
λS

0 0

 . (3.102)

The (unnormalised) pure-gauge projector (3.76), P I
J = GIKPαβ

KJ∇α∇β,

P I
J = RI

aRa
J =


0 0 0 0 0

0 λV − R
4

0 0 0

0 0 3
2
(λS − R

3
) 2 0

0 0 −3
8
λS(λS − R

3
) −λS

2
0

0 0 0 0 0

 . (3.103)

The diagonalisation of which, is

DP
I
J =


0 0 0 0 0

0 λV − R
4

0 0 0

0 0 λS − R
2

0 0

0 0 0 0 0

0 0 0 0 0

 . (3.104)

The gauge-�xed direction projection matrix, ΠI
J = δIJ−RI

αN αβRJβ = δIJ −[DP
−1]IK P

K
J ,

ΠI
J =

1

λS − 1
2
R


λS − 1

2
R 0 0 0 0

0 0 0 0 0

0 0 −1
2
λS −2 0

0 0 3
8
λS(λS − 1

3
R) 3

2
(λS − 1

3
R) 0

0 0 0 0 λS − 1
2
R

 . (3.105)

The ghost operator,

Qα
β = RIαRIβ =

(
λV − 1

4
R 0

0 λS − 1
2
R

)
. (3.106)

The ghost metric as de�ned in (3.35) is obtained, following [92], as the coe�ecient of the

highest derivative term in the ghost Lagrangian,

γαβ =

(
2U 0

0 2UλS

)
. (3.107)

Hence, it is shown that the non-trivial eigenvalues of (3.104) and those of the ghost
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operator (3.106) are identical. This property was used in (3.3.4) in order to establish the

equivalence of the two expressions of the one-loop e�ective action (3.35) and (3.36).

Here, we would like to stress an important point. The matrices DIDJ (SE + Sgf ) are

not positive de�nite, since the �eld-space metric GIJ is not, so there are directions which

decrease the Euclidean action and invalidate the path integral approach. This is the

famous conformal mode problem of Euclidean quantum gravity. However, the matrices

representing ΠDIDJSEΠ, and DIDJ (SE + Sgf ) for su�ciently large λg, are both positive

de�nite and the path integral can be de�ned. This is the solution to the conformal mode

problem of Euclidean quantum gravity referred to in Ref. [120].

3.7 Gravity-Higgs β-functions

The renormalisation scale dependence of the one-loop e�ective action (C.9) can be

calculated in two di�erent ways, and the comparison gives a check on the accuracy of the

result. The �rst way is by gauge decomposition,

µR
dΓ

(1)
E

dµR
= −ζ

(
0,Π(DIDJS)Π

)
+ ζ

(
0,RIαRIβ

)
. (3.108)

The second version is in Landau gauge (3.38),

µR
dΓ

(1)
E

dµR
= lim

λg→∞

{
−ζ
(
0,DIDJS + λgR

IαRJα

)
+ 2ζ

(
0, λ1/2

g RIαRIβ

)}
. (3.109)

In each case, the eigenvalues, which are the same for either method, are evaluated by

diagonalising the matrices and can be associated (see Appendix C) with the generalised

zeta functions, which are de�ned for s > 2 by the series,

ζ(s, A) =
∑
λ

λ−s. (3.110)

Spherical harmonic eigenvalues are all quadratic polynomials in a single `angular momen-

tum' index n. After diagonalisation, the operator eigenvalues are algebraic functions of

the spherical harmonic eigenvalues, but standard zeta-function methods can be modi�ed

to analytically continue and evaluate ζ(0, A) [128].

We will use the transverse-traceless tensor sector I = J = 1 as an example to showcase

the methodology followed and obtain ζ(0,ΠDI
J Π), for each component of the gravity-

scalar and ghost Lagrangians. Hence, the �rst eigenvalue of the operator ∆ = Π(−∇2 +

E)Π, which involves the transverse-traceless tensor term in the Laplacian (3.98), using

the inverse of the �eld-space metric (3.99) to raise the indices of the covariant mass matrix

(3.101), is given as

λ1 = λT + U−1m2
T . (3.111)

The tensor eigenvalues are given in appendix C, and after analytic continuation using
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(C.19), we �nd

ζ(0, (D2S)1
1) = − 1

18
+ 20

m2
T

UR
+ 60

m4
T

U2R2
. (3.112)

Contributions to the beta-functions from the transverse-traceless tensors can be obtained,

following (3.2), using (3.91) from (C.10),

µR
dL(1)

E

dµR
= − b2

16π2
, (3.113)

where the contribution to the adiabatic expansion coe�cient b2 from the transverse-

traceless modes can be extracted from (3.39)

bT2 =
16π2

VolumeS4

ζ(0, (D2S)1
1) =

R2

24
ζ(0, (D2S)1

1). (3.114)

After substituting for m2
T , see above (3.100), the tensor mode contribution to b2 becomes

bT2 =
719

432
R2 − 25

3

κ2RV

U
+ 10

κ4V 2

U2
. (3.115)

Similarly, one computes the adiabatic expansion coe�cient contributions for the rest of the

vector and scalar modes and ghosts and, using (3.2), obtains the associated β-functions.

For example, with U = 1 − ξκ2φ2, we have a contribution to βξ from expanding the

second term of (3.115) in powers of κ,

βξ − 2γφξ − γgξ = 2 coeff(b2, Rφ
2) =

50

3
κ4V0 +O(κ6). (3.116)

Other contributions to the beta functions can be obtained in a similar way from the

matrices given in (3.6) and the interested reader is directed to Appendix C.

We will, now, give results for the contributions to the beta functions from the Higgs

background direction, and the gravitational sector with which it mixes.

Jordan frame Einstein frame

16π2βξ (6ξ − 1)λ −λ
16π2βµ2 6µ2λ 6(µ2 + 4ξκ2V0)λ

16π2(βµ2 + 4κ2V0βξ) 6(µ2 + 4ξκ2V0)λ− 4λκ2V0 6(µ2 + 4ξκ2V0)λ− 4λκ2V0

Covariant

16π2βξ 2λ

16π2βµ2 6(µ2 + 4ξκ2V0)λ− 12λκ2V0

16π2(βµ2 + 4κ2V0βξ) 6(µ2 + 4ξκ2V0)λ− 4λκ2V0

Table 3.2: β−functions for the curvature coupling and the mass of a gravity coupled scalar �eld

at leading order for small κ4V0. The Jordan frame result has been calculated directly from the

original action. The Einstein frame result is obtained by transforming the action to the Einstein

frame. The covariant result uses a geodesic expansion in �eld space and is independent of the

frame used. The renormalisation group �ow of the e�ective mass, µ2 + 4κ2V0ξ, is the same for

each of these approaches.
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Jordan frame Covariant

16π2βλ 18λ2 18λ2

16π2β6 90λλ6 − 18λ2(2− 8ξ + 18ξ2) 90λλ6 − 18λ2(1− 7ξ + 24ξ2)

16π2γg −1
3
κ2µ2 + 2κ2(µ2ξ − 4κ2V0) 2

3
(µ2 + 4ξκ2V0)κ2 − 52

3
κ4V0

Table 3.3: β−functions for the quartic scalar self-coupling λ and the sixth order scalar self-

coupling λ6 of a gravity coupled scalar �eld at leading order for small κ4V0. The wave function

renormalisation of the metric, γg, is given at order κ4V0. The Jordan frame results have been

calculated directly from the original action. The Einstein frame results are obtained by trans-

forming the action to the Einstein frame. The covariant result uses a geodesic expansion in �eld

space and is independent of the frame used.

A few comments are in order. Tables 3.2 and 3.3 show results at leading order for small

κ4V0, assuming that the curvature R and the mass squared µ2 are of order κ2V0. These

choices are well-motivated in in�ationary energy scales, considering the curvature of the

-de Sitter- universe, R ≈ 4κ2V0, and where the Higgs mass is negligible. Contributions

to the beta functions from the gravitational perturbations, like the transverse traceless

tensor modes discussed above, enter only at order κ4V0, in agreement with the conclusion

of Ref. [101]. However, quantum gravitational corrections do have an e�ect at leading

order through the Vilkovisky-DeWitt connection terms, in the operators.

The �rst thing to notice in Table 3.2 is the absence of ξ terms for βξ in the Einstein

frame and the covariant results. The reason for this, in the Einstein frame, is obvious

since the ξRφ2 term has been eliminated by the conformal transformation, and ξ appears

in the Einstein frame scalar potential VJ/U2 instead. The absence of ξ, in the covariant

results, follows from the beta-function relations (3.60)-(3.62). In the explicit calculation,

the leading order contribution to βξ from RU ′′, in the mass matrix (3.101), cancels with

the Vilkovisky-DeWitt correction.

In Table 3.2 we see that the renormalisation group �ow of µ2 + 4κ2V0ξ, is the same

in all the di�erent approaches. In the relevant energy range, in de Sitter, R ≈ 4κ2V0,

and the e�ective square mass of the Higgs �eld µ2 + ξR ≈ µ2 + 4κ2V0ξ. This is the

crucial combination, with a covariant meaning, for addressing questions regarding physical

observables.

The non-covariant formulation in the Jordan or the Einstein frame therefore gives

the same outcome for the e�ective mass renormalisation group �ow, as the covariant

formalism, at least for small values of κ4V0.

3.8 Gauge Bosons, Goldstone Modes and Fermions

Having obtained the one-loop e�ective potential contributions from the Gravity-Higgs

sector of the action, we proceed with the inclusion of results for the gauge boson, Gold-

stone mode and fermion contributions to the e�ective action for the scalar �eld on a curved

spacetime background. These computations go beyond the topic of this thesis (the inter-
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ested reader is advised to review the relevant section of [2] and references therein). This

subsection is included for completeness and the results are quoted from existing literature

[121, 129]. In this case, there are no background gauge �elds and the gauge modes de-

couple from the graviton and scalar modes of the previous section. Quantum gravity still

has an e�ect via the Vilkovisky-DeWitt connection term. Irrespective of the computation

frame, the beta function results can be translated between the Jordan and the Einstein

frame using the beta-function relations (3.60)-(3.62).

The gauge-Goldstone mode Lagrangian, which we use is

Lg = −1

4
FaµνF

aµν |g|1/2 − 1

2
δ⊥ij(Dµφ)i(Dµφ)j|g|1/2 − V (φ)|g|/2, (3.117)

where Dµφ = ∇µφ − gAaµT
aφ is the spacetime-gauge group covariant derivative [121],

with T a = σa/2 the SU(2) symmetry generators involving the Pauli matrices σa, and δ⊥ij
is orthogonal to the background Higgs direction used in the previous section, as in (3.52).

In the covariant approach, there are connection terms in the di�erential operator

DIDJS because the �eld-space metric GIJ depends on the spacetime metric, leading to

a connection coe�cient ΓKIJ , with K in the metric direction. The contribution to the

operator is EΓ IJ = ΓKIJ∂KS,

EΓ IJ =

(
−Gµν − κ2V gµν 0

0 1
2
(R− 4κ2V )

)
|g|1/2, (3.118)

where Gµν + κ2V gµν = 0 is the Einstein equation when φ is constant.

The scaling behaviour of the one-loop action can be found as before by taking the

spacetime background to be the Euclidean four-sphere. An important new consideration,

for the gauge boson beta-functions, is the Higgs �eld wave function renormalisation at

one-loop,

16π2γφ = −3

4
g2

tot +O(κ4V0), (3.119)

where g2
tot = 3g2 + g′2. We note that the inclusion of the wave function renormalisation

which, unlike the Gravity-Higgs case, here enters at order O(κ0) resulting in the ξ de-

pendence in βξ in Table 3.3. The leading term is simply the �at space result in Landau

gauge.

Results are given in Tables 3.4 and 3.5. The covariant β-functions are independent of

frame, and di�er from the non-covariant expressions. As before, the two approaches agree

for the e�ective square mass, µ2+4κ2V0ξ. There are di�erences in the sixth order coupling

λ6, but this only enters the Higgs �eld equations at O(κ4V0). Therefore, we conclude that

the covariant 1-loop e�ective Higgs potential, at leading order and for small κ4V0, and its

non-covariantly computed counterpart lead to the same physical observables.
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Jordan frame

16π2βξ −1
4
(6ξ − 1)g2

tot + (6ξ − 1)λ

16π2βµ2 −1
2
µ2g2

tot + 6λµ2

16π2(βµ2 + 4κ2V0βξ) [6µ2
E − 4κ2V0]λ− 1

2
[µ2
E − 2κ2V0]g2

tot

Covariant

16π2βξ −1
4
(6ξ − 4)g2

tot + 2λ

16π2βµ2 −1
2
[µ2 − (8ξ − 6)κ2V0]g2

tot + 6[µ2 + (4ξ − 2)κ2V0]λ

16π2(βµ2 + 4κ2V0βξ) [6µ2
E − 4κ2V0]λ− 1

2
[µ2
E − 2κ2V0]g2

tot

Table 3.4: W and Z vector boson contributions to the β−functions for the curvature coupling

and the mass of a gravity-coupled scalar �eld at leading order in κ4V0. The Jordan frame

result has been calculated directly from the original action. The covariant result uses a geodesic

expansion in �eld space and is independent of the frame used. The renormalisation group �ow

of µ2
E = µ2 + 4κ2V0ξ is the same for each of these approaches.

Jordan frame Covariant

16π2βλ 6λ2 − λg2
tot + 3

8

∑
g4 6λ2 − λg2

tot + 3
8

∑
g4

16π2β6 18λλ6 − 3
2
λ6g

2
tot 18λλ6 − 3

2
λ6g

2
tot + 3ξλg2

tot − 9
4
λg2

tot + 9(2ξ − 1)λ2

16π2γg (6ξ − 1)κ2µ2 2κ2µ2
E − 23

2
κ4V0

Table 3.5: W and Z vector boson contributions to the β−functions for the quartic scalar self-

coupling, λ, and the sixth order scalar self-coupling, λ6, of a gravity-coupled scalar �eld at

leading order in κ4V0. The metric wave function anomalous dimension is given to order κ4V0.

The covariant result uses a geodesic expansion in �eld space and is independent of the frame

used.

The core of the covariant formalism lies in the treatment of the �elds that describe the

system in question as coordinates on a manifold. Hence, the requirement of symmetry

under �eld rede�nitions is translated to di�eomorphism invariance of the �eld space and

di�erential geometry provides the technology that permits the formulation of theories

with actions that are manifestly reparametrization invariant. This is possible when only

bosonic degrees of freedom are included, as in the case of the gravity-scalar action. The

generalisation of the covariant approach to fermion �elds, however, is highly non-trivial

due to mathematical description of fermionic �elds, namely their anticommutativity and

their equations of motion. The former property requires that the �eld manifold must

be generalised to a supermanifold, namely one in which (some of) the coordinates are

Grassmanian. The latter relates to the fact that the equations of motion for fermionic

�elds are �rst order - in contrast with the Klein-Gordon equation of the scalar �elds.

Furthermore, as shown in Appendix B, the equation of motion of free bosonic degrees

of freedom constitutes the geodesic deviation equation of the induced space. Hence, one

is motivated to introduce a di�erent de�nition for the metric of a space that includes

fermionic �elds and a radically di�erent treatment is, therefore, necessary. The interested
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reader is referred to [121] for a detailed exposition of the treatment of fermion �elds in

curved spacetime and to [130] and references therein, for a frame-covariant approach and

details on the supermanifold structure. Here, we take the minimalist approach and leave

o� any extra contributions to the e�ective action that originate from the inclusion of

fermionic degrees of freedom. The results are then checked for consistency against the

covariant beta function relations (3.60)-(3.62).

The wave-function renormalisation at one-loop is 16π2γφ = 3y2. The beta functions

are quoted from pre-existing literature [131], but we repeat them here for completeness.

Using the renormalisation group equation (3.2) we obtain,

16π2βξ = (6ξ − 1)y2, 16π2βµ2 = 6y2µ2, 16π2βλ = −6y4 + 12λy2. (3.120)

There is no contribution to β6 and γg at one-loop order.

3.9 The Gravity-Scalar Running Couplings

We return to (3.51) and (3.53) and truncate them to O(κ2), remembering that the

sixth order coupling enters the Higgs �eld equations at O(κ4). In particular, we take

V
O(κ2)

eff =
1

2
µ2

eff(φ)φ2 +
1

4
λeff(φ)φ4, (3.121)

where the e�ective mass is given by the combination µ2
eff = µ2 + 12ξH2. The e�ective

couplings are obtained by solving the renormalisation group equations (3.3). It is worth

noting that despite the fact that the e�ective potential is independent of the renormal-

isation group scaling parameter µR, the 1-loop approximation is not. This leads to the

need to establish a criterion for the appropriate de�nition of the renormalisation scale

[132] and one such criterion has been suggested in [133], and further implemented in

[121]. It de�nes µR implicitely, such that the one-loop correction to the Renormalisation

Group Improved e�ective potential vanishes. Furthermore, it has been proposed (see [79]

and references therein) that a simple de�nition that takes into account the non-trivial

space-time curvature,
µR = a φ2 + bR (3.122)

with a, b constants, despite not leading to the cancellation of the one-loop logarithms in

the RGI, o�ers computational advantages. In this work, in order to retain familiarity

with standard renormalisation group methods [93], we have simply chosen µR = φ and

not included these recent results. In a completely covariant treatment, one should treat

the renormalised �eld as a non-linear mapping into �eld space φR = φR(φ, µR) taking into

account the appropriate, for a curved space-time background, de�nition for µR.

Initial conditions for the running couplings are set at some chosen point. We take this

point to be φ = 170GeV, close to the top quark mass. Combining the results from the

tables of beta functions and replacing the vacuum energy by the expansion rate, H, gives
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16π2dµ
2
eff

dt
= 12

(
µ2

eff − 2H2
)
λ− 1

2

(
µ2

eff − 6H2
)
g2

tot + 6
(
µ2

eff − 2H2
)
y2. (3.123)

The value of the Gravity-Higgs coupling is known from experiments at energies less

than 1TeV. The best available values of the Higgs and top quark masses imply that

λ(170GeV) = 0.12577 [74]. These experiments are, essentially, at zero vacuum energy

V0 ≈ 0, but since there is no dependence on the vacuum energy V0 in βλ, we can take the

experimental values over to the early universe where V0 is large.

The value of µ2 for the Higgs �eld, as determined in the laboratory, is negligible

compared to the value of ξR in the in�ationary universe, but here we have to take care

because of subtleties in the properties of light �elds in de Sitter space [134]. We already

see a hint of this in the covariant beta-function, which is large, of order H2/3. In the

Euclidean approach to quantum �eld theory, the infrared problems lead to a breakdown

of perturbation theory (as shown in (1.58)) for µ2
eff . λ1/2H2 [117], so our treatment will

only be valid above this bound. Stochastic approximations imply that the light Higgs �eld

develops a mass µ2
eff ≈ 0.3534λ1/2H2 [47, 46, 52, 117]. If we assume µ2(170GeV) � H2,

then a lower limit for de Sitter space of ξ(170GeV) > 0.029λ1/2 is set. We can say nothing

about curvature couplings smaller than this, because the techniques required for dealing

with loop corrections with smaller e�ective mass scales are quite di�erent from the ones

we use here [134, 135].

The e�ective couplings, using (3.123), are plotted in Figure 3.1. The standard model

couplings λ, g, g′ and y have been evolved simultaneously using the two-loop �at space β-

functions given in [77]. The value of the top quark mass, mt, sets the scale of the Yukawa

coupling y and this has a signi�cant e�ect on the running of the Higgs self-coupling, λ,

and the value of the �eld where it vanishes. The location of the point λ = 0 is not �xed

very accurately by the renormalisation group corrected potential; including other two-loop

e�ects results in raising λ(170GeV) by 0.2%.

Figure 3.1: On the left, running couplings λ and λ6 (which appears as an O(κ4) correction in

Ve�), with mt = 173.4GeV. On the right, the e�ective mass squared µ2
eff = µ2 + 12H2ξ. The

initial conditions are λ(170GeV) = 0.128, λ6(170GeV) = 0.1 and µ2(170GeV) = 0.
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The determination of the running couplings permits the description of the dependence

of the one-loop e�ective potential on the Higgs �eld value φ. Depending on the value of

the curvature coupling parameter, ξ, the potential exhibits a substantially di�erent �eld

dependence, manifested in Figure 3.2.

Figure 3.2: The e�ective Higgs potential plotted as a function of the Higgs �eld for µ2 = 0 and a

range of curvature coupling, ξ, values at 170GeV. There is a single maximum for large expansion

rate, H, or curvature coupling, ξ, but new maxima and minima appear for small values of H
and ξ.

Note that for small initial values, the e�ective mass becomes negative at Higgs �eld

values below the Planck scale. This can further alter the shape of the Higgs potential

and can even give rise to a second maximum. This is illustrated by the potential plots in

Figure 3.2. A combination of small initial µ2
eff and small expansion rate H leads to twin

maxima. It is sometimes possible for the Higgs �eld to tunnel to the lower maximum,

roll down the potential, and then tunnel up to the larger maximum. This combination

is less likely than the single tunnelling event, however, for small curvature coupling, the

�eld could become trapped between the two maxima during in�ation, and return to the

present vacuum state after in�ation.

The determination of physical observables, depending on the e�ective potential (e.g.

the stability of Higgs vacuum) is independent of the conformal frame. This is the main

result of this work.
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3.10 Conclusion and Motivation for Further Work

The Gravity-Higgs action provides an exciting laboratory for trying out ideas in (ef-

fective) quantum gravity. One of the issues quantum gravity raises is how to de�ne the

spacetime geometry when scalar and metric backgrounds are allowed to mix freely. We

presented a methodology that is fully covariant under such �eld rede�nitions (and has,

subsequently, been explored further in [136]) and remarked its applicability. This descrip-

tion allows a complete physical equivalence between the di�erent conformal frames. On

the other hand, non-covariant approaches can still lead to correct results, on scales below

the Planck mass, as long as appropriate care is taken. Our analysis has led us to advo-

cate the use of the e�ective mass µ2 + ξR, since it is a combination that has a covariant

meaning, and then the simpler Einstein frame can always be used.

In particular, we have found that it is always possible to work consistently in a frame

in which the curvature coupling vanishes. The dependence on the curvature coupling in

other frames can be recovered from relations like those given, for the beta function, in

section 3.4.2.

In one respect, the approach adopted, here, has not been as general as it could, and

maybe should, be. The covariant e�ective action has been used, but �eld rede�nitions have

not been fully integrated with the renormalisation group. In a fully general treatment, the

renormalised �eld φR = Z(µR)φ should become a non-linear mapping into �eld space,

φR = φR(φ, µR), with µR taken appropriately for a curved background consideration.

We have not attempted this, in order to retain as much familiarity with conventional

renormalisation group methods as possible.

Furthermore, at the end of (3.4.1) we commented on the couplings α and β in the

kinetic terms. Those proved to not contribute in the approach followed here, which

focused on the treatment of the e�ective potential. Their contribution to the heat kernel

coe�cients is expected to shift the numerical results, when the entirety of the one-loop

e�ective action is taken into account.

Finally, we should point out that we have used existing non-covariant results for the

standard model beta functions, which are not associated with the spacetime curvature.

This could cause problems if the running couplings depend on gauge parameters. In fact,

the `g2λ' terms in βλ are dependent on gauge parameters [137]. The �eld value at which

the quartic Higgs coupling becomes negative is not protected by any Nielsen identities

and may well be gauge parameter dependent. We leave such investigations as a potential

future research project.
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4.1 Overview of the Chapter

In this chapter, we turn our attention to a topical variant of multi�eld in�ation, namely

Hyperin�ation, and investigate the constraints on the model's parameters placed by ob-

servations.

We draw inspiration from the numerous multi�eld in�ation models and thoroughly ex-

amine the background �eld evolution and the linearised perturbations of a model with a

two-dimensional hyperbolic �eld-space and an exponential potential that admits a scaling

solution. We start by reviewing the background dynamics and manifestly showcase the

parameter values for which the gradient and hyperbolic solutions are stable and unstable.

We then obtain the evolution for the linear perturbations of the �elds and numerically

evaluate the power spectrum and the spectral index for a range of values of the geomet-

rically normalised Killing direction velocity, y, of the hyperbolic solution. We �nd that

observational results place tight bounds on its permissible values within the narrow re-

gion of 0.74 × 10−2 ≤ y ≤ 0.94 × 10−2 and 0.1603 ≤ y ≤ 0.1774, corresponding to a

very narrow range of admissible potential slopes 0.54 × 10−4 ≤ p − 3 ≤ 0.88 × 10−4 and

0.025 ≤ p − 3 ≤ 0.031. Ultimately, working in the small εH regime we �nd that there is

a maximal value for the slow-roll parameter allowed by observations.

We close by motivating the use of the obtained potential bounds in order to obtain the

stochastic Langevin equation for both �eld-space directions, which will permit the com-

putation of arbitrary N-point functions in the large-wavelength limit and any potentially

emerging non-Gaussianities (preliminary work for which has been included in Appendix

D).

4.2 The Motivation for Multi�eld In�ation

Since its inception, In�ation [11�13] has been extensively tested both theoretically and

observationally. The model's striking successes, but also its shortcomings, have resulted in

a multitude of subsequent developments in model building, starting from single-�eld slow-

roll chaotic in�ation [138] (for an excellent review, see [17]) to more complex multi�eld

models [139�142].

On physical grounds, extended research on multi�eld in�ation models was motivated

in the late '90s and early '00s [25, 143�145], due to the expectation that advanced obser-

vational probes [23, 28, 146] would detect signals indicating the existence of isocurvature
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perturbations and non-Gaussianity in the primordial universe.

On theoretical grounds, one of the most sought-after objectives, recently, has been

the embedding of the in�ationary scenario, as an e�ective low energy limit, in a more

fundamental high energy theory - such as String Theory [19, 147]. Recent investigations

have resulted in de Sitter space being excluded as a String Theory vacuum [148], placing

single-�eld slow-roll in�ationary models in the Swampland [149�151], with the subsequent

introduction of the corresponding Conjectures [37, 148]. These considerations indicated

that the Swampland constraints would favour multi�eld in�ationary models with poten-

tially non-trivial kinetic terms [38, 39].

4.2.1 Hyperin�ation

A model dubbed Hyperin�ation [152] has become topical in recent years due to its

capacity to evade the Swampland while making predictions in agreement with observa-

tions. In its introduction, Brown presents the model and its connection to Spin�ation

[139], showcasing how Hyperin�ation can produce a large number of e-folds, even for

steep potentials, therefore relaxing the constraint for a slow-roll regime. Furthermore,

the model is demonstrated to have the ability to seed the observed Large Scale structure

through adiabatic perturbations, all the while motivating the existence of Hyperin�ation

signatures, in the form equilateral non-Gaussianity. These qualitative statements were

detailed quantitatively in [153], and both the background and perturbation dynamics

of the �elds were studied, resulting in analytical expressions for cosmological parame-

ters being presented in the slow-varying approximation. More recently, Hyperin�ation

was generalised to models with an arbitrary number of �elds and for various potentials,

even non-rotationally symmetric ones [154], and was established as being able to lay the

groundwork for observationally viable models that satisfy the Swampland Conjectures

[155]. Lastly, the original statement by Brown in [152] that Hyperin�ation is an attractor

in the regime that slow-roll is a repeller [156�158] was extensively studied in the context

of dynamical attractors [159].

4.3 Model Description and Background Field Considerations

4.3.1 Fundamentals

The model we consider involves a scalar doublet with a hyperbolic H2 �eld-space

geometry, minimally coupled to gravity and normalised by the �eld-space scale, MH ,

ϕa = φa/MH . The action is given by:

S =
1

2

∫
dDx
√
−g

[
M2

p R−M2
H Gab(ϕ)∂µϕ

a∂νϕ
b gµν − 2M2

HV (ϕa)
]
, (4.1)

where V (ϕa) is the scalar �eld potential. Here, we adopt the notation that latin indices

{a, b, ..} = {1, 2} correspond to directions in �eld-space with metric Gab, while greek

88



Chapter 4. Observational Constraints on Hyperin�ation

letters {µ, ν, ..} = {0, . . . , 3} correspond to spacetime indices and are associated with a

Friedman-Lemaître-Robertson-Walker spacetime metric, with line element

ds2 = gµνdxµdxν = −dt2 + a(t)δijdx
idxj, (4.2)

describing a homogeneous and isotropic universe. As usual, the Hubble parameter is

de�ned as H = ȧ/a.

Varying the action with respect to the doublet and the metric leads to the �eld equa-

tions of motion and the Einstein equation,

DµDµ ϕa − Gab V,b = 0

M2
p Gρσ +M2

H

(
1

2
gρσ Gab ϕa,µ ϕb,µ + gρσ V − Gab ϕa,ρ ϕb,σ

)
= 0,

(4.3)

where Gρσ is the Einstein tensor. Here, we have introduced the covariant derivative

DµV a = ∂µV
a + Γabc ∂µ ϕ

b V c, (4.4)

associated with the spacetime metric gµ ν , acting on a �eld-space vector V a [ϕb(xµ)]

through the pushforward operator [O?]aµ = ϕa,µ, which relates spacetime-tensors with

those de�ned on the �eld-space manifold, Da = ϕa,µDµ.
When homogeneity and isotropy are imposed, equations (4.3) reduce to:

Dt∂tϕa + 3H ∂tϕ
a + Gab V,b = 0, (4.5)

3H2 = κ2

(
1

2
Gab ∂tϕa∂tϕb + V

)
, (4.6)

∂tH = −1

2
κ2Gab ∂tϕa∂tϕb (4.7)

where we have de�ned the hierarchy parameter κ2 = M2
H/M

2
p , given by the ratio of the

hyperbolic �eld space scale to the Planck mass.

Despite the fact that higher dimensionality (d > 2) �eld spaces can give rise to a

plethora of interesting realisations, and have been argued to even take in�ation out of

the Swampland [154], we choose to restrict ourselves to a two-dimensional manifold, as

it provides a su�ciently illustrative stage for showcasing the intriguing e�ects that result

from non-trivial geometry. Focusing on the hyperbolic in�ation scenario [152, 153, 159],

in which the �eld-space, with canonical coordinates ϕ1 ≡ ρ and ϕ2 ≡ ϕ, has a transitive

isometry, in the sense of shifts in the ϕ2 direction, leads to a metric of the form

Gab =

[
1 0

0 f 2(ρ)

]
. (4.8)

One parametrisation of the hyperbolic �eld space is the Poincare half-plane de�ned by

f(ρ) = sinh(ρ). For large radial-direction �eld values, ρ � 1, the �eld-space metric
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function becomes f(ρ) = sinh(ρ) ≈ eρ.

For the metric (4.8), the Ricci scalar and the non-vanishing Christo�el symbols, prove

to be

Γρφφ = −f 2(ρ), Γφρφ = 1, R = −2
∂2
ρf(ρ)

f(ρ)
. (4.9)

We choose an exponential potential that respects the isometry of the �eld space and

depends only on the �radial� direction,

V (ρ) ≈ V0 e
κ2 p ρ, (4.10)

where p is a positive constant. The potential gradient in the a direction is denoted by pa,

pa = κ−2 ∂(lnV )

∂φa
. (4.11)

Following the work of [159], the Klein-Gordon equations (4.5) can take the form of an

autonomous system for the normalised �eld-space coordinates ϕa and their velocities va,

ϕa′ =va

va′ =− (3− εH)(va + pa)− Γabc v
b vc,

(4.12)

where the velocities va = dϕa/dN ≡ ϕa′ are obtained with respect to the e-fold number

dN = H dt. Here, εH = −Ḣ/H2 is the rate of change of the Hubble parameter, which

can be written, using (4.7), as

εH =
1

2
κ2 va v

a, (4.13)

and its evolution equation is given by

ε′H = −(3− εH)(2κ2εH − pa va). (4.14)

It is useful, here, to de�ne the coordinates (x, y) ≡ (vρ, f(ρ) vφ), namely the projections

of the �eld-space velocity orthogonal to and along the Killing direction ka = (0, f(ρ)). In

these coordinates, the autonomous system (4.12) becomes:

x′ =− (3− εH)(x+ pρ) + y2

y′ =− (3− εH + x) y,
(4.15)

and (4.13) takes the useful form

εH =
1

2
κ2
(
x2 + y2

)
. (4.16)
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4.3.2 Background Field and Linear Stability in de Sitter

Scaling solutions, by de�nition, satisfy ε′H = 0. Therefore, from (4.14) we observe that

εH = −1

2
κ2pa v

a . (4.17)

Hence, the system (4.12) admits two types of scaling solutions:

• The gradient solution: In this case, (x, y) = (−pρ, 0). To examine the stability of

this solution we obtain the local Lyapunov exponents (the eigenvalues of the matrix

J for the linearised system (xa)′ = Jab x
b), as (λ1, λ2) = (−3, p − 3). Solving the

linearised system, one obtains

ρ = ρ(0)− 1

3
uρ(0) e−3N − pρN

φ = φ(0) +
1

pρ − 3
uφ(0) e(pρ−3)N .

(4.18)

For p < 3, the angular velocity vanishes exponentially fast, irrespective of any initial

value, while the radial velocity approaches the critical point value, x = −pρ. Thus,
this solution is stable. This can be explicitly seen from the phase space diagram

Figure 4.1(left). For steeper potentials, p > 3, the gradient solution, depicted as

dashed black, red and purple lines in Figure 4.1(right), are unstable and for any non-

trivial initial value of y, the system diverges from the gradient solution critical point

(x, y) = (−pρ, 0) and evolves exponentially fast towards the hyperbolic solution

critical point.

Figure 4.1: Phase diagram of [x(t), y(t)], with initial conditions away from the critical point, for

various values of the potential gradient p. For p < 3, the system evolves to the gradient solution,

while for p ≥ 3 the system will evolve towards the hyperbolic solution, irrespective of the initial

conditions. On the right panel, dashed lines commence with zero angular velocity, y = 0, and
evolve to the Hyperbolic solution. The red solid line corresponds to a potential with p = 3.
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• The hyperbolic solution: Here, the system is allowed to assume velocity in both

directions and consequently, evolves towards the critical point

(x, y)Hyper =
(
−3,±

√
3p− 9

)
. (4.19)

This solution is only admissible if p ≥ 3, to ensure positivity of the argument of the

square root. The local Lyapunov exponents, in this case, are

(λ1, λ2) = (−3

2
+

3

2

√
1− 8

9
y2,−3

2
− 3

2

√
1− 8

9
y2) (4.20)

and depending on the value of p, the critical point falls under one of the following

categories:

� For 3 < p < 3.375 or 0 < y < 3
√

2
4
, the eigenvalues are real and λ1 6= λ2 < 0,

so the system evolution, represented as the solid black line of Figure 4.1, leads

towards the critical point, that is a stable node Figure 4.2a.

� For p > 3.375 or y > 3
√

2
4
, the eigenvalues are complex conjugates with negative

real part and therefore the system, which is represented by the solid purple line

in Figure 4.1, when perturbed, will spiral towards this stable focus, as portrayed

in Figure 4.2c.

Shifting the hyperbolic �eld-space curvature function argument by a constant,

does not alter the dynamics. Hence, after rede�ning f(ρ) ≡ e[ρ−ρ(0)], and

using the linearised expression for ρ − ρ(0) ≈ −3N we see that in both the

aforementioned cases the solutions evolve towards the hyperbolic solution as:

ρ =ρ(0)− 3N − c1

y
eλ1N − c2

y
eλ2N

φ =φ(0) +
c1

µ1

eµ1N +
c2

µ2

eµ2N ± y e3N ,
(4.21)

with (µ1, µ2) = (3 + λ1, 3 + λ2).

� For p = 3.375 or y = 3
√

2
4
, there is a single eigenvalue, λ = −3

2
. Using the

linearised solution for ρ− ρ(0), again, we observe that the �eld follows the tra-

jectory represented as the solid red line in Figure 4.1, towards the critical point,

that is an improper stable node, depicted in Figure 4.2b and the hyperbolic

solution takes the form

ρ =ρ(0)− 3N − 2

3
[c1N + c2] e−

3
2
N

φ =φ(0) +
1

y

[(
3

2
N − 1

)
c1 +

3

2
c2

]
e

3
2
N ± y

3
e3N .

(4.22)
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(a) For 3 < p < 3.375 the
critical point is a stable node.

(b) For p = 3.375 the critical
point is improper stable node

(c) For p > 3.375,the critical
point is a stable focus.

Figure 4.2: Phase diagrams for the hyperbolic solution for various values of the potential gradient,

p.

Finally, as is manifest from the linearised equations, the system close to the critical

points evolves towards the minimum of the potential ρ = 0, until the condition ρ > 1

ceases to hold, that is when the approximation f(ρ) = sinh(ρ) ' eρ stops being valid.

Figure 4.3: Evolution into the homogeneous hyperbolic solution for p = 3.01,
with the vertical axis denoting the elapsed number of e-folds from the begin-

ning of the trajectory.

4.4 Linear Perturbations

Having thoroughly explored the dynamics of homogeneous �eld con�gurations and their

attractor scaling solutions, we now turn to the study of small amplitude inhomogeneities

around the background described by the hyperbolic solution. Since it is well motivated

that κ2 = M2
H/M

2
p � 1 [152], we will be dropping O(εH) terms in the linearised per-

turbation equations - see (4.13). Hence, for the rest of the chapter, we will be ignoring

spacetime metric �uctuations and their e�ect on the dynamics of the perturbations of the

scalar �elds.
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4.4.1 Linear Perturbation Analysis

Assuming a general coordinatisation of the �eld manifold, we can always split the �eld

coordinates as

ϕa(t,x) = ϕ̄a(t) + qa(t,x), (4.23)

where the background �eld, ϕ̄a(t), will be taken to follow the hyperbolic solution discussed

above. The equations of motion for the perturbations qa, then, read [137]

DµD
µqa + GabqdDd V,b +Ra

bcd q
d∂µ φ

b ∂µ φc = 0. (4.24)

Projecting these equations along and orthogonal to the Killing (angular) direction, and

using the results from (4.9), leads to the following equations of motion for the geometrically

normalised �eld perturbations (r, q) = (q1, f(ρ) q2),

r̈ + 3H ṙ − a−2∇2
xr − 2H2y2 r − 2Hyq̇ + 2H2 x y q =0 (4.25)

q̈ + 3H q̇ − a−2∇2
xq + 2H y ṙ + 3H2q p−H2

(
x2 + y2

)
q =0. (4.26)

The �uctuations of the �eld multiplet can be expressed as a mode expansion in Fourier

space

qa(x, t) =

∫
d3k

(2π)3

[
Ua

I(k, t) a
I
k e

ik·x + U?a
I(k, t) a

† I
k e−ik·x

]
, (4.27)

noting that each multiplet member receives contributions from all creation/annihilation

operators via the mode matrix Ua
I(k, t). The normalisation is chosen such that the

creation/annihilation operators satisfy[
aIk, a

J
k′
†
]

= (2π)3 δIJ δ(k− k′). (4.28)

The mode matrix involves four complex entries (obviously N2 for an N -dimensional mul-

tiplet), but since the di�erent �elds are initially uncorrelated and evolve independently

on small scales, there are only two independent modes corresponding to an initial con-

dition where Ua
I ∝ δaI . Later evolution, around and after horizon exit, mixes all the

components of the matrix U . Below we will use two sets of modes, denoted by the index

I. We choose these depending on whether the �eld initially �uctuates along the adiabatic

or isocurvature direction, which we now describe.

4.4.2 Local Orthogonal Basis

In the case of multiple �elds, the assumption that the �uctuations will be purely

adiabatic, i.e. expressible as a time-shift in the background scalar �eld δφ = φ̇ δt(t,x),

as is the case in single-�eld in�ation, is not well-motivated. Geometrically, the �elds can

�uctuate in the direction orthogonal to the direction of the background �eld evolution.

Physically, the adiabatic heritage of the in�ationary modes will be bequeathed by the
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radiation era density perturbations of the photons (γ), neutrinos(ν), baryons (b) and cold

dark matter particles (c) after the �eld decays [25], resulting in

δt =
δργ
ρ̇γ

=
δρν
ρ̇ν

=
δρb
ρ̇b

=
δρc
ρ̇c
, (4.29)

or, using the continuity equation (1.9),

3

4

δργ
ργ

=
3

4

δρν
ρν

=
δρc
ρc

=
δρb
ρb
. (4.30)

Deviation from this behaviour, e.g. 3
4
δρν
ρν
− δρc

ρc
6= 0, can indicate the existence of isocur-

vature perturbations.

Therefore, it is useful to introduce the adiabatic direction along the background �eld

trajectory and the isocurvature direction that is normal to the former [25, 160]. These

are de�ned by unit vectors êσ and ês, with components

(êσ)a =
ϕ̇a

σ̇
and (ês)

a =
1√
G
εac êbσ Gbc, (4.31)

where σ̇ =
√
Gabϕ̇a ϕ̇b is the background �eld velocity. This introduces a local orthogonal

basis, related to the original coordinate basis, through the zweibeins[
êσ

ês

]
=

[
ρ̇
σ̇

ϕ̇
f σ̇

ϕ̇
σ̇
− ρ̇
f σ̇

]
·

[
êρ

êφ

]
=

[
x
σ′

y
f σ′

y
σ′
− x
f σ′

]
·

[
êρ

êφ

]
, (4.32)

with σ′ =
√
x2 + y2 = σ̇/H.

In this basis, the covariant derivative is given by

DaV b = ∂aV
b + /Γ

b
caV

c, (4.33)

with /Γ being the - non-symmetric in the lower two indices - zweibein basis connection. The

analytic form of this connection can be obtained in relation to the Christo�el connection

associated with the original coordinate basis, ΓIJK , via

/Γ
a
bc = êKb ê

I
c ê

a
J ΓJIK − êKb êIc ∂I (ê a

K ) , (4.34)

where the capital indices are related to the coordinate basis and the lower-case ones to

the zweibein, and êIa are components of the transformation matrix (4.32). In this basis,

the only non-vanishing connection components are:

/Γ
1
21 =

y

σ′
and /Γ

2
12 =

x

σ′
. (4.35)
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Having established the relation between the two bases, we can obtain equations (4.25)

and (4.26) in the zweibein basis, as

q̈σ + 3H q̇σ +

(
k

a

)2

qσ + 6H2 y qs + 2H y q̇s = 0

q̈s + 3H q̇s +

(
k

a

)2

qs − 2H2 y2qs − 2H y q̇σ = 0,

(4.36)

where we used (4.27), qσ(k, t) =
∫

d3k
2π3 U

σ
I(k, t) a

I
k e

ik·x + c.c. and similarly for qs. In-

troducing the time variable z = Ht + ln(H/k), the equation of motion for the modes

becomes:

∂2
z q

σ + 3 ∂zq
σ + e−2zqσ + 6 y qs + 2 y ∂zq

s = 0

∂2
z q

s + 3 ∂zq
s + e−2zqs − 2 y2 qs − 2 y ∂zq

σ = 0.
(4.37)

Note that our time variable z is simply the number of e-folds up to a k-dependent shift

and that all modes experience the same time evolution, only shifted in time, with z = 0

denoting horizon exit for each mode. In the limit of radial motion, y → 0, the e�ect of the

�eld-space curvature vanishes and the �elds decouple. In this limit, we obtain the one-

dimensional equations of motion, the solution of which are the positive frequency k-modes

for a massless, minimally coupled scalar �eld in de Sitter, which de�ne the Bunch�Davies

vacuum state [62] and assume a set of normalised solutions, in four spacetime dimensions

[29], given in (1.53),

uk =
H√
k3

√
π

2
(−η)

3
2 H3/2(kη), (4.38)

where η = −e−z.

4.4.3 Adiabatic and Isocurvature Perturbation Power Spectra

Deep inside the horizon, where the spatial gradient term of equations (4.37) dominates,

the modes decouple and evolve independently, una�ected by the mixing induced by the

�eld space curvature. As discussed above, we take our two sets of modes to be de�ned,

as z → −∞, by

Ua
I → uk δ

a
I , (4.39)

where now a = (σ, s) denotes the adiabatic and isocurvature directions. We de�ne the

rescaled modes UaI as

Ua
I ≡

H√
k3
UaI . (4.40)
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The �eld perturbation power spectra can, then, be written as

Pab(k, t) =
k3

2π2

∫
d3x e−ik·x〈qa(t,0)qb(t,x)〉

=
H2

2π2

(∑
I

Ua?I U bI

)
.

(4.41)

To obtain the modes, we solve equations (4.37) twice, once with qa = Ua
1 and initial

conditions (Uσ
1 → uk , U

s
1 → 0), and once with qa = Ua

2 and initial conditions (Uσ
2 →

0 , U s
1 → uk). In practice, the calculation starts at a su�ciently large, negative z such

that the two equations are e�ectively decoupled. Subsequently, we solve them for z = 60

e-folds after horizon exit, de�ning the longest mode of interest. The evolution of the

modes can be seen in �gure 4.4.

Figure 4.4: Time evolution of the adiabatic (left) and entropic (right) modes, for various values

of y. The horizontal semi-axes' origin corresponds to the time of horizon exit for a mode with

wavenumber k that is followed for further 60 e-folds. Increasing values y, or the potential slope
p, lead to a faster increase of the adiabatic perturbation and decrease of the isocurvature one.

To corroborate the superhorizon behaviour of the linearised �eld perturbations, as

obtained by the numerical solution presented above, we have also followed the evolution

of two �separate universes� that start o� at slightly displaced points in �eld-space. Figure

4.5 shows one such con�guration, where two solutions of the background equations with

neighbouring initial conditions are allowed to evolve, while depicting their di�erence in

�eld-space, at equal times. In this particular example, we see that an initially dominant

entropic perturbation feeds into an initially subdominant adiabatic one and decays while

the adiabatic perturbation, corresponding to a time shift of a single background solution,

eventually evolves towards a small, constant value. It is noteworthy, however, to remark

that this only occurs after an observationally inaccessible number of e-folds.
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Figure 4.5: Evolution of the linearised �eld perturbations with parameter p = 3.01 or y ≈ 0.17.
The adiabatic (tangent to the trajectory) perturbation approaches a small constant value. It is

worth noting that the apparent shrinkage is due to the choice of coordinates.

The power spectra are easy to obtain as a function of the wavenumber, k, since all

k-modes follow the same evolution, only time-shifted by t→ t+H−1 ln(H/k). This is, of

course, a consequence of the hierarchy of the energy scale of the scalar �eld background

MH � MP , which leads to the Hubble parameter H being treated as a constant. In

general, for a time-dependent value of H, each mode would cross the horizon at a di�erent

amplitude and their subsequent temporal evolution, after horizon crossing, would vary.

This would render this identi�cation inaccurate. We plot the power spectra for hyperbolic

scaling attractors, characterised by di�erent values of y, in Figure 4.6.

Figure 4.6: The adiabatic Pσ and entropic Ps power spectra at time t for various values of y,
where k∗ is the wavenumber of the mode exiting the horizon at that time and ln (k∗/k) = 60
represents the wavenumber corresponding to the scale of the universe today.
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We utilise the numerically evaluated adiabatic power spectrum matrix component P σσ

and plot the adiabatic spectral index,

nads = 1 +
d ln [P σσ]

d(ln k)
, (4.42)

along with the 68% con�dence range for its value from the Planck collaboration [28] (green

band ns = 0.9649± 0.0042) in Figure 4.7. Hence. it is manifest that the observationally

obtained range places very tight bounds to the permissible values for y, restricting them

to 0.74 × 10−2 ≤ y ≤ 0.94 × 10−2 and 0.1603 ≤ y ≤ 0.1774, severely constraining this

family of hyperin�ation models to those with exponential potential parameters in the

ranges 0.54× 104 ≤ p− 3 ≤ 0.88× 10−4 and 0.025 ≤ p− 3 ≤ 0.031.

Figure 4.7: The adiabatic spectral index, ns as a function on y. The green band corresponds to

observationally permitted values.

Finally, we look at the tensor-to-scalar ratio. We have, at horizon crossing,

r =
Pt(k)

Ps(k)
=

4κ2

U2

ϕ̇a ϕ̇a
H2

=
8εH
U2

=
4κ2

U2

[
9 + y2

]
, (4.43)

where U2 =
∑

I Uσ?I UσI and we have only taken the adiabatic perturbations into account,

as the contribution of the isocurvature ones is negligible. The Planck collaboration [28]

set the observational bound for the tensor-to-scalar ratio to r < 0.10. Hence, taking into

account that in the �rst few e-folds after horizon crossing U2 . 1 and using (4.19), we

obtain bounds for the parameter of the exponential potential,

κ2p . 0.01. (4.44)

99



Chapter 4. Observational Constraints on Hyperin�ation

This, in turn, results in limits for the permitted values for the Hubble parameter εH :

εH =
1

2
κ2
[
x2 + y2

]
=

3

2
κ2 p

. 0.015,

(4.45)

in close agreement with [153]. Furthermore, the tight observational bounds on the value

of the exponential parameter (see above Table 4.7) provide a numerical estimate for the

hierarchy parameter κ2 ≈ 0.2/9 improving the condition set in [153] that κ2 � 2/9.

Equation (4.45) shows that our original ansatz of small εH is observationally consistent.

We remark that the de�nitions of the Hubble slow-roll parameter εH ≡ −Ḣ/H2, given

by (4.13), and that of the potential slow-roll parameter

εV ≡
1

2
κ−2 V

,a V,a
V 2

=
1

2
κ2 pa Gab pb, (4.46)

are inequivalent in multi�eld models and can di�er substantially [39]. Equation (4.46) is

covariant. Therefore, using (4.32) to transform from the convenient local orthogonal basis

(σ, s) to (ρ, ϕ), one readily obtains

εV =
1

2
κ2p2 x2

x2 + y2
. (4.47)

Due to the characteristics of our particular model, namely that we consider scaling

solutions and use a potential that respects the �eld-space isometries (and subsequently

resulting in (4.47) receiving contributions only from the radial direction), it is evident

that the two slow-roll parameters coincide,

εV =
1

2
κ2 p2 9

3p
= εH < 0.015. (4.48)

Finally, this indicates that this type of exponential potential hyperin�ation models,

which is the simplest type of those that are not observationally excluded (as opposed

to those with a power-law potential [153]), cannot elevate (hyper)in�ation out of the

Swampland unless the requirement of the conjecture is relaxed beyond εV ≈ O(10−1) as

originally argued in [154]. This conclusion can be made more robust by extending our

analysis beyond the small εH regime.
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4.5 Conclusion and Motivation for Further Work

In this work, we have reviewed Hyperin�ation with an exponential potential and used

observational results to constrain the model's parameter space. Adopting a hierarchy of

scales, MH < φ < MP , results in the slow-roll parameter εH being negligible, while its

time derivative vanishes in the hyperbolic attractor solution. This results in the equations

of motion for the background �eld taking the form of an autonomous system. After

solving the linearised equations, we have manifestly shown the dynamical patterns that

describe the behaviour of the system for various values of the exponential parameter p.

Additionally, the linear stability of the background has been manifestly demonstrated and

two di�erent regimes have been distinguished: For p < 3, the gradient solution is a stable

attractor and for p > 3, where the gradient solution is a repeller, the hyperbolic solution

dominates.

Furthermore, by introducing a local orthogonal basis, we obtained the equations of

motion of the adiabatic and isocurvature perturbations and noted their highly coupled

behaviour that is due to the �eld-space curvature. We proceeded to solve these numerically

and described the dynamics of the perturbations, noting their behaviour after horizon

crossing: The adiabatic perturbations grow with the parameter y, which is associated

with the �eld-space curvature, and the entropic ones rapidly decay.

Finally, after producing the adiabatic and entropic power spectra, we compared the

resulting adiabatic spectral index and tensor-to-scalar ratio with recent observations, plac-

ing tight bounds to the permissible values of the exponential potential parameter p, also

setting an upper limit for the slow-roll parameter, ε ≈ O(10−2). Our results are shown to

agree with, and improve on, similar results in the literature [152],[153].

Hyperin�ation is a regime that could shine light on intriguing aspects of in�ationary

cosmology. It has been shown in [161] that this model is a speci�c case of side-tracked

in�ation, namely the attractor phase emerging from geometrical destabilisation [156].

Brown [152], in his original paper, notes that the model can give rise to equilateral non-

Gaussianities and substantial work has been carried out for the computation of such

quantities in a general class of multi�eld models with a curved �eld-space [162�166]. We

leave the derivation of the relevant stochastic equations and the computation of the arising

non-Gaussianity, utilising the stochastic formalism for future work.
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In this closing chapter, we summarise the results of the presented research works. We

start by reviewing each of the covered topics and after commenting on relevant past and

contemporary projects, we motivate their potential future extensions.

In Chapter 2, we elaborated on the path integral representation for the Langevin

equation describing the infrared behaviour of a spectator scalar in de Sitter. The simple

Feynman rules derived, allow for the straightforward computation of arbitrary unequal-

time correlators of the �eld. These quantities can also be obtained from the perturbative

expansion of the Langevin equation. As demonstrated, the two approaches are equivalent,

but the former o�ers computational advantages and increased e�ciency, as opposed to

the latter that involves a separation of the Langevin equation solution in di�erent orders,

represented by the `tree' graphs of section 2.6 and the evaluation of expectation values

of their products. This last step becomes increasingly complex with the number of �elds

in the desired correlator and with perturbative order, as all possible `tree' con�gurations

need to be taken into account. The proposed Feynman rules, on the other hand, directly

build any correlator out of two propagators and a small, �xed number of vertices resulting

in a conjectured form for the arbitrary N-point function, to the m-order.

Furthermore, the case of minimal backreaction was studied. We included the depen-

dence of the noise amplitude on φ, making the noise multiplicative, and new contributions

to the two-point functions were calculated. Hence, we demonstrated the comparative su-

periority of the Feynman rule method, in an example in which the perturbative solution

of the Langevin equation would have proven substantially more involved.

Increased attention was paid to the role of the functional Jacobian determinant in the

path integral, in the form of a ghost Lagrangian. The ghost �elds introduced, contribute

closed loops in the diagrams. In the case of additive noise H = H0, ghost loops act to

cancel the ill-de�ned closed G loops. The perturbative Langevin solution is free from such

structures, so ghosts are essential in ensuring that Feynman diagrams lead to the correct

result. In the case of multiplicative noise H = H(φ), the contributions from the ghost

and closed G loops do not vanish and hence, contribute to the �nal correlator. This was

expected, as it constitutes the manifestation of the dependence of N-point correlators on

the discretisation prescription of the Langevin equation, when the noise is multiplicative.

In a continuum description, this property translates to the choice of the value of Θ(0)

[63]. The methodology followed results in our formalism naturally picking the midpoint

value Θ(0) = 1
2
, corresponding to the Stratonovich prescription.

It is manifest, when gravitational backreaction is included, that di�erent discretisation
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prescriptions lead to di�erent results for the correlators, albeit suppressed by powers of the

backreaction coupling. This theoretical uncertainty has been noted [68] to be proprional

to corrections to the leading stochastic picture. From a purely mathematical perspec-

tive, all prescriptions (Θ(0) ∈ [0, 1] in a continuum description) are equally admissible,

therefore the "correct" - in the sense that it reproduces results in agreement with the

full QFT - prescription for modelling in�ationary scalar �eld dynamics via a stochastic

di�erential equation, requires either a �rst principles computation or other external to

the model justi�cations, as stressed in [69]. In our approach, the underlying dynamics

dictate the choice for the discretisation prescription, since the path integral derived from

the stochastic equation must be a truncated version of the full underlying action, in the

Schwinger-Keldysh formulation. The lack of functional determinants in the QFT path

integral, indicates that the Ito prescription seems favoured, but a concrete computation

is necessary for the veri�cation of this expected result.

In Chapter 3 we shifted our focus to the UV limit of scalar �elds in de Sitter. The

gravity-Higgs sector has been shown to be fertile soil for testing out ideas in (e�ective)

quantum gravity. The quantisation procedure of gravity, raises intriguing concerns on

how spacetime geometry is to be de�ned when scalar and metric backgrounds are allowed

to mix freely. The ambiguity stemming from the use of di�erent conformal frames, Ein-

stein or Jordan, and the di�erent results obtained with each approach, has resulted in

controversy in literature. Our treatment indicates that applying a methodology, which is

fully covariant under �eld rede�nitions is perfectly feasible and leads to unambiguous re-

sults about physical observables, manifesting a complete physical equivalence between the

di�erent conformal frames. On the other hand, on scales below the Planck mass, where

quantum gravitational e�ects are suppressed, non-covariant approaches can still lead to

correct results. Our analysis has led us to advocate the use of the frame-independent

e�ective mass µ2 + ξR, and - provided appropriate attention is paid to the intricacies

associated with the conformal transformation - the simpler Einstein frame, in which the

curvature coupling vanishes, can always be used. The curvature coupling dependence in

the Jordan frame can be recovered from relations similar to the beta function ones given

in section 3.4.

The methodology followed is not as general as it could. The covariant e�ective action

has been used, but �eld rede�nitions were limited to the form φR = Z(µR)φ, whereas

in a fully general treatment, the renormalised �eld transformation should, a priori take

the form of a non-linear mapping into �eld space, φR = φR(φ, µR). Furthermore, at

the end of subsection 3.4.1, we commented on the importance of the couplings in the

kinetic terms, which despite not contributing to our approach, are expected to a�ect

results when the entirety of the one-loop e�ective action, rather than simply the one-loop

e�ective potential, is taken into account. Nevertheless, our approach can provide a strong

basis for a potential future research endeavour.

Additionally, we remarked the use of existing non-covariant results for the standard
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model beta-functions, which are not associated with the spacetime curvature. The de-

pendence of the running couplings on gauge parameters, as noted in [137], can prove to

be problematic, motivating the need for further research in gauge-parameter dependence

for Higgs instability in �at space.

Lastly, in Chapter 4 we reviewed and extended the topical �Hyperin�ation" model

with an exponential potential, explored its dynamics and, imposing physical observational

bounds, constrained its parameter space. We adopted a scale hierarchy MH � φ � MP

which resulted in the slow-roll parameter εH being negligible, while its time derivative

vanishes in the hyperbolic attractor solution. After linearising the autonomous system of

background �eld equations of motion, we studied in detail the dynamical patterns that

describe the evolution of the �elds for various values of the exponential parameter p.

Furthermore, the linear stability of the background has been, manifestly, demonstrated

and two di�erent regimes have been distinguished. The introduction of a local orthogonal

basis leads to distinctly di�erent equations of motion for the adiabatic and isocurvature

perturbations, while their highly coupled behaviour, due to the �eld space curvature,

requires non-analytical manipulations. Our numerical solutions lead to a clear description

of the dynamics of the perturbations, distinguishing their behaviour after horizon crossing:

The adiabatic perturbations grow with the �eld-space curvature parameter y while the

entropic ones, rapidly, decay. Finally, after producing the adiabatic and entropic power

spectra, the resulting adiabatic spectral index and tensor-to-scalar ratio were contrasted

against contemporary observational values, highlighting the narrow permissible range of

the exponential potential parameter p, and consequently, restricting the upper limit for

the slow-roll parameter εH to O(10−2).

The investigation of the theoretical and phenomenological implications of in�ation-

ary models with elaborate �eld-space structure is a fascinating contemporary topic. The

introduction of non-minimal coupling has been shown to raise questions regarding the

proper conformal frame, in which the action should be expressed, demanding the devel-

opment of descriptions that respect covariance under �eld rede�nitions. The dynamics of

the low-energy sector of in�ationary models, which is more signi�cantly a�ected by the

existence of the underlying spacetime curvature, can be described by application of the

stochastic formalism. Furthermore, the consistent inclusion of gravity has been hindered

by the uncertainty that pertains to the appropriate choice of descritisation prescription.

Eventually, these obstacles can be surpassed by constructing a prescription-independent,

fully �eld-space covariant methodology and steps towards that direction have, very re-

cently, been made [42]. It would be of particular interest to investigate and elaborate on

this formalism and use it to study observationally relevant quantities and even discover,

potentially, qualitatively new phenomena.
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Appendix A. Schrödinger-like Probability Equation

This appendix aims to manifestly demonstrate the comparative advantages of the aux-

iliary �eld action used in subsection 2.4, as opposed to the Euclidean action obtained from

the Schrödinger-like equation associated with the original the Fokker-Planck equation.

Expanding (2.28) and applying the rede�nition (2.40), leads to

f(φ) ˙̃P (φ, t) = [f(φ) C1(φ) + f ′(φ) C2(φ) + f ′′(φ) C3(φ)] P̃ (φ, t)

+ [f(φ) C2(φ) + 2f ′(φ) C3(φ)] P̃ ′(φ, t) + f(φ) C3(φ) P̃ ′′(φ, t),
(A.1)

where, we have de�ned the parameters

C1 =

[
V ′

3H

]′
+ [1−Θ(0)] ~(A′)2 + [1−Θ(0)] ~AA′′

C2 =
V ′

3H
+

1

2
[2−Θ(0)] ~

(
A2
)′

C3 =
1

2
~A2.

(A.2)

Using the relations for the �rst and second derivative of the transformation function,

f ′(φ) = f(φ)

[
−3H ′

2H
(2−Θ(0))− V ′

3 ~H A2

]
(A.3)

and

f ′′(φ) = f(φ)

{[
3H ′

2H
(2−Θ(0)) +

V ′

3 ~H A2

]2

− 3

2
(2−Θ(0))

[
H ′′

H
−
(
H ′

H

)2
]

−
(

V ′′

3 ~H A2
− 4V ′H ′

3 ~H2A2

)} (A.4)

one, readily, observes that the coe�cient of P̃ ′ vanishes, resulting in a Wick-rotated

(t→ −it) Schrödinger-like equation,

˙̃P (φ, t) =

[
C1 + C2

f ′(φ)

fφ
+ C3

f ′′(φ)

f(φ)

]
P̃ (φ, t) + C3 P̃

′′

˙̃P (φ, t) =Ĥ P̃ ,
(A.5)
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with Hamiltonian,

Ĥ =

[
C1 + C2

f ′(φ)

fφ
+ C3

f ′′(φ)

f(φ)

]
+ C3 ∂

2
φ

≡ U(φ) + C3∂
2
φ,

(A.6)

where the potential U(φ) is given by

U(φ) =
1

2

[
V ′

3H

]′
− 1

2~A2

(
V ′

3H

)2

− 1

2
(1−Θ(0))

V ′

3H

H ′

H

+
1

2

(
1− Θ(0)

2

)2(
3H ′

H

)2

~A2 −
(

1− Θ(0)

2
~A2

(
3H ′

H

)′)
.

(A.7)

To verify the accuracy of the correspondence between the path integral approach of

the Schrödinger and the Fokker-Planck equations, we write the one-dimensional Euclidean

action associated with the former:

−SEuclSchr = −
∫
dt
[
pq̇ − Ĥ

]
= −

∫
dt

[
φ̇2

4 C3

− U(φ)

]
.

(A.8)

For the case of additive noise, when the Hubble parameter H is constant, all derivatives

of H(φ) and A, in (A.7) vanish, resulting in

− U(φ) = −1

2

V ′′

3H
+

1

2

(
V ′

3H

)2
1

~A2
, (A.9)

in direct agreement with [167], in which the same action has been obtained from the

Fokker-Planck equation associated with the original Langevin.

The corresponding action, including the entirety of (2.56), despite a priori being ex-

pected to give the correct results, is computationally, a lot more complicated than its

auxiliary �eld method counterpart (2.52).
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Appendix B. Field space Geometry

In this appendix, we provide a visual aid to the treatment of �elds in a curved �eld

space and showcase the equivalence between the covariant background �eld expansion

and the addition of the DeWitt term, for the simple case of a Non-Linear Sigma Model,

as an example of the methodology used in chapter 3. We proceed to obtain the equa-

tions of motion for the perturbations, which were used in chapter 4. These subjects are

well-documented in the literature in a mathematically rigorous manner, however, a more

intuitive exposition may be useful and instructive.

B.1 Covariant Background Field Expansion

φI0

φIt

φI1

ξI

Let φI denote the coordinates of a point in a D-dimensional Riemannian manifoldM
and φIt=0 a point around which we choose to expand. De�ne a geodesic sI(t) depending

on the a�ne parameter t, extending from this point to another point in its neighborhood

(such that they are connected by a single geodesic ) φIt=1 = φIt=0 + δφI(t). For any point

sI(t), the geodesic equation demands that

s̈I(t) + ΓIJK(s) ṡJ(t) ṡK(t) = 0 (B.1)

be true, with the overdot representing di�erentiation with respect to the a�ne parameter.

Expanding the geodesic around φI0, one obtains:

sI(t) =
∞∑
n=0

1

n!

[
sI
]n
|t=0

tn, (B.2)

with
[
sI
]n
|t=0

denoting the n-th derivative of the geodesic components evaluated at the

origin t = 0. With ξI ≡ ṡI|t=0 being the tangent to the geodesic vector, at the origin, the

geodesic expansion can be obtained recursively to any order using (B.1), as
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[
sI
]n

(t) = CI
J1...JN

(s) ṡJ1(t) . . . ṡJN (t), (B.3)

where the coe�cients CI
J1...JN

are obtained by varying (B.1) with respect to the a�ne

parameter t. For example, the �rst two terms are

CI
JK(s) = −ΓIJK

CI
JKL(s) = −ΓIJK,L −

1

2
ΓIJM ΓMKL −

1

2
ΓIKMΓMLJ ,

(B.4)

where ΓIJK is the Christo�el connection associated with the metric GIJ of the �eld space

manifoldM. After computing the coe�cients in (B.2), we can expand the coordinates of

the end-point of the geodetic interval φI|t=1 = sI|t=1 = φI|t=0 + δφI(t), or

δφI = ξI − 1

2
ΓIJKξ

J ξK + . . . , (B.5)

where dots signify higher order corrections in the, appropriately small for the ansatz of

vicinity to the origin to be satis�ed, vector ξI .

B.2 The NLSM Perturbation Equation of Motion

The classical action of a Non-Linear Sigma Model, is given by

S =
1

2

∫
dDx
√
−g GIJ(φ) gµν∂µφ

I∂νφ
J (B.6)

with gµν being the D-dimensional spacetime metric and GIJ being the �eld space metric.

Expanding the action in orders of δφI , up to the second order, we obtain:

S = S|δφI=0 +
δS

δ [δφI ]
|δφI=0 δφ

I +
1

2

δ2S

δ [δφI ] δ [δφJ ]
|δφI=0 δφ

IδφJ . (B.7)

Substituting (B.5) in the �rst order variation of the action, leads to

δ1S =

∫
dDx
√
−g

{
1

2
GIJ,K δφK∂µφI∂νφJgµν + GIJ∂µδφI∂νφJgµν

}
= δ1S

ξ1

+ δ1S
ξ2

,

(B.8)

which includes terms of both �rst and second order in ξ. Furthermore, the second variation

of the action becomes

δ2S =

∫ √
−g gµνdDx

[
1

2
GIJ,KLξKξL ∂µφI∂νφJ +

1

2
GIJ,KξK∂µξI∂νφJ

+
1

2
GIJ,KξK∂µφI∂νξJ + GIJ,KξK∂µξI∂νφJ + GIJ∂µξI∂νξJ

]
.

(B.9)
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Grouping these contributions in powers of ξ we obtain

S(ξ)|ξ=0 = S(ξ=0) + ∆1S
ξ1

+ ∆2S
ξ2

, (B.10)

where ∆1S
ξ1

= δ1S
ξ1
and

∆2S
ξ2 ≡1

2

[
δ2S + 2δ1S

ξ2
]

=
1

2

∫
dDx
√
−g

[(
−Rbcad

)
∂µφ

a∂µφbξcξd + GabDν ξ
aDν ξb

]
,

(B.11)

where we have introduced the action of the covariant, with respect to the spacetime metric

gµν , derivative on the tangent to the �eld space manifold vector ξa [φ(xµ)], as

Dµξ
a = ∇µξ

a + φd,µ Γadcξ
c. (B.12)

B.2.1 The Vilkovisky-deWitt Term

Returning to the background �eld expansion, from (B.8) one can take the δ1S
ξ2
, namely

the terms of the �rst order variation of the action that are second order in ξ. These prove

to be:

δ1S
ξ2

=

∫ √
−gdDx

{
1

2
Gab,cδφc

(
∂µφa∂µ φ

b
)

+ Gab∂µφa∂µδφb
}

=

∫ √
−gdDx ξeξf

{
1

2
GabDµ [∂µφ

a] Γbef

}
.

(B.13)

Similarly, expanding the �rst order variation (B.8) and keeping the terms linear in ξ we

obtain

δ1S
ξ1

=

∫
dDx
√
−g

{
1

2
Gab,c δφ

c∂µφ
a∂νφ

bgµν +Gab∂µδφ
a∂νφ

bgµν
}

=

∫
dDx
√
−g
{
−GabD

µ (∂µφ
a) ξb

}
.

(B.14)

Hence, we conclude, using the background expansion method, that the covariant second

order in ξ variation of the action is given by the naive second order variation, corrected

by the Vilkovisy-deWitt term

∆I∆JS
ξ2

= δIδJS
ξ2 − ΓKIJ

δ1S
ξ1

δξK
. (B.15)

B.2.2 Perturbation Equation of Motion

Integrating (B.11) by parts, it is straightforward, to obtain the equation of motion for

the perturbation ξd, (
Rbcad

)
∂µφ

a∂µφbξc + GcdDν Dν ξ
c = 0, (B.16)
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which was used in (4.24).

This result can also be obtained from purely geometrical considerations. Treating φa

as coordinates of a point in �eld space, the �ducial geodesic for the tangent vector ∇µφa

is:

∇µ∇µφa + Γabc ∂µφ
b ∂µφc = 0. (B.17)

Performing a parallel transport of the coordinate φa along the vector ξa as φ′ a → φa + ξa

results in a perturbation of the �ducial geodesic

∇µ∇µφa +∇µ∇µξa + Γabc [φ+ ξ]
[
2∂µφ

b∇µξc + ∂µφ
b∂µφc + O(ξ2)

]
= 0. (B.18)

Expanding the connection around φa

Γabc(φ+ ξ) = Γabc(φ) + Γabc,d ξ
d, (B.19)

and using (B.17), (B.18) becomes

∇µ (∇µξa) + 2 Γabc ∂µφ
b∇µξ

c + Γabc,d ξ
d∂µφ

b ∂µφc = 0. (B.20)

In order to determine the second spacetime-covariant derivative of the �eld space vector

ξa, we start by expanding the action of the total covariant derivative, which acts on both

�eld space and spacetime indices, on a vector [V ν ]a,

Dµ[V ν ]a = ∂µ[V ν ]a + Γνµρ[V
ρ]a + Γabc[V

ν ]b∂µφ
c. (B.21)

Hence, for the �eld space vector ξa, utilising (B.17), we have

DµD
µ ξa = ∇µ (Dµξa) + ΓabcD

µξb∂µφ
c

= ∇µ (∇µξa) + Γabc,d ξ
b ∂µφ

d∂µφc + 2 Γabc∇µξ
b ∂µφc

+ Γabc ξ
b
[
−Γcgh ∂

µφg ∂µφ
h
]

+ ΓabcΓ
b
edξ

d∂µφ
e ∂µφc,

(B.22)

and using (B.20) we, �nally, obtain the expected result (B.16),

DµD
µ ξa = Ra

cbd ξ
d ∂µφ

b∂µφc. (B.23)
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Appendix C. Zeta-function Evaluation

We review and extend the basic tools of heat kernel methods needed for the evaluation

of the zeta function, and subsequently, using the renormalisation group equation (3.2),

the beta functions for the Gravity-scalar model (3.6).

We may start by showcasing the basic concepts of functional Gaussian integration.

Let Aij be a diagonalisable, non-degenerate matrix with real eigenvalues. Then, the

Gaussian integral can be de�ned throughout the space with volume element dµ described

by coordinates xi, as

P(A) =

∫
dµ e(

i
2
xi Aij x

j)

=
∏
i

∫
dµ e(

i
2
λix

2)

= (2πi)n/2 det(A)−1/2.

(C.1)

Where, in the �rst line, a coordinate transformation permits the diagonalisation of the

matrix Aij, resulting in a set of real eigenvalues the product of which leads to the deter-

minant in the last line.

We now return to (3.12) and utilise (3.13) and the de�nition of the functional integral.

Hence, the e�ective action (3.16) is straightforwardly obtained [93] as

Γ[g, ϕ] = S[ϕ] +
i~
2

ln det

(
∆

µ2
R

)
, (C.2)

leading to (3.33),

Γ(1) =
~
2i

tr ln
∆

µ2
R

, (C.3)

or, alternatively, using a Wick-rotation to imaginary time, transforming the spacetime

background to a Euclidean space with positive signature, the one-loop correction to the

Euclidean e�ective action becomes

Γ
(1)
E =

~
2

tr ln
∆

µ2
R

. (C.4)

This analytic continuation results in the invariant volume element becoming imaginary,

but this can be resolved by de�ning the one-loop correction to the e�ective action as
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Appendix C. Zeta-function Evaluation

Γ
(1)
E = iΓ(1). Using a gradient expansion of the e�ective action,

ΓE[φ] =

∫
dµ

[
1

2
Z(φ) (∇φ)2 + V (φ)

]
+ . . . , (C.5)

or, to one-loop accuracy and for constant background �elds,

Γ
(1)
E [φ] = V (1)(φ)× spacetime volume. (C.6)

At this point, we introduce the Riemann ζ-function. For an operator ∆ with a discrete

set of eigenvalues, λn,

ζ(s,∆) =
∞∑
n=0

λ−sn . (C.7)

Extending this de�nition to operators with an in�nite number of eigenvalues is well mo-

tivated, as we describe below. We de�ne, in general

ζ(s,∆) = tr
(
∆−s

)
. (C.8)

It must be noted that, this sum only converges when 2s > D, where D is the number

of spacetime dimensions, however, this limitation can be removed through the process of

analytic continuation in the complex s-plane. It is crucial for this type of regularisation

that the ζ-function is analytic at the point s = 0.

With these in mind, one can de�ne the one-loop correction to the e�ective action,

2Γ
(1)
E = ln det

∆

µ2
R

= −ζ ′(0,∆)− ζ(0,∆) log µ2
R. (C.9)

It is easy to see, that in the case of �nite eigenvalues, this formula would be an identity

resulting from trivial algebraic calculations following from (C.3) and (C.8). In the case

of in�nite eigenvalues, the regularisation procedure de�ned by (C.9) allows one to obtain

�nite results.

Varying (C.9) with respect to the renormalisation scale µR and using (C.6) in S4, it is

clear that

µR
dV (1)

dµR
= −ζ(0,∆)

16π2

R2

24
. (C.10)

Having obtained the eigenvalues for the operator ∆IJ , given in (3.91), in the harmonic

basis, we proceed to evaluate ζ(0,∆). Generalised zeta-functions for the operator eigen-

values on a four-sphere can be evaluated by using a standard binomial expansion method

[127, 128]. Eigenvalues of the Laplacian are quadratic in n, but after diagonalisation of

our operators some of the eigenvalues are non-polynomial, and a modi�cation of the usual

techniques is required.

The operators obtained in section 3.6.2 act on scalar, vector and tensor �elds on a

four-dimensional de Sitter space. Their eigenvalues and degeneracies can be related to
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Appendix C. Zeta-function Evaluation

the Laplacian eigenvalues, λ̂n = (n+ ν)2 through:

λn =
R

12

(
λ̂n − a

)
, gn = b(n+ ν)3 + c(n+ ν), (C.11)

where n = 0, 1, 2 . . . , and the parameters ν, a, b and c depend on the type of tensor

according to Table C.1.

ν a b c

Scalar 3
2

9
4

+ q 1
3
− 1

12

Vector 5
2

13
4

+ q 1 −9
4

Tensor 7
2

17
4

+ q 5
3
−125

12

Table C.1: Numerical values of Laplace-like operator eigenvalue parameters. Here, q are dimen-

sionless parameters of the model and are functions of the background �eld and the Ricci scalar

R.

The eigenvalues λn obtained after diagonalisation of the - projected to the physical sub-

space - operator ΠI
K G

KM ∆ML ΠL
J are algebraic functions of the Laplacian eigenvalues

λ̂n and can be expanded for large n as power series

λn =
1

12
R
[
(n+ ν)2 + A+B(n+ ν)−2 + . . .

]
. (C.12)

We proceed by replacing λ−sn in the zeta-function with its binomial expansion,

ζ(s) =
∞∑
n=0

gn λ
−s
n

=
∞∑
n=0

(
R

12

)−s{
c
[
(n+ ν)(1−2s) − sA(n+ ν)−(1+2s) + . . .

]
+ b
[
(n+ ν)(3−2s) − sA(n+ ν)(1−2s) − (n+ ν)−(1+2s) Bs

+
s(s+ 1)A2

2
(n+ ν)−(2s+1) + . . .

]}
,

(C.13)

and then the sums of powers of n+ν can be replaced by the Hurwitz zeta-function ζH(s, ν),

ζH(s, ν) =
∞∑
n=0

(n+ ν)−s. (C.14)

The Hurwitz zeta-function has an analytic extension with a pole at s = 0 with residue 1,

a Laurent series expansion,

ζH(s, ν) =
1

s− 1
+ Ψ(A) +O(s), (C.15)
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where Ψ(A) is the digamma function, and for values s = −1 and s = −3 takes the form

of Bernoulli polynomials,

ζH(−1, ν) = −1

2
B2(ν), ζH(−3, ν) = −1

4
B4(ν). (C.16)

After rearranging the summations, we arrive at an expression for the zeta function,

ζ(s) =

(
R

12

)−s
{bf(s) + cg(s)}, (C.17)

where

f(s) =ζH(2s− 3, ν)− sAζH(2s+ 1, ν)− sBζH(2s+ 1, ν) +
1

2
s(s+ 1)A2ζH(2s+ 1, ν) + . . .

g(s) =ζH(2s− 1, ν)− sAζH(2s+ 1, ν) + . . . .

(C.18)

All of the terms denoted by . . . vanish at s = 0 and we are left with

ζ(0) = −1

2
cB2(ν)− 1

4
bB4(ν)− c

2
A− b

4
(2B − A2). (C.19)

The zeta-function sum is always taken from n = 0, but some of the derived modes are

identically zero for some n. These exceptions are handled by subtracting the contributions

of the N(h) non-existent modes,

ζ(0) = lim
s→0

(
∞∑
n=0

gnλ
−s
n

)
−N(h). (C.20)

For example, the gradient of a constant scalar mode does not give a valid vector mode,

resulting in N(∇µh
S) = 1. Furthermore, for the vector case, there is a zero-eigenvalue

mode with multiplicity N(∇(µh
V
ν)) = 10, that needs to be excluded [109], as well as

N(∇µνh
S) = 6, vanishing tensor modes.

Hence, we obtain the ζ(0) contribution of the scalar, tensor, and ghost eigenvalues for

the simple scalar-gravity operator (3.91) as a function of the parameters in Table C.1 and

the functions A and B (which are dependent on the scalar potential and its derivatives),

ζ(0)total = ζscalar(0) + ζtensor(0)− 2 ζghost(0)

=
1

R2

[
336κ4 V 2 − 48κ2 V V i

;i + 12V;ij V
;ij − 36κ2 V;iV

;i
]

+
1

R

(
8V i

;i − 208κ2 V
)

+O(R2).

(C.21)

Then, we obtain the heat kernel coe�cient on S4, from (3.39)

1

16 π2
b2(∆) = ζ(0)VolumeS4 = ζ(0)

1

16π2

R2

24
(C.22)
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and comparing with the general expression (3.92) we �nd, for the single scalar case N=1,

a1 =
1

2
a2 = −3

2
a3 = −2 (C.23)

a4 = 2N + 12 a5 =
1

3
a6 = −1

3
(24− 2N) , (C.24)

in agreement with [88].

Finally, expanding the heat kernel coe�cient b2(∆) in powers of φ and truncating up

to order κ2, we �nd the coe�cients

b2(∆)|φ2 =
1

16π2

R2

24

[
12

R2
V;ij V

;ij|φ2 − 48

R2
κ2V V i

;i |φ2

]
φ2

=
1

16π2

[
3µ2λ+ 3κ2λ (4ξ V0)− 2κ2 × 3λV0 +O(κ4)

]
φ2 (C.25)

b2(∆)|Rφ2 =
1

16π2

R2

24

8

R
V i

;i |φ2 =
1

16π2
λRφ2 (C.26)

b2(∆)φ4 =
1

16π2

1

2
12V;ij V

;ij|φ4 =
1

16π2

9

2
λφ4 (C.27)

b2(∆)φ6 =
1

16π2

R2

24

[
12

R2
V;ij V

;ij|φ6 − 36κ2

R2
V;iV

;i|φ6 − 48κ2 V V i
;i |φ6

+
8

R
V i

;i |φ6

]
=

1

16π2

[
15λλ6 − 3λ2 + 21λ2ξ − 72λ2ξ2

]
κ2 φ6. (C.28)

Expanding (3.2) as in the example, (3.116) and remembering that the anomalous dimen-

sions vanish to one loop order γ = O(λ2) [121], the covariant β-functions of Tables 3.2

and 3.3 follow trivially.
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Appendix D. Stochastic Noise Kernel for Hyperin�ation

Utilising the modes obtained numerically in section 4.4.3, we obtain the noise kernel of

the covariant second-order Langevin equation associated with the two-dimensional hyper-

bolic �eld space of section 4.3. We pay attention to two cases of coarse-graining window

functions, namely the Heaviside and a new type, which we name `chintz'. We close by

demonstrating the temporal evolution of the noise kernel for observationally permitted

values of the �eld-space curvature parameter y. This preliminary work is part of a follow-

up paper to [3]. The interested reader is directed to the detailed publication [42] and

references therein.

D.1 Noise Kernel for the Heaviside Coarse-Graining Window

It was covered in Chapter 2 that a scalar �eld Φa can be split into a quasi-classical

long-wavelength �eld ϕ, coarse-grained over scales of the order of the Hubble length

∆r ≈ 1/H with a window function Wk, and a short-wavelength quantum perturbation qa

that satis�es the perturbed de Sitter Klein-Gordon equation. The mode expansion for the

short-wavelength �eld, which includes only modes of wavenumber larger than the Hubble

wavenumber k0, in Fourier space is given by

qa(x, t) =

∫
d3k

(2π)3
Wk(t) ξ

a(x, t)

qa(x, t) =

∫
d3k

(2π)3
Wk(t)

[
Ua

I(k, t) a
I
k e

i k·x + U †
a

I(k, t) a
† I
k e−i k·x

]
,

(D.1)

with [aIk, a
J
k′
†
] = δIJ δ(k − k′). The split between long- and short-wavelength modes (2.4)

results in the perturbed equations of motion

∂µ∂
µφa +Γµµν ∂

νφa +Γabc ∂µφ
b ∂µφc+V,a = −

[
DµD

µqa +Ra
cbd q

b∂µ φ
d ∂µφc + qdDd V,b Gab

]
.

(D.2)

Using (4.24) and the fact that ξa annihilates the perturbed Klein-Gordon equation, one

obtains the covariant form of the second-order Langevin equation for the long-wavelength

�eld, φ, as

127



Appendix D. Stochastic Noise Kernel for Hyperin�ation

DµD
µφa + V,b Gab =

[
∂2
t + 3

α̇

α
∂t − α−2∇

]
φa + Γabc ∂µφ

b∂µφc + V,b Gab

= −
[
DµD

µqa +Ra
cbd q

b∂µ φ
d ∂µφc + qdDd V,b Gab

]
= −

∫
d3k

(2π)3

{
ξaDµD

µ [Wk(t) (|k| − ε/η)]

+ 2DµWk(t)D
µξa
}

≡ Ξa(x, t).

(D.3)

Had we known the analytic expression for the perturbation doublet mode functions Ua
I ,

this equation would result in a Langevin equation that could be solved, either perturba-

tively or by exponentiation into a path integral, as in section 2. Nevertheless, we can still

produce some general expressions before resorting to numerics.

The most straightforward and widely used [48, 50, 52] choice for a coarse graining

window is the Heaviside function, Θ(|k|−ε aH). Then, one needs to compute the covariant

derivatives appearing in (D.3) acting on the Heaviside

DµΘ(|k| − ε aH) = ∂µΘ(|k| − ε aH) (D.4)

DµD
µΘ(|k| − ε aH) = ∂2

t Θ(|k| − ε aH) + 3
α̇

α
∂t Θ(|k| − ε aH)− a−2∇2 Θ(|k| − ε aH)

= ∂2
t Θ(|k| − ε aH) + 3

α̇

α
∂t Θ(|k| − ε aH). (D.5)

Here, all spatial derivatives vanish, since Θ(|k| − ε aH) is only time-dependent.

With these considerations, we obtain a covariant de�nition for the noise kernel vector,

Ξa(x, t) =

∫
d3k

(2π)3
δ(|k| − ε/η)

[
aIk Z

a
I(|k|) e−ik·x + a†

I

k Z
a∗
I(|k|) eik·x

]
, (D.6)

where

Za
I(k, η,x) =

−2ε

η2α2
Dη U

a
I +

2ε

α2η3

[
1− η

α

dα

dη

]
Ua
I + eik·x

ε2

α2η4
∂kb

(
kb

|k|
e−ik·x Ua

I

)
, (D.7)

η = − 1
a(t)H

is the conformal time and Ua
I(k) are the mode functions that satisfy (4.24).

Having obtained the covariant expression for the noise kernel vector Ξa, the last step

is expressing the noise amplitude with respect to the Fourier space projection operators

(D.7),

< Ξa(x1, t1),Ξb(x2, t2) > =
η2α

ε

∫
d3k

(2π)3
δ(|k| − ε/η) δ(t− t′){

Z∗I
aZ I b e−i k·(x−x

′) + n(|k|)
[
Z I

aZ∗b
I

+ Z∗I
aZ I b

]
e−i k·(x−x

′)

}
,

(D.8)
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where 〈aIk
†
aJk′〉 = (2π)3δIJ δ(3)(k−k′)n(|k|). For a Bunch-Davies Vacuum [62], n(|k|) = 0,

< Ξa(x1, t1),Ξb(x2, t2) > =
η2α

ε

∫
d3k

(2π)3
δ(|k| − ε/η)

[
Z∗I

aZ I b e−i k·(x−x
′)
]
δ(t− t′)

= Dab(x, x′, η) δ(t− t′). (D.9)

D.2 Noise Kernel for the Chintz Coarse-Graining Window

Having obtained numerically the linearised perturbation functions Ua
I in (4.4.3) we

could plug them into the results for the Fourier-space projection operators (D.7), from

which the noise kernel components (D.9) follow. Here, we decide to choose a smarter

coarse-graining window function, drawing inspiration from [144], which results in more

manageable Fourier space projection operators.

We introduce the coarse-graining window function `chintz' as

W (t, t′,x,y) = δ(t− t′)
∫

d3k

(2π)3
Wk(t) e

ik (x−y)

Wk(t) =

(
1− |k|3

(ε αH)3

)
Θ

[
ln

(
|k|
εαH

)] (D.10)

and return to the equation of motion for the short wavelength mode (D.3). Hence, we

obtain

DµD
µφa + V,b Gab =

[
∂2
t + 3

α̇

α
∂t − α−2∇

]
φa + Γabc ∂µφ

b∂µφc + V,b Gab

= H2

∫
d3k

(2π)3
δ

(
ln

[
|k|
ε αH

]) [
aIk Z

a
I e
−ik·x + a†

I

k Z
∗a
Ie
ik·x
]

≡ Ξa(x, t).

(D.11)

This δ-function is somewhat ugly, but it can be massaged into something a lot more

reasonable

δ

(
ln

[
|k|
ε αH

])
= |k| δ (|k| − α εH) , (D.12)

resulting in the corresponding noise correlation function

< Ξa(x, t),Ξb(x′, t′) > = H3

∫
d3|k|
(2π)3

|k| δ(|k| − ε αH)δ(t− t′){
Z I

aZ∗ I
b
e−i |k|·(x−x

′) + n(|k|)
[
Z I

aZ∗b
I

+ Z∗I
aZ I b

]
e−i |k|·(x−x

′)

}
= Dab(x,x′, t) δ(t− t′), (D.13)

where the Fourier space projection operators are given, for this window function, as

Za
I = 2Dz q

a
I + 3 qaI , (D.14)
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an expression far more appealing and easily manageable than the one associated with the

sharp Heaviside window (D.7).

Remembering the normalisation (4.40), we obtain the expression that relates the pro-

jection operators to the perturbation mode functions

Za
I =

[
H√
k3

]
(2Dz U

a
I + 3Ua

I) ≡
[

H√
k3

]
Ωa

I . (D.15)

The rescaled projection operators Ωa
I are here given analytically with respect to their

associated partial derivatives in the original (φ1, φ2) coordinate system. It is evident that

in the zweibein basis there is no �eld-geometrical contribution in the entropic direction as

the background �eld velocity in that direction vanishes. Therefore, the rescaled Fourier

operators read

Ωσ
I = 2 ∂zU

1
I + 2y U2

I + 3U1
I (D.16)

Ωs
I = 2 ∂zU

2
I + 3U2

I . (D.17)

Making the assumption of a Bunch-Davies vacuum, n(|k|) = 0, the stochastic noise

kernel (D.13) becomes

Dab(x, x′, t) = H3

∫
|k|2d|k|
(2π)2 |k| δ (|k| − ε αH)

2 sin (|k|r)
|k|r

[
Za
I Z
∗b
I

]
,

=
H5

2π2

sin (ε αHr)

ε αH r

[
Kab

]
(D.18)

where Kab ≡ Ωa
I ΩI b is obtained from the numerical evaluation of Ua

I and the de�nition

of Ωa
I (D.15).

A direct veri�cation of the validity of this approach can be obtained in the y → 0

limit, in which the �elds decouple, evolving independently just as in the single-�eld case.

Then, the noise kernel for both the adiabatic and entropic directions should reproduce

the well-known single-�eld result [61]

< Ξa(x, t),Ξa(x′, t′) > |a=(σ,s) =
9H5

4π2

sin(εaHr)

εaHr
δ(t− t′). (D.19)

Substituting the numerically obtained value for the noise kernel, Kσσ and Kss, in (D.18),

in the �at �eld-space limit, produces a result in agreement to the theoretically predicted

value to the fourth decimal place, even as early as a few e-folds after horizon crossing, for

each mode (depicted as the black line in Figure D.1). Hence, this serves as an adequate

indication that this approach is a good starting point for the numerical computation of

solutions of the second order Langevin equation and, subsequently, arbitrary stochastic

N-point functions in curved �eld-space.

We close by demonstrating explicitly the temporal evolution of the noise kernel Kab

components for various observationally permitted, as per section 4.4.3, values of the �eld-
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space curvature parameter y.

(a) Kσσ. (b) Kσs (c) Kss.

Figure D.1: Temporal evolution of the noise kernel components, in the �rst few e-folds after

horizon exit for various observationally permitted values of y. In the �at �eld-space limit, the

adiabatic and entropic directions appear to evolve independently, assuming the single-�eld value

just a few e-folds after horizon crossing. For non-trivial �eld-space curvature, the modes mix

resulting in ampli�cation of the adiabatic mode.
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