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Abstract 

Generally, decisions regarding Distribution Network (DN) operations are 

based only on operational parameters, such as voltages, currents and power 

flows. Asset condition is a key parameter that is usually not considered by 

Network Management Systems (NMSs) in their optimization process. The 

work in this thesis seeks to quantify the extent to which asset condition 

information can positively influence network operation and planning; 

specifically through Distribution Network Reconfiguration (DNR). 

Asset condition can be translated into Health Indices (HIs) and failure 

rates, allowing an NMS – or an optimization algorithm – to make better 

informed decisions. This is realized via appropriate asset condition 

assessment and failure rate models. The effect on optimal DNR is evaluated 

– focusing on substation condition and reliability; the idea of load transfer 

from one feeder or substation to a more reliable one is key in the proposed 

methodology. Condition-based risk is considered in the DNR problem, and 

the impact of transformer ageing on network reconfiguration is examined as 

well. The effect of asset condition assessment and ageing – which depends 

on the type of network branches (overhead lines or underground cables) – on 

the optimal distribution switch automation is also investigated. Finally, a 

probabilistic method is developed to quantify the contribution of DNR to 

network security considering asset condition and ageing. 

The results show that savings can be in the order of tens of thousands of 

U.S. dollars for a single DN; this corresponds approximately to 10% of the 

annual cost of active power losses. This can mean hundreds of thousands – 

or even millions – of U.S. dollars of savings for a single DN operator. 

Regarding the optimal placement of automated switches, neglecting the 

effect of asset ageing can result in an underestimation of expected outage 

cost by as much as $223,000 over a 20-year period. Finally, ignoring the 

contribution of DNR to security of supply can double the estimation of 

network risk; in addition to that, disregarding asset condition and ageing 

results in a reinforcement deferral overestimation of two years. 
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1.1. BACKGROUND 

The privatization of the electrical power industry and ageing equipment in 

distribution networks (DNs) requires Distribution Network Operators 

(DNOs) to continually consider new and innovative approaches to the 

management of their assets. Asset Management (AM) is a process that 

seeks to find the optimal balance between expenditure, performance and 

risk. More specifically, the objective of AM decisions for a DNO is to 

minimize the life-cycle costs of its assets, while maintaining high levels of 

reliability at an acceptable level of risk [1, 2]. Maintaining this balance is 

becoming increasingly difficult due to the proliferation of renewables-based 

distributed generation (DG) with their associated power output variability, 

evolving loads such as electric vehicles and heat pumps, and the 

increasingly old power system components [3, 4]. 

The regulatory changes over the last few decades have put great pressure on 

DNOs to reduce their expenditure; power utilities have done so by 

postponing investments, reducing internal expertise, and decreasing 

maintenance frequency. So far, this has not had an effect on the reliability 

of DNs, but it may have a detrimental impact in the coming years, with the 

potential for the quality of supply to decline quickly [5].  

Concurrently, DNs have the highest share of customer service interruptions 

in power systems [6, 7]. Typical national fault statistics for the UK [8] are 

presented in Figure 1.1, which illustrates the proportions of the total 

number of incidents, of customer interruptions (CIs), and of customer 

minutes lost (CMLs), by voltage level. The British gas and electricity 

regulator (Office of Gas and Electricity Markets) rewards or penalizes DNOs 

according to their performance with respect to the aforementioned metrics 

[9]. These measures result in the DNOs concentrating their efforts on 

improving performance in these indices, particularly at Medium Voltage 

(MV) level. It should be noted that 20 kV, 11 kV, and 6.6 kV are classified as 

High Voltage (HV) in the UK (as far as electricity distribution is concerned); 

however this thesis refers to these voltages as MV, as this is the case in 
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most other countries. The conventional approach to improving fault 

performance in a DN is reinforcement and asset replacement, which can be 

very costly. 

 

Figure 1.1: Customer interruptions at different voltage levels. 

 

As mentioned earlier, the main dilemma for DNOs today is between cost 

and quality of supply. This means that power utilities should allocate their 

financial resources in the best possible way, in order to improve the 

reliability of their networks. Asset condition information is a key parameter 

that can contribute considerably to achieving this objective. 

Current practice is that DN operations and planning do not take asset 

condition into account. However, the proliferation of smart grid technologies 

such as active network management, condition monitoring and AM decision 

support tools and methodologies [10], such as the DNO Common Network 

Asset Indices Methodology (CNAIM) [11], will provide DNOs with 

opportunities to incorporate asset condition information into network 

operations and planning, by integrating these technologies. 

Typically, network operation and planning decisions are made by an 

optimization process, which takes account of voltages, currents, and power 

flows. Besides, AM strategies (asset maintenance, refurbishment, and 

replacement programs) make use of condition data in order to optimize asset 

life-cycle costs. These two worlds do not collaborate with each other; 

Distribution voltages
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however, using appropriate AM methodologies, asset condition data can be 

converted into Health Indices (HIs) and failure rates, which can be used to 

inform the optimization process. This concept is illustrated 

diagrammatically in Figure 1.2. 

The work in this thesis demonstrates how asset condition can be included in 

a number of DN operation and planning problems, which involve 

Distribution Network Reconfiguration (DNR). This is primarily achieved by 

making decisions for the network, which take account of not only the 

operational parameters of the DN, but also the condition of the assets, 

through their corresponding HIs.  

 

Figure 1.2: The inclusion of asset condition into network operation and planning. 

 

1.2. OVERVIEW OF ASSET CONDITION 

Network reliability models generally use average component failure rates 

[12]. However, there are a number of methodologies and AM decision 

support tools that relate specific asset condition parameters to a single 

value, which indicates its overall condition [13]. The condition parameters 

can be assessed and assigned a score using maintenance or condition 

monitoring data, which will become more prevalent in smart networks and 

modern substations (S/Ss). HIs, and their associated condition-based failure 
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rates can then be derived and along with the Consequences of Failure (CoF), 

the risk can be calculated. 

In the UK, the Office of Gas and Electricity Markets (Ofgem) approved in 

2017 a common methodology (CNAIM) [11] across all DNOs for the 

evaluation, forecasting, and regulatory reporting of asset condition and 

associated risks. This will encourage DNOs to collect and utilize condition 

data in a more systematic way. Consequently, DNOs will have better 

knowledge and understanding of the condition of their assets, which could 

facilitate the application of the proposed work to a DN. 

In this methodology, several condition parameters, such as age, observed 

and measured condition information, can be combined in an appropriate 

way and yield a single value, which indicates the overall condition of an 

asset. This figure is called asset HI and can be of great importance in AM 

and network operation decisions. The present work uses the term ‘Health 

Index’ instead of ‘Health Score’, which is used by CNAIM. Based on the HI 

of the asset, the corresponding probability of failure (PoF) can be calculated. 

PoF is the first key parameter of this methodology. The second is CoF, 

which can be broken down into four categories, namely financial, safety, 

environmental and network performance. PoF and CoF are combined in 

order to derive a single figure for asset risk, expressed in monetary terms. 

The aforementioned process, which describes how the condition-based risk 

of an asset is calculated, is illustrated in Figure 1.3. 

 

 

Figure 1.3: CNAIM process overview. 
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As an illustrative example of this methodology, the PoF – HI curve of a 

circuit breaker (CB) located at a primary S/S, is illustrated in Figure 1.4. It 

should be noted that in this thesis, the terms ‘PoF’ and ‘failure rate’ are 

used interchangeably. 

 

Figure 1.4: Condition-based PoF – HI curve of a CB located at a primary 

substation. 

 

1.3. DISTRIBUTION NETWORK RECONFIGURATION 

Distribution Network Reconfiguration can be defined as the procedure of 

changing the configuration of the network using the branch switches. There 

are two types of switches: normally open and normally closed. The state of 

these devices determines the topology of the network. For each possible 

topology, all of the constraints should be satisfied, including the radiality of 

the network. DNs are typically constructed as meshed systems, but they are 

operated in radial configuration. This is primarily to reduce the number of 

network components exposed to a failure on any single feeder, in the case of 

a fault on the network [6].  

Different combinations of open and closed switches result in different 

network configurations. To illustrate that, an example network is shown in 
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Figure 1.5. Each network topology is associated with specific values of 

network variables, such as voltages, currents, and power flows. These 

variables, in turn, determine the values of a number of network functions, 

such as active power losses, voltage deviation, and load balance. These can 

be the objective functions of an optimal DNR problem. The network 

configuration (i.e. the combination of open and closed switches) that 

optimizes a given objective function is called the optimal network 

configuration. 

Optimal DNR is a combinatorial nonlinear optimization problem [14] and 

the size of its search space can become extremely large, even for relatively 

small DNs. The network in Figure 1.5, for example, has hundreds of billions 

of possible radial configurations. The first work on this topic was from 

Merlin and Back [15], in 1975 and since then, significant research has been 

conducted. An extensive literature review on this topic can be found in 

Chapter 3. 

Minimization of active power losses has been the most common objective in 

the relevant literature. To the best of the author’s knowledge, 

reconfiguration to improve network reliability had not been investigated 

until 2001, when a paper by Brown et al. [16] extended the use of DNR to 

optimize reliability. There are several strategies available (except DNR) to 

power utilities to enhance the reliability of their networks, some of which 

are mentioned below [7]:  

1) Protection devices: the first step to increase network reliability is to 

place fuses on all laterals; this is critical as a fault on an unfused 

lateral will cause an outage to all load points of a feeder, whereas a 

fault on a fused lateral will only lead to a disconnection of the load 

point(s) downstream of the fuse. 

2) Reclosers: these devices can be employed to enable self-clearance of 

temporary faults on overhead lines. 

3) Sectionalizing switches: the key motivation of switching – in order to 

improve reliability – is the capability it can provide to isolate a fault 
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and restore a number of disconnected customers before the repair is 

completed. 

4) Automation: this process can substantially decrease the time required 

to perform switching actions (fault isolation and restoration) leading 

to reduced outage durations. 

5) Faster crew response: after a fault occurs, the operator dispatches a 

crew to locate the fault; then isolate it by opening the appropriate 

disconnect switches (they might also restore some load points by 

closing specific normally open points). After switching is completed, 

the repair of the faulted component(s) is carried out by the crew, and 

finally the network returns to its initial state. In order to achieve 

improved crew response times, the following reliability improvement 

projects might be an option: a) outage management systems, b) 

faulted circuit indicators, c) automatic fault location devices, and d) 

increased number of crews and dispatch centers. 

The main advantage of DNR (considering manual switching) compared to 

other solutions is its little or even zero capital expenditure. The main idea 

behind this technique is to transfer customers currently experiencing poor 

reliability to adjacent feeders, or even S/Ss, with a higher level of reliability 

[7]. 

Available literature on reliability reconfiguration makes use of average 

failure rates without considering the condition of the assets. Nevertheless, 

as mentioned earlier, DNOs in the UK are already required to regularly 

report asset HIs to Ofgem; this fact that can accommodate the transition to 

condition-based reliability in network reconfiguration problems. 

Another significant factor than can have a material impact on DNR – and is 

currently neglected – is S/S reliability. Typically, in DNR studies, when 

multiple S/Ss are considered, their reliability is not taken into account, or 

they are assumed to be totally reliable. This means that the reliability of 

two load points supplied from two different S/Ss can have significantly 
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different values, if S/S reliability is taken into account – especially if their 

condition is considered.  

The work in this thesis primarily focuses on reliability-based DNR, 

considering asset condition and S/S reliability, and further elaborates on 

them in Chapters 3 and 4. 

 

 

Figure 1.5: A DN from Taiwan Power Company (used as an example network). 
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1.4. DISTRIBUTION SWITCH AUTOMATION 

In terms of distribution automation, we typically refer to automated S/Ss 

and feeder switches [7]. This section gives an overview of the switch 

automation problem (i.e. the optimal automated switch placement). 

Automation – as also previously mentioned – can significantly reduce the 

time required to isolate a fault and restore interrupted customers, which in 

turn can result in critical reliability improvement, in terms of interruption 

duration. In order to demonstrate the importance of the problem and make 

it more comprehensible, the process that is followed after a fault on a main 

feeder section, is illustrated in Figure 1.6. 

 

Figure 1.6: Process after an active fault on a main feeder section (the diagram 

refers to manual switching; times are taken from [17]).  
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In the case of an active failure (i.e. fault that causes CBs to operate) along 

the main feeder, the CB operates in order to clear the fault. Consequently, 

all load points (LPs) of the feeder are interrupted until the CB is reclosed. 

This can be done after the fault has been detected and isolated (by opening 

the relevant disconnect switches); the time required to perform these actions 

is called switching time. After the CB has been reclosed, the power supply, 

between the supply point and the point of isolation, is restored. The LPs 

located downstream of the faulted branch are restored after the repair 

process has been completed, unless they can be transferred onto another 

feeder through a normally open point (NOP) [6]. 

If it is assumed that each bus (LP) in Figure 1.6 supplies 200 customers, 

then for the fault illustrated, the number of disconnected customers is as 

shown in Figure 1.7. In this case the customer loss is equal to 1,000×1 + 

200×4 = 1,800 customer∙hours. Manual switching duration was 1 hour in 

this example; it can take longer, depending on the location of the fault and 

other conditions. If there was an automated switch upstream of the failure 

in the faulted branch with a switching time of 2 minutes, then the 

corresponding customer loss would be 1,027 customer∙hours. Therefore, 

automation can play a very important role in reducing the duration of 

customer interruptions. 

Specifically, automated switches can contribute to the reduction of outage 

duration in the following manner: 1) if an automated switch is placed in a 

normally closed branch, it reduces significantly the time to isolate a failure; 

and 2) if the switch is installed in a normally open branch, it reduces the 

time to (post-fault) reconfigure the network, i.e. supply specific LPs via an 

alternative route [18]. 

The decision of which switches to automate in a DN in order to optimize a 

specific reliability index, taking the investment cost into account, is the 

problem of optimal placement of automated switches. This problem will be 

studied in more detail in Chapter 5. 
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Figure 1.7: Customer interruptions following an active failure on a main feeder 

section. 
 

1.5. SECURITY OF SUPPLY AND DNR 

Security of supply generally refers to the N-k principle, which means that a 

network with N components should be capable of supplying its customers, 

even in the case of unavailability of k components. The present security of 

supply standard in the UK (Engineering Recommendation P2/6 [19]) states 

that for a group demand between 12 and 60 MW, only one incoming circuit 

(at a primary S/S) should be considered sufficient to supply the peak load. 

Figure 1.8 shows a primary S/S (S/S 1), which supplies its load, through two 

16 MVA transformers. Without considering load transfer capability to 

adjacent S/Ss (S/S 2 and S/S 3), the maximum load that could be supplied 

following the first circuit outage (i.e. after losing a line or transformer) is 16 

MVA. Therefore, if the peak demand rises to a value greater than that, 

network reinforcement is required. A conventional reinforcement is 

illustrated in Figure 1.8, which is the addition of a new circuit alongside the 

existing ones. The network used for illustration of this concept is the RBTS 

Bus 4 DN [17]. 

Switching

time
Repair time
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Figure 1.8: The RBTS Bus 4 DN, with conventional network reinforcement at S/S 

1 to accommodate increased demand. 

 

Postponing network investment can be achieved by a number of means such 

as (DG), energy storage systems (ESSs), demand side response (DSR), real-

time thermal ratings (RTTRs), and DNR. Each of these solutions can 

contribute a specific amount to the security of supply of a DN, and based on 

that, decisions regarding reinforcement can be made [20-23]. 

When compared to the aforementioned solutions, DNR (considering manual 

switching) can contribute to network security for little or no capital 

expenditure [7]. Therefore, it is of great value to formally quantify the 

capacity contribution that can be made by DNR. P2/6 states that this 

contribution should be taken into account, when examining the need for 

reinforcement. However, this standard does not provide a methodology to 

quantify this value. In other words, the reconfiguration capability cannot 

play a part in a DNO’s compliance with P2/6, which may lead to investment 

decisions being made much earlier than strictly necessary. 

The capacity value (or capacity credit) of an asset can be defined as the 

additional load that can be accommodated because of the asset contribution, 

while maintaining the same reliability level. In the literature the terms 

‘contribution to adequacy of supply’ (e.g. [24-26]) and ‘contribution to 
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security of supply’ (e.g. [21, 22, 27]) are both used to express the capacity 

value of an asset. The difference is that the latter papers consider 

component outages. 

Three reliability-based methods for capacity value calculation, which have 

been widely employed in the relevant literature [24, 26] are described below. 

The concept of these metrics is illustrated in Figure 1.9. At this point, it 

should be mentioned that the reliability evaluation of the system requires 

the selection of a specific reliability index – here expected energy not 

supplied (EENS) has been chosen. In Figure 1.9, two characteristic 

reliability levels are shown for all metrics: i) EENS of original system (base 

case), i.e. without any additional asset providing capacity contribution; and 

ii) EENS of system considering the aforementioned asset. 

1) Effective load carrying capability (ELCC) [28]: The specified 

reliability index is iteratively calculated for the system with the asset, 

which contributes to the security of supply, and the load is gradually 

increased. Of course, as the system load increases, it is expected that 

the reliability level will deteriorate. The amount of load, for which the 

reliability index is equal to the corresponding value for the base case, 

is the ELCC. This is illustrated in Figure 1.9a. According to Dent et 

al. [29], ELCC is the most appropriate metric for distribution system 

planning.  

2) Equivalent firm capacity (EFC): The selected reliability index is 

iteratively evaluated for the original system, but with a perfectly 

reliable generator (for transmission) or circuit (for distribution) 

connected to the network. As the capacity of the ideal 

generator/circuit increases, the reliability of the system improves (see 

Figure 1.9b); the capacity, for which the system reaches the reliability 

level mentioned in (ii) above (i.e. EENS of system with the asset 

providing capacity contribution), is the EFC. 

3) Equivalent conventional capacity (ECC): The philosophy of ECC is 

the same as the one for EFC; however, in this case a real (not 

perfectly reliable) generator is applied to the system. Because this 
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method depends on the (arbitrary) reliability parameters of the 

conventional generator, ECC might not exist (curve A in Figure 1.9c); 

this would indicate that the real generator connected to the system is 

not capable of contributing as much as the asset under consideration 

(ii). For this reason, Amelin [24] recommends the first two metrics – 

ELCC and EFC – for capacity value calculation. If the benchmark 

unit can provide the required capacity contribution for a specific 

capacity (curve B in Figure 1.9c), then the ECC is defined in the same 

way as the EFC. 

 

Figure 1.9: Concept of the three classic capacity value assessment methodologies 

[26]. 

 

A paper by Xiao et al. [30] has defined total supply capability (TSC) as the 

maximum load that a DN can accommodate, while satisfying the N-1 

criterion and other operational constraints; they propose an optimization-

based algorithm to calculate TSC. References [31, 32] – following this 

approach – consider network reconfiguration in their optimization problems. 

These papers, however, neglect demand variation (simplified load profiles 

are taken into account only by Chen et al. [31]) and its inherent uncertainty. 

Network reliability is also disregarded, which has a critical impact on the 

evaluated TSC. In addition to that, asset condition and ageing significantly 

influence network reliability assessment [10-12]. Therefore, this study 

investigates a probabilistic and reliability-based approach to quantify the 

capacity value of DNR, which is presented in Chapter 6. 
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1.6. RESEARCH OBJECTIVES 

The primary aim of the research presented in this thesis is to investigate 

the impact of asset condition on DNR and its capacity value. The main 

research objectives are: 

1) Describe how asset condition can be translated into HIs and failure 

rates, which can allow a network management system (NMS) – or an 

optimization algorithm – to make better informed decisions.  

2) Develop a method to include asset condition and substation reliability 

into DNR. 

3) Investigate how transformer ageing affects optimal network 

reconfiguration. 

4) Examine the impact of asset ageing on optimal switch automation. 

5) Devise a method to quantify the contribution of DNR to the security 

of supply of the network, considering asset condition and ageing. 

1.7. THESIS OUTLINE 

The rest of this thesis is organized as follows: In Chapter 2, a number of 

asset condition assessment methodologies and corresponding failure rate 

models are reviewed. Two of them are selected for the research presented in 

this thesis, which are then thoroughly described. This chapter also provides 

a technique to compute the overall failure rate of an asset – based on fault 

statistics – considering the contribution of failures related to age or wear. 

Finally, Chapter 2 examines the impact of transformer loading on the 

ageing of the asset. 

Chapters 3 and 4 investigate the impact of asset condition on DNR, mainly 

focusing on S/S condition and reliability. The main idea is to transfer LPs 

experiencing poor reliability to more reliable neighbouring feeders, which 

can be supplied by a different S/S. Chapter 3 presents the initial research 

conducted by the author on this topic, and Chapter 4 further develops and 

improves the work in the former chapter. Chapter 3 also explores the 

linkage between transformer ageing and network reconfiguration. 



Introduction | Thesis Outline 

 

  

17 

 

Chapter 5 incorporates asset condition assessment and ageing – which 

depends on the type of the feeders (overhead lines or underground cables) – 

into the optimal switch automation problem. 

Chapter 6 presents a probabilistic method to quantify the contribution of 

DNR to network security. This evaluation is realized using the effective load 

carrying capability (ELCC) method, within a sequential Monte Carlo 

framework; this is essential to capture the time dependency of certain 

variables as well as their inherent uncertainty. Moreover, this chapter 

employs condition-based reliability assessment of the network; and 

integrates the combined effect of load growth and asset ageing into the 

network security study. 

Chapter 7 presents critical discussion of the research carried out and the 

broader implications of this work; it also identifies opportunities for further 

research in this area.  

Finally, Chapter 8 explains how the main research objectives – set out in 

Chapter 1 – are met, and draws the conclusions. 
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Chapter 2. Asset Condition 
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2.1. INTRODUCTION 

The primary aim of the research presented in this thesis is to integrate 

asset condition into network operation and planning problems. This chapter 

begins with a review of a number of asset condition assessment 

methodologies and associated failure rate modelling techniques. The 

fundamental concept behind these methods is presented, and subsequently 

two of them are selected (according to appropriate criteria) for the work in 

this thesis, which are then explained in detail. Moreover, a technique is 

proposed in order to derive the overall failure rate of an asset, in case the 

output of the model is only the condition-based failure rate. Finally, the 

impact of transformer loading (a critical operation variable) on the ageing 

process of the asset is examined. This analysis clearly indicates the 

potential value of the linkage between asset condition and network 

operation. 

2.2. LITERATURE REVIEW 

As a result of the deregulation of the electricity industry, DNOs are facing 

the need to maintain a high level of reliability at the lowest possible cost. 

AM is critical to achieve this balance. In recent years, utilities have 

introduced reliability-centered maintenance (RCM) into their AM plans [33]. 

The RCM approach [34] achieves improved maintenance cost-effectiveness 

by concentrating on the maintenance efforts that are the most effective for 

the performance of the plant. In the case of a DNO, this process prioritizes 

the network assets according to their condition and criticality, which are 

evaluated appropriately. This way a utility optimizes the allocation of its 

available resources for maintenance by spending on the most critical assets 

[35]. A typical risk matrix that can be used for asset prioritization is shown 

in Table 2.1. For example, CNAIM uses 5 HI bands, which represent an 

average PoF of 4, 4.75, 6, 7.25, and 10, respectively; in terms of criticality 

bands, there are four, which correspond to 70%, 100%, 150%, and 250% of 

average overall CoF for the asset category. 
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Table 2.1: A typical risk matrix, which classifies network assets according to their 

HI and criticality; there are 5 HI and criticality bands (from bottom to top, HI 

bands represent worse condition; from left to right, criticality bands correspond 

to higher failure impact) 

 C1 - Very Low C2 - Low C3 - Average  C4 - High  C5 - Very High 

HI 5 Medium High Very High Extreme Extreme 

HI 4 Medium Medium High Very High Extreme 

HI 3 Low Medium Medium High Very High 

HI 2 Very Low Low Medium Medium High 

HI 1 Very Low Very Low Low Medium Medium 

 

Asset condition and asset criticality are two key factors that are used by 

many AM decision support methodologies, which will be mentioned below. 

Asset condition can be expressed by an HI, and this value can be converted 

into a (condition-based) PoF. Asset criticality can be described by CoF. 

These two factors can be combined to yield a value that expresses risk. The 

results of this analysis can generally support AM decisions, such as 

maintenance planning as well as optimal timing for refurbishment and 

replacement activities. This concept forms the basis for a number of modern 

AM decision support tools [11, 36-39]. 

In this chapter, asset condition will only be examined, as CoF are separately 

analyzed in Chapters 3 and 4. As already mentioned in Chapter 1, an HI 

represents the condition of an asset in a comprehensive way and can 

significantly assist asset managers in their decision-making process. Figure 

2.1 illustrates the process that is generally followed by many AM 

methodologies in order to derive the asset HI. The process begins with 

assessment of selected condition parameters by assigning a score to each of 

them. A default score can be assigned to parameters, for which no 

information is available [11]. Subsequently, according to the weight of each 

condition parameter, an overall score can be derived. This value is called 

asset HI. Based on that, some methodologies classify the asset into one of a 

number of predefined HI categories, accompanied by a qualitative 

description for its condition, PoF, and expected remaining life [40-42]; a 

number of alternative methodologies also convert the asset HI into a failure 

rate [11, 12, 36, 38, 43]. 
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It should be noted that condition parameters are scored independently by 

inspection or condition monitoring data. However, if there is unavailability 

of data for some condition parameters, a default score can be given; this 

might be an unsatisfactory estimate, if there is correlation between two 

condition parameters. Two possible ways to deal with that, would be to 

make use of the available condition information to assess the specific 

condition parameter or employ historical condition monitoring data of the 

same asset type. 

 

Figure 2.1: Concept of HI calculation. A number of condition parameters are 

assessed and according to their corresponding weights, an overall condition 

score is computed. Some methodologies also derive a failure rate based on the 

asset HI. 

 

In order to be able to incorporate a condition assessment methodology in the 

work presented in this thesis, it needs to satisfy the following requirements: 

1) it should be reproducible; many methodologies are described qualitatively 

(most of them constitute intellectual property), and thus cannot be 

implemented, 2) it must cover all basic asset types; some methods deal only 

with a specific asset type (mainly transformers), and 3) it should relate the 

asset HI to the corresponding condition-based failure rate. From all of the 

above-mentioned methodologies, only CNAIM [11] and Brown et al. [12] 

satisfy the criteria stated. Consequently, these are the methodologies, which 
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have been chosen for asset condition assessment and condition-based failure 

rate calculation in this thesis, and are presented in section 2.3. 

2.3. CONDITION ASSESSMENT & FAILURE RATE MODELLING 

2.3.1. METHODOLOGY 1 

The first methodology is the CNAIM, which has been developed by a team of 

dedicated engineers from all of the UK DNOs. In 2017, the electricity 

regulator approved this methodology and now, all DNOs in the UK are 

required to classify their assets in specific HI and criticality bands and 

compute the corresponding risks, in order to regularly report on them. 

It should be noted that CNAIM can be used only to compute condition-based 

failure rates. It is then necessary to determine the contribution of failures 

that are not based on condition as well, in order to be able to derive the 

overall failure rate. Therefore, it is proposed that typical national fault 

statistical data [8] be employed to derive the contributions of failures 

related to age or wear to the overall numbers of failures, for each asset type. 

In this way, the overall failure rate of an asset can be calculated, which is 

considered to consist of a part that is condition-based (variable) and the 

remainder, which is not related to age or wear (constant). For example, 

some faults that are not related to age or wear are due to the following: 

lightning, snow, wind, trees, birds, theft, etc. Moreover, CNAIM provides 

the capability to forecast the future HI of an asset. 

2.3.1.1. HEALTH INDEX AND CONDITION-BASED FAILURE RATE 

CNAIM evaluates specific condition parameters (depending on asset type) 

and assigns a score to each of them, using inspection or condition 

monitoring data. These individual scores are combined to produce a single 

value – called the HI – which indicates the overall condition of the asset. 

The HI can then be used to calculate the associated condition-based failure 

rate: 



Asset Condition | Condition Assessment & Failure Rate Modelling 

 

  

23 

 

 
2 3

cb FR

( ) ( )
1 ( ) .

2! 3!

C HI C HI
K C HI

  
      

 
  (2.1) 

Equation (2.1) is based on the first three terms of the Taylor series for an 

exponential function; this formulation has the advantage of capturing the 

rapid increase of λcb as asset health deteriorates, but at a more controlled 

rate than a full exponential function. The C value defines the shape of the 

curve, and the K value scales the PoF to a failure rate. C has the same value 

for all asset types and has been chosen such that λcb at the worst HI is ten 

times higher than λcb of a new asset. K for each asset type has been 

determined by examining [11]: 

1) The observed number of functional failures per annum. 

2) The HI distribution for the asset population. 

3) Numbers of assets within the population. 

The calibration of K – for each asset type – has been implemented 

employing data accounting for the national asset population so that the 

overall expected number of functional failures in Great Britain (GB) is the 

same with the actual number of GB functional failures. K and C values for 

each asset type can be found in [11]. 

CNAIM is a deterministic methodology and apparently, there is uncertainty 

associated with the process of evaluating condition data, calculating HIs, 

and deriving condition-based failure rates. Monte Carlo simulation would be 

an effective (but time-consuming) way to deal with this problem; for 

example, the uncertainty could be introduced in the scores of the condition 

parameters, which would then propagate to HIs, and eventually λcb. The 

framework of the methodology (for capacity value assessment) presented in 

Chapter 6 can facilitate the incorporation of uncertainty, since it employs a 

sequential Monte Carlo simulation. In Chapter 4, a sensitivity analysis of 

λcb on optimal network configuration is performed. 

HIs range from 0.5 to 10 for current asset condition, and the scale is 

extended up to 15 in order to forecast the future HI; a lower HI corresponds 
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to a better condition. The condition-based failure rates with respect to HI 

are illustrated in Figure 2.2 for the asset types used in this work. As the 

figure shows, CNAIM considers a constant λcb, until HI is equal to 4; beyond 

this threshold, λcb increases according to (2.1). Table 2.2 shows an 

illustrative example for a 45-year old transformer located at a primary S/S. 

The condition parameters used to evaluate the HI of the transformer and 

the associated scores are presented in the table. For example, a description 

of ‘minor corrosion or evidence of low level oil leaks’ for the ‘Main Tank 

Condition’ observed condition parameter, corresponds to a score of 1.4; and a 

description of ‘some moderate levels of partial discharge recorded (e.g. 

‘Amber’ result from Transient Earth Voltage measuring device or between 

10% and 30% of the manufacturers recommendation’ for the ‘Partial 

Discharge’ measured condition parameter, corresponds to a score of 1.1. The 

condition parameters for all asset types and detailed guidance on how to 

evaluate them can be found in [11].  

 

Figure 2.2: Condition-based failure rate curves with respect to asset HI; the 

illustrated curves correspond to transformers, circuit breakers, overhead lines, 

and underground cables (failure rate for lines/cables in f/yr∙km). 
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Table 2.2: An illustrative condition assessment for a 45-year old transformer 

located at a primary S/S; HI and condition-based failure rate are computed as 

well 

Parameter Value Comments 

Transformer HI 6.17 Initial HI × HI Factor 

Condition-based Failure Rate 0.0366 Equation (2.1) 

Age 45  

Initial HI 3.02 Related to Age 

HI Factor 2.04 Related to Condition 

Expected Life 60  

Initial Ageing Rate 0.04  

Forecast Ageing Rate 0.056  

Observed Condition Factor 1.67  

    Main Tank Condition 1.4 Some Deterioration 

    Coolers / Radiator Condition 1.2 Some Deterioration 

    Bushings Condition 1.2 Some Deterioration 

    Kiosk Condition 1.1 Some Deterioration 

    Cable Boxes Condition 1.1 Some Deterioration 

Measured Condition Factor 1.27  

    Partial Discharge 1.1 Medium 

    Temperature Readings 1.2 Moderately High 

Oil Test Factor 1.1  

    Oil Condition Score 570  

    Moisture Score 2 15 - 25 ppm 

    Acidity Score 2 0.10 - 0.15 mg KOH/g 

    Breakdown Strength Score 2 40 - 50 kV 

DGA Test Factor 1.2 
 

    % Change 90 Significant 

    DGA Score 760 Previous DGA Score = 400 

    Hydrogen 2 20 - 40 ppm 

    Methane 2 10 - 20 ppm 

    Ethylene 2 10 - 20 ppm 

    Ethane 2 10 - 20 ppm 

    Acetylene 4 5 - 20 ppm 

FFA Test Factor 1 
 

    S (FFA value in ppm) 3 
 

 

2.3.1.2. FUTURE HEALTH INDEX CALCULATION 

Another strength of this methodology is its ability to compute future HIs, 

which is of particular importance for planning studies. The process of 

forecasting the future HI of an asset is described below. 
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The initial HI is given by the following equation, which expresses the 

generic relationship between HI and age, making use of the expected life of 

the asset.  

 1( )

init new
,
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HI HI e

 
    (2.2) 
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The forecast ageing rate (β2) is calculated using the current HI and the age 

of the asset 
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and is capped such that:   
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The future HI can now be calculated as follows:  
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where raf is the ageing reduction factor, which is introduced in this 

methodology in order to moderate the effect of escalating increase in the 

condition-based failure rate of an asset, when it reaches a high HI. The 

ageing reduction factor practically decelerates the ageing rate (as can be 

seen in (2.6)) of an asset by a variable factor that depends on the current HI, 

and is illustrated in Figure 2.3; and year is the future year, for which the HI 

has to be calculated. 
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Figure 2.3: Ageing Reduction Factor; for assets that are close to their end of life, 

the forecasting process may lead to overestimation of the condition-based failure 

rate, because of the use of the exponential function. 

 

Taking as an example the 45-year old transformer from Table 2.2, the future 

HI can be given according to: 

   0.03723

f
6.17 ,yearHI e   (2.7) 

which is illustrated, along with the condition-based failure rate, for the next 

15 years in Figure 2.4. 

 

Figure 2.4: Future HI and condition-based failure rate for a 45-year old 

transformer at a primary S/S (Table 2.2) for the next 15 years. 
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2.3.1.3. OVERALL FAILURE RATE CALCULATION 

As already mentioned, CNAIM can be used to derive only condition-based 

failure rates. Thus, it is proposed in this thesis that the failure rate of an 

asset comprises two components: 1) condition-based, which has been 

described and it is variable; and 2) non-condition-based, which does not 

depend on age or condition and is constant (this failure rate component 

accounts for faults, e.g. due to lightning, snow, wind, trees, birds, theft, etc.). 

The overall failure rate can then be expressed as:  

  
  cb ncb

.   (2.8) 

The percentages of failures not related to age or wear for primary 

transformers, primary CBs, 33 kV CBs, underground cables (UGCs), and 

overhead lines (OHLs) (33 kV & 11 kV), according to the National Fault and 

Interruption Reporting Scheme (NaFIRS) for the UK [8], are presented in 

Table 2.3. In order to calculate λncb for each asset type, each percentage is 

multiplied by the corresponding overall failure rate from [17]. Figure 2.5 

illustrates the overall failure rates (with respect to HI) for the above-

mentioned asset types. It should also be noted that as far as OHLs/UGCs 

are concerned, the same condition-based failure rate model has been used 

for both voltage levels, as 11 kV lines/cables are not (yet) covered by 

CNAIM. 

 

Table 2.3: Contribution of failures that are not related to age or wear for different 

asset types (failure rate for lines/cables in f/yr∙km) 

Asset Type Percentage of λncb λncb (f/yr) 

Primary Transformer 71.20 % 0.0107 

Primary CB 73.54 % 0.0044 

33 kV CB 66.84 % 0.0013 

UGC (33 kV & 11 kV) 46.00 % 0.0184 

33 kV OHL 89.25 % 0.0411 

11 kV OHL 83.45 % 0.0542 
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Figure 2.5: Overall failure rate curves with respect to asset HI (failure rate for 

lines/cables in f/yr∙km). 

2.3.2. METHODOLOGY 2 

The second failure rate model has been developed by Brown et al. [12] and 

provides a method to map maintenance data to an HI and then convert this 

into a PoF. Asset HIs are derived as described in Figure 2.1 and the output 

of this model can be considered as an overall failure rate. Table 2.4 presents 

the condition parameters that need to be evaluated in order to calculate the 

HI of a transformer. In this methodology, HIs range from 0 to 1, which 

correspond to the best and the worst condition, respectively. 

In contrast to CNAIM, the method by Brown et al.: 1) does not provide the 

condition parameters that should be assessed for asset types other than 

transformers, and 2) does not give a process to compute the future HI of an 

asset. Therefore, this methodology can be applied, if it is only required to 

derive the failure rate of an asset (except transformers) based on its HI, and 

there is no need for future HI calculation. However, Brown et al. provide 

failure rate model parameters for several asset types, one of which is 

busbars, which is not covered by CNAIM. These parameters are shown in 



Asset Condition | Condition Assessment & Failure Rate Modelling 

 

  

30 

 

Table 2.5 and can be used along with (2.9) to convert an asset HI into a 

failure rate. The resultant curves are illustrated in Figure 2.6.  

   ( ) .B HIHI Ae C    (2.9) 

 

Table 2.4: Condition assessment for transformers according to Brown et al. [12] 

Criterion Weight Score 

Age (years of operation) 8  

Condition of internal solid insulation 2  

Oil type 1  

Condition of core 2  

Condition of inaccessible parts 1  

Condition of tank 1  

Condition of cooling system 1  

Condition of tap changer 2  

Condition of accessible parts 1  

Condition of bushings 2  

Experience with this transformer type 4  

Transformer loading history 3  

Number of extraordinary mechanical stresses 3  

Number of extraordinary dielectric stresses 2  

Noise level 1  

Core and winding losses 2  

Gas in oil analysis (current results) 5  

Gas in oil analysis (trend in results) 4  

Oil analysis 6  

Sum 51  

Weighted Average  

 

Brown et al. have explored a number of different mapping functions and 

have found that the exponential model is the most appropriate one for the 

relationship between the HI of the asset and the corresponding failure rate. 

This methodology is based on finding three pairs, namely (0, λ(0)), (0.5, 

λ(0.5)), and (1, λ(1)), which correspond to the best, average, and worst HIs, 

respectively; and then applying curve fitting in order to determine the A, B, 

and C model parameters. λ(0.5) can be derived by employing average failure 

rates from the relevant literature or using the average failure rate from a 

large population of assets. λ(0) and λ(1) can be obtained via benchmarking, 

statistical analysis or heuristics; a detailed benchmarking can be found in 

[7]. 
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Table 2.5: Failure rate model parameters for selected asset types (failure rate for 

OHLs/UGCs in f/yr∙km) 

Asset Type λ(0) λ(0.5) λ(1) A B C 

Transformer 0.0075 0.040 0.140 0.01565 2.24786 -0.0081 

CB 0.0005 0.010 0.060 0.00223 3.32146 -0.0017 

UGC 0.0009 0.043 0.730 0.00282 5.55972 -0.0019 

OHL 0.0062 0.062 0.373 0.01228 3.42960 -0.0061 

Busbar 0.0005 0.010 0.076 0.00160 3.87673 -0.0011 

 

 

Figure 2.6: Specific asset failure rate functions (failure rate for lines/cables in 

f/yr∙km). These are derived using (2.9) and coefficients from Table 2.5. The graph 

is semi-log (logarithmic scale on the y-axis, and linear scale on the x-axis). Note 

that this methodology employs an HI range from 0 to 1, in contrast to CNAIM.  
 

2.4. TRANSFORMER LOADING AND AGEING 

The condition parameters (and the associated HIs) that have been examined 

so far give an indication of the asset condition on a time scale of years. This 

section focuses on transformer loading, which is a critical parameter for this 

particular asset type, as it can significantly affect the condition of the asset 

on a time scale of hours, especially under overload conditions. In order to 

examine the effect of the loading of a transformer on its condition, a model 

developed in [44] is employed, which is presented in the following section. 
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2.4.1. TRANSFORMER AGEING MODEL 

2.4.1.1. INTRODUCTION 

This model concentrates on the ageing process of transformer insulation. Its 

inputs are: 1) the loading of the transformer, and 2) the ambient 

temperature; the model yields the hot-spot temperature, which in turn 

determines the relative ageing rate, and based on that finally the 

transformer loss of life can be derived. It should be noted that the term ‘life’ 

refers to the insulation life of a transformer. The process is illustrated in 

Figure 2.7. 

 

Figure 2.7: Overview of the transformer ageing model. Τhe inputs (K, θa) are used 

to derive the hot-spot temperature (θh); θh defines the relative ageing rate (W ), 

which in turn determines the loss of life (L). 
 

2.4.1.2. RELATIVE AGEING RATE 

The model considers that the deterioration of transformer insulation is 

influenced only by temperature, even though moisture, oxygen, and acid 

content have an impact on the ageing of the insulation as well. Winding hot-

spot temperature is used to determine the deterioration of the insulation, 

since this is the highest temperature developed in the transformer, and 

hence this specific part of the asset experiences the greatest ageing. 

Equations (2.10) and (2.11) define the relative ageing rate W for non-

thermally and thermally upgraded paper, respectively:  

 
h 98

62 ,W

  
 
    (2.10) 
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(2.20) - (2.21)
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These equations denote that the relative ageing rate is very sensitive to the 

hot-spot temperature, as illustrated in Figure 2.8. It should be mentioned 

that there exists a degree of uncertainty in the effect of hot-spot 

temperature on the relative ageing rate; however, these relationships have 

been taken from an International Electrotechnical Commission (IEC) 

standard [44]. 

 

Figure 2.8: Relative ageing rates with respect to hot-spot temperature for both 

upgraded and non-upgraded paper insulation; relative ageing rate is equal to 

unity at 110 °C for upgraded paper, and at 98 °C for non-upgraded paper. 
 

2.4.1.3. MODEL 

The equations of the transformer ageing model are presented in this section. 

The inputs of the model are: 1) the loading of the transformer, expressed as 

the ratio of load current to rated current, which is the load factor K, and 2) 

the ambient temperature θa. Equations (2.12) and (2.13) take these inputs 

and yield the top-oil temperature θo:  

  
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Equations (2.14) – (2.18) give the hot-spot temperature rise (Δθh) at the nth 

time step, which is determined by the load factor K. The equations are 

formulated in this manner (Δθh is solved as the sum of two difference 

equations), so as to consider that oil has (apart from thermal) mechanical 

inertia as well.  
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Now, having computed both the top-oil temperature and the hot-spot 

temperature rise at the nth time step, the hot-spot temperature (θh) can be 

derived as the sum of these variables:  

 
h( ) o( ) h( )

.
n n n

       (2.19) 

Note that the time step (Dt) must be less than one-half of the smallest time 

constant in order to have an accurate solution. 

Finally, the relative ageing rate (at the nth time step) is determined by the 

hot-spot temperature, according to (2.10) or (2.11), and then the loss of life 

(L) is derived as follows:  
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2.4.2. SIMULATION RESULTS 

The transformer ageing model (equations (2.10) – (2.21)) [44] described in 

section 2.4.1 is used in order to study an overload occurrence at a primary 
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S/S (in the north-east of England), which was studied as part of the 

Customer-Led Network Revolution (CLNR) project [45]. The transformer 

model parameter values for this simulation and the profiles of the input 

variables are shown in Table 2.6 and Figure 2.9, respectively. Note that: 1) 

the transformer loading data were scaled up so as to simulate the overload 

condition; 2) ambient temperature profile was unchanged; and 3) thermally 

upgraded paper was considered for this case study. The simulation results 

are illustrated in Figure 2.10. 

 

Table 2.6: Transformer Model Parameters [44] 

Parameter Value 

Δθor 45 

Δθhr 35 

τo 150 

τw 7 

RL 8 

z 0.8 

y 1.3 

k11 0.5 

k21 2 

k22 2 

 

Figure 2.9: Input variable profiles; load factor (K) (scaled up), and ambient 

temperature (θa). 
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Figure 2.10: Simulation results; hot-spot temperature (θh) and loss of life (L). 

 

As can be seen in Figure 2.10, an overload (even if it lasts only for several 

hours) can substantially accelerate the ageing of the transformer. For 

thermally upgraded paper, the unity relative ageing rate corresponds to 110 

°C; this means that for one hour of transformer operation at this 

temperature, the loss of life is one hour as well. In this simulation, the hot-

spot temperature is above 110 °C for about six hours; it almost reaches 160 

°C, for which the relative ageing rate is equal to 100 (see Figure 2.8). This 

fact justifies the considerable amount of loss of life of the transformer in this 

case study. 

The current situation is that (under normal operating conditions) 

transformers usually operate at temperatures, which correspond to relative 

ageing rates well below one. However, under the smart grid paradigm, 

network utilization is expected to significantly increase, e.g. through the use 

of RTTRs. In such a case, the relative ageing rate of transformers will 

exceed unity much more frequently, which is a fact that should be taken 

into account [46]. This can be achieved by optimally balancing asset 

utilization and ageing, which of course requires the incorporation of asset 

condition into network operation. 
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2.5. CONCLUSION 

This chapter has described how asset condition can be translated into HIs 

and failure rates, which can allow an NMS (or an optimization algorithm) to 

make better informed decisions for a DN (see Figure 1.2). This can be 

realized through the use of appropriate asset condition assessment 

methodologies and failure rate models, which have been presented after 

having examined a number of relevant methods. 

Finally, transformer loading was studied, as it is a significant operation 

variable, which has a considerable impact on the condition of transformers. 

It is also anticipated that transformers will be experiencing higher levels of 

loading, as mentioned above. Therefore, a balance needs to be sought 

between ‘sweating the assets’ and the associated loss of life, via condition-

based operation of the network. 
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Chapter 3. Condition and Risk-Based DNR 
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3.1. INTRODUCTION 

One of the main research objectives of this thesis is to investigate the 

influence of asset condition on network reconfiguration. This chapter and 

Chapter 4 examine this impact on DNR, mainly focusing on S/S condition 

and reliability. The idea of load transfer from a feeder to another, which can 

be of a different S/S, is key in the proposed methodologies. This chapter 

presents the initial work completed by the author on this topic as part of his 

PhD, and Chapter 4 further develops (and improves) this methodology. The 

following section provides a literature review on DNR and identifies gaps in 

the present state of knowledge. It is then explained how these gaps are 

addressed; specifically section 3.3 incorporates condition-based risk in the 

DNR problem, and section 3.4 investigates the impact of transformer ageing 

on network reconfiguration. 

3.2. LITERATURE REVIEW 

DNR is usually structured as an optimization problem, with an objective to 

minimize power losses, voltage deviation, or load imbalance, or to maximize 

reliability. It is a combinatorial nonlinear optimization problem [14], which 

has often led to the use of heuristic solution algorithms, including: branch 

exchange method [47-51]; genetic algorithm (GA) [52-59]; particle swarm 

optimization (PSO) [60-64]; simulated annealing [65, 66]; artificial neural 

networks [67, 68]; ant colony search algorithm [69-71]; cuckoo search [72, 

73]; invasive weed optimization [74]; and teaching-learning-based 

optimization [75]. Although heuristic optimization algorithms do not 

guarantee the optimal solution, they do identify high-quality solutions [59, 

76]. 

In [47], the objective is to reduce losses and improve load balancing through 

DNR. In order to do so, a search over a number of radial configurations is 

involved; therefore, two approximate power flow methods were developed to 

reduce the computational burden. Ch et al. [51] investigate the impact of 

DNR on power quality (such as voltage harmonic distortion and unbalance), 

along with losses, in the presence of DG and reactive power sources. 
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Tahboub et al. [58] employ a clustering algorithm to acquire representative 

centroids from annual load and DG profiles in order to deal with their 

associated variability; loss minimization is the corresponding objective 

function. In [59], an adaptive fuzzy logic parallel GA is presented to solve 

the optimization problem. A paper by Guan et al. [62] considers different 

models of DG into the network reconfiguration problem; a decimal encoding 

of the decision variables is also proposed. In [73], a new methodology is 

developed to optimize the configuration of the network, as well as the 

location and size of DG. Sudha Rani et al. [74] present a multi-objective 

invasive weed optimization method in order to simultaneously minimize 

losses, maximum node voltage deviation, number of switching operations, 

and the load balancing index; they also implement a backward/forward 

sweep load flow for the power flow calculations. An advantage of the 

optimization methods in [72, 73, 75] – cuckoo search and teaching-learning-

based optimization – is that they have few control parameters.  

References [77, 78], investigate the impact of soft open points (SOPs) on DN 

operation. SOPs are power electronic devices installed between 

neighbouring feeders – instead of NOPs – in DNs, capable of controlling 

active and reactive power flow. Cao et al. [77] optimize the network for 

minimum loss and feeder load balancing, whereas Qi and Wu [78] maximize 

DG penetration. Both of these papers conclude that the optimal network 

operation is achieved when SOP control and DNR are used in combination. 

SOPs can be regarded as a very promising solution for DN operation; 

however, it is currently beyond the scope of this work. 

As mentioned earlier, DNR involves a search over a number of network 

configurations; the size of the search space of the problem is related to the 

encoding of the state vector, i.e. what each decision variable represents [79]. 

The state vector in DNR represents a specific network topology. Two options 

are presented in [80]. The first option (binary encoding) assumes that each 

decision variable represents the status (open/closed) of the corresponding 

branch. The length of the state vector, in this case, is equal to the number of 

branches that are involved in the network reconfiguration. The second 
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option (integer encoding) considers that the network consists of a number of 

loops and each decision variable represents the integer index of the branch 

that breaks each loop; in this case, the length of the state vector is defined 

by the number of loops. These two options are compared in [80], and it is 

shown that the second alternative outperforms the first one in optimization 

time and number of objective function evaluations. The former approach is 

followed in [58] and [61], which use a binary GA and PSO, respectively; 

whereas the latter approach is followed in [62, 73-75], and it is stated that it 

can reduce the number of state variables, generate fewer infeasible 

solutions, and have better search efficiency. 

From the perspective of reliability, Brown et al. [16] extended the use of 

DNR to improve network reliability. In [61], probabilistic reliability models 

are applied to assess the reliability at the LPs and the DNR problem is 

formulated in a multi-objective framework, considering power loss and 

reliability. Paterakis et al. [81] also propose a multi-objective optimization 

method, which minimizes active power losses and one of three commonly 

used system reliability indices. It is not uncommon to disregard customer 

interruption costs entirely [61, 81]. In [57, 82-84], an aggregate objective 

function is considered, which takes account of losses and reliability 

concurrently by expressing the objective in monetary terms via electricity 

price and customer interruption costs. 

However, the aforementioned publications neglect asset condition when 

evaluating network reliability and use average failure rates that depend 

only on the type of the assets regardless of their condition. Furthermore, the 

available literature on DNR deals with networks that have only one S/S or, 

in cases where multiple S/Ss are present, the problem is formulated such 

that a single S/S is considered. Consequently, either the reliability of the 

S/Ss is not considered in network reconfiguration studies or they are 

assumed to be perfectly reliable.  

Two of the main contributions of this thesis are to take asset condition and 

substation reliability into account within the DNR problem. Condition-based 
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failure rates are used to determine the reliability of the network compared 

to the standard approach using average failure rates. Networks with 

multiple S/Ss are considered and their reliability is determined by asset 

condition. In this chapter, the proposed objective function is an aggregate 

function, which considers losses and total network risk (TNR), and is 

expressed in monetary terms; it is also extended to include cost of 

transformer loss of life due to ageing. 

Moreover, average customer interruption costs [57, 83] or composite 

customer damage functions [84] are considered, in order to convert customer 

interruptions to cost, for all LPs. In fact, the expected customer interruption 

cost (ECOST) depends on customer type and outage duration; two LPs can 

yield significantly different ECOSTs even if they have the same power 

demand and are interrupted for the same amount of time [6, 85]. 

In Chapter 4, S/S reliability is determined by asset condition, S/S 

configuration, and the network upstream of the S/Ss, which can lead to 

different reliability indices for the S/Ss supplying a given DN. The proposed 

objective function takes account of reliability and power losses, and is also 

expressed in monetary terms. Reliability is considered through the ECOST, 

which is calculated not only for interruptions that come from the primary 

DN (network between the distribution S/Ss and the distribution 

transformers), but also for outages that are caused by the S/Ss and the 

upstream network. Finally, each LP has a specific customer type and the 

associated customer damage function (CDF). 

The models used in Chapters 3 and 4 consider constant loads (except section 

3.4) and the reliability of the system is evaluated for a yearly period – but 

this does not preclude the application of the proposed methods to more 

discrete time periods. It should also be noted that this work does not focus 

on the optimization method; instead, it concentrates on demonstrating the 

value of including asset condition and S/S reliability into the DNR problem. 
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3.3. CONDITION–BASED RISK DNR 

3.3.1. METHODOLOGY 

In a representative DN, a number of network configurations are evaluated 

in terms of losses and TNR. Reconfigurations are implemented using the 

simple branch exchange method [47], i.e. closing one switch and opening 

another one at the same time. The minimum cost of annual energy losses 

and TNR determines the optimal configuration of the network. TNR consists 

of transformer (TX), CB, and OHL risks. The risk calculation models for 

these asset types are explained in sections 3.3.1.1 and 3.3.1.2. 

3.3.1.1. OHL AND CB RISK CALCULATION MODELS 

Risk calculation, according to CNAIM (see section 2.3.1), requires two key 

factors: 1) PoF and 2) CoF.  

As far as CBs are concerned, PoF is derived using CNAIM. Regarding 

OHLs, PoF is here considered equal to the failure rate of MV lines (0.035 

f/yr∙km), which has been calculated using [8], and is assumed constant 

regardless the condition of the line. 

The calculation of CoF for OHLs and CBs is based on CNAIM. As regards 

financial, safety, and environmental CoF, the corresponding reference 

values can be taken from CNAIM. However, this thesis deals only with 

Network CoF, as network reconfiguration can only have an impact on this 

CoF category. Network CoF is evaluated according to the CNAIM LV & MV 

Asset Consequences process, whose concept is illustrated in Figure 1.7, and 

is derived using (3.1).  

 

/   60 1 1

                                    

[( ( ))

( (    60 1 2))

                                        ( 1 1( ))] , 
 

OHL CB Network CoF UCML NC ST R

UCML NC RT R

UCI NC R F

     

     

    

  (3.1) 

where ST and RT are the switching and restoration times (here in hours), 

respectively. 
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In the case of an OHL/CB active failure, the nearest CBs operate in order to 

clear the fault. Consequently, part of the healthy network is removed from 

service and more specifically the section that was supplied through the CBs. 

Following the operation of the breakers, the fault should be detected and 

isolated before the CBs can be reclosed. After the detection, isolation and 

switching (the total time interval required for these actions is called 

switching time), the power supply, between the switches around the failed 

component and the activated CBs, is restored. The rest of the customers are 

restored after the repair process has been completed, unless they can be 

supplied through an alternative route, e.g. by closing a NOP [6]. This 

process is illustrated in Figure 1.6. 

3.3.1.2. TRANSFORMER RISK CALCULATION MODEL 

The process begins with the evaluation of the appropriate condition 

parameters for the transformer (main transformer and tapchanger), 

according to CNAIM, as shown in Tables 2.2 and 3.1; then, separate HIs are 

derived for each subcomponent; finally, taking the maximum HI, the PoF 

can be computed using (2.1) and (2.8). As regards the data presented in 

these tables, the main transformer component has a greater HI than that of 

the tapchanger; therefore the HI of the former component should be used to 

calculate the transformer PoF. 

Transformer Network CoF is calculated according to [86, 87], where 

Network Risk is composed of the expected annual cost of CIs and CMLs, as 

shown in (3.2) – (3.4). These equations can be used to assess the Network 

Risk, when two transformers (or, more generally, two circuits) are connected 

in parallel (see Figure 3.1), which is the case in the network of the case 

study that will be examined in the next section. 
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Table 3.1: Tapchanger condition assessment and HI calculation, according to 

CNAIM 

Parameter Value Comments 

Tapchanger HI 5.84 Initial HI × HI Factor 

Age 45  

Initial HI 3.02 Related to Age 

HI Factor 1.93 Related to Condition 

Expected Life 60  

Initial Ageing Rate 0.04  

Observed Condition Factor 1.87  

    External Condition 1.4 Some Deterioration 

    Internal Condition 1.2 Some Deterioration 

    Drive Mechanism Condition 1.4 Substantial Deterioration 

    Selector & Diverter Contacts  1.3 Substantial Deterioration 

    Selector & Diverter Braids 1.05 Some Deterioration 

Measured Condition Factor 1.1  

    Partial Discharge 1.1 Medium 

Oil Test Factor 1.1  

    Oil Condition Score 820  

    Moisture Score 2 15 - 25 ppm 

    Acidity Score 4 0.15 - 0.20 mg KOH/g 

    Breakdown Strength Score 2 40 - 50 kV 

 

 

Figure 3.1: Two circuits connected in parallel. 

 

  21
,CI PoF PoF DF NC UCI       (3.2) 

              
1 2

2 1 2 ,CML PoF PoF DF NC R ST R RT UCML   (3.3) 

   ,TX Network Risk CI CML    (3.4) 

where RT is the average time to restore at least one of the parallel branches 

(ST and RT, here, in minutes), and DF is the proportion of faults that result 

in a customer interruption, generally because two outages occur at the same 

time. This can happen for a number of reasons: common mode failure, 

second circuit tripping because of increased loading, or second circuit failing 

while the first is being maintained / repaired [87]. According to this 
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reference: ‘the input parameter DF is a composite variable representing a 

number of distinct and different possible events. What they have in common 

is that they lead to an N-2 situation with consequent customer loss, in the 

case of a simple radial paired circuit. Estimating a value for DF can be done 

retrospectively using NaFIRS data on the proportion of extra high voltage 

faults which have led to loss of customer supply.’ 

It should be noted that PoFs in these equations include the PoFs of the CBs 

associated with the transformers, i.e.:  

 
TX CB

 , 
i ii

PoF PoF PoF    (3.5) 

where i = 1, 2, represents the circuit number. 

3.3.2. CASE STUDY 

3.3.2.1. DESCRIPTION 

The methodology explained in the previous section was applied to a 

representative MV network of four feeders, supplied by two primary 

substations, where each feeder is based on the standard IEEE 33-bus 

network [47]. This network allows the load transfer between feeders of 

different S/Ss, which is key in this work. Default values are considered for 

all input parameters, which are detailed in Appendix 1. In order to calculate 

the length of the branches of the network, a 6.05 MVA conductor with R = 

0.579 Ω/km has been considered. Each feeder (F1 – F4) is assumed to supply 

3715 customers. There are also six more feeders, not shown, connected to 

each common busbar at primary substations X and Y. It was considered that 

each one of them supplies 3000 customers. The network described above is 

illustrated in Figure 3.2, and the number of customers connected to each 

bus is given in Table 3.2. 
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Figure 3.2: Case study network; it is composed of four standard IEEE 33-bus 

feeders. 
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Table 3.2: Number of customers connected to each bus of the case study network 

Bus NC Bus NC Bus NC 

1 0 12 60 23 90 

2 100 13 60 24 420 

3 90 14 120 25 420 

4 120 15 60 26 60 

5 60 16 60 27 60 

6 60 17 60 28 60 

7 200 18 90 29 120 

8 200 19 90 30 200 

9 60 20 90 31 150 

10 60 21 90 32 210 

11 45 22 90 33 60 

 

As mentioned in section 3.3.1, several network reconfigurations were 

performed via operating a pair of switches at the same time, and for each 

configuration, a number of variables were calculated. These include losses 

(computed using MATPOWER [88]) and their corresponding annual cost, 

asset risks, and minimum voltage magnitude.  

The annual cost of active power losses [13] is given by: 

 
loss loss

8760 ,
P

Cost P LLF EP      (3.6) 

where LLF is the Loss Load Factor, which is equal to 0.5LF + 0.5LF 
2 

(according to [61]), and can be used to estimate total energy losses from 

power loss calculated at maximum load [89]; LF is the Load Factor, which 

was assumed to be 0.5; and the energy price was considered to be 64 $/MWh 

(an exchange rate of 1.28 was used for the conversion from GBP to USD) 

[13]. 

Note that voltage was assumed to be 1.06 pu at S/S busbars, since IEEE 33-

bus feeders experience significant voltage drop at their endpoints (see 

Appendix 1), and the statutory voltage limits in MV networks in the UK are 

±6% of the nominal voltage [90]. 

Table 3.3 shows the HIs that have been considered for the transformers and 

the CBs in the case study network. As can be seen in this table, the 
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condition of the assets at primary S/S X was assumed much worse than that 

of Y. It should be mentioned that in this case study, HIs were allowed to 

take values up to 15, as future HIs in the CNAIM. All other parameter 

values that have been used in this case study are presented in Table 3.4. 

 

Table 3.3: Asset Health Indices (the condition of S/S X is considered to be much 

worse than that of Y) 

Primary S/S X Primary S/S Y Feeder CBs 

Asset HI Asset HI Asset HI 

TX 1 14.33 TX 1 5.66 F1 CB 4.00 

TX 2 14.40 TX 2 6.52 F2 CB 4.00 

CB 1 9.00 CB 1 4.00 F3 CB 4.00 

CB 2 9.00 CB 2 4.00 F4 CB 4.00 
 

Table 3.4: Case study parameter values (data taken from [11, 17, 86]) 

Parameter Value Parameter Value Parameter Value 

KFR,TX 0.0454% ST 1 h FOHL 100% 

KFR,CB 0.0052% RTOHL 5 h FCB 55% 

CTX/CB 1.087 RTCB 4 h R2TX 50% 

UCI $6.4 R1 0% RTTX 900 min 

UCML 12.8 $/h R2OHL/CB 100% DF 0.2 

 

3.3.2.2. RESULTS 

The results of the present case study are shown in Table 3.5. In this table 

five criteria are shown, according to which the network can be reconfigured. 

It can be seen that different criteria result in different network 

configurations. Minimum losses lead to the initial network configuration 

(illustrated in Figure 3.2). OHL Risk becomes greater as the feeders become 

more asymmetrical, i.e. as load is transferred from one feeder to another. 

This is because, when a feeder becomes longer, the more likely it is for a 

failure to occur and when it does, more customers will be interrupted. In 

order to minimize TX Risk, load is transferred from primary X to Y, because 

of the deteriorated condition of the former S/S. The optimal network 

configuration is achieved when both cost of losses and TNR are considered. 

Figure 3.3 provides a graphical comparison of the results derived using the 

aforementioned criteria. 
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The first two criteria neglect asset condition, while the latter three take 

account of it. Comparing min Losses, and min (Overall Cost = Loss Cost + 

TNR) criteria, it can be derived that there is a difference of $7,350 in terms 

of overall cost. This saving is relatively small, as it accounts for the 0.75% of 

the overall cost; however, this saving corresponds to a single DN, which 

means that the overall saving for a DNO can be of substantial value. 

Therefore, it can be seen that the integration of asset condition in the 

decision-making process of network operation can lead to an improved 

overall outcome. 

It should be noted that not all possible combinations of open switches have 

been examined, because as more load is transferred from one feeder to 

another, the more total OHL Risk and losses increase. This occurs because 

the feeders are interconnected at their endpoints, and by transferring load 

they become more unbalanced in terms of length and loading. Consequently, 

only five branches on either side of each NOP (referring to the initial 

network configuration) have been considered for this case study. 

 

Table 3.5: Case study results; network reconfiguration using five different 

criteria: 1) min Losses (corresponds to the original configuration), 2) min OHL 

Risk, 3) min TX Risk, 4) min TNR, and 5) min (Overall Cost = Loss Cost + TNR) 

Minimize: Losses 
OHL 

Risk 
TX Risk TNR Overall Cost 

Open 

Switches 

18-51 

33-84 

66-117 

99-132 

16-17 

82-83 

63-64 

129-130 

13-14 

28-29 

61-62 

94-95 

16-17 

30-31 

115-116 

94-95 

16-17 

82-83 

115-116 

96-97 

Loss (kW) 709.34 766.22 1,438.20 898.93 744.39 

Vmin (pu) 0.979 0.937 0.800 0.893 0.954 

OHL Risk $354,999 $346,424 $371,430 $351,794 $348,340 

S/S X Risk $417,494 $421,926 $398,943 $402,883 $408,136 

S/S Y Risk $57,901 $57,285 $60,474 $59,927 $59,199 

TX Risk $475,395 $479,213 $459,415 $462,810 $467,334 

CB Risk $6,318 $6,318 $6,318 $6,318 $6,318 

TNR $836,712 $831,954 $837,165 $820,922 $821,993 

Loss Cost $149,132 $161,091 $302,367 $188,991 $156,502 

Overall Cost $985,843 $993,044 $1,139,532 $1,009,912 $978,493 
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In Table 3.5, Loss is the active power losses calculated at peak load; OHL 

Risk is the expected customer interruption cost (ECOST) from all OHL 

failures; S/S X Risk is the ECOST due to S/S X assets (i.e. TXs and CBs); 

likewise for S/S Y; TX Risk is the ECOST for all transformer failures; CB 

Risk is the ECOST for all feeder CB failures; TNR = OHL Risk + TX Risk + 

CB Risk; Loss Cost is the annual cost of active power losses; and Overall 

Cost = Loss Cost + TNR. 

 

Figure 3.3: Graphical comparison of the results. 

3.4. INCORPORATING TRANSFORMER AGEING INTO DNR 

3.4.1. METHODOLOGY 

This section extends the methodology presented earlier in this chapter, by 

incorporating the transformer ageing model analyzed in section 2.4. The 

ageing of the transformers is calculated and the corresponding loss of lives 

(expressed in monetary terms) are included in the objective function. To 

implement this methodology, a load profile is required, which is taken from 

[91]; and an overload condition needs to be simulated. For simplicity, all LPs 

are assumed to have the same load profile, which corresponds to residential 

customers. This load profile is illustrated in Figure 3.4. 
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Figure 3.4: Load profile; 1) corresponds to residential customers, 2) hourly 

average values have been used, and 3) normalized so that peak is equal to one. 

 

In order to simulate an overload to a transformer, it is assumed that one of 

the two S/S transformers is removed from service. This can occur either due 

to a planned or an unplanned outage. In this case, the equations ((3.2) and 

(3.3)) that yield TX Network Risk must be modified as follows:  

 ,CI PoF NC UCI     (3.7) 

          2 1 2 ,CML PoF NC R ST R RT UCML   (3.8) 

where PoF is the failure probability of the remaining S/S transformer 

(including the PoF of the associated CB). For a S/S that has both 

transformers in service, (3.2) and (3.3) should be used to calculate TX 

Network Risk, as presented in section 3.3.1.2. 

It should also be stated that all risks and costs are derived for a one-day 

period. This means that all asset risk equations are modified appropriately 

in order to give the risk per day (i.e. dividing by 365); and the cost of losses 

becomes:  

 
loss,daily

24

loss,

1

,
P h

h

Cost EP P t   (3.9) 

where Ploss,h is the hourly active power loss during hour h, and Δt is the 

duration of each time interval, which is considered to be one hour. 
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The objective function can then be defined as:  

 
loss,daily daily LoL

min ,
P

Cost TNR Costf      (3.10) 

where  

 
LoL

TX Replacement Cost
.

365
Cost L

EL
 


  (3.11) 

Taking data from [11], the asset replacement cost for a 33 kV transformer is 

$424,724 and its expected life is 60 years (pre 1980). This yields 

  
LoL

19.39($ / ) ( )Cost day L days   (3.12) 

for the following case study. 

3.4.2. CASE STUDY 

3.4.2.1. DESCRIPTION 

The extended methodology described above was applied to the same network 

(see Figure 3.2) used in the previous case study. The modifications made in 

this case study (compared to the previous one) are the following:  

1) load profiles were used for all LPs (see Figure 3.4); 

2) one of S/S X transformers was removed from service (for one day), 

which caused an overload to the remaining transformer; 

3) the duration of the study period was assumed to be one day; 

4) the cost of loss of life of all S/S transformers was incorporated in the 

objective function; 

5) no other feeders, except feeders F1 – F4 (which are shown in the 

network), were supplied through the S/Ss; 

6) the rating of each S/S transformer was considered to be 5 MVA; 

7) voltage limits were not taken into account, so as to be able to 

investigate the potential load transfer from the overloaded S/S to the 

other one, as this network has very high voltage drop; 
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8) seven branches on either side of each NOP (referring to the initial 

network configuration) were considered for network reconfiguration 

(the reasons for this have been explained in section 3.3.2.2). 

The ambient temperature and the load factors (associated with the original 

network configuration) for the S/S transformers are illustrated in Figure 

3.5. The transformers at S/S Y have the same load factor, as they share the 

S/S load. Hence, two lines are shown for transformer load factors in this 

figure; one for the remaining transformer at S/S X and one for each of the 

transformers at S/S Y. 

 

Figure 3.5: Ambient temperature and load factors for the remaining transformer 

at S/S X (black line), and each one of the transformers at S/S Y (grey line). 

 

3.4.2.2. RESULTS 

The results of this case study are presented in Table 3.6. The outage of the 

transformer at S/S X causes an overload at the transformer remaining in 

service. This can be clearly seen by its corresponding loss of life, which is 

135 days for only one day of operation. This can be justified by Figure 3.5, 

according to which the load factor of the remaining transformer is above 

unity for 16 hours, and above 1.6 for four hours. Consequently, load transfer 

seems to be essential during this overload condition. 
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If loss of life of (all) transformers is included in the objective function 

(Overall Cost = Loss Cost + TNR + Cost of Loss of Life), then 12 LPs are 

transferred from S/S X to S/S Y (six from feeder F1 to F2, and another six 

from F3 to F4); this corresponds to a load of 1.25 MW (peak value). By 

performing this load transfer, S/S X is significantly relieved from the 

extremely heavy overload (in terms of ageing), whereas the impact of the 

additional load on the ageing of S/S Y transformers (both in service) is 

minimal. This is illustrated in Figures 3.6 and 3.7, where the transformer 

load factors and the corresponding relative ageing rates are shown for S/S X 

and S/S Y, respectively, for both network configurations (min Losses and 

min Overall Cost). Transferring a higher number of LPs would further 

improve the (total) cost of loss of life and S/S X risk, but it would also 

increase losses, OHL risk, and S/S Y risk (and that would result in a 

suboptimal overall cost). 

For the original configuration, the maximum relative ageing rate for the 

transformer remaining at S/S X was above 1500, and the corresponding 

value for each of the transformers at S/S Y was below 0.1. These values for 

the second configuration were about 40 and 0.9, respectively. This means 

that the load transfer substantially reduced the highly accelerated ageing 

rate of the S/S X transformer, without leading to a significant loss of life for 

S/S Y transformers. This can be seen in Table 3.6, as well as in Figure 3.8, 

which illustrates the total loss of life (of all transformers), for both network 

configurations. 

This balancing between the relative ageing rates of the transformers at S/Ss 

X and Y led to a reduction of $2,550 in terms of cost of loss of life (which is 

also equal to overall cost saving, as Loss Cost + TNR have the same values 

for both configurations). This saving is of significant value, as it corresponds 

to a single day (with an overload condition), and also accounts for five times 

the cost of energy losses for a day. 
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Table 3.6: Case study results; network reconfiguration according to the following 

objective functions: 1) min Losses, and 2) min (Overall Cost = Loss Cost + TNR + 

Cost of Loss of Life) 

Minimize: Losses Overall Cost 

Open Switches 

18-51 

33-84 

66-117 

99-132 

12-13 

33-84 

115-116 

93-94 

Loss (MWh) 6.580 8.505 

S/S X Risk $841 $699 

TNR $1,865 $1,741 

Loss Cost $421 $544 

Loss Cost + TNR $2,286 $2,285 

Loss of Life (S/S X TX) 135.31 days 3.61 days 

Loss of Life (S/S Y TXs) 0.018 days 0.183 days 

Cost of Loss of Life $2,624 $74 

Overall Cost $4,910 $2,359 

 

 

Figure 3.6: Transformer (S/S X) load factor (K) and relative ageing rate (W ) for 

each of the two configurations: min Losses (1) and min Overall Cost (2). 
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Figure 3.7: Load factor (K) and relative ageing rate (W) for each of the 

transformers at S/S Y, and for each of the two configurations: min Losses (1) and 

min Overall Cost (2). 

 

 

Figure 3.8: Total loss of life (L) of all transformers, for each network 

configuration: min Losses (black line) and min Overall Cost (grey line). 
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3.5. CONCLUSIONS 

This chapter indicates that asset condition information can be used to have 

a positive impact on network operation. More specifically, the methodologies 

described in sections 3.3 and 3.4 have been applied to a representative MV 

DN and the results have shown that the incorporation of asset condition 

(through HIs, PoFs, risks, as well as transformer ageing and associated loss 

of lives) into DNR can result in reduced overall cost. 

Particularly, the network configurations resulting from min Losses and min 

Overall Cost objective functions, had a difference (in terms of Overall Cost) 

of $7,350 per year in the first case study (section 3.3). This figure 

corresponds only to the four feeders of the case study network. However, a 

DNO typically has hundreds of feeders like those, and therefore, the overall 

savings can have a really significant value – potentially in the order of 

hundreds of thousands of U.S. dollars for one DNO. 

The saving of $2,550 for a single day that an overload occurred – by taking 

transformer ageing into account, in section 3.4 – is of substantial value, as it 

corresponds to five times the cost of energy losses for a day. Moreover, 

despite the increase in losses, the load transfer is critical, as it balances – as 

much as possible – the relative ageing rates of the transformers at S/Ss X 

and Y, and hence their associated loss of lives. 

Finally, by transferring load from a substation in deteriorated condition to 

another in a better state, it can be expected that the ageing rate of the 

former will be reduced, and accordingly its life is likely to be extended. 
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Chapter 4. Impact of Asset Condition and 

Substation Reliability on DNR 
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4.1. INTRODUCTION 

This chapter further develops and improves the methodology presented in 

Chapter 3. Reliability analysis in this chapter includes: 1) the power of load 

points, instead of only number of customers; 2) various customer types and 

their corresponding CDFs; and 3) a number of different component failure 

modes. S/S reliability is evaluated in a more systematic way, according to 

three main factors: asset condition, S/S configuration, and the network 

upstream of the S/Ss. The first factor has already been analyzed; the other 

two are explained in this chapter. The reliability of the S/S then has an 

impact on the reliability indices of its LPs. All of these factors are combined 

to deliver a better informed algorithm for DNR, which is verified through its 

application on two DNs. The annual savings, compared to the formulation 

that neglects asset condition and S/S reliability, can be in the order of tens 

of thousands of U.S. dollars for a single DN. 

4.2. RELIABILITY EVALUATION 

As also mentioned in Chapter 3, the reliability model accounts for both the 

primary DN and S/Ss, which are analyzed in sections 4.2.1 and 4.2.2, 

respectively. The minimal cut set method is used to assess the network 

reliability [6, 92]. A minimal cut set is a set of components which, when all 

of them are out of service, an outage is caused to a specific LP. However, 

there is not an interruption of service, when at least one of these 

components remains operational. There are two failure modes for a 

component: passive and active. Passive events do not cause operation of the 

CBs and consequently do not affect any other healthy components, whereas 

active events cause the protection breakers to operate and a number of other 

healthy components are removed from service [6]. The following failure 

modes were considered in this chapter: 

1) first-order permanent (total) failures (passive and active failures); 

2) first-order active failures; 

3) first-order active failures with stuck CBs; 
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4) second-order overlapping permanent failures (including 

maintenance). 

The corresponding equations for the reliability indices of the above failure 

modes can be found in [6]. 

When all possible failure events and the LPs that are affected by each of 

them have been identified, the ECOST can be calculated. For each LP p and 

for each outage event j, the ECOSTjp is calculated as follows [6, 85]:  

 ( ) .
jp jp jp p j

ECOST C r L   (4.1) 

The summation of ECOSTjp for all LPs and all failure events yields the total 

ECOST of the network: 

 
ev,LP

1 1

( ) .
pNN

jp jp p j

p j

ECOST C r L   (4.2) 

The interruption cost Cjp is a function of the interruption duration and is 

calculated using the CDF of each LP. Table 4.1 presents interruption cost 

estimates for various customer types and outage durations. These values 

are taken from [93] and are expressed in today’s (2019) U.S. dollars. The 

CDFs are illustrated in Figure 4.1. 

 

Table 4.1: Cost of interruption by customer type and outage duration (2019 $/kW) 

User Sector 
Interruption Duration 

1 min 20 min 1 h 4 h 8 h 

Industrial 2.853 6.791 15.950 44.176 97.976 

Commercial 0.668 5.213 15.014 54.980 145.728 

Residential 0.002 0.163 0.846 8.627 27.545 

Office Buildings 8.389 17.342 36.982 120.837 209.197 
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Figure 4.1: CDFs used to represent the cost of interruption for different customer 

types. 

 

4.2.1. PRIMARY DISTRIBUTION NETWORK 

A primary DN is the section of a network between the distribution S/Ss and 

the distribution transformers and comprises primary feeders which emanate 

from the low voltage buses of the distribution S/Ss [7]. These networks are 

operated in radial configuration; all of the minimal cut sets consist of a 

single component (line or CB) for each LP of the system. To demonstrate the 

reliability evaluation model for the primary DN, this was applied to one 

feeder (F2) of the RBTS Bus 4 DN [17], which is presented in Figure 4.2. In 

this network, there are disconnect switches at both ends of the main feeder 

sections and fuses in each lateral distributor. These components are not 

shown in Figure 4.2 and are considered perfectly reliable. Disconnect 

switches are generally not capable of breaking short-circuit currents and are 

used for isolation. 
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Figure 4.2: The RBTS Bus 4 DN (Branch numbers are shown in black; bus 

numbers are shown in blue). 

 

An active failure along the main feeder causes the CB to operate to clear the 

fault, interrupting all LPs supplied by the feeder until the CB is reclosed. 

The time required to detect the fault and isolate is called switching time. 

After the CB has been reclosed, the power supply between the supply point 

(SP) and the point of isolation is restored. The LPs downstream of the 

faulted branch are restored following a repair, unless they can be 

transferred onto another feeder through a NOP. 

If a fault occurs on a lateral distributor its fuse blows, causing the outage of 

the corresponding LP until the failed component is repaired. However, in 

this case, no other LPs are interrupted.  

The failure of a feeder CB results in an outage of all LPs of the feeder. The 

failed CB must be repaired in order to restore the interrupted LPs unless an 

alternative supply is available. 
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To clarify the cases and processes above, Table 4.2 presents a reliability 

analysis for LP 9. Component reliability data were taken from [17] and LP 9 

was considered to be an industrial customer with an average demand of 1.5 

MW. The ECOST was calculated using (4.1) and the CDF for industrial 

customers. 

 

Table 4.2: Results for Load Point 9 of the RBTS Bus 4 DN 

Component Failure 

 No Alt Supply Alternative Supply 

λ 

(f/yr) 

r 

(h) 

ECOST 

(k$/yr) 

r 

(h) 

ECOST 

(k$/yr) 

Main Feeder Section  

13 0.0520 5.00 4.453 1.00 1.244 

15 0.0520 5.00 4.453 1.00 1.244 

17 0.0390 1.00 0.933 1.00 0.933 

Distributor  

16 0.0488 5.00 4.179 5.00 4.179 

CB (total failure) 0.0060 4.00 0.398 1.00 0.144 

Total 0.1978 4.18 14.416 1.99 7.744 

 

In Table 4.2, r is the LP outage time, which is equal to the component repair 

time if the LP cannot be transferred, or equal to the switching time 

(assumed to be 1 hour) if the LP can be transferred. 

4.2.2. SUBSTATIONS 

S/Ss are the sources of the primary DN and are significant elements of 

power systems; their failure can lead to an outage at all LPs supplied by the 

failed S/S. To evaluate the reliability of S/Ss, three factors are considered in 

this chapter: asset condition, S/S configuration, and the network upstream 

of the S/Ss. The first factor was discussed in Chapter 2; sections 4.2.2.1 and 

4.2.2.2 demonstrate the contribution of the other two factors to S/S 

reliability. 

4.2.2.1. SUBSTATION CONFIGURATION 

The arrangement of an S/S has an impact on its reliability indices. Two 

typical configurations [6] are shown in Figure 4.3. In configuration (a), the 

low voltage busbar, 7, is fed by two subtransmission lines, 1 and 4, through 

transformers 2 and 5. The low voltage side of each transformer is connected 
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to a CB (3 and 6). In configuration (b) the low voltage busbars, 7 and 8, are 

split by a normally open bus section CB. 
 

 

Figure 4.3: Typical S/S configurations: (a) shows a single low voltage busbar, 

while (b) shows two low voltage busbars separated by a normally open bus 

section CB. 

 

These configurations were analyzed using component reliability data from 

[17], which are shown in Table 4.3. Every failure mode was included in the 

analysis for each configuration. The results of the reliability analysis are 

shown in Table 4.4 (the detailed reliability analysis can be found in 

Appendix 2). The results correspond to four cases: 

1) non-automated S/S and no alternative supply; 

2) automated S/S (with an S/S switching time of 10 min) and no 

alternative supply; 

3) non-automated S/S and alternative supply; 

4) automated S/S and alternative supply. 

 

Table 4.3: Component Reliability Data 

Component λP λA λ'' r r'' Pc 

Transformers       

33/11 kV 0.0150 0.0150 1.0 15 120 – 

11/0.4 kV 0.0150 0.0150 –  10* – – 

CBs       

33 kV 0.0020 0.0015 0.5 4 96 0.05 

11 kV 0.0060 0.0040 1.0 4 72 0.05 

Busbars       

33 kV 0.0010 0.0010 0.5 2 8 – 

11 kV 0.0010 0.0010 1.0 2 8 – 

Lines**       

33 kV 0.0460 0.0460 0.5 8 8 – 

11 kV 0.0650 0.0650 – 5 – – 
* Replacement time by a spare (h); ** Failure rates for lines in f/yr∙km. 
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For each failure event, the failure rate, the outage time, and the ECOST 

were calculated. For the calculations, the S/S (each configuration) was 

assumed to be connected to SP2 of the RBTS Bus 4 DN, which supplies 

feeders F4 and F5, loaded at 4.01 MW and 3 MW, respectively. The sub-

transmission line length was assumed to be 5 km. 

 

Table 4.4: Substation Reliability Analysis Results; cases (1) – (4) correspond to the 

aforementioned four cases regarding the existence or not of S/S automation and 

alternative supply possibility 

 Case λ (f/yr) r (h) ECOST (k$/yr) 

Config. (a) 

(1) 

0.0722 

2.04 9.188 

(2) 1.47 6.957 

(3) 1.00 4.549 

(4) 0.43 2.318 

Config. (b) 

Load L1 

(Feeder F4) 

(1) 

0.2724 

1.26 6.326 

(2) 0.47 3.009 

(3) 1.00 4.127 

(4) 0.17 0.794 

Config. (b) 

Load L2 

(Feeder F5) 

(1) 

0.2670 

1.27 15.927 

(2) 0.47 7.633 

(3) 1.00 12.776 

(4) 0.17 4.482 

 

Table 4.4 shows that different S/S configurations lead to different reliability 

indices and outage costs. S/S automation and alternative supply play an 

important role in determining the average outage duration of an S/S and the 

corresponding ECOST. The analysis also indicates: 1) the importance of 

considering active failures and stuck-breaker conditions, which depend on 

asset condition; 2) the impact of subtransmission lines on S/S reliability; and 

3) the effect of asset maintenance. 

If a CB fails to open, other CBs further from the failed component are 

activated; this might cause a greater part of the network, and more LPs, to 

be interrupted. Some of the failure events considered involve components 

that belong to the primary DN but cause the outage of the entire low voltage 

bus of the S/S; this is why it is critical to include these events in the 

analyses. These events are active failures of the feeder CBs (e.g. F4 CB) and 
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active failures on main feeder sections in combination with a stuck CB (e.g. 

(44, 46, 48)A + F5 CB S), which exhibit the interaction between S/Ss and the 

primary DN. The detailed S/S reliability analysis can be found in Appendix 

2. 

4.2.2.2. UPSTREAM NETWORK 

Even if two S/Ss have the same configuration and the condition of their 

assets is identical, a difference in their upstream network can result in 

different reliability indices. To demonstrate this, the network upstream of 

the S/Ss of the RBTS Bus 4 DN (see Figure 4.4) was used as an example. 

Table 4.5 shows the results of the analysis. 

 

Table 4.5: Impact of Upstream Network on Substation Reliability 

Failure event Number λ (f/yr) r (h) 
ECOST 

(k$/yr) 

Supply Point SP1     

    First-order  2 2.00 × 10-3 2.00 0.3099 

    Second-order 4 1.19 × 10-6 5.93 0.0007 

    Second-order (m) 4 9.21 × 10-4 10.37 0.9781 

    Active failure 10 5.45 × 10-2 1.00 4.6458 

    Active + stuck 6 9.22 × 10-2 1.00 7.8617 

    Total  1.50 × 10-1 1.07 13.7961 

Supply Point SP2     

    First-order  3 3.00 × 10-3 2.00 0.3362 

    Second-order 16 3.93 × 10-4 3.99 0.0806 

    Second-order (m) 16 1.17 × 10-2 7.40 5.3777 

    Active failure 15 9.15 × 10-2 1.00 5.7647 

    Active + stuck 8 1.38 × 10-1 1.00 8.7084 

    Total  2.45 × 10-1 1.32 20.2676 

Supply Point SP3     

    First-order  3 3.00 × 10-3 2.00 0.3403 

    Second-order 4 1.19 × 10-6 5.93 0.0004 

    Second-order (m) 4 9.21 × 10-4 10.37 0.6428 

    Active failure 16 9.30 × 10-2 1.00 6.0214 

    Active + stuck 8 1.84 × 10-1 1.00 11.9229 

    Total  2.81 × 10-1 1.04 18.9278 

(m) represents total outages overlapping a maintenance outage 
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Figure 4.4: Upstream network of the RBTS Bus 4 DN. 

 

Figure 4.4 shows that S/Ss 2 and 3 are fed through the 33 kV busbar of S/S 

1. Therefore, it is expected that the failures rates of S/Ss 2 and 3 will be 

higher than the failure rate of S/S 1, as confirmed by Table 4.5. S/S 3 is 

supplied by three 33 kV lines, two of which are 15 km long. It can be 

deduced that their active failures, in combination with a stuck CB, are 

major contributors to the corresponding failure rate. This is why S/S 3 has 

the highest failure rate, illustrating the importance of the upstream 

network. S/S 2 is supplied by two 33 kV lines, which are 10 km long each, 

resulting in smaller contributions to the S/S failure rate by active + stuck 

failures compared to S/S 3. However, second-order outages (including 

maintenance) have a significantly higher contribution to the S/S failure 

rate, and an even larger impact on the ECOST. 

Finally, the network downstream of the S/Ss has an impact on S/S 

reliability as well. This happens through main feeder section active failures 

in combination with a stuck feeder CB. This impact is small compared to the 

three aforementioned factors and this is why it is not analyzed separately, 

however it is considered in this study. 
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4.3. PROBLEM FORMULATION AND SOLUTION METHOD 

4.3.1. PROBLEM FORMULATION 

The goal of DNR is to find a radial configuration which optimizes a specific 

objective function whilst satisfying operational constraints. The proposed 

objective function and the relevant constraints are described in this section. 

4.3.1.1. OBJECTIVE FUNCTION 

This chapter proposes an aggregate cost function, comprising the annual 

cost of active power losses and the ECOST. The ECOST takes into account 

outages in the primary DN, and failures at S/Ss and the upstream network, 

while also considering the condition of network components through the use 

of condition-based failure rates within the reliability evaluation. The 

proposed cost objective function provides a balance between active power 

losses and network reliability, both of which are important issues to DNOs 

[84]. The objective function is as follows:  

 
loss

min .
P

f Cost ECOST Pen     (4.3) 

The first term of (4.3) can be evaluated as follows [13]:  

 

loss loss

br

loss

2

1

8760 .

P P

N

k k

k

Cost C P

LLF EP I R
  (4.4) 

The value of 
lossP

C  has been considered here equal to 180 $/kW, according to 

[84], and has been expressed in today’s (2019) U.S. dollars. 

4.3.1.2. TOPOLOGY CONSTRAINTS 

The state vector (x) in DNR corresponds to a certain network configuration. 

The way decision variables are coded clearly affect the efficiency of the 

optimization algorithm [79]. In [80], a binary and a decimal encoding are 

presented. A binary encoding means that each decision variable represents 

the branch status – 0 for open, and 1 for closed; it is obvious that the 
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number of (reconfigurable) branches defines the length of the state vector in 

this case. A decimal encoding requires the identification of the fundamental 

loops of the network, and then each decision variable represents the open 

branch of each loop (in order to ensure a radial configuration); the length of 

the state vector in this case is equal to the number of loops. In the RBTS 

Bus 4 DN (see Figure 4.2), the size of the search space for binary encoding is 

234 = 1.718e+10, while the corresponding size for integer encoding is 11 × 7 × 

7 × 7 × 11 = 41,503. Therefore, decimal encoding can substantially reduce 

the infeasible solution ratio, and thus improve the efficiency of the 

optimization algorithm (regardless of the method per se) [62].  

In this study, integer encoding is adopted and it is applied to the RBTS Bus 

4 DN in order to make it more comprehensible. In this network, only the 

main feeder sections are involved in the reconfiguration, since the 

disconnection of a lateral distributor would cause the isolation of an LP 

regardless of the wider network configuration. The loops of the network are 

shown below: 

 
 
 
 
 

1

2

3

4

5

L : 1, 3, 5, 7, 10, 68, 65, 63, 60, 58, 56

L : 13, 15, 17, 69, 48, 46, 44

L : 13, 15, 17, 70

,

, 54, 52, 50

L : 44, 46, 48, 71, 54, 52, 50

L : 19, 21, 23, 26, 28, 72, 41, 39, 36, 33,

,

,

,

 31 ,

 

where branches 68-72 represent the NOPs between F1-F7, F2-F5, F2-F6, 

F5-F6, and F3-F4, respectively. 

It has been assumed that F2, F5, and F6 are interconnected through single 

branches as shown in Figure 4.5. 

The branches of each loop are renumbered sequentially and therefore the 

decision variables are constrained as follows:  

 

1 5

2 3 4

1 , 11,

1 , , 7,

x x

x x x

 

    (4.5) 
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where xi, i = 1, 2,…, 5 represents the branch that is selected to break the 

loop i; generally, the state vector is x = (x1, x2,…, xn), where n is the number 

of loops in the network under study, for example, if x = (5, 3, 4, 4, 5), the 

open branches of the network are the following: 10, 17, 70, 71, and 28.  

The above constraints (4.5) are not sufficient to guarantee a feasible 

network configuration. Some non-smooth constraints are required to ensure 

connectivity of the network and that no loops are created. There can be 

multiple common branches between loops [64, 80] and this has to be taken 

into account. In this network, there are three loops (see Figure 4.5), that 

each two of them have branches in common. More specifically, branches {13, 

15, 17}, {44, 46, 48}, and {50, 52, 54} are common between loops L2 - L3, L2 - 

L4, and L3 - L4, respectively. The first non-smooth constraint accounts for 

common branches between two loops. This means that from the above-

mentioned sets of branches, not more than one branch from each set can be 

selected, e.g. if, branch 13 is open, then branches 15 and 17 should be closed. 

This topology (three loops, that each two of them have common branches) 

necessitates an additional non-smooth constraint, which is not mentioned in 

[64, 80]: not more than two branches of these sets can be selected, e.g. if 

branches 17 and 48 are open, then branches 50, 52, and 54 should be closed. 

Otherwise, a number of LPs would be isolated. These constraints can be 

written as:  

 
1

,        loop constraints violation

0,      otherwise                          
Pen


 


  (4.6) 



Impact of Asset Condition and Substation Reliability on DNR | Problem Formulation and 

Solution Method 

 

  

72 

 

 

Figure 4.5: Part of the RBTS Bus 4 DN (loops 2-4, comprising F2, F5, and F6). 

 

4.3.1.3. OPERATIONAL CONSTRAINTS 

The network must respect operational voltage (4.7) and current (4.8) limits, 

which are enforced via a penalty constraint (4.9):  

  

min max bus
   , 1,2, . . . , ,

i
V V V i N     (4.7) 

  

,max br
   , 1,2, . . . , ,

k k
I I k N    (4.8) 

 
2

 

,       operational constraints violation

0,       otherwise                                  

  Pen


 


  (4.9) 

The aforementioned penalty terms can thus be combined:  

 1 2
.Pen Pen Pen    (4.10) 

 

4.3.2. SOLUTION METHOD 

Optimal DNR is a nonconvex mixed-integer nonlinear programming 

(MINLP) problem. Integer variables are introduced by the branch switches, 

through which the reconfiguration is implemented. Nonlinearity is 

introduced by the power-flow equations and the ECOST. These factors lead 
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to a heavy computational burden, especially when the network under 

consideration is large [58]; this has often led to the use of metaheuristics to 

solve the problem.  

As far as the proposed solution approach is concerned, much weight is 

placed on the reduction of the size of the search space of the problem. A 

binary encoding of the decision variables (open/closed status) leads to a 

really high infeasible solution ratio; a decimal encoding can generate much 

fewer infeasible solutions, and therefore reduces the optimization time. 

Moreover, the formulation of extra (non-smooth) constraints, due to the 

existence of common branches between loops, reduces the number of power 

flow calculations – these of infeasible configurations – and in turn further 

decreases the computational time. 

The problem formulation presented here can be used with any heuristic 

optimization algorithm. The GA has been selected in this work because it is 

an effective algorithm for large-scale combinatorial optimization problem 

and has been extensively used in the relevant literature [57-59]. It should 

also be noted that the Integer ga solver [94] used in this study is based on a 

modified and improved GA for solving integer and mixed integer 

optimization problems [79]. The performance of the optimization algorithm 

is presented in section 4.4.4 and is also compared to PSO.  

The state vector, objective function, and constraints of the problem were 

explained in section 4.3.1. The problem has been formulated in MATLAB 

and is solved using the Integer ga solver [94]. The selected parameters for 

the GA are shown in Table 4.6. The stopping criterion for the algorithm is 

when the number of generations reaches maximum generations; however 

the GA will also stop if there is no change in the best objective function 

value in a sequence of generations equal to maximum stall generations. The 

power flow calculation for radial DNs are solved via a backward/forward 

sweep method, using MATPOWER [88]. The flowchart of the overall 

procedure is presented in Figure 4.6. 
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Table 4.6: GA Parameters 

Parameter Value 

Population Size 50 (Case Study 1) / 100 (Case Study 2) 

Maximum Generations 100 

Maximum Stall Generations 30 

Number of Runs 2 

 

 

Figure 4.6: Flowchart of the proposed approach. 

4.4. CASE STUDIES 

The proposed DNR methodology was applied to two networks to 

demonstrate the value of incorporating asset condition and S/S reliability 

into the DNR formulation. The following assumptions were made for both 

case studies: 
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1) Condition-based failure rates are derived using Table 2.5; 

2) CBs and OHLs in Table 2.5 are assumed to represent 11 kV assets; 

3) Failure rates for 33 kV (the upstream network voltage) assets (CBs 

and OHLs) have been considered to be smaller than their 11 kV 

counterparts by the same proportion as in Table 4.3; the average 

failure rate for an 11 kV CB is assumed to be 0.01 f/yr, whereas the 

corresponding value for a 33 kV CB is 0.0033 f/yr. For OHLs, the 

average failure rate is considered to be 0.062 f/yr·km at 11 kV, and 

0.044 f/yr·km at 33 kV; 

4) CB failure rates illustrated in Table 2.5 are total failure rates and the 

associated active failure rates can be calculated using the ratio 

between these parameters in Table 4.3. Consequently, the average 

active failure rates for an 11 kV and a 33 kV CB are assumed to be 

0.0067 f/yr and 0.0025 f/yr, respectively; 

5) Component reliability data apart from failure rates are taken from 

Table 4.3; 

6) All main feeder sections and laterals are considered as OHLs, unless 

otherwise stated; 

7) OHL conductors are assumed to be ACSR 477 kcmil (R = 0.143 

Ω/km). 

4.4.1. RBTS BUS 4 DN 

These case studies used the RBTS Bus 4 DN [17] (see Appendix 3), an 11 kV 

DN supplied by three 33/11 kV S/Ss, as shown in Figure 4.2. It has seven 

feeders, 29 normally closed branches (sectionalizing switches) and 5 

normally open branches (tie switches).  

The following modifications and assumptions have been made for the RBTS 

Bus 4 DN: 

1) LPs 8-10 and 26-31 were industrial and LPs 24 and 25 were office 

buildings; 

2) Alternative supply was available for all LPs (after switching), 

following a fault on a feeder or an S/S failure; 
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3) The failure rate for all distribution transformers was considered to be 

0.015 f/yr; 

4) Distribution transformers could be replaced by a spare following a 

failure; 

5) The length of branches 68-72 was assumed to be 0.75 km; 

6) Power factor for all LPs was 0.98 lagging. 

The impact of the upstream network and the condition of S/S components on 

DNR is demonstrated through the following two test cases. 

4.4.1.1. TEST CASE 1 

This test case indicates that the network upstream of the S/Ss, if taken into 

account, can change the optimal configuration of the network, even if the 

S/Ss have the same configuration and their components are in identical 

condition. The upstream network can be seen in Figure 4.4. The HI of all 

network assets was assumed to be 0.5, which corresponds to average failure 

rates (taken from Table 2.5). Using these failure rates, the S/S failure rates 

were calculated using the methodology described in section 4.2, and are 

shown in Table 4.7. These S/S failure rates do not include the failure rates 

of active faults on main feeder sections in combination with a stuck feeder 

CB, because they change depending on network configuration. However, 

they are considered when determining the optimal DN configuration. 

Table 4.7: Substation Failure Rates (Test Case 1); calculated according to the 

methodology described in section 4.2, using average failure rates from Table 2.5 

Substation S/S 1 S/S 2 S/S 3 

Failure Rate (f/yr) 0.2313 0.3878 0.4012 

 

The failure rates of S/Ss 2 and 3 are significantly higher than that of S/S 1. 

This is because S/Ss 2 and 3 are supplied by the high voltage busbar of S/S 

1; therefore all failure events that cause the outage of this busbar also lead 

to the outage of S/Ss 2 and 3. 

Optimal configurations were found using two objective functions: Total Cost 

1 did not account for failures caused by components at S/Ss and the 
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upstream network. Total Cost 2 considered the total ECOST and resulted in 

a different optimal configuration. This was due to a load transfer from S/S 2, 

which had a higher failure rate and ECOST, to S/S 1, which had the lowest 

failure rate and ECOST. The results for this test case are shown in Table 

4.8. 

Table 4.8: Optimal Configuration for the RBTS Bus 4 DN (Test Case 1) 

Configuration Original min Total Cost 1 min Total Cost 2 

Open Branches 68-72 68-72 68-71, 41 

ECOST1 ($/yr) 102,114 102,114 104,085 

ECOST2 (S/S 1) ($/yr) 19,717 19,717 26,817 

ECOST2 (S/S 2) ($/yr) 31,503 31,503 19,599 

ECOST2 (S/S 3) ($/yr) 25,976 25,976 25,976 

ECOST2 (Total) ($/yr) 77,196 77,196 72,392 

ECOST ($/yr) 179,310 179,310 176,477 

Loss (kW) 730.86 730.86 742.14 

Loss Cost ($/yr) 131,555 131,555 133,585 

Total Cost 1 ($/yr) 233,669 233,669 237,670 

Total Cost 2 (f) ($/yr) 310,865 310,865 310,062 

 

In Table 4.8, Open Branches are the inactive branches, which define a 

specific network configuration; ECOST1 is the ECOST for failure events in 

the primary DN; ECOST2 is the (total) ECOST for failure events at S/Ss and 

the upstream network; ECOST2 (S/S 1), ECOST2 (S/S 2), and ECOST2 (S/S 

3) are the ECOST2 contributions from S/S 1, S/S 2, and S/S 3, respectively; 

ECOST is the total ECOST of the network (ECOST1 + ECOST2); Loss is the 

active power losses calculated at peak load; Loss Cost is the annual cost of 

active power losses; Total Cost 1 is the total cost considering the annual cost 

of active power losses and the ECOST for the primary DN only, i.e. Loss 

Cost + ECOST1; and Total Cost 2 is the total cost considering the annual 

cost of active power losses and the total ECOST, i.e. Loss Cost + ECOST1 + 

ECOST2. 

The optimal configuration of the network changed with the objective 

function. Specifically, LPs 24 and 25 (0.415 MW each, office buildings) were 

transferred from S/S 2 to S/S 1 by closing branch 72 and opening branch 41. 
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This change increased the cost of losses (+2,030 $/yr) and ECOST1 (+1,971 

$/yr), but reduced the ECOST2 (-4,804 $/yr). This led to an overall cost 

reduction of 803 $/yr, which rose to 1,389 $/yr, if LPs 24 and 25 were 

increased to 1 MW. 

4.4.1.2. TEST CASE 2 

This test case examined the impact of S/S asset condition on optimal 

network configuration. The main assumption of this test case was that S/S 2 

was in worse condition than the other S/Ss, as illustrated by the HIs (and 

associated failure rates) shown in Table 4.9. The HI of all other assets was 

considered to be 0.5. According to the condition-based failure rates of the S/S 

assets, the failure rate of each S/S was calculated; these are shown in Table 

4.10. As in Test Case 1, the optimal configurations for minimum Total Cost 

1 and Total Cost 2 were compared, and the results are presented in Table 

4.11. 

Table 4.9: Health Indices and Failure Rates of Substation Assets (Test Case 2) 

Substation 

Asset 

S/S 1 S/S 2 S/S 3 

HI λ (f/yr) HI λ (f/yr) HI λ (f/yr) 

Transformers 0.26 0.020 0.86 0.100 0.26 0.020 

33 kV Busbar 0.35 0.005 0.67 0.020 0.35 0.005 

11 kV Busbar 0.35 0.005 0.67 0.020 0.35 0.005 

33 kV CBs 0.37 0.002 0.74 0.008 0.37 0.002 

11 kV CBs 0.44 0.008 0.75 0.025 0.44 0.008 

 

Table 4.10: Substation Failure Rates (Test Case 2) 

Substation S/S 1 S/S 2 S/S 3 

Failure Rate (f/yr) 0.1532 0.5319 0.2785 

 

Table 4.11 shows that the minimization of Total Cost 2 resulted in a 

different optimal configuration, according to which LPs 24 and 25 (0.415 

MW, office buildings) were transferred from S/S 2 to S/S 1. This load 

transfer reduced ECOST2 (S/S 2) by 16,327 $/yr, and increased ECOST2 (S/S 

1) by only 4,703 $/yr. The difference in the overall cost (Loss Cost + ECOST) 

of the two aforementioned network configurations was 7,806 $/yr. This 

difference rose to 18,267 $/yr, when LPs 24 and 25 were increased to 1 MW 
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each. The process was repeated, with the S/Ss considered to be automated 

with a switching time of 10 minutes. The cost reductions became 1,929 $/yr 

and 4,106 $/yr for the initial and increased loads, respectively; these results 

are illustrated in Figure 4.7. 

 

Table 4.11: Optimal Configuration for the RBTS Bus 4 DN (Test Case 2) 

Configuration min Total Cost 1 min Total Cost 2 

Open Branches 68-72 68-71, 41 

ECOST1 ($/yr) 102,432 104,220 

ECOST2 (S/S 1) ($/yr) 13,059 17,762 

ECOST2 (S/S 2) ($/yr) 43,209 26,882 

ECOST2 (S/S 3) ($/yr) 18,032 18,032 

ECOST2 (Total) ($/yr) 74,300 62,676 

ECOST ($/yr) 176,732 166,896 

Loss (kW) 730.86 742.14 

Loss Cost ($/yr) 131,555 133,585 

Total Cost 1 ($/yr) 233,987 237,805 

Total Cost 2 (f) ($/yr) 308,287 300,481 

 

 

Figure 4.7: Overall cost difference for non-automated and automated substations, 

as well as initial and increased loads (Test Case 2). 

4.4.2. TAIWAN POWER COMPANY (TPC) DN 

In the second case study, the proposed methodology was applied on a real-

world DN operated by Taiwan Power Company (TPC) [95] (see Appendix 4), 
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shown in Figure 4.8. This network is an 11.4 kV DN supplied by two S/Ss. It 

has 11 feeders, 83 normally closed branches and 13 normally open branches. 

The following modifications and assumptions have been made for the TPC 

DN: 

1) Customer types for all LPs were considered as shown in Table 4.12; 

2) Subtransmission lines were assumed to be 10 km long; 

3) The ratio between peak and average load was considered 1.63, as in 

[17]; 

4) LPs 55 and 72 were increased to 1 MW; 

5) Alternative supply was available for all LPs (after switching) with the 

exception of LPs 8-10 and 21-24, for which there were a number of 

branch failures which led to an interruption until the failed 

component was repaired; 

6) Branch failure rates were calculated using the considered conductor 

type and branch resistances. 

 

Figure 4.8: TPC DN. 
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Table 4.12: Load Types for the TPC DN 

Load Type Load Point (Bus) 

Residential 
2-4, 6, 8-10, 17-20, 22-28, 31, 34-42, 44, 45, 50, 51,  

57, 59-62, 66, 71, 79, 80, 82 

Commercial 5, 7, 16, 21, 29, 32, 33, 46, 52-54, 63, 64, 68, 78, 83 

Industrial 12-14, 75, 76 

Office Buildings 55, 58, 72, 81 

 

4.4.2.1. TEST CASE 3 

This test case demonstrated the effect of S/S configuration on DNR. The 

assumed S/S configurations (see Figure 4.3) were as follows: configuration 

(a) was used for S/S 1 and configuration (b) for S/S 2. The low voltage busbar 

of S/S 1 supplied feeders A-F, and the split low voltage busbar of S/S 2 

supplied feeders G-I on one side (S/S 2a) and feeders J and K on the other 

side (S/S 2b). 

Taking the S/S configurations into account, and assuming an HI of 0.5 for 

all network components, S/S failure rates were computed (see Table 4.13). 

S/S 2 had a higher failure rate than S/S 1 because of combination of the split 

low voltage busbar and the long subtransmission lines (10 km). The optimal 

network configurations for Test Case 3 are shown in Table 4.14. 

Table 4.13: Substation Failure Rates (Test Case 3) 

Substation S/S 1 S/S 2a S/S 2b 

Failure Rate (f/yr) 0.1337 0.5270 0.5200 

 

The higher failure rates of S/S 2 compared to S/S 1 led to a load transfer 

from the former to the latter; LPs 55 and 72 (1 MW each, office buildings) 

were transferred by closing branches 84 and 87, and opening branches 55 

and 72. The ECOST2 (S/S 2) reduction due to this load transfer was 23,913 

$/yr, and the ECOST2 (S/S 1) increase was 6,067 $/yr; considering S/S 

reliability within the DNR formulation led to a cost reduction of 11,025 $/yr. 
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Table 4.14: Optimal Configuration for the TPC DN (Test Case 3) 

Configuration Original min Total Cost 1 min Total Cost 2 

Open Branches 84-96 
7, 34, 36, 42, 63, 

83, 84, 86-90, 92 

7, 34, 36, 42, 55, 63, 

72, 83, 86, 88-90, 92 

ECOST1 ($/yr) 78,731 76,130 85,147 

ECOST2 (S/S 1) ($/yr) 6,949 6,886 12,953 

ECOST2 (S/S 2a) ($/yr) 44,131 46,319 22,406 

ECOST2 (S/S 2b) ($/yr) 17,984 16,068 16,068 

ECOST2 (Total) ($/yr) 69,064 69,273 51,427 

ECOST ($/yr) 147,795 145,403 136,573 

Loss (kW) 591.57 542.83 530.63 

Loss Cost ($/yr) 106,483 97,709 95,513 

Total Cost 1 ($/yr) 185,214 173,839 180,660 

Total Cost 2 (f) ($/yr) 254,278 243,112 232,087 

 

4.4.2.2. TEST CASE 4 

This test case considered the influence of primary DN asset condition on 

optimal DNR by comparing the optimal configuration from min Total Cost 1, 

which ignored asset condition, to its counterpart from min Total Cost 2, 

which took asset condition into account. In this test case, branch 68 (here 

considered as UGC) was considered to be in poor condition; specifically its 

HI was equal to 0.9, corresponding to a failure rate of 1.0635 f/yr (assuming 

a cable resistance of 0.086 Ω/km). The details for branch 68 are presented in 

Table 4.15. The HI of all other primary DN assets was considered to be 0.5. 

It should be noted that if condition data are available for a number of assets, 

then all of them can be used in order to inform the optimization algorithm. 

In this test case, only one branch was assumed to be in a condition other 

than average. This is because one is enough to indicate the impact of the 

condition of primary DN assets on DNR. The optimization results for the 

present test case are shown in Table 4.16. 

The high condition-based failure rate of branch 68 led to the transfer of LP 

72 (1 MW, office buildings) from feeder I to feeder B. This transfer can be 

justified through the failure rate and the ECOST of LP 72 for the two 

configurations. In the first case, LP 72 was connected to feeder I, and its 
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failure rate was 1.3031 f/yr; in the second case, it was connected to feeder B 

and the failure rate fell to 0.3783 f/yr, reducing the ECOST of this LP by 

20,982 $/yr. Table 4.16 shows that the overall cost reduction through taking 

asset condition into account, was 18,877 $/yr. 
 

Table 4.15: Branch 68 Parameters 

Parameter Value 

Section Resistance (Ω) 0.2187 

Conductor Resistance (Ω/km) 0.0860 

Length (km) 2.5430 

Health Index 0.9000 

Failure Rate (f/yr) 1.0635 

 

Table 4.16: Optimal Configuration for the TPC DN (Test Case 4) 

Configuration min Total Cost 1 min Total Cost 2 

Open Branches 
7, 34, 36, 42, 63, 

83, 84, 86-90, 92 

7, 34, 36, 42, 63, 72, 

83, 84, 86, 88-90, 92 

ECOST1 ($/yr) 111,708 95,256 

ECOST2 ($/yr) 21,985 22,135 

ECOST ($/yr) 133,693 117,391 

Loss (kW) 542.83 528.52 

Loss Cost ($/yr) 97,709 95,134 

Total Cost 1 ($/yr) 209,417 190,390 

Total Cost 2 (f) ($/yr) 231,402 212,525 

 

The annual savings (for both case studies) – compared to the formulation 

that neglects asset condition and S/S reliability – can be in the order of tens 

of thousands of U.S. dollars for a single DN. This corresponds approximately 

to 10% of the annual cost of active power losses, which is a considerable 

amount of saving. It should also be noted that this can mean hundreds of 

thousands – or even millions – of U.S. dollars for a single DNO (as it 

typically has hundreds of primary S/Ss). 

4.4.3. SENSITIVITY ANALYSIS 

A sensitivity analysis was conducted to investigate how overall cost 

difference (difference in Total Cost 2 for min Total Cost 1 and min Total 

Cost 2 configurations) is influenced by three parameters: 
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1) S/S 2 failure rate; 

2) power demand of LPs 24 and 25; 

3) S/S switching time (which is related to S/S automation). 

The sensitivity analysis was carried out using Test Case 2, with increased 

loading on LPs 24 and 25. The corresponding results are illustrated in 

Figures 4.9-4.11. 

Increasing S/S 2 failure rate also increased the difference between the 

failure rates of S/Ss 1 and 2 (given that S/S 1 failure rate was kept 

constant), which caused the increase in the overall cost difference. 

Moreover, as the failure rate of S/S 2 increased, the optimal configuration of 

the network changed. Consequently, Figure 4.9 is divided into five 

segments, which represent five different network configurations; when the 

failure rate reached given thresholds, LPs were transferred from S/S2 to 

S/S1, as illustrated in the figure. 

 

 

Figure 4.9: Sensitivity analysis of S/S 2 failure rate on the overall cost difference 

and thresholds at which LPs are transferred from S/S 2 to S/S 1. 
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As the demand of LPs 24 and 25 was increased up to 2 MW each, the overall 

cost difference became greater as well, as illustrated in Figure 4.10. This 

was due to the difference in the S/S failure rates; more load was transferred, 

leading to higher reduction in ECOST. However, for demands greater than 2 

MW, the overall cost difference started to decline, because the increase in 

loss cost was greater than the corresponding decrease in ECOST. It should 

also be mentioned that the load transfer is no longer worthwhile for 

demands greater than 2.9 MW; in this case the optimal configuration is the 

original one. 

The variation of S/S switching time did not lead to a change in the optimal 

configuration of the network. However, the greater the S/S switching time, 

the greater the overall cost difference, as can be seen in Figure 4.11. The 

change in the slope at 20 min occurs because the ECOST calculation is 

different for outage durations between 1-20 min and 20-60 min. 

 

Figure 4.10: Sensitivity analysis of power of load points 24 and 25 on the overall 

cost difference. 
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Figure 4.11: Sensitivity analysis of substation switching time on the overall cost 

difference. 

4.4.4. PERFORMANCE OF INTEGER GA AND COMPARISON WITH DPSO 

This section describes the performance of the optimization algorithm used in 

this work; and also provides a comparison with a discrete PSO (DPSO) [64] 

using the same values for the population size (swarm size), maximum 

iterations, maximum stall iterations, and number of runs (see Table 4.6). 

The results are presented in Table 4.17 for Test Cases 2 and 3; the 

associated convergence graphs are illustrated in Figures 4.12 and 4.13. The 

simulations were performed using an Intel Core i5 quad-core processor at 

3.2 GHz and 8 GB of RAM. 

Table 4.17: Comparison of Integer GA and DPSO for Test Cases 2 and 3 

Test Case 

Number 

Optimization 

Method 

Best Total 

Cost 2 (k$/yr) 

Iteration 

(finding opt.) 

Comp. 

Time (s) 

2 
Integer GA 300.48 6 64 

DPSO 300.48 13 76 

3 
Integer GA 232.09 42 166 

DPSO 232.95 34 152 
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Figure 4.12: Convergence graph of Total Cost 2 objective function using Integer 

GA and DPSO (Test Case 2). 

 

In Test Case 2, the same optimal solution was obtained, and Integer GA 

required less generations to find the optimal configuration. In Test Case 3 

(which used a practical DN), DPSO was quicker; however, it produced a 

worse solution than Integer GA. This can be justified by the fact that an 

improved GA and modified for integer and mixed integer optimization has 

been used in this study (see section 4.3.2). 

 

Figure 4.13: Convergence graph of Total Cost 2 objective function using Integer 

GA and DPSO (Test Case 3). 
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4.4.5. VOLTAGE PROFILES AND FEEDER LOADING 

This section analyzes the impact of network reconfiguration on voltage and 

feeder loading with and without considering asset condition and S/S 

reliability; the analyses are carried out using Test Cases 2 and 3, and are 

presented in sections 4.4.5.1 and 4.4.5.2, respectively. It should be noted 

that min Total Cost 2 corresponds to DNR, which considers asset condition 

and S/S reliability, whereas the min Total Cost 1 objective function does not 

account for these factors. 

4.4.5.1. TEST CASE 2 (RBTS BUS 4 DN) 

The results for Test Case 2 are illustrated in Figures 4.14-4.15, and Table 

4.18. In this test case, LPs 24 and 25 were transferred from feeder F4 (of S/S 

2, which had a high failure rate) to feeder F3 (of S/S 1, which was more 

reliable). This load transfer reduced the loading on feeder F4, and improved 

its voltage profile; however, it increased the loading on feeder F3, as well as 

its voltage profile deteriorated. After the load transfer, feeder F3 became 

longer (six main feeder sections – 19, 21, 23, 26, 28, and 72) and supplied 

two more LPs; therefore, network losses increased and this is why minimum 

voltage was lower and network loading was (slightly) higher. This happened 

because the feeders of this network were connected to each other only at 

their endpoints; more normally open branches could provide better 

reconfiguration options (as in Test Case 3). Nevertheless, if the minimum 

voltage reached an unacceptable value after the load transfer, the 

transformer tap changer at the S/S would be able to resolve this issue. Note 

that as far as the network loading is concerned, only the first branch of each 

feeder has been considered, i.e. branches 1, 13, 19, 31, 44, 50, and 56. This is 

because the first branch of each feeder experiences the heaviest loading 

(between all feeder sections).  
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Figure 4.14: Voltage profiles for Test Case 2. 

 

 

Figure 4.15: Feeder loading for Test Case 2. 

 

Table 4.18: System indices for bus voltages and feeder loading (Test Case 2) 

Objective 

Function 

Min. Voltage 

Magnitude 

(p.u.) 

Mean Voltage 

Magnitude 

(p.u.) 

Mean Feeder 

Loading (% of 

rated capacity) 

Load 

Balance 

Index [47] 

Total Cost 1 0.9741 0.9863 47.72 1.6057 

Total Cost 2 0.9686 0.9860 47.74 1.6164 

4.4.5.2. TEST CASE 3 (TPC DN) 

The network used in Test Case 3 offered many more reconfiguration options 

(compared to Test Case 2), as it had more normally open branches, which 

connected several points of a feeder to other feeders of both S/Ss. In this test 

case, LPs 55 and 72 were transferred from feeders G and I (of S/S 2a, which 

had a high failure rate) to feeders A and B (of S/S 1, which was more 

reliable), respectively. The results for this test case are illustrated in 

Figures 4.16-4.17, and Table 4.19. LPs 55 and 72 were connected at the ends 

of the (relatively) highly loaded feeders G and I; this also caused high 
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voltage drops along these feeders – bus 72 had the minimum voltage 

magnitude (0.942 p.u.) for min Total Cost 1 configuration. The transfer of 

these LPs substantially improved the voltage magnitude (0.97 p.u.) at bus 

72, as well as balanced the loading between feeders G and A; network losses 

were also reduced. 

 

 

Figure 4.16: Voltage profiles for Test Case 3. 

 

 

Figure 4.17: Feeder loading for Test Case 3. 

 

Table 4.19: System indices for bus voltages and feeder loading (Test Case 3) 

Network 

Configuration 

Min. Voltage 

Magnitude 

(p.u.) 

Mean Voltage 

Magnitude 

(p.u.) 

Mean Feeder 

Loading (% of 

rated capacity) 

Load 

Balance 

Index 

Original 0.9285 0.9682 27.46 0.9295 

min Tot. Cost 1 0.9419 0.9702 27.38 0.8926 

min Tot. Cost 2 0.9501 0.9711 27.36 0.8754 

 

Overall, the inclusion of asset condition and S/S reliability into DNR may 

lead to better or worse voltage profile and load balance of the network; 

however, a greater number of reconfiguration options – in terms of feeder 
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interconnections between each other – can help finding an optimal solution 

with improved bus voltages and feeder loadings. 

4.5. CONCLUSION 

This chapter proposes a new, better informed, methodology for DNR, which 

minimizes the total cost of active power losses and ECOST by making use of 

asset condition data and considering S/S reliability. Typically in network 

reconfiguration studies, average failure rates based on asset type are used 

and S/S reliability is ignored. In this study, condition-based failure rates are 

employed and the reliability of each S/S is taken into account. S/S reliability 

is determined by three factors: asset condition, S/S configuration, and the 

upstream network. Moreover, each LP of the DN is assumed to have its own 

CDF, which depends on its type. The major conclusion of this work is that 

there is significant value in incorporating asset condition and S/S reliability 

into the DNR problem. Particularly, the inclusion of these factors in the 

optimization process leads to a better informed optimal network 

configuration. This is shown by the successful application of the proposed 

methodology to the RBTS Bus 4 DN and on a practical DN of Taiwan Power 

Company. The annual savings, compared to the formulation that neglects 

asset condition and S/S reliability, can be in the order of tens of thousands of 

U.S. dollars for a single DN. 

In general, the proposed methodologies in Chapters 3 and 4 can be used in 

order to examine if there is value in changing the configuration of a DN. 

This can be done, for example, if new condition data become available to the 

DNO, or in the case of an outage – planned or unplanned – of an S/S 

transformer. It is expected that it will be more beneficial if there is a 

difference in the reliability of the S/Ss. If all S/Ss are considered identical, 

then the inclusion of the aforementioned factors will not change the optimal 

network configuration. However, if there are differences because of asset 

condition, S/S configuration, and/or upstream network, then the optimal 

configuration of the network might be different, especially if there are LPs 
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with high interruption costs that can potentially be transferred to other 

S/Ss. 

It is also not necessary to have information for all condition parameters; the 

ones, for which there is information can be evaluated and a default score can 

be assigned to the rest of the parameters. However, as has already been 

mentioned, Ofgem has recently approved a common methodology [11] across 

all UK DNOs for the assessment of asset HIs and risks. This will encourage 

DNOs to collect and utilize condition data in a more organized way; 

therefore they will obtain a better knowledge of the condition of their assets, 

which could clearly facilitate the application of the proposed methodologies 

to a DN. 
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Chapter 5. Distribution Switch Automation 
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5.1. INTRODUCTION AND LITERATURE REVIEW 

DNs are the highest contributors to customer service interruptions in power 

systems. Concurrently, DNOs are reducing – as a result of the deregulation 

of the electrical power industry – capital expenditure by deferring 

investments; in-house expertise; and maintenance frequency. Therefore, it is 

likely that DN reliability will start to deteriorate in the coming years [6, 7]. 

This justifies that a significant amount of research has been undertaken to 

minimize the effects of failures in DNs by making use of automation. In 

particular, remote controlled switches (RCSs) mitigate the impact of a fault 

in the following way: 1) if the RCS is installed in a normally closed branch, 

it drastically reduces the isolation time; and 2) if the RCS is placed in a 

normally open branch, it allows a much quicker (post-fault) reconfiguration 

of the network [18]. 

However, the installation of RCSs comes at a considerable cost and given 

the size of DNs, the determination of the number and location of these 

switches becomes critical. This decision is a combinatorial nonlinear 

optimization problem with a non-differentiable objective function [96]. This 

has often led to the use of heuristic optimization algorithms, such as GA [97-

99]; PSO [100]; simulated annealing [96]; ant colony optimization [101-103]; 

the immune algorithm [104]; and the alliance algorithm [105]. 

DNOs have traditionally made decisions about this problem based on their 

past experience and specific rules [106]. Luth [107] provides four rules to 

specify the location of protective devices to enhance the reliability of the 

network; system average interruption duration index (SAIDI) is used as the 

reliability metric. In [108] a direct search technique and a bisection 

approach is proposed in order to optimally select the switching devices. Celli 

et al. [109] propose a method based on Bellman’s optimality principle, along 

with specific logic rules. A paper by Carvalho et al. [18] present a two-stage 

decomposition approach to optimize the investment in RCS devices, where: 

1) the solution space is partitioned into independent subsets; and 2) each 

optimization problem is solved separately. In [57] the switch upgrade is 
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decided not only for reliability improvement, but also for loss reduction of 

the network; this is based on the results of optimal reconfiguration. Heidari 

et al. [110] formulate the problem in an MINLP framework in presence of 

DG units, considering RCSs and other protective devices. 

The majority of the aforementioned papers consider ECOST as the 

reliability metric in their objective functions, while also taking into account 

the RCS investment and maintenance cost; this is the case in the problem 

formulated in this chapter as well. 

The existing literature does not address asset condition and ageing, and 

therefore constant (average) failure rates are assumed for all network 

components over the study period. Ageing also depends on the type of the 

asset as indicated by Figure 2.5. Consequently, this chapter investigates the 

impact of asset condition and ageing (which depends on the type) on the 

optimal selection of number and location of RCSs. 

5.2. METHODOLOGY 

This section describes: 1) the impact of automated feeder switches in DNs; 

2) the modelling assumptions; 3) the problem formulation; and 4) the 

solution algorithm. Asset condition assessment and ageing have been 

analyzed in section 2.3.1 and network reliability evaluation has been 

presented in section 4.2. 

5.2.1. AUTOMATED FEEDER SWITCHES IN DNS 

The main benefit of automated switches (or RCSs) is that they can operate 

(open/close) much more quickly than manual switches; this impact can be 

incorporated in the model by modifying the switching time of the RCSs [7]. 

The steps followed after a failure on a main feeder section are shown in 

Figure 1.6, considering a feeder without automation. This subsection 

explains the same process, but assuming a number of RCSs have been 

installed along the feeder; this is illustrated in Figure 5.1. It is considered 

that there are (manual) disconnect switches at both ends of the main feeder 

sections. 
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Figure 5.1: Radial distribution feeder with three RCSs and restoration steps 

followed after a failure on a main feeder section. (a) Fault occurred in branch 3 

(t=0); (b) CB was activated to clear the fault (immediately), all LPs are 

interrupted; (c) the nearest RCSs open to isolate the fault (RCS switching time), 

CB and automated NOP close to restore supply to LPs 1 and 5; (d) the nearest 

manual switches open to further isolate the fault (manual switching time) in 

order to minimize the number of LPs that are out of service; and (e) the failed 

section has been repaired (repair time) and the feeder operates in its initial state.   
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After a fault has occurred in branch 3 (t = 0), the following restoration steps 

should be implemented: 

1) Fault clearance (immediately after the fault): The short-circuit 

current trips the CB and as a result, all LPs are disconnected. 

2) Fault isolation by RCSs (RCS switching time): The nearest RCSs 

open to isolate the fault quickly in order to minimize the outage 

duration for the LPs than can be restored via closing the CB and the 

automated NOP at the end of the feeder. After these actions have 

been performed, LP1 is supplied from S/S1 and LP5 through S/S2. 

This means that the interruption duration of LPs 1 and 5 is equal to 

the RCS switching time. 

3) Fault isolation by manual disconnect switches (manual switching 

time): The nearest manual switches open in order to further isolate 

the fault and, in turn, reduce the number of interrupted LPs. When 

manual switching has been completed, LP 2 is restored via S/S1 and 

LPs 3 and 4 are restored through the alternative supply of S/S2. The 

outage duration of LPs 2-4 is equal to the manual switching time. 

4) Repair of the faulted section (repair time): In this case, because of the 

availability of alternative supply, the LPs located downstream of the 

fault can be restored after manual switching has been performed. 

After the repair has been completed, the feeder is set back to its 

initial state. 

If it is considered that each LP of Figure 5.1 corresponds to 200 customers 

and the RCS switching time is 1 minute, then the customer minutes lost is 

equal to 1,000×1 + 600×59 = 36,400. In the case of no automation, there 

would only be fault isolation by the manual switches around the failed 

branch, and the customer minutes lost would be 1,000×60 = 60,000. 
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5.2.2. MODELLING ASSUMPTIONS 

Before the problem can be described, a number of modifications and 

assumptions should be made: 

1) The network used in this chapter (see Figure 5.2) is the RBTS Bus 4 

DN, which has been modified as follows: a) only main feeder sections 

are considered; and b) feeders F2, F5, and F6 are connected via single 

branches, as in Figure 4.5. 

2) There are manual disconnect switches at both ends of the main feeder 

sections and fuses in each lateral distributor. These components are 

not shown in Figure 5.2 and are considered perfectly reliable. 

3) There are CBs at the sending end of each feeder, as shown in Figure 

5.2 (branches 1, 6, 9, 14, 19, 22, and 25), which are also considered 

fully reliable. 

4) Possible locations for a switch upgrade (manual to RCS) are assumed 

to be only the sending ends of each branch. 

 

5.2.3. PROBLEM FORMULATION 

The state vector (x) in this problem represents the set of switches to be 

automated (replaced by RCSs). Each decision variable corresponds to a 

specific location and can be equal to one or zero, if the switch is to be 

automated or not, respectively. This is illustrated in Table 5.1; if a network 

has 10 branches, then this specific solution indicates that RCSs should be 

placed in branches 2, 5, 7, and 8. The sum of x expresses the number of 

RCSs to be installed S
( ).N  The case study network has 34 main feeder 

sections (including the NOPs); however, there are seven CBs installed 

(sending end of each feeder). Thus, there are 27 possible RCS locations. 

 

Table 5.1: Illustration of the decision variable representation 

Branches 1 2 3 4 5 6 7 8 9 10 

x 0 1 0 0 1 0 1 1 0 0 
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Figure 5.2: The RBTS Bus 4 DN, which has been modified for this chapter: 1) only 

main feeder sections are considered; and 2) feeders F2, F5, and F6 are connected 

through single branches. Branch numbers are shown in black; bus numbers are 

shown in blue. 
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The objective function consists of three terms: 1) the ECOST; 2) the 

installation cost (IC); and 3) the maintenance cost (MC). The first term has 

been thoroughly explained in section 4.2; it is slightly modified here in order 

to account for the load growth and asset ageing. 

years ev,LP

1 1 1

( ) [(1 ( 1) ) ] ( ) (1 )
pN NN

year

jp jp p j

year p j

ECOST C r year LG L year IR  (5.1) 

The average load of each LP is multiplied by (1 ( 1) )year LG  to 

incorporate the effect of load growth. Also, the branch failure rates are 

updated each year – according to the methodology presented in section 2.3.1 

– in order to take asset ageing into account; this will be further described in 

section 5.3. 

The second term represents the total capital investment and installation 

cost; this given by (5.2).  

 .
S

IC N SC   (5.2) 

 The third term expresses the operation and maintenance cost and is derived using (5.3).  

 
years

S unit

1

(1 ) .

N

year

year

MC N MC IR   (5.3) 

The factor (1 ) yearIR  is used in (5.1) and (5.3) in order to discount annual 

costs to the present value. 

The objective function is given by (5.4).  

 min .f ECOST IC MC     (5.4) 
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5.2.4. SOLUTION METHOD 

The optimal decision for the number and location of RCSs in a DN is a 

combinatorial nonlinear optimization problem with a non-differentiable 

objective function [96]; this has often resulted in the use of heuristic 

optimization algorithms. It should be mentioned that this study does not 

focus on the optimization method; instead, it concentrates on demonstrating 

the value of considering asset condition and ageing into the optimal RCS 

placement problem. Therefore, the GA is used to determine the optimal RCS 

locations, which has been widely applied in the relevant literature [97-99]. 

The problem has been formulated in MATLAB and is solved using the 

Integer ga solver [94]. The selected parameters for the GA are shown in 

Table 5.2. The stopping criterion for the algorithm is when the number of 

generations reaches maximum generations; however the GA will also stop if 

there is no change in the best objective function value in a sequence of 

generations equal to maximum stall generations. The flowchart of the 

overall procedure is presented in Figure 5.3. 

 

Table 5.2: GA Parameters 

Parameter Value 

Number of Variables 27 

Population Size 100 

Maximum Generations 50 

Maximum Stall Generations 10 

Number of Runs 5 
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Figure 5.3: Flowchart of the proposed method. 
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5.3. CASE STUDY 

The proposed methodology is applied to the case study network (see Figure 

5.2), considering the branches (main feeder sections) as OHLs in Test Case 

1, and as UGCs in Test Case 2. Asset condition data and other parameter 

values required for the simulations are given in sections 5.3.1 and 5.3.2, 

respectively.  

 

5.3.1. ASSET CONDITION 

The condition data for the OHLs and the UGCs are presented in Tables 5.3 

and 5.4, respectively. The future HIs and the corresponding overall failure 

rates (according to section 2.3.1) for the next 20 years are illustrated in 

Figure 5.4. The future HI of the OHLs can be calculated as follows: 

   0.045144

f
3.14 ,yearHI e   (5.5) 

and for the UCGs as: 

   0.032

f
5.5 .yearHI e   (5.6) 

As can be seen in Figure 5.4, the UGC failure rate increases much more 

rapidly compared to the OHL failure rate; this fact can have an impact on 

the optimal RCS placement, which is shown in section 5.4. 

 

Table 5.3: Condition assessment for the OHLs 

Parameter Value Comments 

Asset HI 3.14 Initial HI × HI Factor 

Condition-Based Failure Rate 0.0023 Equation (2.1) 

Overall Failure Rate 0.0565 Equation (2.8) 

Age 35  

Initial HI 2.3 Related to Age 

HI Factor 1.37 Related to Condition 

Expected Life 55  

Observed Condition Factor 1.3  

    Visual Condition 1.3 Some Deterioration 

    Midspan Joints 1.05 1 joint in the span 

Measured Condition Factor 1.1  

    Conductor Sampling 1.1 Medium/Normal 

    Corrosion Monitoring Survey 1.1 Medium/Normal 
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Table 5.4 Condition assessment for the UGCs 

Parameter Value Comments 

Asset HI 5.50 (min HI limit applied) 

Condition-Based Failure Rate 0.0398 Equation (2.1) 

Overall Failure Rate 0.0582 Equation (2.8) 

Age 40  

Initial HI 1.3 Related to Age 

HI Factor 1.7 Related to Condition 

Expected Life 100  

Observed Condition Factor 1.0  

    None   

Measured Condition Factor 1.7  

    Sheath Test Result 1.0 Pass 

    Partial Discharge Test Result 1.15 Medium 

    Fault Rate (faults per annum)* 1.6 (> 0.01/km) and (< 0.1/km) 
* The score of this condition parameter introduces a minimum HI limit of 5.5. 

 

 

Figure 5.4: Future HIs and overall failure rates for OHLs and UGCs for the next 

20 years. 

 

5.3.2. PARAMETER VALUES 

The capital investment cost of an RCS (SC) has been considered as the 

average value of the corresponding costs in [57, 64, 111], i.e. $16,000. The 

annual maintenance cost (MCunit) is 2% of the capital investment cost. The 

RCS life period, which is also the simulation period (Nyears) is assumed to be 
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20 years and the interest rate (IR) is equal to 8%. The RCS switching time is 

1 minute and the load growth rate (LG) is 1% per year without 

compounding. 

5.4. RESULTS 

5.4.1. TEST CASE 1 

This test case considered the branches of the case study network as OHLs. 

Table 5.5 shows the optimal number of RCSs and their locations with and 

without having considered ageing in the optimization problem. The case 

without ageing assumed a constant OHL failure rate of 0.0565 f/yr 

throughout the whole simulation period. In the case that ageing was taken 

into account, the OHL failure rate presented only a slight increase over a 

period of 20 years (0.0565 f/yr → 0.0657 f/yr), as can be seen in Figure 5.4. 

Therefore, asset ageing did not have a material impact on the optimal RCS 

placement; the number of RCSs and their locations was the same for both 

cases. However, there was a small difference in the ECOST with and 

without considering ageing (because of the different failure rate model). It 

should be noted that the values of the ECOST (for a period of 20 years) were 

relatively low due to: 1) the interest rate; and 2) the availability of 

alternative supply. 

 

Table 5.5: Optimization results for Test Case 1 (OHLs) with and without 

considering asset ageing 

Parameter Opt. without ageing Opt. with ageing 

RCS Locations 7, 24, 32 7, 24, 32 

ECOST (without ageing) ($) 309,689 – 

ECOST (with ageing) ($) 317,230 317,230 

IC ($) 48,000 48,000 

MC ($) 10,179 10,179 

Obj. Function Value ($) 367,868 375,409 

Total Cost (with ageing) ($) 375,409 375,409 
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5.4.2. TEST CASE 2 

Test case 2 assumed the main feeder sections of the network to be UGCs; 

Table 5.6 presents the optimal RCS placement for this case. Without 

accounting for ageing, the UGC failure rate remained constant at a value of 

0.0582 f/yr over the 20-year simulation period. When ageing was considered, 

the UGC failure rate rose from 0.0582 f/yr to 0.2283 f/yr; this was a 

significant increase, which had a substantial effect on the optimal solution. 

This can be seen in Table 5.6, where the number of RCSs increased from 3 

to 14, when ageing was considered; the associated reliability benefit was 

$70,000. In this case also, the inclusion or not of ageing leads to a major 

difference in the ECOST, namely $223,000, which manifests the importance 

of incorporating ageing in the given problem. This is illustrated in Figure 

5.5(a); this figure compares the objective function value and the total cost 

(with ageing) in the case of optimization without considering ageing. Figure 

5.5(b) compares the total cost (with ageing) for optimization with and 

without ageing; these differences express the reliability benefit for each 

case. 

 

Table 5.6: Optimization results for Test Case 2 (UGCs) with and without 

considering asset ageing 

Parameter Opt. without ageing Opt. with ageing 

RCS Locations 7, 24, 32 
5, 7, 8, 13, 18, 20, 21, 

23, 24, 29, 30, 32-34 

ECOST (without ageing) ($) 319,007 – 

ECOST (with ageing) ($) 542,156 258,750 

IC ($) 48,000 224,000 

MC ($) 10,179 47,504 

Obj. Function Value ($) 377,186 530,254 

Total Cost (with ageing) ($) 600,335 530,254 
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Figure 5.5: (a) shows the comparison between the objective function value and 

the total cost (with ageing) in the case of optimization without considering 

ageing; (b) compares the total cost (with ageing) for optimization with and 

without ageing. 

 

5.4.3. SENSITIVITY ANALYSIS 

A sensitivity analysis was performed to investigate the impact of RCS 

capital investment cost on the optimal RCS placement. The base case was 

assumed to be Test Case 1 (OHLs), considering optimization with ageing. 

The sensitivity analysis was carried out by reducing the RCS capital cost, 

starting from $18,000 down to $1,000; the corresponding results are 

presented in Table 5.7. Figure 5.6 illustrates these results on the case study 

network, considering that the order of the additional RCSs – as the 

investment cost was reduced – expresses a priority (or significance) of each 

RCS group placement; this is explained below. 

 

Table 5.7: Sensitivity analysis of RCS capital investment cost on the optimal RCS 

placement 

RCS Capital Cost RCS Locations 

$18,000 None 

$16,000 7, 24, 32 

$14,000 7, 13, 18, 24, 32, 34 

$12,000 5, 7, 8, 13, 18, 24, 29, 30, 32, 34 

$8,000 5, 7, 8, 13, 18, 20, 21, 23, 24, 29, 30, 32-34 

$1,000 3, 5, 7, 8, 11, 13, 16, 18, 20, 21, 23, 24, 27, 29, 30, 32-34 
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Figure 5.6: Placement of RCSs as the investment cost was reduced in the 

sensitivity analysis; different colours represent a priority in the RCS placement. 
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An RCS capital cost higher than $18,000 led to no automation of the 

network. A cost of $16,000 had as a result the placement of RCSs in 

branches 7, 24, and 32; these RCSs protect the most expensive LPs (LPs 9 

and 31 are the ones with the highest interruption cost – 1.5 MW, industrial). 

The additional RCSs that would be installed – if the RCS cost was $14,000 – 

are 13, 18, and 32; these switches automate the second NOP (branch 34) in 

the network and protect the commercial LPs 16, 17, 24, and 25 (0.415 MW 

each) which also have a high outage cost. A further reduction of the RCS 

investment cost ($12,000) would automate the third NOP (branch 30) and 

would protect the commercial LPs 6, 7, 37, and 38. At a price of $8,000, 

RCSs were placed in all remaining feeder sections supplying industrial 

loads, i.e. branches 20, 21, 23, and 33. The last addition was the installation 

of RCS in all (remaining) middle feeder sections, i.e. branches 3, 11, 16, and 

27. From the above analysis, it is obvious that the prioritization of RCS 

placement is heavily influenced by customer interruption cost, which in turn 

is determined by the load type and power of each LP. 

 

5.5. CONCLUSIONS 

This chapter presents a new methodology for optimal RCS placement, which 

incorporates asset condition assessment and ageing; normally these factors 

are not considered within problem formulations in the relevant literature. 

Moreover, the feeder type (OHLs/UGCs) plays an important role in the 

reliability evaluation of the network, when ageing is considered; the UGC 

failure rate rises much more rapidly than the failure rate of OHLs, as HI 

increases. The inclusion of these factors in the problem formulation results 

in a more accurate reliability assessment of the network, as well as cost 

reduction. Test Case 2 showed an underestimation of the ECOST as high as 

$223,000, and a saving of $70,000, for the cases with and without 

considering ageing in the optimization process. Finally, the sensitivity 

analysis indicated the significance of specific RCS locations, which depend 

on the customer type and demand of the LPs protected by these RCSs. 
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Chapter 6. Capacity Value of DNR 
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6.1. INTRODUCTION AND LITERATURE REVIEW 

The privatization of the electricity sector has put great pressure on power 

utilities to reduce costs. This means that DNOs should allocate their 

financial resources in the best possible way, in order to improve the 

reliability of their networks [7]. This becomes more difficult when the aged 

asset base of most distribution networks (DNs) is taken into account [3]. At 

the same time, demand is expected to both increase and significantly change 

shape due to the upcoming electrification of transport and heat. In the past, 

utilities had a tendency to handle capacity and reliability problems with 

capital intensive projects, since there was little pressure to reduce 

expenditure [7]. Today, the picture is quite different; making better use of 

the existing network in order to defer network reinforcement seems to be 

now much more important. 

Network reinforcement is required when constraint violations exist in a DN, 

such as voltage and thermal limits, either during normal or N-1 operation. A 

number of means can be used to defer network investment such as DG, 

ESSs, DSR, RTTRs, and DNR. Each of these has a specific contribution to 

the security of supply of a DN. There are a number of papers that evaluate 

this contribution to network security and based on that, decisions regarding 

reinforcement can be made. 

One of the main benefits offered by DNR is that it can contribute to network 

security at low (or even zero) capital expenditure levels [7]. Therefore, it is 

of great importance to assess this contribution to the security of supply of a 

DN. The present security of supply standard in the UK (P2/6) [19] states 

that this contribution should be considered when examining the need for 

reinforcement. However, this standard does not provide a methodology to 

quantify this value. Hence, investment decisions might be made much 

earlier than they are actually needed. 

References [21, 29, 112, 113] assess the capacity value of DG and its impact 

on investment deferral. Pudaruth et al. [113] provide a probabilistic 

approach to determine the capacity credit of DG, using Monte Carlo 
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simulation in order to take account of the uncertainty. Loss of load 

probability (LOLP) is used as the reliability index. Dent et al. [29] evaluate 

the capacity value of DG, using the effective load carrying capability (ELCC) 

capacity credit methodology. ELCC is defined as the additional load that can 

be accommodated by the DG (or any other solution in general), while 

maintaining the original risk level. In this paper [29], the employed risk 

index is the expected power not supplied. 

A review of DN security standards in the UK [114] and a paper by 

Konstantelos et al. [23] assess the contribution of ESSs and DSR to network 

security using ELCC, within a sequential Monte Carlo framework. 

Chronological simulation is necessary to capture the effect of time-

dependent variables, such as energy constraints, temporal demand 

characteristics, and state of charge. Greenwood et al. [22] present a 

probabilistic method for ESS sizing for a demand peak shaving application 

and also consider the combination with RTTR in order to defer conventional 

reinforcement. References [22, 23, 114] consider expected energy not 

supplied (EENS), as the reliability metric. 

Xiao et al. [30] define total supply capability (TSC) as the maximum load 

that a DN can supply under the N-1 guideline, while satisfying other 

operational constraints. An optimization-based algorithm is proposed in 

order to calculate TSC. Based on this approach, [31] and [32] incorporate 

DNR in the formulation of their optimization problems. In [31], simplified 

daily load curves are also taken into account and [32] considers N-k 

transformer contingencies. 

However, these papers [30-32] disregard load variation (only [31] considers 

simplified load profiles) and its associated uncertainty. They also neglect the 

reliability of the DN (both S/Ss and feeders), which has a direct impact on 

the availability of the calculated TSC. In addition to that, asset age and 

condition play an important role in the evaluation of network reliability [11, 

12]. In order to be able to quantify the contribution of DNR to the security of 
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supply of a DN and make decisions about network reinforcement, these 

factors should be taken into account. Therefore: 

1) The first contribution of this chapter is providing a method to 

quantify the contribution of DNR to security of supply, using a 

probabilistic and reliability-based analysis; this quantification is 

implemented using ELCC, within a sequential Monte Carlo 

framework. This is necessary in order to consider the impact of time-

dependent variables, such as switching time and time-varying load as 

well as their inherent uncertainty. The reliability index used in this 

work is expected energy not supplied. 

2) The second contribution is the condition-based reliability evaluation 

of the DN (incoming circuits and primary feeder sections), which is 

based on section 2.3.1; this methodology not only considers current 

asset health indices, but also their forecast values over the period of 

interest. 

Finally, taking all of the above factors into account, the contribution of DNR 

to network security can be assessed, which can support decision-making 

regarding network reinforcement (driven by demand growth and asset 

condition). 

6.2. METHODOLOGY 

6.2.1. MODELLING ASSUMPTIONS 

It is considered that reconfiguration is performed if there is at least one 

outage in the incoming circuits such that demand cannot be met by the 

remaining available capacity. It is clearly stated that the optimization of the 

load transfer from the failed S/S to its neighbouring ones can be calculated 

and incorporated in this work by solving the corresponding optimization 

problem, which is formulated in [115] (for maximum load transfer). 

However, in order to reduce the computational burden, this chapter focuses 

on DNR, considering that feeders are interconnected at their endpoints. 

This means that a high-quality solution can be easily found, as there are 
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relatively few options. Consequently, load transfer optimization is beyond 

the scope of this study, as the method is concerned with finding a viable 

solution, rather than an optimal solution. Optimization depends on the 

values of demand at time of outage (and on the short-term forecast of 

demand, as shown later in this chapter). A fast DNR decision is more 

important than an optimal one. 

6.2.2. SECURITY OF SUPPLY AND ELCC 

Figure 6.1 shows a conventional reinforcement at a primary S/S, which is 

typically the addition of a new circuit. This is required when the demand 

becomes greater than the limit dictated by P2/6; however, this limit neglects 

the capacity contribution of DNR. Consequently, the capacity credit of this 

solution should be quantified, which can be achieved by employing the 

ELCC methodology. 

 

Figure 6.1: The RBTS Bus 4 DN, with conventional network reinforcement at S/S 

1 to accommodate increased demand. 

 

The main concept of ELCC [114] for load transfer is presented in Figure 6.2, 

in which ELCC is considered to be equal to the additional load (ΔD) that can 

be supplied via load transfer capability, while maintaining the same EENS 

with the base case (on the left hand side of the figure). The EENS is 

evaluated for the base case and then this assessment is performed for the 
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system with load transfer capability (right hand side of the figure) for each 

year of the study period considering the associated load growth and asset 

ageing. The year at which the EENS reaches the base case value and the 

corresponding additional demand, constitute the time that conventional 

reinforcement can be postponed and the contribution to the security of 

supply, respectively. In this study, ELCC is expressed in terms of load 

growth. 

 

Figure 6.2: The main concept of the ELCC capacity credit methodology. 

 

6.2.3. PROPOSED PROBABILISTIC METHOD 

Probabilistic reliability evaluation is implemented using sequential Monte 

Carlo simulation. The sequential approach simulates the basic intervals of 

the system lifetime in chronological order. A two state model (up and down) 

is employed for the components of the network, i.e. lines and transformers. 

This method creates an artificial operating history (operation/repair 

sequence) for each component by randomly sampling up and down times.  

The proposed method makes use of a substantial amount of historical data 

being available. The demand profile for an observed day is selected at 

random from these data; however, the demand profile could also be created 

by a model. Then, for each time period t of this day, the energy not supplied 

(ENSt) is determined using Algorithm 1; switching time is assumed to be 

one hour in order to make the code more comprehensible. However, some 
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definitions and explanations should be provided, before describing the 

algorithm. 

The demand group Dt is supplied by two incoming circuits, which have 

available capacity Xt. The supply to the primary S/S is assumed to be totally 

reliable. We also consider that the available contribution from the 

neighbouring S/Ss is Yt. All the aforementioned variables are random, and 

we are interested in the loss of load (Zt) and the ENSt. 

The available capacity of the incoming circuits (Xt) can take the values 0, Rc, 

and 2Rc, depending on the availability of each circuit. This can be written as 

follows:   

 c

c

0,           no circuits available  

,          one circuit available  .

2 ,       two circuits available

t
X R

R




 



  (6.1) 

When both incoming circuits are available, it is considered that the loss of 

load is zero and the network is in its initial configuration. If the network 

was in a different configuration in the previous time step, then it is set back 

to its original configuration. The loss of load is also zero if there is: i) an 

outage of an incoming circuit, ii) demand is lower than the available 

incoming circuit capacity, and iii) the network has not been reconfigured. 

It is assumed that load transfer takes place, if there is at least one outage in 

the incoming circuits and the demand cannot be met by the remaining 

available capacity. The load transfer is completed after the switching 

actions (in the primary DN) have been performed. This time interval is 

called switching time. During this time period, Yt = 0, and therefore Dt can 

be supplied only by Xt. The loss of load in this case will be:   

 ,
t t t

Z D X    (6.2) 

and the ENSt will be equal to:  

 max( ,0).
t t

ENS Z t    (6.3) 

In the reconfigured network, a part of the demand (D1,t) continues to be 

supplied by the S/S under study, while the second part (D2,t) is transferred 

onto the feeders of different S/Ss through NOPs. This can be expressed as: 
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1, 2,

.
t t t

D D D    (6.4) 

The network configuration remains fixed until the repair (at the considered 

S/S) has been completed. During this time, the first part of the demand (D1,t) 

can be supplied only by the available capacity of the S/S (Xt). Hence, the loss 

of load and the ENS for D1,t are derived as follows:   

 
1, 1,

,
t t t

Z D X    (6.5) 

 
1, 1,

max( ,0).
t t

ENS Z t    (6.6) 

The second part of the demand group (D2,t) is equal to the sum of each 

demand 2,

j

t
D  (explained further below) that is transferred from feeder Fi (of 

the considered S/S) to an adjacent feeder Fj (of a different S/S), i.e. 

 
f

2, 2,

1

.
N

j

t t

j

D D   (6.7) 

Each 2,

j

t
D  (during the repair process) can be supplied only by the available 

contribution of the adjacent feeder Fj ( ),j

t
Y  which can be defined as:  

 
F

br

,max ,
max(( ),0) .

j

j j

t j t k t

k

Y S S A


     (6.8) 

In this case, the loss of load and the ENS are:  

 2, 2,
,j j j

t t t
Z D Y    (6.9) 

 2, 2,
max( ,0),j j

t t
ENS Z t    (6.10) 

 
f

2, 2,

1

.
N

j

t t

j

ENS ENS   (6.11) 

The total hourly ENS (after having reconfigured the network and until the 

repair at the S/S has been completed) is then obtained by:   

 
1, 2,

.
t t t

ENS ENS ENS    (6.12) 

The network is set to its initial configuration, when both incoming circuits 

are back in service. 

Having evaluated the ENSt for all time steps, the EENS is derived as 

follows: 

 
hours

1days

365
.

N

t

t

EENS ENS
N

  (6.13) 
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The EENS is calculated for each season separately, because load and line 

ratings are not constant across the whole year; the final EENS is the 

weighted sum of the previous results, based on [116].  

 
3 2 4 3

.
12 12 12 12

win spr sum aut
EENS EENS EENS EENS EENS      (6.14) 

Algorithm 1: ENS calculation 

 

1. if (Xt  = 2Rc) % both incoming circuits available 

2.     ENSt  ← 0; 

3. elseif (Dt  <  Xt) and (reconfiguration = 0) 

4.     ENSt  ← 0; 

5. else % (one or no circuits available) and (Dt  > Xt or reconfiguration = 1) 

6.     if (reconfiguration = 0) % the network was in its initial configuration 

7.         % determine the load transfer according to Xt (Rc or zero) 

8.         reconfiguration ← 1; % reconfigure the network / load transfer 

9.         ENSt  ← max((Dt  –  Xt)· Δt, 0); % during switching time, Yt = 0 

10.     else % (reconfiguration = 1), the network has been reconfigured 

11.         if (Xt  = 0) and (Xt -1 = Rc) % loss of 2nd circuit, after the loss of the 1st 

12.             % maximize the load transfer (completed at the next time step) 

13.         end  

14.         ENS1,t  ← max((D1,t  –  Xt)· Δt, 0); % after having reconfigured … 

15.        
f

2, 2,

1

max(( ) ,0);
N

j j

t t t

j

ENS D Y t  % the network and until … 

16.         ENSt  ← ENS1,t + ENS2,t; % the repair at the S/S has been completed 

17.         if (Xt+1 = 2Rc) % if at the next time step both circuits are available 

18.             reconfiguration ← 0; % network is set to its initial configuration 

19.         end 

20.     end 

21. end 

2,

j

t
D is the load transferred from feeder Fi to an adjacent feeder Fj via a NOP, 

at time t. The determination of this load transfer is an optimization 

problem, which is formulated in [115] (for maximum load transfer). This can 
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be considered in the proposed methodology, but it would impose a huge 

computational burden. Therefore, in order to investigate the load transfer 

capability and still be able to handle the computational burden, we choose 

the RBTS Bus 4 DN, which has been modified for this work and is presented 

in Figure 6.3. The reason for this choice is that there are no interconnections 

between buses of the same feeder and between feeders of the same S/S. Only 

feeders from different S/Ss are connected to each other (at their endpoints). 

Therefore, there are limited load transfer options, which means that a high-

quality solution can be easily found, while still capturing the capability of 

load transfer. 

The load transfer is implemented by opening a normally closed branch and 

closing a normally open branch. In the case of two feeders interconnected at 

their endpoints, this leads to a small number of choices: the first option is to 

transfer the LP closest to the NOP; the second would be the transfer of two 

buses from one feeder to the other; and the last option is the transfer of all 

LPs. The operational constraints which must be satisfied after the load 

transfer are the branch capacity and voltage limits for feeder Fj, which takes 

up additional load. These are mathematically expressed as: 

 

F

bus

F

,max br

F

min max bus

maximize  

subject to  ,  

                 ,  ,

 

 

i

j

j

k

k

m m

n

P

S S m

V V V n



 

  



  (6.15) 

where Pk is the total power of the LP(s) at bus k of feeder Fi  that are to be 

transferred to feeder Fj; Sm is the apparent power flow of branch m (of feeder 

Fj); Sm,max is the rating of branch m; and Vn is the voltage magnitude of bus n 

(of feeder Fj). 

Different load transfers are considered depending on the number of failed 

incoming circuits. In the case of a double circuit outage, the optimal 

reconfiguration is the maximum load transfer. This is the above 

optimization problem and can be easily solved, because of the limited load 

transfer possibilities. This is realised by performing these possible load 

transfers, starting from the last option (transferring all LPs) and checking 
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for constraint violations, until a feasible solution is found. This way the 

maximum transferrable load (from each feeder Fi of the S/S under 

consideration to a specific adjacent feeder Fj) can be determined. For each 

feeder and for each load transfer, a fast decoupled load flow is run (using 

MATPOWER [88]) in order to ensure that there is no constraint violation. 

In the case of a single circuit outage, the load transfer is approximately 

equal to the demand that cannot be met by the remaining available capacity 

of the incoming circuits. This can be incorporated into the optimization 

problem by adding an extra constraint (6.16). However, since the proposed 

method is concerned with finding a viable solution, the load transfer in this 

case is implemented as follows: first, the LP closest to the NOP of feeder F1 

is examined if it can be transferred on to feeder F7 or not; second, the 

corresponding LP for feeder F2; third, on feeder F3; then the second LP of 

feeder F1, and so on, until the required amount of load has been reached. In 

this way, the margins of feeders F4, F5, and F7 (which take up additional 

load) are kept as high as possible; this is important because the 

reconfiguration of the network is considered fixed until the incoming circuits 

have been repaired and the demand of the LPs, which have been 

transferred, vary with time.  

 
F

bus

.
i

k t t

k

P D X


    (6.16) 

Figure 6.4 illustrates how the proposed method works in three different 

cases. In the top figure, (a), the available capacity of the incoming circuits is 

sufficient to supply the demand, despite the circuit outage, and therefore no 

reconfiguration is required; ENS is zero. In (b), at 17:00, the demand 

exceeds the available capacity Xt, which leads to loss of load until the failed 

circuit has been repaired (20:00); this case considers that there is no load 

transfer capability. In contrast, (c) assumes that reconfiguration can be 

performed, through which the ENS can be significantly reduced. However 

the load transfer cannot be implemented until switching operations have 

been completed, which results in an unavoidable – but substantially reduced 

– level of ENS. 
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Figure 6.3: The RBTS Bus 4 DN, which has been modified for this chapter: 1) only 

main feeder sections are considered; 2) feeder F6 is ignored; and 3) feeder F2 is 

connected only to feeder F5 (through normally open branch 31). Branch numbers 

are shown in black; bus numbers are shown in blue. 
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Figure 6.4: Illustrative scenarios to clarify the proposed method. In (a) the 

demand is lower than the available incoming circuit capacity, and therefore 

there is no need for reconfiguration; in (b) the demand exceeds the available 

capacity, resulting in loss of load, since there is no load transfer capability; and 

(c) illustrates the same case as (b), but with reconfiguration capability, which 

leads to an improved level of ENS. It should be noted that a single circuit outage 

occurs at 12:00, and the demand is considered greater than the available capacity 

of a single incoming circuit (at some time intervals) for demonstration. 
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6.3. CASE STUDY 

6.3.1. ELECTRICITY DEMAND DATA 

The demand data are taken from a 33/11 kV S/S from the UK Power 

Networks’ Smarter Network Storage project [117] and are adjusted (see 

Appendix 5) to match the demand of S/S 1 of the case study network, which 

is illustrated in Figure 6.3. Historical half-hourly data were available for a 

period of six years; the data were converted into hourly average values for 

this study. For the adjusted historical data, with a 16 MVA limit for each 

S/S transformer, the contribution of DNR would be required (following a 

first circuit outage) on about 32.4% of winter hours, 11.2% of spring hours, 

9% of autumn hours, and 0.14% of summer hours. Figure 6.5 shows the 

probability of various levels of S/S loading at each hourly interval during a 

day in each season. 

 

 

Figure 6.5: Demand quantiles for each season; the limit of each S/S transformer is 

also shown (black line – 16 MVA), in order to give an indication of the 

contribution required. 
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The first branches of the primary DN that will violate the branch rating 

constraints are the first sections of the feeders that take up additional load 

after reconfiguration. Therefore, only these branches are checked for a 

constraint violation following network reconfiguration. For the case study 

network, this means that branches 14, 19, and 25 are checked for overload. 

The 65 °C thermal limits (for each season) of these branches are given in 

Table 6.1 [118]. It has been assumed that feeder F2 can transfer load only to 

feeder F5. Moreover, the voltage of the low voltage busbar of the S/Ss that 

experience increased loading after load transfer is allowed up to 1.06 pu. 

 

Table 6.1: Thermal limits of branches 14, 19, and 25 of the case study network 

(seasonal conductor ratings are not the same because different ambient 

temperatures are considered for each season) 

Season 65 °C Limit (MVA) 

Winter 12.55 

Spring/Autumn 11.79 

Summer 10.65 

 

6.3.2. ASSET CONDITION 

6.3.2.1. TRANSFORMERS 

The condition of the transformers of S/S 1 is given in Table 2.2. The future 

HI and the corresponding overall failure rate (according to section 2.3.1) for 

the next 20 years are illustrated in Figure 6.6. The future HI of the 

transformers can be calculated as follows: 

   0.03723

f
6.17 .yearHI e   (6.17) 

This case study does not consider any refurbishment or replacement of the 

assets, which would have an impact on the corresponding HIs. However 

these interventions can be included in the analysis; in fact, the proposed 

work can support the planning of these AM decisions. 
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Figure 6.6: Future HI and overall failure rate for the transformers at S/S 1 for the 

next 20 years. 

 

6.3.2.2. OVERHEAD LINES 

Two 33 kV OHLs (11 km each) are assumed to supply S/S 1; their condition 

is presented in Table 5.3. The same condition-based failure rate has been 

considered for the 11 kV OHLs in the primary DN. However, the overall 

failure rates are different, since the percentages of failures related to age or 

wear (for the two asset types) are not the same. The future HI and the 

corresponding overall failure rates for the next 20 years are illustrated in 

Figure 6.7. The future HI of the OHLs is derived as follows: 

   0.045144

f
3.14 .yearHI e   (6.18) 
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Figure 6.7: Future HI and overall failure rates for the 33 kV OHLs supplying S/S 1 

and the 11 kV OHLs in the primary DN for the next 20 years. 

 

6.3.3. MONTE CARLO SIMULATION AND RELIABILITY PARAMETERS 

The sequential Monte Carlo simulation is run for 100 periods of 10,000 

years each. The mean time to failure (MTTF) is derived using the overall 

failure rate of the asset every year, as follows:  

 
8760

.
( )

MTTF
year

   (6.19) 

Time to failure (TTF) for each asset is exponentially distributed with an 

MTTF calculated as above. Time to repair (TTR) and time to switch (TTS) 

are lognormally distributed with mean values taken from Table 4.3 and 

standard deviations equal to one sixth of their mean values [6]. 
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6.4. RESULTS 

The methodology developed in section 6.2 was applied to the case study 

network shown in Figure 6.3, using the input data described in section 6.3. 

The base case corresponds to: 1) no load transfer/DNR capability; 2) zero 

load growth; and 3) HIs of transformers and OHLs, 6.17 and 3.14, 

respectively. The EENS for the base case is 2.45 MWh/year. Figure 6.8 

shows the EENS with and without considering DNR capability for the next 

20 years. This simulation takes the ageing of the assets into account and 

assumes a load growth rate of 1%/year without compounding, i.e. the 

demand in year 20 is 20% higher than in the base case. 

 

 

Figure 6.8: EENS with and without DNR capability for the next 20 years; asset 

ageing is taken into account. 

 

The base case EENS is reached at year 7, which means that the ELCC of 

DNR (considering asset ageing) is 7% of the initial demand. Figure 6.9 

shows the probability distribution of the EENS at this year. The proposed 

probabilistic method can not only produce the mean value (of the desired 

reliability index) for each year, but it can also yield the corresponding 

probability distribution. At year 7, the range for the EENS is from 2.36 to 
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2.49 MWh/year. Probability distributions can be a valuable tool in order to 

better inform network reinforcement decisions. 

 

 

Figure 6.9: EENS probability distribution at year 7; the sum of the areas of the 

rectangles is equal to one. 

 

Figure 6.10 illustrates the results of Figure 6.8, but without considering the 

ageing of the assets, i.e. asset HIs remain constant throughout the 

simulation period, as they were in the base case. In this case, EENS 

increases at a lower rate, as only load growth has an impact on the 

deterioration of the reliability of the network. As a result, EENS reaches the 

base case value at year 9, which indicates an ELCC of 9% of the initial 

demand. Consequently, neglecting asset ageing can lead to a considerable 

overestimation of the ELCC, which in turn can negatively influence 

decisions regarding network investment. 
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Figure 6.10: EENS with and without DNR capability for the next 20 years; asset 

ageing is not taken into account. 

 

Finally, a sensitivity analysis was carried out (considering DNR capability) 

to more thoroughly investigate the impact of load growth and asset 

condition on the EENS of the network; Figure 6.11 illustrates the 

corresponding surface plot. It is evident that asset ageing plays a significant 

role in the determination of network security. For example, when load 

growth is equal to 20% without considering ageing, EENS is approximately 

4.6 MWh/year, whereas – if asset ageing is included – EENS is double. 

Therefore, it is clear that the combined effect of load growth and asset 

ageing should be captured by the method which is used to quantify the 

contribution of load transfer/DNR to the security of supply of the network. 
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Figure 6.11: Sensitivity analysis of load growth and asset ageing on EENS. 

6.5. CONCLUSION 

This chapter describes a new method to quantify the contribution of DNR to 

security of supply in which the impact of asset condition and ageing is 

investigated. This assessment is implemented using ELCC, within a 

sequential Monte Carlo framework. The reliability evaluation of the 

network takes account of asset condition and ageing, by calculating current 

HIs, as well as their forecast values for the period of study.  

The proposed methodology was successfully applied to the modified RBTS 

Bus 4 DN, showing that:  

1) Failure to consider the contribution of DNR to security of supply, can 

lead to significant overestimation of network risk; for example, at 

year 7, network risk – with and without considering DNR – was 

approximately 2.5 and 5 MWh/year, respectively. 

2) Disregarding asset condition and ageing resulted in a reinforcement 

deferral overestimation of two years. 
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This study can better inform the decision-making process of DNOs 

regarding network reinforcement in two ways. The first is that the 

quantification of DNR contribution to security of supply can defer network 

investment decisions; and the second is that asset condition assessment and 

ageing should be included in security of supply studies in order to account 

for the combined effect of load growth and asset ageing. 

Finally, the work in this chapter could inform (or even be incorporated in) 

relevant industry standards and utility internal policies. 
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Chapter 7. Discussion 
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7.1. INTRODUCTION 

Chapters 2-6 have presented the research that has been conducted over the 

duration of the author’s PhD. This chapter discusses: 1) the combined 

impact of the methods described so far; 2) the broader implications of this 

work, and the potential impact on the electricity industry; and 3) further 

research that could be carried out in this area. 

7.2. RESEARCH INTEGRATION 

This section discusses the combined impact of the methods presented in 

Chapters 2-6. Section 2.3 describes two asset condition assessment and 

failure rate modelling methodologies; section 2.4 analyzes the effect of the 

loading of a transformer – which varies in real time – on its condition. These 

two models can be integrated into a single unified one, which will have the 

capability to calculate real-time changes in the HIs of the transformers, and 

therefore will be able to inform NMSs for real-time operations, such as 

dynamic network reconfiguration. This is also the concept of the – under 

development – methodology used in [36]. 

The reconfiguration optimization in Chapter 4 could be used for the optimal 

load transfer from an S/S to its adjacent ones in Chapter 6. This would 

require an optimal reconfiguration that would allow the network to transfer 

the maximum number of LPs – which would be the new objective function – 

in the case of a double circuit outage.  

In the case of a single circuit outage, the load transfer is approximately 

equal to the difference between the demand of the substation (at the time of 

the outage) and the remaining available capacity of the incoming circuits. 

However, because the demand is variable and the configuration of the 

network is considered fixed after the load transfer, this might result in loss 

of load due to increase of the remaining demand at the S/S or the overall 

demand of the adjacent feeders that have taken up additional load. In order 

to account for this, the optimization algorithm could incorporate a load 
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forecast in order to minimize the aforementioned loss of load until the repair 

of the incoming circuit has been completed.  

The optimal switch automation in Chapter 5 could improve the speed of the 

post-fault reconfiguration/load transfer in Chapter 6, which would also 

increase the contribution of DNR to network security. The RCS placement 

can also be determined in a way that an optimal schedule of network 

configurations is defined; RCSs in this case would allow the (frequent) 

transition from one configuration to the other. For example, the network 

could be reconfigured in an hourly, daily, weekly, monthly, or seasonal 

basis, which would depend on load patterns, in order to minimize 

(primarily) power losses. 

The sensitivity analysis in section 5.4.3 shows that there is a priority in the 

order of the RCS placement in the network. This fact expresses the 

‘preference’ of the method to protect LPs with high interruption costs in the 

first place. It is also noticed in Chapter 4 that these LPs are more likely to 

be transferred to adjacent – more reliable – feeders in order to improve their 

failure rate. Consequently, the two aforementioned methods to increase the 

reliability level of the LPs with significant outage costs can be jointly 

considered in order to find the optimal solution. 

7.3. BROADER IMPLICATIONS 

7.3.1. ASSET CONDITION AND NETWORK OPERATION 

It has been mentioned earlier in this thesis that the British electricity 

regulator approved in 2017 a common methodology [11], across all UK 

DNOs, for the evaluation, forecasting, and regulatory reporting of asset HIs 

and associated risks. This will encourage DNOs to collect and utilize 

condition data in a more systematic and organized way. As a consequence, 

DNOs will have a better knowledge and understanding of the condition of 

their assets. This knowledge can be used in order to facilitate the 

application of the proposed methods to a DN. Note that the existence of 

online condition monitoring systems is not (initially) necessary. A first step 
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would be to employ available maintenance data in order to derive HIs for all 

network assets. A default score can be assigned to condition parameters, for 

which no information is available. The next step would be the utilization of 

real-time condition monitoring data – if such systems are available – for 

dynamic network reconfiguration. 

The author considers that an integrated asset condition and network 

operation approach is critical for affordable, reliable, and sustainable 

electricity networks. In addition, this integration can be more valuable for a 

number of developing countries, for which their networks operate with very 

high power losses, frequent outages, and very high temperatures. 

In section 2.4, it was shown that transformer condition depends on its hot-

spot temperature; this variable is determined by the loading of the asset, as 

well as the ambient temperature. It is expected that mean temperatures 

will increase over the next few decades [119], which will accelerate the 

ageing of the assets. Concurrently, DNOs have limited their expenditure on 

asset maintenance and replacement [3, 33], which will inevitably increase 

the average age of the asset base. The utilization of the DNs has also 

increased with the connection of DGs and will rise even more, as load 

patterns are changing, in terms of electrification of heat and transport. 

All of these facts indicate the criticality of an integrated asset management 

and network operation approach, which will be further supported by: 1) 

improved data gathering methods through novel sensor technologies, 2) 

improved short and long term forecasting capabilities, and 3) increased 

controllability of assets and networks. 

7.3.2. IMPACT OF DNR ON VOLTAGE PROFILE AND FEEDER LOADING 

Section 4.4.5 analyzed the impact of network reconfiguration on voltage and 

feeder loading with and without considering asset condition and S/S 

reliability. In section 4.4.5.1 (Test Case 2 – RBTS Bus 4 DN), the voltage 

profile and feeder loading (slightly) deteriorated after the load transfer; in 

section 4.4.5.2 (Test Case 3 – TPC DN), bus voltages and load balance were 
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improved. This is related to the structure of the network. The RBTS Bus 4 

DN consists of feeders connected to each other only at their endpoints, and 

the normally open branches interconnect only feeders of different S/Ss; 

moreover the network is balanced in its original configuration, in terms of 

feeder lengths and loading (see Appendix 3 and Figure 4.15). A load transfer 

in this network makes the feeder that takes up the additional LP longer and 

more heavily loaded; and the feeder whose LP was transferred becomes 

shorter and its loading is reduced. This way the DN becomes more 

unbalanced, which means that losses increase, voltage profile deteriorates, 

and reliability level is also lower. 

On the other hand, the TPC DN offered many more reconfiguration options 

(compared to the RBTS Bus 4 DN), as it had more normally open branches, 

which connected several points of a feeder to other feeders of both S/Ss. In 

this network, a load transfer does not necessarily lead to imbalance, because 

there are more interconnection points between feeders. For example, if LPs 

7-10 are transferred from feeder A to feeder H, the latter can transfer a 

number of LPs to feeder G, and in turn this feeder could transfer load to 

feeder A; this way a new network configuration can be realized, while 

maintaining the balance in the network.  

It should be noted that the focus of the work presented in this thesis was not 

to optimize the voltage profile and the load balance of the network, and it is 

clear that there can be a trade-off between these objectives and, for example, 

ECOST for failures at S/S and upstream network. However, voltage 

deviation and load balancing could be incorporated in the optimal DNR 

problem via a multi-objective formulation. 

Taking the above into consideration, the inclusion of asset condition and S/S 

reliability into DNR may lead to better or worse voltage profile and load 

balance of the network; however, a greater number of reconfiguration 

options – in terms of feeder interconnections between each other – can help 

finding an optimal solution with improved bus voltages and feeder loadings. 
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7.3.3. ASSET MANAGEMENT DECISIONS 

The case study in Chapter 6 considered no maintenance, refurbishment, or 

replacement of the assets, which would have an impact on their HIs and in 

turn on their failure rates. These interventions can be incorporated in the 

methodology presented in Chapter 6, by appropriately modifying the asset 

HIs; this work could therefore support the decision-making process of asset 

management. 

The interventions can be considered in the analysis by reassessing the 

relevant condition parameters, depending on the refurbishment activity; for 

example, if a replacement of bushings takes place on a 33 kV transformer, 

then the condition parameter ‘Bushings Condition’ needs to be updated. 

After evaluating all affected condition parameters, the HI of the asset can be 

recalculated; based on the updated HI, the new condition-based failure rate 

can be computed, which will apparently be reduced. 

These activities are performed in order to manage the risk of condition-

based failures by reducing the probability of failure of the assets. Given a 

plan of asset refurbishment/replacement activities at specific points in time 

in the future, one can compare the risk of the network over the study period. 

This way asset management decisions can be evaluated in terms of capital 

cost, reliability, and risk; and then the optimal strategy can be selected 

accordingly. 

The proposed research could also be used to evaluate the effect of potential 

network reinforcement and/or smart grid solutions (such as DG, ESSs, DSR, 

and RTTRs), along with the capability of DNR/load transfer on the capacity 

value. Different combinations of these solutions can be examined and – 

according to given criteria – the most suitable can be selected. 

The use of RTTRs would render the capacity of network branches variable, 

depending on real-time local weather conditions [120]. Because the static 

rating of the conductors is derived in a conservative way [116], RTTRs 

would increase the capacity value of DNR. However, RTTR is stochastic, 
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and would therefore require a probabilistic methodology in order to be taken 

into account (as the proposed one in this thesis). This fact further supports 

the recommendation to move to a probabilistic or risk-based standard, as 

stated in [120]; this is further discussed in the next section. 

The quantification of the contribution to network security can also be used 

to defer conventional network reinforcement. It should be noted again that 

the main advantage of DNR – compared to the other means – is its ability to 

contribute to the security of supply of the network for little or no capital 

investment cost; and this justifies why priority should be given to this 

solution.  

7.3.4. POLICY RECOMMENDATIONS 

The reasons mentioned above indicate why it is critical to evaluate the 

contribution of DNR/load transfer to network security. The present security 

of supply standard in the UK (Engineering Recommendation P2/6 [19]) 

mentions that this contribution should be considered when investigating the 

need for reinforcement. However, this standard does not provide a 

methodology to assess the capacity value of DNR. In addition to that and to 

the best of the author’s knowledge, DNOs do not use a single comprehensive 

methodology, which would enable the reconfiguration capability to play a 

part in a DNO’s compliance with P2/6; clearly, this may lead to investment 

decisions being made much earlier than strictly necessary. Therefore, it is 

recommended that the proposed work (in Chapter 6) be included in the 

relevant industry standards, as well as in the internal policies of DNOs. 

Another important recommendation is the transition from the current 

deterministic security of supply standard to a probabilistic or risk-based 

one. The existing standard endeavours to define fixed values for stochastic 

quantities based on deterministic rules. However, the variability of smart 

grid technologies would be more suitable to be assessed probabilistically 

with a target of an acceptably low risk index, e.g. EENS. 
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7.4. FURTHER RESEARCH 

This section presents further research that could be conducted in order to 

develop and improve the work that has been carried out as part of the 

author’s PhD. 

7.4.1. ASSET CONDITION AND NETWORK OPERATION 

The condition parameters examined in section 2.3 generally change slowly, 

i.e. on a time scale of several months or years; this means that asset HIs – 

based on these condition parameters – change on the same time scale as 

well. Further research could seek to identify operation variables – except 

transformer loading, which was considered in section 2.4 – that have a real-

time impact on the condition of the asset, and build the appropriate models 

to quantify this effect. This would allow an even better informed decision-

making process for network operations. This concept is illustrated in Figure 

7.1. 

 

Figure 7.1: Concept of advanced integration of network operation with asset 

condition information. 
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Starting from the top right (of the figure) to the bottom right, the process is 

as follows: 

1) Each network state corresponds to specific configuration, power flows, 

voltages, losses, reliability, risk, etc. 

2) Given the above, transformer loadings can be derived and hot-spot 

temperatures can now be updated, which in turn yield the relative 

ageing rates and loss of lives; if there are temperature sensors 

installed on the transformers, then these values can be used instead. 

Moreover, the number of tap changer operations could be updated 

and then inform the relevant HI. Generally, any measured condition 

variable – e.g. partial discharge – can be used to update the HIs of the 

assets; or inform the NMS to take emergency action to prevent an 

identified incipient fault or minimize its consequences. 

3) The condition variables that have been selected to update the HIs 

have now been calculated (or measured) and are combined 

appropriately to produce the HIs of the assets or – if necessary – 

inform the NMS to take emergency action. 

4) The NMS having the above information available can make better 

informed decisions regarding network operation, such as real-time 

reconfiguration, in order to reduce overall cost and risk. Finally, this 

leads to a new network state (top right of the figure), and so on. 

The realization of this concept is based on the use of online condition 

monitoring, as well as advanced communication and computational 

capabilities, as the aforementioned methods and systems require to gather 

and analyze data, as well as act on them in real time or near real time.  

Furthermore, the asset condition assessment and failure rate modelling 

methodologies can gradually become more accurate, as more and more data 

are collected and experience is gained through the use of the methods; this 

will result in more representative asset HIs and failure rates.  
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7.4.2. ASSET MANAGEMENT 

Time-based maintenance and replacement of the assets is the common 

practice in DNOs; further work could optimize these decisions based on 

asset condition and condition-based risk. It was described in section 7.3.3 

how a strategy of refurbishment/replacement activities can be incorporated 

in the analysis in order to manage the risk of condition-based failures. 

Given a method to do so, one can compare and select between a number of 

possible options. 

7.4.3. DISTRIBUTION NETWORK RECONFIGURATION 

The work presented in this thesis (for DNR) did not focus on the 

optimization method, because the main aim of this study was to 

demonstrate the value of incorporating asset condition and substation 

reliability into the DNR problem. As a consequence, optimization per se can 

be a domain of further research.  

The model for DNR considered constant loads and the reliability of the 

system was evaluated for a yearly period. However, this does not preclude 

the application of the proposed method to more discrete time periods with 

appropriate modifications. For example, the network could be reconfigured 

in an hourly, daily, weekly, monthly, or seasonal basis; optimal schedules of 

network configurations can then be determined, as well as the optimal 

frequency at which the network should be reconfigured. 

The network configuration schedule could also be based on DG/RTTR 

forecasts; or on the state of charge of ESSs, if such technologies were used in 

combination with DNR. 

Finally, another possible extension of this work would be to include 

uncertainty in the DNR problem through the use of robust or stochastic 

optimization; a significant feature to capture would be the uncertainty of 

condition-based failure rates of the most critical assets, such as the 

substation transformers. A sequential Monte Carlo simulation along with 
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the appropriate load profiles would be able to deal with this problem very 

accurately; however, that would impose an enormous computational burden. 

7.4.4. CAPACITY VALUE OF DNR 

In Chapter 6 an obvious extension would be the investigation of the impact 

of feeder switch automation on the capacity value of DNR. Furthermore, the 

economic analysis of the research presented in the relevant chapter could 

also be examined; this analysis could consider DNR in isolation, or a 

combination of means (both network and smart grid solutions) such as 

conventional network reinforcement, DG, ESSs, DSR, and RTTRs. The 

results of the economic analysis would allow decision-makers to compare 

between DNR and network reinforcement, or any other smart grid solution; 

or compare between different combinations of the above-mentioned means. 

7.5. SUMMARY 

This chapter has described: 1) the combined impact of the methods 

presented in Chapters 2-6; 2) the broader implications of the research 

carried out, and how it could impact the electricity industry; and 3) future 

work that could be conducted in this research area. 
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Chapter 8. Conclusions 
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8.1. OVERVIEW 

Generally, decisions regarding DN operations are based only on operational 

parameters of the DN, such as voltages, currents and power flows. Asset 

condition is a key parameter that is usually not considered by NMSs in their 

optimization process. Against this background, this thesis sought to 

quantify the extent to which asset condition information can positively 

influence network operation and planning, specifically through DNR. 

8.2. KEY FINDINGS 

The key findings of this research are: 

 In section 3.4, the impact of transformer ageing on DNR was examined; 

the balancing between the relative ageing rates of the transformers at 

S/Ss X and Y led to a saving of $2,550 for a single day (that an overload 

occurred). This cost reduction is of significant value, as it corresponds to 

five times the cost of energy losses for a day. 

 Chapter 4 incorporated asset condition and S/S reliability into DNR; the 

results for both case studies showed that the savings – compared to the 

formulation that neglects these factors – can be in the order of tens of 

thousands of U.S. dollars for a single DN. This corresponds 

approximately to 10% of the annual cost of active power losses, which is 

a considerable amount of saving. It should also be noted that this can 

mean hundreds of thousands – or even millions – of U.S. dollars for a 

single DNO (as it typically has hundreds of primary S/Ss). 

 The results of Chapter 5 – which investigated the effect of asset ageing 

on optimal switch automation – demonstrated an underestimation of the 

ECOST as high as $223,000, and a saving of $70,000, for the cases with 

and without considering ageing in the optimization process. 

 In Chapter 6, a new method to quantify the contribution of DNR to 

security of supply was described, which also accounted for the impact of 

asset condition and ageing. The corresponding results showed that: 1) 

Failure to consider the contribution of DNR to security of supply, can 

lead to significant overestimation of network risk; for example, at year 7, 
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network risk – with and without considering DNR – was approximately 

2.5 and 5 MWh/year, respectively. 2) Disregarding asset condition and 

ageing resulted in a capacity value overestimation of two years. 

8.3. FULFILMENT OF RESEARCH OBJECTIVES 

This section presents how the main research objectives – defined in 1.6 – 

have been fulfilled. 

1. Describe how asset condition can be translated into HIs and failure 

rates, which can allow an NMS – or an optimization algorithm – to make 

better informed decisions.  

Asset condition information can influence network decisions through 

reliability. Condition data can be converted into HIs and failure rates, which 

in turn can inform NMSs to make improved decisions for network operation. 

This was realized via appropriate asset condition assessment methodologies 

and failure rate models (CNAIM [11] and Brown et al. [12]), which were 

selected to satisfy the following criteria: 1) reproducibility; many 

methodologies were described qualitatively (most of them constituted 

intellectual property), and thus could not have been implemented, 2) cover 

all basic asset types; some methods dealt only with a specific asset type 

(mainly transformers), and 3) relate asset HI to the corresponding condition-

based failure rate. Moreover, a technique was proposed in order to derive 

the overall failure rate of an asset, in case the output of the model was only 

the condition-based failure rate; through the contribution of failures related 

to age or wear, using typical national fault statistical data. 

2. Develop a method to include asset condition and substation reliability 

into DNR.  

Asset condition and S/S reliability have a material impact on the cost of 

customer interruptions in DNs. However, these factors are not usually 

considered within DNR problem formulations, because of the lack of a 

readily available methodology. This thesis presented such a method, making 

use of asset HIs, which are now mandatory for DNOs in Great Britain. 
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Based on these HIs, condition-based failure rate can be calculated for each 

asset. S/S reliability is a function of asset condition, S/S configuration, and 

the network upstream of the S/Ss. The reliability of the S/S then has an 

impact on the reliability indices of each LP it supplies. These factors were 

combined to deliver a better informed algorithm for DNR, which was 

verified through its application on two DNs. The annual savings – compared 

to the formulation that neglects asset condition and S/S reliability – can be 

in the order of tens of thousands of U.S. dollars for a single DN. 

3. Investigate the connection between transformer ageing and network 

reconfiguration. 

Most of the condition parameters (and the associated HIs) that have been 

examined in this thesis, give an indication of the asset condition on a time 

scale of years. Transformer loading – a critical operation variable – can 

significantly affect the condition of the asset on a time scale of hours, 

especially under overload conditions. The effect of the loading of a 

transformer on its condition was examined using an appropriate ageing 

model [44]. This model concentrates on the ageing process of transformer 

insulation. Its inputs are: 1) the loading of the transformer, and 2) the 

ambient temperature; the model yields the hot-spot temperature, which in 

turn determines the relative ageing rate, and based on that finally the 

transformer loss of life can be derived. The transformer ageing model was 

incorporated into the DNR problem by including transformer loss of lives 

(expressed in monetary terms) in the objective function; the saving in this 

case was $2,550 for a day of an overload occurrence. 

4. Examine the impact of asset ageing on optimal switch automation. 

Existing literature on optimal distribution switch automation does not 

address asset condition assessment and ageing, and therefore constant 

(average) failure rates are assumed for all network components over the 

study period. Moreover, the feeder type (OHLs/UGCs) plays an important 

role in the reliability evaluation of the network, when ageing is considered; 

the UGC failure rate rises much more rapidly than the failure rate of OHLs, 



Conclusions   

 

  

148 

 

as HI increases (see Figure 2.5). Chapter 5 proposed a new methodology for 

optimal RCS placement, which incorporates asset condition assessment and 

ageing; the inclusion of these factors in the problem formulation resulted in 

a more accurate reliability assessment of the network, as well as cost 

reduction. The results in section 5.4.2 showed an underestimation of the 

ECOST as high as $223,000, and a saving of $70,000, for the cases with and 

without considering ageing in the optimization process. Finally, the 

sensitivity analysis in section 5.4.3 indicated the significance of specific RCS 

locations, which depend on the customer type and demand of the LPs 

protected by these RCSs. 

5. Devise a method to quantify the contribution of DNR to the security of 

supply of the network, considering asset condition and ageing. 

Chapter 6 provided a method to quantify the contribution of DNR to the 

security of supply of a DN, using a probabilistic analysis; the quantification 

was implemented using ELCC, within a sequential Monte Carlo framework. 

This was necessary to capture the impact of time-dependent variables, such 

as switching time and time-varying load, as well as their inherent 

uncertainty. The second contribution was the condition-based reliability 

evaluation of the DN (incoming circuits and primary feeders), which was 

based on section 2.3.1; the proposed methodology not only considered 

current asset HIs, but also their forecast values over the period of interest. 

Finally, the incorporation of the combined effect of load growth and asset 

ageing into the quantification of the capacity value of DNR can lead to a 

more accurate assessment; this can lead to an improved decision-making 

process regarding network reinforcement – or a combination of network and 

smart grid solutions. 

8.4. CONCLUSION 

The primary contribution of the author has been to incorporate asset 

condition information into network operation and planning – specifically 

DNR. Current practice is that DN operations and planning disregard asset 

condition. This work has described methods, which allow to quantify the 
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extent to which asset condition data can positively impact DNR and its 

capacity value. The results have shown reduced cost and improved network 

reliability, which provide a significant benefit to electricity customers. 

Therefore, it is recommended that DNOs should include asset condition in 

DNR problems. It is also suggested that they should include DNR in 

security of supply studies, using the method developed in this thesis. 
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Appendix 1: IEEE 33-Bus Network 

 

Figure A1.1: Diagram of the IEEE 33-bus network. 

 

Table A1.1: Load data of the IEEE 33-bus network 

Bus P (MW) Q (MVAr) Bus P (MW) Q (MVAr) 

1 0.000 0.000 18 0.090 0.040 

2 0.100 0.060 19 0.090 0.040 

3 0.090 0.040 20 0.090 0.040 

4 0.120 0.080 21 0.090 0.040 

5 0.060 0.030 22 0.090 0.040 

6 0.060 0.020 23 0.090 0.050 

7 0.200 0.100 24 0.420 0.200 

8 0.200 0.100 25 0.420 0.200 

9 0.060 0.020 26 0.060 0.025 

10 0.060 0.020 27 0.060 0.025 

11 0.045 0.030 28 0.060 0.020 

12 0.060 0.035 29 0.120 0.070 

13 0.060 0.035 30 0.200 0.600 

14 0.120 0.080 31 0.150 0.070 

15 0.060 0.010 32 0.210 0.100 

16 0.060 0.020 33 0.060 0.040 

17 0.060 0.020    
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Table A1.2: Branch data of the IEEE 33-bus network 

Branch No. From Bus To Bus R (Ω) X (Ω) R (pu) X (pu) 

1 1 2 0.0922 0.0470 0.0575 0.0293 

2 2 3 0.4930 0.2511 0.3076 0.1567 

3 3 4 0.3660 0.1864 0.2284 0.1163 

4 4 5 0.3811 0.1941 0.2378 0.1211 

5 5 6 0.8190 0.7070 0.5110 0.4411 

6 6 7 0.1872 0.6188 0.1168 0.3861 

7 7 8 0.7114 0.2351 0.4439 0.1467 

8 8 9 1.0300 0.7400 0.6426 0.4617 

9 9 10 1.0440 0.7400 0.6514 0.4617 

10 10 11 0.1966 0.0650 0.1227 0.0406 

11 11 12 0.3744 0.1238 0.2336 0.0772 

12 12 13 1.4680 1.1550 0.9159 0.7206 

13 13 14 0.5416 0.7129 0.3379 0.4448 

14 14 15 0.5910 0.5260 0.3687 0.3282 

15 15 16 0.7463 0.5450 0.4656 0.3400 

16 16 17 1.2890 1.7210 0.8042 1.0738 

17 17 18 0.7320 0.5740 0.4567 0.3581 

18 2 19 0.1640 0.1565 0.1023 0.0976 

19 19 20 1.5042 1.3554 0.9385 0.8457 

20 20 21 0.4095 0.4784 0.2555 0.2985 

21 21 22 0.7089 0.9373 0.4423 0.5848 

22 3 23 0.4512 0.3083 0.2815 0.1924 

23 23 24 0.8980 0.7091 0.5603 0.4424 

24 24 25 0.8960 0.7011 0.5590 0.4374 

25 6 26 0.2030 0.1034 0.1267 0.0645 

26 26 27 0.2842 0.1447 0.1773 0.0903 

27 27 28 1.0590 0.9337 0.6607 0.5826 

28 28 29 0.8042 0.7006 0.5018 0.4371 

29 29 30 0.5075 0.2585 0.3166 0.1613 

30 30 31 0.9744 0.9630 0.6080 0.6008 

31 31 32 0.3105 0.3619 0.1937 0.2258 

32 32 33 0.3410 0.5302 0.2128 0.3308 
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Table A1.3: Power flow results of the IEEE 33-bus network – voltage magnitudes 

Bus V Bus V Bus V 

1 1.000 12 0.927 23 0.979 

2 0.997 13 0.921 24 0.973 

3 0.983 14 0.919 25 0.969 

4 0.975 15 0.917 26 0.948 

5 0.968 16 0.916 27 0.945 

6 0.950 17 0.914 28 0.934 

7 0.946 18 0.913 29 0.926 

8 0.941 19 0.997 30 0.922 

9 0.935 20 0.993 31 0.918 

10 0.929 21 0.992 32 0.917 

11 0.928 22 0.992 33 0.917 
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Appendix 2: Substation Reliability Analysis 

 

Table A2.1: Reliability analysis for substation configuration (a) 

Failure event λ (f/yr) r (h) ECOST (k$/yr) 

First-order total outages    

7 1.00 × 10-3 2.00 0.1121 

Second-order total outages    

1 + 4  9.66 × 10-5 4.00 0.0199 

1 + 5 9.06 × 10-6 5.22 0.0026 

1 + 6 1.89 × 10-6 2.67 0.0002 

2 + 4 9.06 × 10-6 5.22 0.0026 

2 + 5 7.71 × 10-7 7.50 0.0003 

2 + 6 1.95 × 10-7 3.16 0.0000 

3 + 4 1.89 × 10-6 2.67 0.0002 

3 + 5 1.95 × 10-7 3.16 0.0000 

3 + 6 3.29 × 10-8 2.00 0.0000 

Subtotal 1.20 × 10-4 4.16 0.0261 

Second-order total outages (m) 1.12 × 10-2 7.56 5.2791 

Active failures    

3A 4.00 × 10-3 1.00 0.2520 

6A 4.00 × 10-3 1.00 0.2520 

F4 CB 4.00 × 10-3 1.00 0.2520 

F5 CB 4.00 × 10-3 1.00 0.2520 

Subtotal 1.60 × 10-2 1.00 1.0081 

Active failures and stuck CB    

1A + 3S 1.15 × 10-2 1.00 0.7246 

2A + 3S 7.50 × 10-4 1.00 0.0473 

4A + 6S 1.15 × 10-2 1.00 0.7246 

5A + 6S 7.50 × 10-4 1.00 0.0473 

(31, 33, 36, 39, 41)A + F4 CB S 1.24 × 10-2 1.00 0.7781 

(44, 46, 48)A + F5 CB S 7.00 × 10-3 1.00 0.4410 

Subtotal 4.39 × 10-2 1.00 2.7628 

Total 7.22 × 10-2 2.04 9.1878 
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Table A2.2: Reliability analysis for substation configuration (b) 

Failure event λ (f/yr) r (h) ECOST (k$/yr) 

Load L1 (Feeder F4)    

First-order total outages    

7 0.001 2.00 0.0324 

1 0.230 1.00 3.4851 

2 0.015 1.00 0.2273 

3 0.006 1.00 0.0909 

Subtotal 0.252 1.004 3.8357 

Second-order total outages (0.00012) 4.16 0.0094 

Second-order total outages (m) (0.0112) 7.56 2.1886 

Active failures    

9A 0.004 1.00 0.0606 

F4 CB 0.004 1.00 0.0606 

Subtotal 0.008 1.00 0.1212 

Active failures and stuck CB    

(31, 33, 36, 39, 41)A + F4 CB S 0.01235 1.00 0.1871 

Total 0.2724 1.26 6.3257 

Load L2 (Feeder F5)    

First-order total outages    

8 0.001 2.00 0.0796 

4 0.230 1.00 11.0054 

5 0.015 1.00 0.7177 

6 0.006 1.00 0.2871 

Subtotal 0.252 1.004 12.0898 

Second-order total outages (0.00012) 4.16 0.0167 

Second-order total outages (m) (0.0112) 7.56 3.1030 

Active failures    

9A 0.004 1.00 0.1914 

F5 CB 0.004 1.00 0.1914 

Subtotal 0.008 1.00 0.3828 

Active failures and stuck CB    

(44, 46, 48)A + F5 CB S 0.007 1.00 0.3350 

Total 0.267 1.27 15.9273 

 

It should be noted that the second-order failure rates (in parentheses) in 

Table A2.2 are excluded from the calculation of the total failure rates; the 

second-order outages are used only for their ECOST contribution. 
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Appendix 3: RBTS Bus 4 Distribution Network 

 
Figure A3.1: Diagram of the RBTS Bus 4 DN (same as Figure 4.2; reproduced here 

for convenience). 
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Table A3.1: Feeder types and lengths 

Feeder Type Length (km) Feeder Section Numbers 

1 0.60 
2, 6, 10, 14, 17, 21, 25, 28, 30, 34, 38, 

41, 43, 46, 49, 51, 55, 58, 61, 64, 67 

2 0.75 
1, 4, 7, 9, 12, 16, 19, 22, 24, 27, 29, 32, 35, 

37, 40, 42, 45, 48, 50, 53, 56, 60, 63, 65 

3 0.80 
3, 5, 8, 11, 13, 15, 18, 20, 23, 26, 31, 33, 

36, 39, 44, 47, 52, 54, 57, 59, 62, 66 

 

 Table A3.2: Customer data 

Number 

of LPs 
LPs 

Customer 

Type 

Load Level per LP (MW) 

Average Peak 

15 1-4, 11-13, 18-21, 32-35 Residential 0.545 0.8869 

7 5, 14, 15, 22, 23, 36, 37 Residential 0.500 0.8137 

7 8, 10, 26-30 Industrial 1.000 1.6300 

2 9, 31 Industrial 1.500 2.4450 

7 6, 7, 16, 17, 24, 25, 38 Commercial 0.415 0.6714 

Total – – 24.58 40.000 

 

LPs 8-10 and 26-31 (shown in bold in Table A3.2) have been considered to be 

industrial, since there was no available CDF for their original type (small 

users in [17]). 
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Appendix 4: TPC Distribution Network 

 

Figure A4.1: Diagram of the TPC DN.  
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Table A4.1: Load data of the TPC DN 

Bus P (MW) Q (MVAr) Bus P (MW) Q (MVAr) 

A-K 0.00 0.00 42 0.05 0.03 

1 0.00 0.00 43 0.00 0.00 

2 0.10 0.05 44 0.03 0.02 

3 0.30 0.20 45 0.80 0.70 

4 0.35 0.25 46 0.20 0.15 

5 0.22 0.10 47 0.00 0.00 

6 1.10 0.80 48 0.00 0.00 

7 0.40 0.32 49 0.00 0.00 

8 0.30 0.20 50 0.20 0.16 

9 0.30 0.23 51 0.80 0.60 

10 0.30 0.26 52 0.50 0.30 

11 0.00 0.00 53 0.50 0.35 

12 1.20 0.80 54 0.50 0.30 

13 0.80 0.60 55 0.20 0.08 

14 0.70 0.50 56 0.00 0.00 

15 0.00 0.00 57 0.03 0.02 

16 0.30 0.15 58 0.60 0.42 

17 0.50 0.35 59 0.00 0.00 

18 0.70 0.40 60 0.02 0.01 

19 1.20 1.00 61 0.02 0.01 

20 0.30 0.30 62 0.20 0.13 

21 0.40 0.35 63 0.30 0.24 

22 0.05 0.02 64 0.30 0.20 

23 0.05 0.02 65 0.00 0.00 

24 0.05 0.01 66 0.05 0.03 

25 0.05 0.03 67 0.00 0.00 

26 0.10 0.06 68 0.40 0.36 

27 0.10 0.07 69 0.00 0.00 

28 1.80 1.30 70 0.00 0.00 

29 0.20 0.12 71 2.00 1.50 

30 0.00 0.00 72 0.20 0.15 

31 1.80 1.60 73 0.00 0.00 

32 0.20 0.15 74 0.00 0.00 

33 0.20 0.10 75 1.20 0.95 

34 0.80 0.60 76 0.30 0.18 

35 0.10 0.06 77 0.00 0.00 

36 0.10 0.06 78 0.40 0.36 

37 0.02 0.01 79 2.00 1.30 

38 0.02 0.01 80 0.20 0.14 

39 0.02 0.01 81 0.50 0.36 

40 0.02 0.01 82 0.10 0.03 

41 0.20 0.16 83 0.40 0.36 
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Table A4.2: Branch data of the TPC DN 

Branch No. From Bus To Bus R (Ω) X (Ω) R (pu) X (pu) 

1 A 1 0.1944 0.6624 0.1496 0.5097 

2 1 2 0.2096 0.4304 0.1613 0.3312 

3 2 3 0.2358 0.4842 0.1814 0.3726 

4 3 4 0.0917 0.1883 0.0706 0.1449 

5 4 5 0.2096 0.4304 0.1613 0.3312 

6 5 6 0.0393 0.0807 0.0302 0.0621 

7 6 7 0.0405 0.1380 0.0312 0.1062 

8 7 8 0.1048 0.2152 0.0806 0.1656 

9 7 9 0.2358 0.4842 0.1814 0.3726 

10 7 10 0.1048 0.2152 0.0806 0.1656 

11 B 11 0.0786 0.1614 0.0605 0.1242 

12 11 12 0.3406 0.6944 0.2621 0.5343 

13 12 13 0.0262 0.0538 0.0202 0.0414 

14 12 14 0.0786 0.1614 0.0605 0.1242 

15 C 15 0.1134 0.3864 0.0873 0.2973 

16 15 16 0.0524 0.1076 0.0403 0.0828 

17 16 17 0.0524 0.1076 0.0403 0.0828 

18 17 18 0.1572 0.3228 0.1210 0.2484 

19 18 19 0.0393 0.0807 0.0302 0.0621 

20 19 20 0.1703 0.3497 0.1310 0.2691 

21 20 21 0.2358 0.4842 0.1814 0.3726 

22 21 22 0.1572 0.3228 0.1210 0.2484 

23 21 23 0.1965 0.4035 0.1512 0.3105 

24 23 24 0.1310 0.2690 0.1008 0.2070 

25 D 25 0.0567 0.1932 0.0436 0.1487 

26 25 26 0.1048 0.2152 0.0806 0.1656 

27 26 27 0.2489 0.5111 0.1915 0.3933 

28 27 28 0.0486 0.1656 0.0374 0.1274 

29 28 29 0.1310 0.2690 0.1008 0.2070 

30 E 30 0.1965 0.3960 0.1512 0.3047 

31 30 31 0.1310 0.2690 0.1008 0.2070 

32 31 32 0.1310 0.2690 0.1008 0.2070 

33 32 33 0.0262 0.0538 0.0202 0.0414 

34 33 34 0.1703 0.3497 0.1310 0.2691 

35 34 35 0.0524 0.1076 0.0403 0.0828 

36 35 36 0.4978 1.0222 0.3830 0.7865 

37 36 37 0.0393 0.0807 0.0302 0.0621 

38 37 38 0.0393 0.0807 0.0302 0.0621 
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39 38 39 0.0786 0.1614 0.0605 0.1242 

40 39 40 0.2096 0.4304 0.1613 0.3312 

41 38 41 0.1965 0.4035 0.1512 0.3105 

42 41 42 0.2096 0.4304 0.1613 0.3312 

43 F 43 0.0486 0.1656 0.0374 0.1274 

44 43 44 0.0393 0.0807 0.0302 0.0621 

45 44 45 0.1310 0.2690 0.1008 0.2070 

46 45 46 0.2358 0.4842 0.1814 0.3726 

47 G 47 0.2430 0.8280 0.1870 0.6371 

48 47 48 0.0655 0.1345 0.0504 0.1035 

49 48 49 0.0655 0.1345 0.0504 0.1035 

50 49 50 0.0393 0.0807 0.0302 0.0621 

51 50 51 0.0786 0.1614 0.0605 0.1242 

52 51 52 0.0393 0.0807 0.0302 0.0621 

53 52 53 0.0786 0.1614 0.0605 0.1242 

54 53 54 0.0524 0.1076 0.0403 0.0828 

55 54 55 0.1310 0.2690 0.1008 0.2070 

56 H 56 0.2268 0.7728 0.1745 0.5946 

57 56 57 0.5371 1.1029 0.4133 0.8486 

58 57 58 0.0524 0.1076 0.0403 0.0828 

59 58 59 0.0405 0.1380 0.0312 0.1062 

60 59 60 0.0393 0.0807 0.0302 0.0621 

61 60 61 0.0262 0.0538 0.0202 0.0414 

62 61 62 0.1048 0.2152 0.0806 0.1656 

63 62 63 0.2358 0.4842 0.1814 0.3726 

64 63 64 0.0243 0.0828 0.0187 0.0637 

65 I 65 0.0486 0.1656 0.0374 0.1274 

66 65 66 0.1703 0.3497 0.1310 0.2691 

67 66 67 0.1215 0.4140 0.0935 0.3186 

68 67 68 0.2187 0.7452 0.1683 0.5734 

69 68 69 0.0486 0.1656 0.0374 0.1274 

70 69 70 0.0729 0.2484 0.0561 0.1911 

71 70 71 0.0567 0.1932 0.0436 0.1487 

72 71 72 0.0262 0.0528 0.0202 0.0406 

73 J 73 0.3240 1.1040 0.2493 0.8495 

74 73 74 0.0324 0.1104 0.0249 0.0849 

75 74 75 0.0567 0.1932 0.0436 0.1487 

76 75 76 0.0486 0.1656 0.0374 0.1274 

77 K 77 0.2511 0.8556 0.1932 0.6584 

78 77 78 0.1296 0.4416 0.0997 0.3398 

79 78 79 0.0486 0.1656 0.0374 0.1274 
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80 79 80 0.1310 0.2640 0.1008 0.2031 

81 80 81 0.1310 0.2640 0.1008 0.2031 

82 81 82 0.0917 0.1883 0.0706 0.1449 

83 82 83 0.3144 0.6456 0.2419 0.4968 

84 5 55 0.1310 0.2690 0.1008 0.2070 

85 7 60 0.1310 0.2690 0.1008 0.2070 

86 11 43 0.1310 0.2690 0.1008 0.2070 

87 12 72 0.3406 0.6994 0.2621 0.5382 

88 13 76 0.4585 0.9415 0.3528 0.7245 

89 14 18 0.5371 1.0824 0.4133 0.8329 

90 16 26 0.0917 0.1883 0.0706 0.1449 

91 20 83 0.0786 0.1614 0.0605 0.1242 

92 28 32 0.0524 0.1076 0.0403 0.0828 

93 29 39 0.0786 0.1614 0.0605 0.1242 

94 34 46 0.0262 0.0538 0.0202 0.0414 

95 40 42 0.1965 0.4035 0.1512 0.3105 

96 53 64 0.0393 0.0807 0.0302 0.0621 
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Appendix 5: Demand Adjustment & Disaggregation 

This appendix describes the process to adjust and disaggregate the demand 

data used in Chapter 6. The original demand data are taken from a 33/11 

kV S/S from the UK Power Networks’ Smarter Network Storage project 

[117]. These are historical half-hourly data for a period of six years. The 

data are converted into hourly average values for this study. Then, the 

demand data are adjusted to match the demand of S/S 1 of the case study 

network (see Figure 6.3), according to the code below, which is based on 

[121]. 
 

for i = 1:N_days 
    datain = Demand_data_original(i,:); 
    day_max = max(datain); 
    day_min = min(datain); 
    maxval = day_max/1.6; 
    minval = day_min/3; 
    % data scaling 
    dataout = datain - min(datain(:)); 
    dataout = (dataout/range(dataout(:)))*(maxval-minval); 

    dataout = dataout + minval; 
    Demand_data_adjusted(i,:) = dataout; 
end 
 

The adjusted demand data have an average value of 11.22 MVA and a 

maximum value of 24.91 MVA. These are illustrated in Figure 6.5. 

As far as the disaggregation is concerned, it is implemented as follows: 

          ( ) ( ) ( ) , 1,2, . . . ,13,
k type k

P t D t t k  (A5.1) 

where ( )
k

P t  is the power of the LP(s) (of S/S 1) at bus k at time t; ( )D t is the 

total demand at the substation at time t; ( )
type

t is a time-varying coefficient, 

which expresses the share of the load type of the LP in the total demand at 

time t; and k
  is a time-invariant coefficient, which expresses the share of 

the LP in the total demand of this type. These coefficients are explained 

below. 

First, using load profiles for each customer type (taken from [91]; see Figure 

3.4 for residential), the total S/S demand is derived, which is illustrated in 

Figure A5.1. It is noted that all commercial customers were considered as 

residential in order to better match the shape of the input demand data. 
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Figure A5.1: S/S 1 demand profile used to derive the time-varying coefficients 

αtype(t) for demand disaggregation in Chapter 6. 

 

Considering the demand illustrated in Figure A5.1, as a typical load profile 

for S/S 1, the contribution of each customer type (and losses) at each time 

step t is calculated as follows: 

 
( )

( ) ,
( )

type

type

D t
t

D t
   (A5.2) 

where ( )
type

D t  is the demand of residential or industrial customers (or losses) 

at time t; and ( )D t  is the total demand at the substation at time t (shown in 

Figure A5.1). Table A5.1 shows the derived values for ( ).
type

t  

The second coefficient can be computed as: 

 
, avg

, avg

,
k

k

type

P

P
   (A5.3) 

where 
, avgk

P  is the average active power of the LP(s) at bus k; and 
, avgtype

P  is 

the average active power of the total demand of all LPs of this type. The 

values for k
  are shown in Table A5.2. 
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Table A5.1: The shares of the demand of residential customers (αres), industrial 

customers (αind), and losses (αloss) in total S/S demand at each hour of the day 

(αtype(t) values) 

Hour res
( )t  

ind
( )t  

loss
( )t  Hour res

( )t  
ind

( )t  
loss

( )t  

0 0.719 0.252 0.029 12 0.529 0.438 0.033 

1 0.668 0.305 0.027 13 0.539 0.428 0.033 

2 0.638 0.334 0.028 14 0.537 0.430 0.033 

3 0.626 0.347 0.027 15 0.552 0.415 0.033 

4 0.624 0.347 0.029 16 0.598 0.368 0.034 

5 0.634 0.338 0.028 17 0.683 0.280 0.037 

6 0.658 0.314 0.028 18 0.755 0.206 0.039 

7 0.683 0.286 0.031 19 0.783 0.179 0.038 

8 0.651 0.316 0.033 20 0.784 0.179 0.037 

9 0.579 0.388 0.033 21 0.784 0.179 0.037 

10 0.541 0.425 0.034 22 0.786 0.179 0.035 

11 0.526 0.441 0.033 23 0.765 0.203 0.032 

 

Table A5.2: The shares of the LP(s) at bus k in the total demand of this type (βk 

values)  

Bus k
  Bus k

  

1 0.078 8 0.286 

2 0.078 9 0.078 

3 0.078 10 0.078 

4 0.150 11 0.150 

5 0.119 12 0.072 

6 0.286 13 0.119 

7 0.428  

 

It was described how the total demand of S/S 1 was disaggregated into the 

demand at each bus k (of S/S 1) at each time period t. The demand at each 

bus of the other two S/Ss of the network is considered to be proportional to 

the average power of the buses of S/S 1 of the same type. For example, the 

demand of bus 14 (LP 18) is considered equal to the demand of bus 1 (LP1), 

as they both have an average power of 0.545 MW and their type is 

residential. The data for the case study network can be found in [17]. 


