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Abstract
This work investigates bulk planar deep submicronsemiconductor physics in an attempt
to improve standard cell libraries aimed at operation in the subthreshold regime and in
Ultra Wide Dynamic Voltage Scaling schemes. The current state of researchin the field is
examined, with particular emphasis onhow subthreshold physical effects degrade
robustness, variability and performance. How prevalent these physical effectsare in a
commercial 65nm library is then investigated by extensive modeling ofa BSIM4.5
compact model. Three distinct sizing strategies emerge, cells of each strategy are laid out
and post-layout parasitically extracted models simulated to determine the
advantages/disadvantages of each. Full customring oscillators are designedand
manufactured. Measured results reveal a close correlation with the simulated results, with
frequency improvements ofup to 2.75X/2.43X observed for RVT/LVT devices
respectively. The experiment provides the first silicon evidence of the improvement
capability of the Inverse Narrow Width Effect overa wide supply voltage range, as well
as amechanismofadditional temperature stability in the subthreshold regime.
Anovelsizing strategy is proposed and pursued to determine whether it is able to produce
a superior complexcircuit design using a commercial digital synthesis flow. Two 128 bit
AES cores are synthesized fromthe novel sizing strategy and compared againsta third
AES core synthesized froma state-of-the-art subthreshold standard cell library used by
ARM. Results showimprovements in energy-per-cycle ofup to 27.3% and frequency
improvements ofup to 10.25X. The novel subthresholdsizing strategy proves superior
overatemperature range of 0 °C to 85 °C with a nominal (20 °C) improvement in
energy-per-cycle of 24% and frequency improvementof 8.65X.
A comparison topriorartis then performed. Valid cases are presented where the

proposedsizing strategy would be a candidateto produce superior subthreshold circuits.
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Chapter 1: Introduction and Motivation
1.1 Motivation
Whilst the focus of increased computational performance remains prevalent today, in
recent times a secondary avenue of researchand development has emerged stimulated by
the advent of mass consumable portable electronic devices, and emerging concepts like
the Internetof Things (1oT). In these applications, the energy consumptionbecomes the
market-driving factor, with degradation in computational performance acceptedas the
trade off foran increased functional lifetime or simply operability in a low power or low
energy environment, as is the case for energy harvested applications.

1.2 Ultra Low Power and SubthresholdDesign

Dennard’s constant field scaling [1] has been the predominantmethod of device scaling
used throughout the Moore’s Law decades. Dennard proposed that a performance
increase canbe observed by scaling the minimum feature size. In order to alleviate the
inevitable reliability issues and reduction in the functional lifetime of transistor devices
scaled by a factor S, the geometry ofthe channel (Lengthand Width), oxide thickness,
channeldopant density and operating voltage must also be scaled by the same factor, in
order to maintain the same electric field. Additional benefits are observed from
undertaking constant field scaling, suchas the dynamic power consumption per device is
scaled by a factor of S*and the energy consumptionscales by a factor of S°.

Fromthe aforementioned discussion, it is clear that scaling benefits the VLSI designer by
allowing the same design to be created ona smaller silicon area and consume less power,
or alargerdesign may be created on the same silicon area for the same power budget. It is
also evidentthat voltage scaling has beenan integral part ofthe evolution of integrated
circuit design ever sinceits inception. Figure 1 shows the progressionin scaling of feature
size overtime [2].

Voltage scaling aloneaffects both the dynamic power consumption [3] and the leakage
power consumption of standard CMOS based logic gates. In lowering the supply voltage,
the switching speed and switching power dissipationon the outputis reduced [4]. In order
to mitigate this, Dennardstipulated that a proportional reduction in the threshold voltage

shouldalso be implemented.
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However, due to theelectrostatic chargesharing betweenthegateandsource-drain
regions, areductionin threshold voltage incurs a degradation of the subthreshold slope,
leading to an increase in the leakage power consumption [5]. For this reason, the natural
threshold voltage of thetransistor may not be scaled at the same rate as the remaining
characteristics ofthetransistor. This inevitably leads to the operation of devices below
theirnominal supply voltagein order to make further gains in power and energy
consumption.

In mature deep submicron bulk planar technologies, dynamic energy consumption still
dominates the energy per computation at nominal voltage, as shownin Figure 2. As the
supplyvoltageis scaled towards the near threshold regime, the dynamic energy beginsto
fall, the device propagation speed and switching speeds begin to decrease, and the
leakage energy beginsto rise. Asthe supply voltage is scaled more aggressively towards
the subthreshold regime, the degradation of the performance reachessucha level that the
leakage energy begins to dominate. Critically, the overall effect of this is that an energy
minimum is observed, oftenin the nearto subthreshold regime, suggesting thattrue low
power and low energy designoccurs at a supply voltage less than thatofthe nominal
voltage ofthe device. However, operating under such conditions introduces issues that

must be overcome in orderto achieve robustand cost efficient designs.

1.3 The Viability of Ultra Low Power Design

The three primary factors affecting the performance and consistent operation of digital
logic circuits in any design scheme are process, voltageand temperature (PVT).
Controlofthe processing procedure of integrated circuits is fundamental to ensuring that
integrated circuits function as intended. In deep submicron bulk planar technologies, the
largest contributor to process variation is randomdopant fluctuation (RDF). This is a
purely stochastic intradie variation, rendering it impossible tocompletely eradicate. The
contribution of RDF to the overall process variation in deep submicron bulk planar
technologies can reachas high as 70% [6] and consists of variation in the numberand
location of dopant atoms introduced intothesilicon substrate in order to create the
underlying device topologies. Whilst this variation is important in standard
superthreshold operation, it is pivotal in the subthreshold regime where thetransistor’s
driving (on) current, andtherefore propagation delay characteristics become
exponentially dependent onthe threshold voltage (Vth) ofthe device.



The variability of devices dueto temperature is also critical in the subthreshold regime as
ULP devicesare expectedto function in a wide range ofenvironments. In superth reshold
operation, the primary mechanismofvariation due to temperature is impairment to carrier
mobility introducedby an increase in lattice scattering. This has a positivecorrelation
with temperature. However, in the subthreshold regime, due to the exponential
dependence ofthe device’s current characteristics onthe threshold voltageand the fact
that the voltage has been scaled, the variationin threshold voltage dueto temperature
changecontributes a higher proportionality to the overall variation. This hasa negative
correlation with temperature in the subthreshold regime [6]. Therefore temperature
inversion is observed, designs outperformat high temperature and begin tofail at low
temperatures.

Variations in the supply voltage are also exacerbated in the subthreshold regime. Whilst
chip-wide supply voltage variationis generally considered diminished whenthesupply
voltage is aggressively scaled, the subthreshold slope and therefore the noise margin is
exponentially dependent onthe supply voltage in the subthreshold regime. This can lead
to circuit failure due to degradation in the voltage swing onthe output of the logic gates
and severely restricts the number of parallel devices that may be placeddrivingasingle
output incommon logic topologies (e.g. Memory Arrays).

1.4 Commercial Integrated CircuitDesign

Aboveallother concepts in the commercial production of integrated circuits, the most
significant is thatofdesignreuse. The evolutionof cuttingedge billion transistor designs
has only been enabled by the fact thatthe ICdesigneris notobligedto design each
transistor, each logic gate and eachlogic circuit for every chip to be manufactured. Every
stage of the designis independently completed, and these completed stages may thenbe
reused for many chip designs.

Firstly, the fabrication house designs a process fromwhich integrated circuits may be
lithographically constructed ontoa silicon wafer. Technology Computer Aided Design
(TCAD)simulations are undertakento characterize the devices thatmay be constructed
fromthat process. These are simplified into compact models to ease processing time on
simulation. Logic gates are then constructed fromthe devices, optimized for their

intended functionality and characterized using the technology models to produce



performance tables. These are grouped into a collection of logic gates with a similar
purpose, knownasastandard cell library.

A design may be described in a high-level hardware description language suchas VHDL
or Verilog. This design, alongwith the standard cell library is then passedinto a synthesis
tool. The synthesis tool constructs the design fromthe logic gates in the standard cell

library and performs timing analysis on the design toensure operability.

The objectiveofthis thesis is to testtwo hypotheses, the first of which may now be
posed:

Can asuperior subthreshold standard cell library be created fromdevices that take
advantage ofthe underlying subthreshold semiconductor physics?

Metrics of interest in the subthreshold regime include performance, variation, energy and
robustness. The second hypothesis is presented at the end of Chapter 4 where several
sizing strategies are comparedanda novel strategy is proposed.

1.5 Qutline
This thesis is presentedas a logical progression of work undertaken to achieve the
aforementioned objective. The chapters shall proceed as outlined below:

Chapter 2: Background and Literature Review

This chapter investigates the currentstate of academic research intothis field alongside
fundamental background knowledge. Techniques proposed by other researchers are
delineated and evaluated in terms of possible contribution towards a superior

subthreshold standard cell library.

Chapter 3: Subthreshold Bulk Planar Semiconductor Physics

Through electrical simulation and analytical methodologies, this chapter explores the
effect on the electrical characteristics of devices fromthe underlying physics of deep
submicron bulk planar technologies. Several physical effects described in Chapter 2
including the Reverse Short Channel Effect (RSCE) and Inverse Narrow Width Effect

(INWE), as well as topological effects such as device stacking and parallelization are



evaluatedand simulated to derive desirable characteristics for subthreshold standard cell
design.

Chapter 4. Evaluation of Proposed Cell Sizing Strategy in Silicon

This chapter explores the implementation and measurementofring oscillators committed
tosilicon in an industry standard (TSMC) 65nm bulk planar technology. The correlation
between the physical effects explored in Chapters 2and 3and measured
performance/leakage characteristics of the oscillators is evaluated. A small evaluation cell
library is then characterized andthe performance evaluated through a standard
commercial EDA flow (Synopsys) via the synthesis ofa block level digital circuit (32 bit
multiplier).

Chapter5: AES Core Synthesis Methodologies

A full low power standard cell library is constructed using the concepts of the previous
chapters, characterized and three full AES cores synthesized. One core uses a full multi
threshold range of cells froma novellibrary; One usesarestricted subset consisting only
of Regular Threshold Voltage (RVT) cells froma novellibrary; One synthesized from
ARM’s currentlow power standard cell library as a baseline. These are then implemented
in silicon.

Chapter 6: AES Core Results
The silicon cores are measured and compared. Terseevaluations are made pertaining to
the results, pending full comparisonin the following chapter.

Chapter 7: Discussion

The first hypothesis posed in the thesis is addressed with reference to theresults provided
in the following chapters and thedesign considerations raised in the literature review. The
second hypothesis is addressed using the results fromthe AES core measurement. The
contributions of the thesis are listedanda comparisonto prior art presented.

Chapter 7: Conclusion
The work presented herein is then drawnto a conclusion and potential areas of future

research outlined.



A historical overview of the nascent semiconductor research field is included in
AppendixA.

1.5 Publication Listing

1.5.1 Conference

J. Morris, P. Prabhat, J. Myers and A. Yakovlev, "Unconventional Layout Techniques for
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Computer Society Annual Symposium on VLSI (ISVLSI), Bochum, 2017, pp. 19-24

A.Wheeldon, J. Morris, D. Sokolov and A. Yakovlev, "Power proportional adder design
for Internet of Things in a 65 nm process," 2017 2 7th International Symposium on Power

and Timing Modeling, Optimization and Simulation (PATMOS), Thessaloniki, 2017, pp.
1-6.

1.5.2 Patent Applications

Application submitted to ARM PRC (Patent Review Committee) for Full Diffusion
sizing strategy as outlined in Chapter 4.



Chapter 2: Background and Literature Review
2.1 Outline
Forease of understanding and navigation, this chapter is broken into several sections.
Section 2.2 outlines thegeneral operation and considerations of digital logic in the
subthreshold regime. Sections 2.3, 2.4 and 2.5 then delineate individual effects that must
be considered for digital subthreshold operation. Theseare separated intothree broad
categories depending on howthey mosteffect digital subthreshold logic; reliability,
variability and performance. Section 2.6 finally concludes with standard cell library
strategies thatother researchers have attempted in order to improve circuit operation in
the subthreshold regime.

2.2 Digital Logic Overview

2.2.1 System Level

Due to the comparatively latent evolution of battery technology, academic and industrial
attention has predominantly beenfocused on the optimization of energy and power
consumption for the typical ultra low power integrated circuit application. Two methods
by which these circuits may be powered are generally considered; Battery powered and
energy harvested. For battery-powered systems, the key metric of battery lifetime may be
derived as [7]:

Eb tt
Tbattery = % 1)
avg

Wherebythebattery lifetime is dependent upontheaverage power demanded fromthe IC
and the total energy that the battery may deliver over its lifetime. The typical lowenergy
application does not performa continuous streamof computation, butrather performs a
simple repetitive task fora shortperiod of time then sleeps. In order to conserve power, a
duty-cycled systemarchitecture may be adopted. In this scheme of operation, a small
selection of blocks that typically provide timing functionality are always on, butblocks
required only during computation may be placed intoa sleep mode when idle and
activated only when required. The average power consumption of this ty pe of systemmay
be derived as [7]:



E ..
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(2)

Whereby Paways-on IS the average power consumption of the blocks thatcannot be duty
cycled in the given application, P, is the average power consumption of theduty cycled
blocks whilst in anon-active state andthefinaltermis the energy consumptionofthe
active blocks over thetime period ofactivity. Depending on the scheme of operation, the
duty cycle blocks may be clock gated, reducing the contribution of P, purely to the
leakage power of the blocks, power gated, reducing the contributioneven further oreven
completely powered down, eliminating the contributioncompletely.

Energy scavengedsystems principally follow battery powered systems, with the
additional constraintthatthe instantaneous power available must be sufficient to power
the device in its intended mode of operation.

Fromthe above discussion it can clearly be seen thatboth powerandenergy must be
minimized in orderto extend battery lifetime or ensure sufficientinstantaneous power is

available.

2.2.2 LogicLevel

In CMOS logic, there are three primary contributors to energy consumption; Shortcircutt,
dynamic and leakage. Short circuit current is lost during a switchingeventwhenboth the
pull up and pulldown transistor networks are simultaneously in a state of change. Due its
sharp transitional characteristics, this is commonly such a small contributionin CMOS
technology thatit may be disregarded [7].

Dynamic energy consumption is the contribution of charging/discharging the capacitance
of the following stageoflogic (plus any parasitic capacitance) to oneofthe rail voltages
througha MOS transistor network duringa clock cycle. The dynamic energy per clock

cycle may be calculated as [7]:

Epyn = CeffVDDZ = aSWCTOTVDDz 3

Whereby Cg is the effective capacitance, Cror is the total physical capacitance and o, IS
the switchingfactor. It may be observed fromEquation 3 that a quadratic reductionin
dynamic energy may be achieved by thescaling ofthe supply voltage. Hiddenin



Equation 3is the effect of voltagescaling on the capacitance, further described in Section
3.5.

Leakage energy consumptionis the contribution of current flowing rail-to-rail through
one ormore transistors in the off state due to non-idealities in the devices. The leakage
energy perclockcycle may be calculatedas [7]:

Elkg = VDDIofchk =Vbplo fTDX 4

stack

Whereby I is the leakage current, T is the clock period, Ty is the average propagation
delay, LD is the logic depthand Xg.kis the average stacking factor, further describedin
Section 3.4. One might discern fromEquation 4 that a reduction in supply voltage
produces a linear reduction in leakage energy. However, fromthe briefdiscussion in
Section 1.3, it was shown that this is notthe caseas a reductionin supply voltage leads to
an exponential increase in propagation delay. This increases leakage energy at almostan
exponential rate. Theserelationships support the discussion ofa minimum energy pointas

outlined in Section1.3.

2.2.3 Device Level
2.2.3.1 General Subthreshold Device

The subthreshold current foran NMOS device may be derived as [8]:

W Ves—=V
I = ]Ofe nve (1— e_VDS/Vt) (5)

Whereby |y is the current at Vs = V;, for the given technology node, V, is the thermal
voltage equalto KT/q, W/L s the aspect ratio and n is the subthreshold factor (derivedin
Eq .27). The threshold voltage V;, may be derived as [7]:

Vin =Vryo — LpsVps — LpsVps (6)

Whereby Vo is the natural threshold voltage, Lps is the DIBL coefficient, Vpgs is the
drain to sourcevoltage, Lgs is the body effect coefficientand Vgs is the bulkto source
voltage.
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The natural threshold voltage may be derivedas:

VTHO = Vfb + Vl{s + onTox (7)

Whereby V;, is the flat band voltage, W is the surface state potential at inversion

(equivalentto 2kT/q(In(Nsw/N;))) [9], Eox is the electric field in the gate oxide and Ty is
the oxide thickness.

2.2.3.2 Subthreshold Currents

An equation todescribe the inherent strength ofa subthreshold device may be derivedas

[71:

B =y ¢~ Vrmo—tEgELY) 8)
L
Using this metric, the on current may be derivedas:
eVop elpsVpp
Ion=B.—.V, . vt(1 —e~Vpp /1] ©)
n n
The off current may be derived as:
LpsVpp
loff = B——V,(1- e Voo /1) (10)
The lon/loffratio may be condensedto:
Ion _ e'pp v a1
loff n '
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2.3 Robustness

2.3.1 Channel HotElectron (CHE)

The first scientific description of hot carrier injection was a probabilistic analytical model
termed the ‘lucky electron model’ delineated in 1979 [10]. The work proposed that an
electron may penetrate thedielectric ofa MOSFET if it gains sufficient energy by
collision aversion and is redirected upwards in the channel via acoustic phonon scattering.
The resultant accumulated trapped charge induces drain currentdegradation,
transconductance reduction, threshold voltage shiftingand ultimately device failure. The
work postulatedthatthe probability of an electrongaining sufficientenergy is derivedas:

P = -4/ (12)

Where d is the distance required to gain the sufficient energy foremissionintothe
dielectric and A is the mean free path. This was determinedas 91 Angstromforan
electron at roomtemperature. Thedistanced may be determined as:

d= 6BJE (13)

Whereby 6Bis a factor of the potential-distance profile and effective barrier height of the
point at which the redirectiontowards thedielectric occurs and Eis the electric field in
the direction ofthe length of the channel (longitudinal). The deflection angle mustalso be
within 30 degrees ofthe orthogonal angle ofthe Si-SiO2 interface.

In accordance with the aforementioned relationships, the lucky electron model stipulated
that the critical parameter for channel hot electrondegradationto occur was a V-V drop
of approximately 2.5V, agnostic of channel lengthandtherefore Dennard scaling. As
devices progressed intothe submicron era, experimental evidence of channel hot electron
persisted at voltages as lowas 1.4V [11], subthreshold forthe experiment’s contemporary
transistor. The lucky electron model was therefore augmented toaccount foradditional
sources of CHE, primarily Augerrecombination, a process by whichahole and electron
recombine, releasingenergy to an adjacent electronallowing for the CHE effect to occur.
The scientific community also conceded that degradationin MOSFET reliability occurred

for carriers with insufficient energy to surmount the Si-SiO, interface butsufficient
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energy to create interface states via collisionwith the interface. A negativecorrelation
between CHE and temperature was also established for subthreshold operation, identified
as aresult of lower lattice scatteringand therefore an increase in the mean free pathdue

to reductionin collisions. The same principles were subsequently provenforholes [12].

2.3.2 Channel Initiated Substrate Electron Injection (CHISEL)

A secondary effectthatcontributed to carrier injection was identified, initially termed
Secondary lonization Induced Substrate Hot-Electron (SIHE) [13] and eventually
renamed Channel Initiated Substrate Electron Injection (CHISEL) by the academic
community [14]. Empirical evidence showed a positive correlation between the transverse
electric field created by the potential difference betweenthe gate and bodyandthe
magnitude of hotcarrier degradation. [13] determined this to be related to secondary
impact ionization in the drain depletion region. As theelectrons are accelerated in this
region, collisions occur generating electron-hole pairs. In the presence of the transverse
field, the electrons drift towards the channel surface and holes towards thedevice body.
These then generate additional electron-hole pairs in an avalanche multiplication effect.
This secondary effect gives some electrons sufficientenergy to surmountthe SI-SiO,
interface. This phenomenonhas an impact onthe useofbody biasing [15].

A tertiary impact ionization effect was also discovered [14], extending the transverse field
dependence to degradation caused by holes in PMOS devices andidentifying alleviation
of the phenomenon by drain engineering in the formofthe lightly dopeddrain (LDD). A
comprehensive study of carrier injection due to thetransverse field usinga novel charge
pump techniquewas eventually conducted [16]. This showed that due to thelowhole
mobility in the gate oxide, hole oxide traps fill quicker, limiting the numberofnewhole
traps over long periods of stress. Electron traps fill slower, the transverse field assists in

detrapping charges andtherefore no saturation point is observed.

2.3.3 Time Dependent Dielectric Breakdown (TDDB)

In a65nm process, the gate oxide thickness across varying technologies is reported to be
between 0.85nmto 2nm [17], merely severalatomic layers thick [18]. At this thickness,
any current passingthroughthe oxide is a result of direct quantum-mechanical tunneling
[6] in the formof Edge Direct Tunneling [19]. The effect of this percolation of carriers

throughtheoxide is the generation of defect sites in the oxide layer [20]. Once a critical
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density of defects is reached, the oxide breaks down. The breakdown ofan oxide is
defined as asuddenincrease in conductance, usually accompanied by currentnoise [21].
The defects may be grouped into oneofthree groups: Paramagnetic interface defects
[22], diamagnetic interface defects [23] and bulkelectrontraps [24]. Two long standing
physical models exist to explain their generation; The Anode-Hole Injection (AHI) model
[25] and E-model [26].

In order for breakdownto occur, a continuous chain of defects, known as a percolation
path, must exist, spanningthe thickness ofthe dielectric. Given that the defects are
generated in aspatially (X,Y and Z) stochastic manner in the oxide, breakdown occurs at
a critical defect density:

. 1 (9>
= f P,dQ (14)
0

Whereby: Qpg is the total charge to breakdown, q is the electron chargeand Py is the
defect generation per injected electron density, which may be derived as:

P, =q.dN/dQ (15)

This modelsuggests that the time to breakdown is dependent on the electrical stress
placed on the oxide, the oxide thickness and the gate oxide area [27], the latter forming an
inverse proportionality as a large oxide area equates to a higher probability thata single
percolationpathwill exist and create a dielectric breakdown.

The defect generationrate obeys an approximate exponential decay below a gate voltage
of around5V. The dependenceis actually on the electric field dropped across the gate
oxide [28] and therefore any techniques employed to manipulate the magnitude ofthe
electric field will have an effect on the defectgeneration rate. Experimental results show
a measurable defectgenerationrate at voltages as lowas 1.2V. Whilst subthreshold
operationin a 65nmtechnology nodeis sub 375/325mV (PMOS/NMOS), any application
of ultrawide dynamic voltage scalingup to thenominal 1.2V must be considered.
Assuming constant current, the operational lifetime may be derived as:

Tgp = Qpp/] (16)
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Whereby Jis the instantaneous currentdensity through the oxide. This is proportional to
the applied voltage in accordance with the predominanttunneling mechanism.

2.3.4Back EndOfLine (BEOL)
The 65nm technology node chosento undertake this research utilizes a 6 layer dual
damascene copper interconnect structure with a low-k dielectric. The backend of line

structure poses it’s ownreliability issues. These are discussed in this sub-section.

2.3.4.1 Time Dependent Dielectric Breakdown (TDDB)

Analogousto TDDBin gate oxides, a similar effect is frequently observed in the BEOL
structure. To reduceresistance-capacitance (RC) interconnecttime delay, low-k
dielectrics are utilized between interconnect layers andadjacent lines (Inter-layerand
Intra-layer Dielectrics (ILD)). Due to the reduction in the dielectric constant, low-k
dielectrics have an intrinsic breakdown strength that is weaker thanthe high-k dielectrics
(SIO,) typically usedin gate oxides. The modeltherefore followsa SQRT(E) relation
[29].

Unlike the causes of gate oxide TDDB discussed in Section2.3.3, the primary cause of
BEOL TDDB is metal ion diffusion into thedielectric. This process then follows an
electron-fluencedriven breakdown pattern, sensitive to the field-strength dropped across
the dielectric and temperature. Breakdown occurs in a manner similar to the percolation
path of gate oxide TDDB. As copper rapidly diffuses intomostdielectrics, a liner or
barrieris typically employed.

2.3.4.2 Electromigration

Electromigration may be split into two categories; process integrationand geometric
(layout). Whilstprocess integrationreliability issues such as trench and via aspectratios
and linerdeposition conditions are important, theyare set by the fabricationhouseand are
therefore beyondthescope of the library designer. Geometric considerations may be split
into two subcategories; line depletionand via depletion.

2.3.4.2.1 Line Depletion
Line depletion electromigrationis concerned with depletion of the copper interconnect

along asingle interconnect. The predominantmodel of isothermal electromigration is the
Black model [30]:
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tso =A] Nexp (%) (17)

Whereby Jis the currentdensity in the interconnect path, Ea is the activation energyin
electronvolts (0.9- 1 for copper), kis the Boltsman constant, T is the temperature in
Kelvin, A is a technology specific constant and n represents the failure behavior
(typically 2). It is the designer’s responsibility to ensureadequate interconnect capability
for the current demands of the circuit under design. For self-heating circuits, arise of only
5 degrees is enoughto degrade the expected lifetime by 30%. This can be exacerbated by
the use oflow-K ILD [31]. Foroperationin the subthreshold regime, Joule heatingis of
negligible importance. However utilization in schemes such as ultra wide dynamic
voltage scaling could place restrictions on interconnect widthand length.

2.3.4.2.2ViaDepletion

Several geometric aspects affectvia reliability in terms of electromigration. The two most
prominent are via redundancy and interconnect overhang. Via redundancy utilizes several
minimum aspect ratio vias to providethe role ofa single interlayer connection. Minimum
aspectratio vias of afixed size (90nm x 90nm in the adopted technology) are
recommended, as via etching is area dependent onthe quantity of etchant. Redundancy
lowers the currentdensity through each via, prolonging the lifetime and servingas a
backup in the event ofasingle via breakdown.

Interconnect overhangis an extension in interconnect length beyondthe via location. This
Is critical as it lowers the aspect ratio required during processingto fully line the via,
increasingthe liner quality and loweringthe likelihood of copper migration intothe
dielectric [32]. Improper lining quickly leads to copper diffusionandvia voiding,
effectively destroying the connection.

2.3.5 Negative Bias Temperature Instability (NBTI)

Negative bias temperature instability is a physical degradation primarily affecting PMOS
transistors [33]. The SiO, used to formthe gateoxide is amorphous, differing fromthe
monocrystalline silicon channel underneath. This creates a rough interface surface and
leaves some silicon bonds dangling. These dangling bonds forminterface traps. To
alleviate this unwanted behavior, the interface is annealed in hydrogen ambient, which
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diffuses intothe gate oxide and passivates the dangling Sibonds, eliminating the interface
traps.

Fornegatively biased devices (PMOS), holes at the channel surface interact with the Si-H
bonds, weakeningandeventually breaking them, to formthe initial silicon dangling bond
and a free hydrogen atomthat canthen diffuse back into the oxide. This processis
exacerbated by strong bias conditions and elevated temperature, gradually building over
time, reducing the reliability ofthe devices. The end result is a drift in device threshold
voltage, an increase in parasitic capacitances and a lowering of carrier mobility resulting
in a diminished drain current.

The currently accepted analytical model of NBTl is the Reaction-Diffusion model which
primarily treats the physical effect as a chemical reactionsuchthat[34]:

Si—H+ h*t & Si - + H° (18)

Thus theinteraction ofa Si-H bond and hole formthe danglingsilicon bondand free
hydrogen. The rate of increase in the interfacetrap density can therefore be described as

the difference betweenthebond-breakingandbond-annealing processes:

dN;;
dt

= k(Ny — Nip) — ke Np N, (19)

Whereby N, is the Si-H bond density before any NBT1 degradation, Nit it the interface
trap density, NH is the density of hydrogen at the interface and ks and k; are the bond-
breaking and bond-annealing rates respectively.

Initially, Nit and NH© are negligible and therefore the breaking process dominates. As
the released hydrogen builds at the interface, the bond-annealing begins to occur and
eventually the two processes reach anequilibriumpoint. Ifthis processiis left to persist,
eventually the free hydrogen begins to diffuse away fromthe interface and into the oxide
where it can no longer be re-annealed back into the Si-H bond, resulting in overall
degradation. This ratemay be determined by:

dN
d—tH = D, V*Ny (20)
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Whereby Dy, is the diffusion constant of hydrogen. Crucially for the gate designer, V2

Is a geometry dependent term. [35] showed thatas transistor channel width is reduced, the
diffusion of the hydrogen released fromthe Si-H bonds is enhanced, resulting in an
increase in the NBTIinduced interface density. [36] shows the gate voltage and
temperature relation of NBT1. These are wellbeyond thebounds of the non-self-heating
deep subthreshold regime (over 3Vat 300k). However it must be noted that the geometric
impact of NBTI may be of concern for narrow width devices used at nominal voltages

where self-heating will occur.

2.4 Variation

2.4.1 Mechanical Stress

In the 1980s a critical juncture was reachedregarding device isolation. The contemporary
process of Local Oxidization of Silicon (LOCOS) provided isolationin the formofa
gradient known colloquially as the Bird’s Beak [37]. In orderto improve transistor
density, a newtechnique known as Shallow Trench Isolation (STI) was introduced. This
technique involves dry etching a trench intothe siliconand introducing a gap -fill-oxide at
1000 °C. This structure is then densified in an O, ambient at the same temperature. As
this process proceeds, the volume of the isolation increases, imparting a mechanical stress
into the silicon. This additional stress impacts the front-end-of-line structures in a variety
of ways including the dopantdiffusion, carrier mobility and TDDB immunity.

Of primary concern in subthreshold operation is the effectofthe stress on device
threshold voltage and transconductance. Both of these parameters show significant
deviation in presence ofa mechanical stress. Interestingly, the STI-induced stress only
travels throughthe silicona fixed distance fromthe STIwall. This parameter is generally
termed the Length of Oxide Diffusion/Definition (LOD). Due to this diminishing impact,
the characteristics of a device are sensitive to thedevice layout pattern [38], and not just
the conventionally modeled layoutparameters suchas lengthand width.

Both NMOS and PMOS devices show deviation fromSTI-induced stress. The drain
engineering in NMOS devices suffer diffusion reduction in the presence of compressive
stress. Thisresults in an increase in the dopantat the edges ofthe channel, raising the
threshold voltage and therefore diminishing the drain currentcapability. Biaxial stress has
also been shown to degradeelectron mobility through increased scattering [39] [40] [41].

In contrast, compressive stress in PMOS devices improves hole mobility, improving the
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drain current capability. Therefore NMOS devices are impoverishedand PMOS devices
enhanced.

The meaningful deviationbarrier of LOD has beenshownto be around 2umin bulk
planartechnologies [39]. An X1 invertercell in a 65nm processiis typically a total of
600nm wide (2.4 micron tall in a 12 track library). Therefore mechanical stress is
unavoidable in adensestandard cell library at this technology node. Deviations in drain
current ofup to 13% have beenreported [42] [43].

The same deviations also affect the leakage current, thereby improving (NMOS) and
diminishing (PMOS) the device leakage characteristics.

Whilst this is an additional concern to the layoutdesigner, the effect is modeled in BSIM
models 4.5 and higher. Moreover, the contrarian impact on NMOS/PMOS devices
actually brings theintrinsic design strengths closer to parity.

2.4.2 Lithofriendly Design (LFD) — Geometric Considerations

As device scaling progresses, physical effects once considered negligible begin to impart
significant variation to device characteristics. These are generally dependent on the
process and technology used. Layout design that takes these effects into consideration is
know as Lithofriendly design. The geometric effects considered here are Polysilicon
Pitch, Device Orientation, Polysilicon Neighborhood, Polysilicon Corner Rounding,
Contact Density, Polysilicon Counter-Doping and Line-Edge Roughness (LER). Whilst
technically a geometric consideration, Random Dopant Fluctuation is discussed in its own
section due to its significantimpact in the subthreshold regime (Section 2.4.3).

2.4.2.1 PolysiliconPitch

Two effects governvariation imparted frompolysilicon pitch; Optical proximity effects
[44] and stress. Optical proximity effects arise fromthe processing technology used [45].
Resolution Enhancement Techniques (RET) are required to create feature sizesthat are
smaller that the lithographic wavelength. Asthere is no longera 1:1 ratio on the aperture,
the correct processing of features in close proximity becomes more difficult. [46] showed
that variability in device performance becomes negligible for polysilicongate pitches
greaterthan 3L/Na, where A is the lithographic wavelength and Na the numerical aperture
of the process exposure system. Foratypical 65nm process, these values are 193nmand
0.75 respectively. This determines a distance of interaction at 775nm. Fora single

polysilicon pitched gate (eg an inverter) thathasa total cellwidth of 600nmin a 65nm
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process, this might be on the bounds of negligibility. However, most logic gates contain
more than asingle polysilicon pitch (eg NAND gate) and therefore this mustbe taken into
consideration. Variations of up to 5% for the weakest pitches have been reported [47].
Some deep submicronbulk planar technologies use stress engineering in the formof
stress layersto impart a beneficial stress levelinto PMOS devices [48]. The stress layers
are highly sensitiveto the polysilicon density and therefore pitch of polysilicon on which
they act. Drain currentvariationofup to 10% has been reported between reference and
weak pitches [47].

2.4.2.2 DeviceOrientation

Modern CMOS technology utilizes the Czochralski method of silicon ingot formation
[49]. This involves melting silicon in asilicate crucible, dippinga monocrystalline silicon
seed into thesilicon and slowly removing upwards to formthe monocrystalline silicon
ingot. This is then marked at one edge to identify the lattice orientationand processed
into wafers. The lattice orientation used for modern CMOS processes has the miller index
of [1,0,0] as this produces the lowest interface states and therefore surface sate potential
during gate oxidization [50]. This is important as it reduces variation in the threshold
voltage.

Theoretically, fora pure monocrystalline silicon structure, this orientation means that the
intrinsic impedanceimparted ontoa current flow by the monocrystalline lattice should be
constant provided thatflow s in an orthogonal directionto the lattice structure. Fora
miller indexof[1,0,0], this is in the verticaland horizontal dimensions fromthe
viewpoint ofthe layoutdesigner (looking vertically down onto the wafer). However, due
to parametric gradients and other systematic (correlated) processing variations [51],
extensive researchshows this not to be the case. Therefore to reduce variability,
polysilicon gate orientation should be restricted to a single dimension (typically vertical
to producea longitudinal gate orientation in the horizontal plane). Variations in drain
current of up to 5% have been shown for orientation mismatch with weak polysilicon
pitches [47].

2.4.2.3 Polysilicon Neighborhood
Polysilicon structures in advanced technology nodes use Reactive lon Etching (RIE) to
define their structures. Etchingtechnologies, particularly chemically based, have

variation based on the polysilicon density and structure. The simplestexample is that of
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minimum pitched, multiple polysilicongatesin asingle orientation. During processing,
the polysilicon lines may be viewed as a comb-like structure. Once theetching process
begins, theease ofaccessto the outer polysiliconlines outweighs thatofthe polysilicon
lines in the center ofthe structure. The result is thatthe outer polysilicon lines etch deeper
than those in the center of the structure, creating variation. This is such a critical issuein
analog designthat sacrificial dummy polysiliconstructures are placed on the outer most
affected area. In standard celldesign, where theoverall logic is synthesized, keepingthe
polysilicon towards the center of the cell offers the bestdefense against this source of
variation. Variations between crowded and sparse polysilicon canreach up to 10% [47].

2.4.2 .4 Polysilicon Rounding

Due to the ever-decreasing dimensions in highly scaled processes, roundingerrors
become of greater significance [52]. Roundingerrors are imperfections in the corners of
structures with perpendicular abutments. A typical applicationwould be the polysilicon
routing close to theactivegate area in order to abut two adjacentpolysilicon gates. Ifthe
proximity of the abutment is such thatthe rounding encroaches onto theactive gate area,
this will cause a variation in the gate. To avoid this, routing on the polysilicon layer
between gates should be kept at a distance fromthe active gate area. Variations ofup to
7% in drain current have beenreported [47].

2.4.2.5 Contact Density

Processingofvias canimpart stress ontothe frontend of line structures and mutually
between other vias in close proximity, creating variation in via conductivity. Best practice
Is therefore to avoid minimum via pitches. Variation of up to 5% in drain current has been
reported between densely packedandsparse via arrangements [47].

2.4.2.6 Polysilicon Counter Doping

Intrinsic polysilicon hasa comparatively high resistivity. Moreover it is beneficial to the
process engineer to be able to alter the work functionof PMOS and NMOS devices. For
these reasons, polysilicon gate structures are doped with the same underlying dopant
(Boron/Phosphorous) as the gate type. Due to thecomplexity ofthe process andthe fact
that alternate devices often share the same polysilicon structure, devices ofaclose
proximity can often experience counter-doping, creating variation. PMOS devices suffer

more with decreases in drain currentup to 10% reported [47].
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2.4.2.7 Line Edge Roughness

Forhighly scaled technology nodes with critical dimensions smaller than the lithographic
wavelength and non-parity aperture ratios, even creating a straightline in polysilicon
posesachallenge [53]. This phenomenon is knownas line edgeroughness and follows a
statistical variation model proportional to the perimeter of the polysilicon structure [54].

Therefore upsizing gates dimensions reduces the impact of this formofvariation.

2.4.2.8 Cost of Lithofriendly Design

The sources of variation outlinedin this subsection can all be addressed by increasing
structure to structurespaces or increasing device dimensions. Whilst this does alleviate
variation, it is often prohibitively costly onsilicon area. It is therefore left to the cell
designer’s judgment to accurately balance variation andarea cost.

2.4.3 Random Dopant Fluctuation (RDF)

In bulk planar deep submicron technologies, the largest contributor of variation is random
dopantfluctuation. This arises fromthe control of quantity [55] and location of dopant
atoms implanted into the channel during processing. The dopant process used is ion
implantation. The wafer is typically angled at 7 degrees to preventdeep dopant
penetrationduringtheimplantation (knownas channeling). This processis purely
stochastic (uncorrelated) and follows a statistical relationship with the quadrature ofthe
device such that [56]:

1
Ay = N (21)

Whereby W and L are the width and length of thedevicerespectively.

If the dopants atoms penetrate deep into the channel, the dopant density at the surface of
the channelis light. This lowers the flat-band voltageas the channel surface becomes
easierto invert with applied voltageat the gate and therefore, the natural threshold
voltage ofthe device is lowered, resulting in adevice typically seen at the FF (fast)
process corner. Alternatively if the dopant atoms remain closer to the surface ofthe
channel, ahighervoltage is required onthe gate and the natural threshold voltage
increases, resulting in a device typically seenat the SS (slow) process corner. This has
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implications for both theactivedrain current (impacting performance) and inactive
leakage current (impacting energy consumption).

This form of variation has been shownto account for up to 70% ofthe total variation in
deep subthreshold operation [7]. As the variation is purely stochastic and is inversely
proportional to the inverseofthe square rootofthe quadrature, the only methodto lower
this source of variation s to upsize the devicedimensions. This is a natural step for
performance enhancementin subthreshold operationas outlined in Sections 2.5.1and
2.5.5.

2.4.4 Well Proximity Effect (WPE)

Modern highly scaled bulk planar technologies utilize a retrograde well profile. This
lowers the likelihood of bulk punch-throughandaids in the prevention of latch-up [57].
Whilst this ion implantation process takes place, photoresist is used to mask off the well
edges. As the ions hit the photoresist at thewell edge, they can be laterally scattered into
the well, increasing the dopant density close to thewelledge [58].

If devices are placed within this region, the surface dopantdensity of the channel
increases. This increases the threshold voltage. Moreover the additional dopant atoms
increase theimpurity scattering within the channel, lowering the effective mobility. Both
of theseeffectsresult in areductionofthe drain current.

It has beenshownthat thedistance between device and welledge where WPEbeginsto
have anon-negligible effect is approximately 1um|[59]. Ataround 400nma large
proportion ofthe scattered ions reachthe device channel. At a distance of 100nm, the
variation in the drain current has been shownto be around 10% [60]. Fora standard cell

library in a 65nm technology node, thesedistances are of concern.

2.5 Performance

2.5.1 Reverse Short Chanrel Effect (RSCE)

Due to the significant impact on the academic contribution of this thesis, the Reverse
Short Channel Effect (RSCE) shallbe broken down into subsections; Superthreshold
physical affects governing geometric length, RSCE and RSCE’s effect on subthreshold
characteristics.
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2.5.2 Superthreshold Physical Effects

2.5.2.1 Superthreshold Current

Fabrication houses design technology processes with the continued avenue of
performance enhancementas their primary motivation. Atnominal voltage, a concise
description ofthe drain current may be determined as:

w
Ip= KL_(VGS - Vth)a (22)
eff

Whereby W and L are the widthand effective length respectively, V is the gate to
source voltage, Vy, is the threshold voltage and Kand o are technology dependent
parameters. It must be noted that L. is also a factor in determining V.. Evenso, itis
evident that the drain currentis at most quadratically proportional to the threshold voltage
in superthreshold operation (andat leastlinearly proportional). The determining factor
between these two options is mobility saturation.

2.5.2.2 Drain Induced Barrier Lowering (DIBL)

As the ion implantation of dopantatoms proceeds to create the source and drain regions, a
depletion region and potential barrier is formed betweenthe implant and substrate/well.
In keeping with all other heterogeneous P-N junctions, this restricts the amountof current
that may flow betweenthe tworegions. As a potential difference, Vps, is placed across
the drain and source, the depth ofthe depletionregionincreases, as does the field
penetrationat the surface ofthe device [61]. In long channel devices, the large distance
between the two regions ensures that the sourceregion is unaffected by this change in the
drain voltage [62]. However, in short channel devices, the interaction of the drain and
source at thesurface of the channel increases and the potential barrier at the sourceregion
lowers. This creates a geometric effect whereby thethreshold voltage ofthe device is
lowered as the length ofthe device decreases.

2.5.2.3 Short Channrel Effect (SCE)

Aforementioned was thatfact the sourceand drain regions create a depletion region with
the surrounding substrate/well. In self-aligned bulk planar technology nodes, this means

that the depletion regions extend underneath the gate. Asenergy is no longer required at
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the gate to invertthis portion of the channel, the voltage required at thegateto invertthe
channelas awhole decreases (a phenomenon knownas chargesharing [63]). As the
device lengthis decreased, thethreshold voltage may be seen to ‘rolloff” as the depletion
regions begin to occupy a greater proportion of the overall channel. Therefore, this also
creates an effectwhereby the threshold voltage of the device is lowered as the length of
the device decreases.

The abovetwo physical effects are cumulatively considered as the Short Channel Effect
(SCE) and accountforthe monotonic fallin drain current as the device length s increased
in the superthreshold regime. This givesrise to the shortest channel length offering the
highestgeometric density and performance characteristics. However, the short channel
effects poseproblems to the process designer.

In superthrehsold operation, the aforementioned physical phenomena affect the off
(leakage) current greater than the on (active) current. This leads todegradation in the
lon/loffratio and consequently a reductionin the performance-to-energy metric.
Moreover, DIBL and SCE derived fromthe depletionregions are severely affected by
process variationresulting fromdeviation in the geometric length ofthe device. This
translatesinto a larger variation in the threshold voltage. If the depletion regions extend
far enoughto meet in the channel center, carriers injected into the depletion region will be
swept fromdrain to source, resulting in a substantial increase in the leakage current and
loss ofthe control of the device. This condition is known as bulk punch-through.

To prevent these conditions fromoccurring, an additional implant step is addedto
increase thedopant density ofthe channel adjacentto the source/drainimplants. These
additional implants are known as HALO implants [64]. By increasing the dopant density

in these regions, the depletion depths are reduced, mitigating the negative effect.

2.5.3 Subthreshold Physics
2.5.3.1 Reverse Short Channel Effect

In the subthreshold regime, due to the lower supply voltage, both DIBL and the depletion
region SCE are reduced to insignificance. The non-uniformdopantprofile of the channel
created by the HALO implants is therefore left to induce another physical effect.

In short channeldevices, the HALO implant dopants extend into the center ofthe
channel, interacting toincrease the dopant density. As the dopant density of the channel is
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higher, it requires a greater voltage at thegateto invertit, thus the threshold voltage of
the device is increased. As thechannel length is increased, the HALO implant dopants are
pulled furtherapart and their interaction in the center ofthe channel diminishes. This
reducesthe dopant density in the center of the channel and therefore a lower voltageis
required at the gateto invertit, thus the threshold voltage of the device is lowered. Once
the critical length at which the HALO implant dopants no longer interact is achieved,
increasingthe lengthmerely serves to increasethe impedance to carriersandthe
threshold voltage therefore begins to increase once more.

In contrastto thesuperthreshold regime, this suggests an optimal drain currentforthe
device at a length greater thanthe process minimum.

2.5.3.2 Dopant Profile Optimization

Dopant profile optimization for subthreshold operation has beenthoroughly explored.
This typically involves removing the HALO dopants whilstaltering the retrograde dopant
profile to compensate. Asthe HALO implants increase the dopant density aroundthe
source/drain regions, thedepletion depths are reduced and therefore the junction
capacitances between these regions and the substrate/well increases. Removing the
HALO implants therefore results in larger depletion regions and lower junction
capacitances. This reduces both the switching power and delay times. It also results in a
simplified processingtechnology.

The disadvantage to this technique is that it also increases the leakage current. This
deleterious effectmay be managed by altering the retrograde doping profile, which
controlsthe gate depletiondepth. This lowers the gate depletion capacitance, reducing the
body effect coefficientand subthreshold swing and therefore increases the lon-to-loff
ratio.

Paul [65] utilized the abovetechnique onacustom50nmbulk planartechnology node.
Animprovement of 7mV in the subthreshold swingandreductionof 35% in the junction
capacitances was observed. This translated into a 44% reduction in inverter chain delay
times and a 51% improvement in the Power Delay Product (PDP).

There are two caveatsto thistechnique. This firstis that [65] also observedthatat a
supplyvoltageof800mV, the junctiondepletion regions converged in the center ofthe
channeland bulk punch-through was observed, resulting in the complete loss of control
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of the device. Therefore any formofadaptive voltage scaling suchas Ultra Wide
Dynamic Voltage scaling [66] is completely prohibited. The secondis thatthe
contemporary commercial VLSI designer may only use the technology nodes available
fromthe fabrication houses. Therefore doping profile optimization is confined to
academic researchandthe pragmatic cell library designer is left to derive novel

techniques of using existing technology processes, which include HALO implants.

2.5.4 Effect on Substhreshold Characteristics
2.5.4.1 Capacitance

The capacitancesofa NMOS device may be seen in Figure 3[67]:
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Figure 3: MOSFET capacitances [67]

These may be derivedas [67]:
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whereby W, is the depletion width, t, is the oxide thickness, W is the device width, C,,
is the overlap capacitance per width, C; is the junction capacitance per width, L; is the
junction lengthand Cj, is the sidewall capacitance.

It may be seen thatthe capacitance ofthe device,and by extension it’s delay and power
consumption, are affected by any geometric alteration. Increasing the length has the effect
of increasingthearea of the gate, andtherefore both C,, and Ce.,, are greater. However, as
RSCE lowers the threshold voltage of the device, the channel inverts deeper, increasing
the depletionwidth and therefore lowering the depletion capacitance. The overall affect
on the device capacitance when optimized for RSCE is therefore technology dependent.

2.5.4.2 Subthreshold Swing

In the subthreshold regime, the relationship betweenthedrain current (1ps) and applied
gate voltage (Vgs) is known as the subthreshold swingand may be derived as:

kT
S = m7ln10 (mV /dec) (27)

Where the body effect coefficient may be derivedas:

C
m=1+ =& (28)
Cox

As the depletiondepthis increased when sizing is optimized for RSCE, the depletion
capacitanceis reduced. Critically, this reduces the subthreshold swing and therefore
increasesthe lon/loff ratio in the subthreshold regime. The knock on effect is that the

performance-to-leakage current metric is improved.

2.5.5 Inverse Narrow Width Effect (INWE)

The Inverse Narrow Width Effect (INWE) shall be broken down into three subsections;
Historical geometric width effects, INWEand INWE’s effect on Subthreshold
characteristics.
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2.5.6 Historical Geometric Effects
2.5.6.1 NarrowWidth Effect (NWE)

Historically CMOS technologies were isolated with (Local Oxidization of Silicon)
LOCOS structures. This technique was semi-recessed, with isolationtapering in the form
of the ‘bird’s beak’ fromthe thin gate oxide into the thick field oxide. As a voltage was
applied to the gate, the thin gate oxide depletion region was allowed to extend outwards
and under the taperedisolationinto the surrounding substrate/well. This created a
parabolic depletionregionthatdeviates away fromthe ideal depletiondepth [68]. As the
device width was reduced, a greater proportionality of the depletion extended underneath
the tapered oxide, the deviationaway fromthe idealincreased, resultingin a higher
voltage required at the gate for the same level of channel inversionand therefore the
threshold voltage of thedevice increased. This process is known as the Narrow Width
Effect (NWE) [69].

2.5.7 Inverse Narrow Width Effect (INWE)

Supplementary to the aforementioned electrical characteristic with LOCOS, the device
density restriction for CMOS was overwhelming by the 1980s, leading to transitional
works in reducing the tapering [70] and eventually giving way to fully recessed isolation
techniques such as Shallow Trench Isolation (STI). This providesisolationin the formof
an orthogonal SiO, sidewall betweenthe thin gate oxide and thick field oxide.

As the critical dimension (lambda) in a selfaligned process is determined by thegate
length, metal gave way to highly doped polysiliconas the material of choice for the gate
contact. This is dueto thefact thatit is easier to geometrically control during processing.
However, polysilicon is susceptible to ‘claw-back’. This is the process of the polysilicon
withdrawing towards the center of the channel away fromthe ‘drawn’ dimensions. To
ensure adequate coverage of the gate, a minimum overlap betweenthegateand thick field
oxide is enforced in the technology node DRM (Design Rule Manual).

These two processing methodologies combineto create a physical effect on the threshold
voltage, which may be derived fromfirst principles by applyingthe conservation of
charge suchthat[71]:
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Qu+ Qr- (Qn+ Q8) =0 (29)

Whereby Qu is the charge onthe gate, Qris the fixed charge in the dielectric, Qy is the
charge ofthe free carriers in the channelinversion layerand Qg is the depletion region
ionized impurity concentration. On application of Gauss’s Law, the gate voltage forann-

type devicemay be derivedas [71]:

Ve = Ve + l|Js + QB/CG (30)

Whereby Vg is the flat band voltage, s is the surface state potential, and C¢ the gate
capacitance. Atthepointofinversion, the surface state potential is double the bulk
potential. The threshold voltage may therefore be derivedas [71]:

Vru = Vig + 2¢s + Qs / Co (31)

Wherebythebulk potential ¢ps may be derived as:

p = KT /q(In Nsus/N) (32)

Whereby Nsug is the substrate dopant density and N; the intrinsic dopant density. The
third term of Equation 32 may be rewritten to represent the voltage droppedacross the
gate oxide:

Vru = Vs + 2¢p + EoxTox (33)

Whereby Eqx is the electric field dropped across the gate oxide and Toy is the gate oxide

thickness.

Where the polysiliconoverhangs the thick field oxide, the electric field still penetrates
into the channel throughthe STI. This is known as the fringing field. The fringing field’s
impact on the threshold voltage may be compacted into the concept of the fringing factor
[72]:

F = (4 Tox /T[)ln( 2TF1ELD/Tox) (34)
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Whereby Trewp is the field oxide thickness. This may thenbe addedto derivethe fringing
field impacted threshold voltage:

Vry = Vep +2¢p + Epx L (35
1+F/W

Whereby W is the devicewidth. It may be observed both analytically [73] and
anecdotally that as thewidth is decreased, the proportion of the channelinfluenced by the
fringing field increases. This provides a deeper depletion at the channel edges and
therefore results in a lower threshold voltage, increasingtheactive current. As lowering
the threshold voltage also increases the leakage current[74], the impact on the lon/loff
ratio must be closely monitored.

2.5.8 Effect on Subthreshold Characteristics

2.5.8.1 Subthreshold Swingand Capacitances

As the depletiondepthis increased by INWE, the depletion capacitanceand therefore

gate capacitancedecreases in the same manner as for RSCE. Moreover, as the optimal
width provides the highestdrain current, the area of the gate is minimized. This means
that the gate capacitance is decreased further.

2.5.8.2 Exploiting Parallelism — Fingering

The logical conclusiondrawnthus far in the field is that if the minimum width provides
the biggest current to capacitance benefit, then gate strengths greater thanthatofasingle
minimum width device should be constructed fromparallelized minimum width devices,
a techniquethathas come to be knownas fingering. Whilst almostall research that has
been conducted in subthreshold standard cell libraries uses this technique, its efficacy
overthe fullvoltage range is explored empirically for the first time in this thesis.
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2.5.9 Stack Forcing

As outlinedearlier, the current ofa subthreshold device may be derivedas:

I'= lgpe m (1—eVr) (36)

Whereby |y is the technology dependentsubthreshold current for Vgs =V, W and L are
the width and lengthrespectively, Vi, is the threshold voltage, mis the technology
dependentparameter derivedin Equation28and V; is the thermal voltage=KT/q.

The currents ofasingle device and compositedevice consisting of multiple, serially
stacked devices may therefore be approximated as [75]:

W Ves —Vin single Vps

single BT(]_ _ eV_T) (37)

Isingle = IO L

1 w. Vs —Vin stacked Vbs

Istacked ~ N 10 StiCREd e mvr (1 - eV_T) (38)

Whereby N is the number of stacked devices. In order to determine the width upscaling
required for the stacked network to match the current ofthe single device, the following
equationmay be solved:

Ww. . Vi stacked ~Visingle AV,
_stacking _ ne VT = Nemvt (39)
VVsingle

In a65nm technology node [75], AV, and mV, are approximately 45mV and 35mV
respectively for N = 3 transistors. This givesrise to a width upscaling factor of around 10.
This is simply too large ofan area overhead to be feasible. Failing to performthis
upsizing will have severe ramifications onthe noise margin to the network of stacked
devices. Moreover, stacking in subthreshold has a greater effect onthe activedrive
current thanthe leakage current, therefore the lon/loff ratio is also degraded by stacking.
Forthese reasons, transistor stacks greater than two are typically prohibited in the
subthreshold regime.
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Conversely, this relationship may also be utilized. By stacking two devices whereone
would suffice, one devicewill be pushedinto supercutoff (Vg5 less than 0) thereby
reducing the leakage. The disadvantageto this is that the composite deviceis slower than

the single device. This techniqueis known as stack forcing [76].

2.6 SubthresholdLibrary Design Studies
2.6.1 RSCE Singular Implementation

Kim [67] performed RSCE optimization on the International Symposiumon Circuits And
Systems (ISCAS) benchmark circuits in acommercial 120nm bulk planartechnology
node. A 10.4% improvement in delay was observed due to the reductionin gate
capacitance. This also created a power saving of up to 39% and a subsequentenergy
reductionof41.2%. An improvement in the subthreshold swing of 16mV/dec was
observed, translating to a 30% reductionin off-current iso on-current. The overall
benchmark results therefore showed a larger improvementin leakage power reduction
than in dynamic power reduction. As RSCE increases the gate area, an improvement in
delay and power consumption variability was also observed, with improvements in the
sigma/mu ratios of 37.5% and 70% respectively. [77] performed inverter chain analysis in
a 40nm commercial technology node, utilizing HVT transistors. Delay reductionofup to
53% were observed translating into a 71% improvement in active energy consumption

and a 68% reductionin standby power.

2.6.2 RSCE/INWE Combination (Minimum Width Sizing)

Liao [78] identified the major challenges of subthreshold cell design as robustness under
variation and lon/loff ratio optimization and attempts subthreshold cellimprovementby
combining bothRSCEand INWEin a 180nm bulk planartechnology.

The methodology employed geometric sweep simulation usinga compact transistor

modelto determine optimal threshold voltage. The key observations made were:

1. Noimpact on threshold voltage for transistor fingering. This is logical fromthe
discussion presented in this chapter, as fingering is simply repetitionof the same
underlyingdevice.

2. Thethreshold voltage increased between minimum width and 3X minimum width.
This is characteristic of the INWE.
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3. Thethreshold voltage decreased fromminimum to 10X minimum length. This is
characteristic ofthe RSCE. However, 10X minimum length is a overly large limit
for the underlying physical effect caused by the HALO implants.

4. PMOSwas affected lessthan NMOS for INWE. This may be technologically
dependent.

5. RSCE variation and threshold voltage variation decrease with increasing gate
area. This follows the known relationship with decreasing RDF.

Geometric sweepingwas also performed to determine optimal drain current per gate
capacitance. The technology used exhibited optimal current to capacitanceat the
minimum geometry and no degradation in this figure-of-merit through the process of
fingering. The study therefore proceeds by constructing cells of parallel minimum
(220nm Width/ 180nmLength) devices.

The study performs secondary optimization in the formof parametric analysis to
determine the optimumnumber of fingers foran X1 Inverter, NAND2 and NOR2 gate.
This analysis is constrained by the author to at least two fingers per network under the
observationthatsingle finger networks would display prohibitive variation. Theseare
then simulated in an FO4test bench at 400mV and compared against conventionally sized
equivalentgates. The subthreshold geometrically optimized gates exhibit a reductionin
energy delay product of 72%. Whilst this study is demonstrative, all simulation is
performed pre-layout.

Pons [79] performed a similar studyin a 180nm technology node. Geometric sweeping is
performed and areductionin rise times of 3X is observed by upsizing the devicelength
from 180nm to 400nm due to the RSCE. The minimum width is shown to produce the
best drain current to gate capacitance and therefore cells are constructed fromminimum
width fingering. An existing low power library is modified by dropping cells with inputs
larger than three and the aforementionedsizing alteration to producea reduced
subthreshold optimized standard cell library of 45 cells. These are then characterized at
400mV and 1V, overthree process corners (SS/TT/FF) and over three temperatures (-
40C, 25C, 125C) using Liberate. Two test circuits are then synthesized and routed using
Encounter RTLand Sock Encounter respectively.

No meaningful delay/power/energy advantage could be gleamed fromthe study simply
dueto the failure of the standard library at 400mV although similarimprovement as in

[78] would have been expected. Area increases of between 1.5X and 1.9X were observed.
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2.6.3 Constant Yield Library

Kwong [80] postulated the critical factor in subthreshold library designis yield. In
order to meet a fixed yield the study identifies two primary metrics of concern;
failure from insufficient output swing and current variability. The study concedes
that delay variability isalsoof utmostimportance, however both current variability
and delay are lognormally distributed with the same standard deviation (¢). Delay
variability is therefore aresult of current variability.

The study presents amethodology of using butterfly plots of backto back gates in
order to determine failure by observing the magnitude of inscribed squares,
analogous to determining static noise margins in 6T RAM cells. To determine the
output low voltage of a gate (VOL), the gate may be placed back to back with the
largest stacked NOR gate in the library, as this has the most stringentinputlow
voltagelevel (VIL) due to the stackingof NMOS devicesin the pull down network
and parallel PMOS device in the pull-up network. Bythe same reasoning VIL may be
determined using the largest stacked NAND gate. These testbenches are then
simulated in 5k-monte carlo runs at the worst-case temperature corner. The
threshold voltage of the transistors is then randomized with both local and global
variations. Thisis performed across avoltage sweep and the failure rates
determined.

In the 65nm technology node chosen in the study, the trends observed from the
abovetestshowed a decrease in failure rate of approximately 4Xin a standard
inverter simply by upsizing the gates from minimum width to 1.66X minimum. The
trends also show thatin a 5k run, failure may be completely eradicated by simply
upsizing the device widths orincreasing the supply voltage.

The study analytically derives the coefficient of active currentin the subthreshold

regime as:

UVT 2

Ilsup _ | Gwe) _ 4 (40)
.uIsub
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Whereby oVris the normally distributed standard deviation of the threshold
voltage, nis the subthreshold swingfactorand Vr is thermal voltage. The study
highlights the fact that as Vps is lowered, the subthreshold swing factor decreases. As
Voo is shared in stacked devices they are less susceptible to current variation.
Increasing width also has the same effect. This is simulated on 1/2/3 stacked
NMOS/PMOS devices and demonstrated within the study.

The study therefore postulates a subthreshold sizing strategy of defining a fixed
yield, and based on the two aforementioned metrics, sizing the width based on the
minimum size required to meet the yield target. The minimum sizing optimization
guarantees that this will offer the greatest energy efficiency whilst meeting the yield
criterion. The stack effectdisplays higher variation in output swing butlower
current variation. Given the former could generate functional errors, itis prioritized
over the timing uncertainty introduced by the latter.

To testthe strategy, a 32-bit Kogge-Stone adder is synthesized. A 3-Sigma failure
rate of 0.13% is targeted and the supply voltage swept. The devices are then upsized
in the gates until the yield targetis met. The results show thateven fora simple
adder, the minimum sizing strategy only meets the yield target down to
approximately 340mV. Beyond this critical point, the device widths must be upsized
dramatically, withaVDD of 250mV requiringatleasta width 1.5X times the

minimum to meetthe yield target.

2.7 Chapter Summary

This chapter explored the field for the physical considerations required when
creating a subthreshold bulk planar standard cell library. These were broken down
into robustness, variability and performance considerations and the magnitudes of
their impactonlibrary design expressed from studies conducted by other
researchers.

The chapter then presented subthreshold library design studies, highlighting what
the corresponding researcher attempted to achieve, how successful they were at

achievingtheiraim and how their results compared with other studies.
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Chapter 3: Subthreshold Bulk Planar Semiconductor Physics
3.1 Outline
The work undertaken throughout this chapter was toapply the geometric (RSCE/INWE),
stacking and parallelization concepts outlinedin the previous chapter to a commercial
deep submicron bulk planar technology node. The concepts were first applied to the
device level viaextensive simulations on BSIM4.5 compact models. The fundamental
parameters of drive current, leakage current and the lon/loff ratio were determined over
SS/TT/FF process corners. The impact of stack forcing on these parameters was then
examined. Parallelization comparisons were made. The simulated devices were placed
into an inverter gateconfiguration. Various SPICE level test benches were performedto
determine minimum operating voltage, gate capacitances, junction capacitances and
propagation delays. Sample inverters for the entire design space in a 12 track library were
then laid out, DRC (Design Rule Check) and LVS (Layout Vs Schematic) validated,
parasitically extractedand simulated for propagationdelay, leakage currentand variation
via Monte Carlo analysis.

3.2 Device Lewel Simulation

All simulation work was completed using release 14 of the TSMC 65lp Process Design
Kit (PDK). This includesa BSIM4.5compact model, which models WPE (Well
Proximity Effect) and LOD (Length of Oxide Definition). The manufacturinggrid in the
process node is 5nm. The minimum device lengthis 60nm. The minimum device width is
120nm. Synopsys Hspice was usedto simulate the spice deck test benches.

3.2.1 Nominal (Superthreshold) Simulation

To provide validationon themodels and methodology, a test benchwas created to
simulate the geometric physics ofthemodelunder nominal conditions (1.2V/ TT/
25°C). Thetest benchincludeda single transistor fromthe TSMC BSIM model kit with
all fourterminals (VDD/VSS/GATE/BODY) connectedto the relevant VDD/GND
supplies. The perimeter and area values of the BSIM transistor model (PD/PS/PS/AS)
were mathematically calculated by thetest bench fromthe provided lengths and widths.
An RVT NMOS device was sweptover lengths 60nmto 1000nm and widths 120nm
t01000nm. The drain current (l5) was then simulated under each geometric testcase.

Figure 4 shows the results.
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NMOS Drain Current Geometry Sweep: VDD 1.2V TT 25C
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Figure 4: Nominal voltage active current sweep

The monotonic fall in drain current fromminimum length is characteristic of the short
channeleffect (Section 2.5.2.3), the dominant length effect in submicronbulk planar
technologies under nominal operation. The linearrise in drain current over width is also
accurate, verifying the test bench and model under these operating conditions. Fromthe
figure, the conventional sizing choice ofa minimum length device in order to maximize
current capability and transistor density is verified. The conventional use of aspectratio
(Length/Width) in nominally operated sizing strategies for differentdevice strengthsis
also clearowing to the simplicity ofthe linear rise in drain current according to device
width.

3.2.2 NMOS SubthresholdRVT

The same test bench was thenusedto performthe same geometric sweep with thesupply
voltage loweredto 250mV (VT =402mV). Test cases were performedfor SS/TT/FF
process corners. The test bench was then modified to connect the gate terminal to ground
and the same sweeps performed to determine the leakage current. Finally the data of both
test benches was usedto calculate the lon/loff ratio for the sweeps. This data canbe seen
in Figures 5,6 and 7.
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Figure 5: Subthreshold NMOS RVT active current sweep
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NMOS Leakage Current Geometry Sweep: VDD 250mV: §8: 25C
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Figure 6: Subthreshold NMOS RVT leakage current sweep

40



NMOS Ion/Ioff Geometry Sweep: VDD 250mV: §§: 25C
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Figure 5 shows the vestiges of the short channel effect stillmanifest in the drain currents
acrossallprocess corners. In a self-aligned deep submicron bulk planar process, high
dopantdensity source and drain regions are implanted via an ion implantation step, as
describedin the previous chapter. Due to the [100] orientation of the silicon
monocrystalline lattice structure (used to minimize threshold variation by reducing
variations in surfacestate potential), the wafer is angled at around 7% during ion
implantation to prevent channeling (dopants travelling deep into the substrate due to
collision avoidance with the latticestructure). lon implantationis also usedto create the
retrograde dopant profile of the channel in orderto prevent bulk latch up andsetup the
characteristics ofthedevice. In terms of global variation, the variation in channel dopant
depth and overalldopant density in the channel fromthe above processing step is one of
the differences between the SS/TT/FF process corners.

In the SS cornerwhere the channel dopant has remained relatively close tothe surface of
the device, the dopant density at thechannel surface is greater. This requires more voltage
atthe device’s gateto invertit. At minimum width, the SS sweep in Figure 5shows a
typical RSCE, with the drain current increase in responseto an increase in length,
contrary to superthreshold operation. The higher dopantdensity means thatthe INWE
effect becomes less observable, but is still presentin the width response, defying the
linear relationship by offering a greater drain currentper unit width as the width tends
towards the minimum. Bends and quirks are apparentin the SSand FF plots where
smooth continuationwould be expected. This is simply aresult of the approximation of
the actual physics by compact equations in the compact BSIM models. The apparent
observable discontinuationis simply a result of the model transitioning fromone equation
to another.

In the TT sweep where the dopant has successfully createdthe intended channel profile, a
balance betweentheopposing SCEand RSCE physical effects is observed at minimum
width. Deviation in the linearity of the width response is more observable, with a larger
increase in drain currentper unit widthas thewidth tends towards the minimum.

In the FF sweep where thedopanthas channeled deeper into the substrate, thedopant
densityat the surface ofthe device is less, requiring less voltage at the gate to invert the
channel. The SCE dominates dueto the diminishing influence ofthe HALO dopants that
create the RSCE. The monotonic rise in drain currentas the length tends towards
minimum length therefore resumes. However, the lower dopant density at the surface of

the channel meansthatthe additional fillip provided by the INWE s greater, resulting in
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not only adeviation in the linear current-width proportionality, but an increase in drain
current as thedevice width tends towards minimum.,

Figure 6 shows the leakage current sweeps across the three process corners. Due to the
underlying physics, similar features are observed in the leakage current characteristics as
are observed in the drive currentcharacteristics. In the SS corner, the HALO implants
have less impact onthe channel currentwhenthe deviceis off. The balance betweenthe
SCE and RSCE is therefore favored more towards SCE. More impact is observed from
the INWEwith the deviationin the linear width -leakage current relationship deviating
greaterthanin the drive current sweep. In the TT sweep, the SCE has already begunto
dominate the lengthresponse, with little sign ofthe RSCE. The INWE is more prominent
than in the drive currentsweep. Finally in the FF sweep, SCE is completely dominant
with a clearly observable monotonic rise in leakage current as the length tends towards
the minimum. The INWEIis also prominent, with a substantial rise in leakage currentas

device width tends towards minimum.

By comparing the results fromboth figures, several overall trends are observed. Firstly,
the RSCE is most prominent in the slow (SS) corner and least prominent in the fast (FF)
corner. This is logical, given that theunderlying physical effect is caused by increased
dopantdensity via HALO implants (Section 2.5.2.3). Should these additional dopants
channel deeperinto the substrate or have fewer dopants (both occur as process tends to
FF) then the impact of the RSCE will begin to diminish. Secondly, the INWEis most
prominent in the fast corner and least prominent in the slow corner. This again is logical,
given that the underlying physical effect is a fillip analogous to a thinning ofthe gate
oxide at the orthogonal sidewalls (Section2.5.7). If the dopantdensity at the surface of
the channelis lowered, a deeper depletionand inversion is induced fromthe additional
electric field strengthdropped across the gate oxide translating intoan increasein current.
The typical (TT) corner is therefore a balance between these two physical effects.
Thirdly, the impact ofthe effects are slightly different in the onand off currents. This
therefore warranted further processing in the formof lon/loff ratio sweeps, an important
metric when determining performance/leakage or performance/energy.

Figure 7 shows similar trends in the lon/loff ratio acrossall three-process corners. The SS

corner sweep shows that lon/loff ratio rolls off as the device length approaches minimum.,
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Thereis also adistinct increase in the lon/loff ratio as the width approaches minimum
width, after the peak at around 230nmin length (Where the RSCE diminishes).

The TT corner sweepshows that the lon/loff ratio falls off as the device length
approaches minimum, however this is deeper thanin the SS corner. No increase is
observedat the width approaches minimumas was observed in the SS corner.

The FF corner sweep shows the same fall off in lon/loff ratio as the lengthapproaches the
device minimum but is even deeper still. This time a decrease in lon/loff ratio is observed
as the width approaches minimum after the RSCE peak at around 180nm.

These trends suggestseveral relationships. Thefirst is that the SCE has a greater impact
on leakage currentthanon the drive current. Therefore this impoverishes the lon/loff
ratio as the lengthtends towards minimum. Given that the SCEis least prominentin the
slow corner, the fall off in the lon/loff ratio is least at this corner and greatest in the fast
corner.

The secondrelationship observed is that the INWEalso has a greater impact on leakage
current thanon the drive current. This is shown by the increase to decrease trend in the
lon/loffratio at minimum width as the process corners tend fromSS to FF.

3.2.3 NMOS Subthreshold LVT
The same test bench was thenusedto performthe same geometric sweeps foran NMOS
LVT device at 250mV (VT =314mV). This datamay be seenin Figures 8,9 and 10.
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Figure 8 shows thatthe dopant density increase imparted by the HALO implants, in
comparisonto the background retrograde doping profile of the channel, is greater in the
LVT NMOS device thanin the RVT device. Forthis reason, the RSCEis comparatively
stronger than the SCEand thereforehas a greater influence on the geometric drain current
response in the LVT device. In the SS corner, the SCE is all but suppressed, with the
drain current increasing as the device length increases, eventually peaking and
diminishing when the channel center reaches the background channel dopantdensity. The
INWE providesasimilar relationshipas in the RVT device, with the effect relatively
suppressedin the SS cornerdueto the added effortrequiredto invert the channel.

In the TT corner, the SCE s slightly stronger, butthe RSCEstill dominates. Thereis a
sharp rise in drain currentfromminimum to 100nm, then a gradual butclear fall off as
the channel center reaches the background channel dopantdensity. The INWE is more
pronounced, with an observable increase in drain current as the device width tends
towards minimum,

In the FF corner, the RSCE is still present, but the SCE has started to dominate. The
INWE effect is clearly pronounced with an appreciable increase in drain current as the
device width tends towards minimum.

Figure 9 showsthe LVT leakage characteristics across the three processcorners. The SS
cornershowsa greatly subdued RSCE response and SCEbeginningto dominate at larger
channelwidth. The INWEIis rather negligible like the drive currentresponse.

The TT cornershows the SCEstartingto dominate more ofthe width. The devices
around theminimum width however are stilldominated by the RSCE. The INWE is
more prevalentwith greater deviationin the linearity of the width responseand slight
increases in leakage current around the minimumwidth.

The FF cornershows vestiges of the RSCE, but the SCE has started to dominate the entire
width. The INWEIs clearly visible with considerable increase in leakage currentas the
width tends towards minimum.

Similar trends across cornersare observedin the LVT as were observed in the RVT
device. The RSCE is most prominent in the SS cornerand least prominent in the FF
corner. The INWEis most prominent in the FF cornerandleastprominent in the SS
corner. The TT corner offers the balance between these two trends.

By comparisonto theRVT NMOS device, the RSCEis more prominent in the LVT
device owing to theincrease in proportionality ofthe HALO dopantdensity to that of the

background channel. Conversely the INWEis more subdued. This may be downto
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several processing parameters. However themost likely culprit is change in the surface
state potentialand flat-band voltage (Section 2.7.3), both of which are derived fromthe
dopantdensities. Figure 10 shows the data processed into the geometric lon/loff sweeps.
The SS cornershows thesame overall trend as the RVT device. The greater dominance of
the SCE in the leakage currentcharacteristic has theeffect of lowering the lon/loff ratio
as the device length tends towards minimum. However, unlike the corresponding SSRVT
sweep, the dominance ofthe RSCE in the drive current interrupts this trend considerably,
producing akinkin the response untilthe INWEdips into the minimum length/width
device. The INWEeffect is less prominentas thewidth increases, aswould be expected.
The TT cornershowsasimilar trend due to the comparative influencethe SCEhas on the
leakage current overthedrive current. There is less interruption fromthe RSCE as its
influence is less than in the SS corner. The INWE effect is more prevalent as the lift
visible at minimum width in the SS corneris missing inthe TT corner.

Finally in the FF corner, the influence ofthe RSCE has all but faded, leaving only the
characteristic roll-off of due to the SCE. The effect of the INWE s greatestwith a clear
dip in the lon/loff ratio at minimum width owing to its greater influenceon the leakage
current. The same overall trends are observed as in the NMOS device. The SCE affects
the leakage currentgreater than the on current, degrading the lon/loff ratio towards
minimum length. However in the LVT case thereis noticeable interruptiondue tothe
influence of the RSCE on the on current. The process dependenceis the same, with a
higher proportional degradationin the fastcorner. The INWEhas a similar greater
influence on leakage current, resulting in degradation in the lon/loff ratio at minimum
device width andis most prominent in the fastcorner. Important to noteis the absolute
magnitudes of the lon/loff ratio in comparison to the RVT device and process corner to
corner. The lower dopantdensity in the channel affects the leakage currentgreater than
the on current. The result is thatthe lon/loffratio ofa TT RVT device is around 2000 for
an RSCE aware length and minimumwidth, whilst the same device in LVT has an
lon/loffratio of only 1300. This effect is clearly visible as the process corners progress
towards the fastcorner with the lowest channel dopant density, with the lon/loff ratio
falling offto around 700. This indicates a designconsisting purely of LVT devices may
performfasterthan one consisting purely of RVT devices, butthatthe performan ce-to-
leakage ratio and therefore overall energy consumption will be considerably worse.
Moreover this would have a significantimpact on circuit topology, restricting designs

with parallel transistors.
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3.2.4 PMOS Subthreshold RVT

Figure 11 shows the same testbenchwith an RVT PMOS device with supply voltageat
250mV (Mt = 475mV). The SS corner shows RSCE domination at lowwidths and SCE
domination at highwidths. Thisresponseis similar to the RVT NMOS device. There is
little evidence ofthe INWE in the width response. The TT corner shows some vestiges of
the RSCE but SCE dominant at alldevice widths. The INWE starts to manifest with
deviation in the linear current response as the width tends towards minimum. The FF
cornershows SCEdominant across alldevice widthsandthe INWEevident by the
increase in drain currentas the device width tends towards minimum.

Figure 12 shows the leakage current testbench sweeps for the same RVT PMOS device.
Cursory observation across the process corners shows little influence ofthe RSCE, with
its impact on the leakage current response diminishing towards the fast corner. The
impact of the INWEfollows the established trendincreasing as the corners progress
towards the fastcorner.

Figure 13 shows the processed lon/loff ratios for the PMOS RVT device across the three
process corners. The results show similar trends to those observed in the RVT NMOS
device. The greater propensity of the leakage current responses to the SCEresults in the
characteristic roll-off in lon/loff ratio as the length tends towards the minimum. This roll-
off increases as the corners progress towards the fast corner where the SCE is most
prominent. However, unlike the NMOS device, the INWE effect does notdegrade the
lon/loffratio. This degradation is offset by the increase in lon/loff ratio as theprocess
cornertends towards the fast corner, oppositeto the trend in the NMOS device. There are
many physical effects that could cause this, but it is most likely due to the balance of
dopantstages fromthe initial substrate P type doping and subsequent N type NWELL
doping. As fabricationhouses only provide process models and not direct parameters to
protect their intellectual property, theexact cause ofthis may not be determined.

Overall the characteristics of the NMOS and PMOS RVT devices are very similar. Even
though theabsolute magnitudes are notthe same, the relative trends match very well with
local maxima occurring at similar sizes. This is promising as identical sized
PMOS/NMOS devices lower the amount of effort required in the layout phase and limit
the amount of silicon area wasted in celldesignshould one device require a substantially
different lengththantheother. It is likely that the fabrication house attempted to match
these parameters at full voltage with the HALO implant processing at minimum length

and fortuitously, this createsan NMOS and PMOS device with similar RSCE responses.
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3.2.5PMOS Subthreshold LVT

Figure 14 shows the PMOS LVT device in the same test bench with the supply voltage
setto 250mV (Vt =409mV). The SS sweep response shows completedominanceofthe
RSCE. Thereis also almost no evidence of INWE, the linearity of the drain current
maintained. Interestingly theresponseshows little currentreductionorgain lossin
current perunit width after RSCE optimal length. It is possible that there is little
impedance fromionic scatteringdue toa lack of dopant atoms or alternatively that we
have simply reached the limits of the compact model. The TT corner shows RSCE
dominance but SCE creeping back intothe lengthresponse. Thereis a reduction in the
linearity of the width response indicating INWE. As in the SSresponse, there is little
current degradation after the RSCE optimal length. The FF corner shows SCEdominance
and the remnants ofthe RSCE. There is greater deviationin the width response at
minimum width indicating INWE.

Figure 15 shows the PMOS LVT device in the leakage testbench. The SS sweep shows
both SCEat the minimum length and RSCE as the length increases. Thesame lack of
current degradation is observedas in the drive currentsweep. Fortunately this means if
we have reachedthe limits of the compact model, this will not affect the lon/l off ratio
analysis.

The TT sweep shows dominance of the SCE with some degradation in the width response
due to INWE. The FF sweep shows no trace of the RSCEand clearevidenceofthe
INWE.

The same trends observed in other devices are present, RSCEmost prominent in the SS
corner, INWEmost prominent in the FF corner.

Figure 16 shows the processed lon/loff ratios. The same trends are observedas in the
otherdevices. The SCE’s greater impact on the leakage current has the effectofrolling
off the lon/loff ratio as the device length tends towards minimum. The INWEeffect
moves in keeping with the restofthe lon/loff shift in response to global process
variability and therefore minimal degradation penalty is paid for its use. Due to the
anomalous width response in the model, the lon/loff response falls off slightly as the
width is increased towards lum. This may or may not be a limitation ofthe model. A
similar trend to the NMOS device is observed whereby the absolute magnitudes of the
lon/loffvalues degrade as the process tends towards the fast corner. The optimal length
values are similarto the NMOS LVT device, again suggesting that full voltage length

optimization has probably resulted in similar characteristics in the subthreshold regime.
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3.2.6 Single Device Overview

There are several important points to address fromthe single device current geometric
sweeps. The first is thatthe consensus in the field is that optimal device lengthsizing in
the subthreshold regime is driven by the currentincreaseas a result of the RSCE. These
simulations provethatthis notionis not accurate. There are several factors that impact the
optimal subthreshold device lengthsizing; the current increase fromthe RSCE is only
one. Given that the objective of subthreshold operationis power and energy
minimization, the SCE also play a pivotalrole in device length optimization. The
simulations showed considerable roll-off in the lon/loff ratio forall devices at all corners
as the lengthapproaches minimum. This precludesa choice of minimum length devices,
as there would be considerable leakage penalty forany increasein performanceat these
lengths. The overallenergy consumptionwould therefore increase dueto theadditional
contribution ofthe leakageenergy.

The secondpointis thatto some degree, the INWEappears in alldevices. Theeffecton
the lon/loffratio foreach device is different. In some cases theratio is degraded, in others
the ratio remains unaffected. This level of degradationis minimal, and therefore the
increase in drive currentwould justify an INWEaware sizing approach for the width.

In summation, in terms of raw current capability, for this particular technology node,
devices should be sized largerthan minimumlength and with widths thattake advantage
of the INWE. However, average propagation delay is also dependent on device
capacitance. This changes in response to RSCEand INWEand therefore thiswould also
need to be taken into consideration. This relationship is explored later in Section 3.5.

3.3 Device Parallelization (Fingering)

The descriptionofthe physicsin Section2.5.5 and single device sweeps show that the
INWE exerts greatest impact in the currentresponse whenthe device width is minimized.
The INWEapproachexplored in the field is to exchange a single, large width device with
a parallel stack of minimum width fingers.

To determine the advantage offered by the INWE, the fairest comparison s to determine
the current increase possible, iso-area, matching the number of minimum width fingers
with the total silicon area required ofasingle large device. In the giventechnolo gy node,
the minimum device width is 120nm. Therefore each finger will be set to this width. The
minimum spacer distance (the STIwidth between fingers) is 110nm. Therefore adevice

of two fingers (2x 120nm + 110nm) is compared againstasingle device of 350nm. A
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device ofthree fingers (3x 120nm + 2 x 110nm) is compared againstasingle device of
580nm. Test benches were designed to performthis comparison. Figures 17and 18 show
the results.
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Figure 17 shows the NMOS device comparison at a supply voltage of 250mV, typical
process corner and temperature of 25°C. Length sweeps were performedat each
width/finger point to ensure the relationship does not change over the device length. An
interesting feature immediately obvious fromthe figure is that the RSCE optimal length
in the parallelized (fingered) composite devices does not change. This meansthe
comparison may be performed at the same length foreach case. The RVT device hasan
RSCE optimal length of 100nm. The first composite device (2 Fingers) shows an
immediate iso-area current improvement of 53%. The improvement thenincreases,
peaking at the 5fingered device and waning towards the 8 finger device. This is dueto
the optimal RSCE length shifting in responseto width in the single device baseline
beyond 1040nm. Assuming equal Pto N sizing, the maximum width afforded ina 12
track library in the selected technology node is 840nm. This means compositedevicesup
4 minimum width fingers are viable. The maximum ideal current increase (before the
addition of parasitics) is therefore 117% for the NMOS RVT device.

The LVT device shows similar features. The RSCE optimal length in this case is 150nm
with the improvement trend peakingat the 3fingered device. The maximum ideal current
increase is 97%.

Figure 18 shows the PMOS device comparisonat a supply voltage of 250mV, typical
process cornerand temperature of 25°C. In the RVT PMOS device, the increase in
improvement does not waxand wane. This is dueto the fact the RSCE optimal length
does notvary greatly in response to an increase in width in the baselinesingle de vice.
This is therefore a good representation of the continuing improvement possible fromthis
technique. Themaximum ideal current increase is 87% fora device viable ina 12 track
library for this technology node (max 4F/840nm).

Finally the LVT PMOS device also shows constant improvementuntil the 5finger
device. At this pointthe improvement peaks. The absolute magnitude of the current
improvement is also less forthe LVT PMOS. This is due to the superior current
sensitivity on thewidth ofthis device. The maximum ideal current increase is 34% fora
viable cell. The 8 finger variant is omitted only due to corruption of the underlying data.
These simulations highlight a number of important points. Thefirst is that the INWE
always improves the drive currentcapability over thesingle baseline device in both
NMOS and PMOS devices at both threshold voltages (RVT/LVT). This means thateven
at the lowest width that INWE can be applied (2 fingers =350nm) there is a gain

achievable by it’s application.
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The second pointofsignificance is the potential INWE gain appears greater in the NMOS
device thanin the PMOS devices. Accordingto the TSMC65LP DRM, the nominal
oxide thickness ofthe NMOS devices is 26 Angstromwhilst the PMOS deviceis 28
Angstrom. This is important fromthe INWEdiscussion in Section 2.5.7 where it
stipulatesa thinning of the gate oxide results in a deeper depletion region. The naturally
thinner oxide ofthe NMOS device would therefore be more susceptible to INWE.

The third point of significance is thatthe potential INWE gain appears greater in the RVT
devices thanforthe LVT devices. There are many reasons this may be true, some of
which were discussed in the previous chapter (differing dopantdensities etc.).

Fromthe above points, the device offering the highestINWE gain is the NMOS RVT
device and thedevice offering the lowest INWEgain is the PMOS LVT device.

3.4 Stack Forcing and Leakage Current

As describedin Section2.5.9, one ofthe techniques explored in subthreshold standard
cell design is stack forcing. This involves forcing additional devices into single device
pathsin the pullup/pulldown networks of CMOS cells. To enable the use of this
technique, it was imperative to determine its interaction with the INWE. The test bench
was therefore modified to include two devices in a series stack. The INWEwas then
applied and measured against a single device of iso-area analogous to the test in the
previous section. Theleakage current was alsosimulated in orderto determine thee ffect
of the INWEon device leakage. Figures 19and 20 show the results.
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Figure 19 shows the comparison forthe NMOS LVT device at asupply voltage of
250mV, typical process cornerand temperature of 25°C. The same trends exhibited by
the single device comparisons remain the same for the stacked devices. The NMOS LVT
stacked devices showan immediate improvementin the drive currentassoonas INWEis
introduced at 2fingers / 350nm (26%). The absolute magnitude of this improvementis
diminished by the effectof stack forcing, but the magnitude trend is preserved, peaking at
the 3 finger device and waning afterwards in response to theshift in the RSCE optimum
length. The RSCEresponseis also preserved, indicating that the optimal length is not
affected by thestack forcing. The absolute drive current values are diminished by a factor
of between 2xand 3x by introducingan identical device in series.

The NMOS LVT leakage responseshows an increase in leakage onthe introduction of
the INWEeffect at 2 fingers / 350nm (39%). The leakage increase peaks at the 3finger
device and reduces afterwards, following the same trend as the drivecurrent. The
comparative increase however is larger (39% vs 26%). This indicates thatthe INWE
increases the leakage current proportionally greater than it increases thedrive current for
the NMOS LVT device, affectingthe lon/loffratio as discussed in the previous
subsection and possibly having a negative impact on the energy efficiency.

Figure 20 shows the comparison forthe PMOS LVT device at asupply voltage of
250mV, typical process cornerand temperature of 25°C. The PMOS stack also exhibits
the same drive currenttrendas the single PMOS device, continually improving as the
number of minimum parallelized fingers is increased. Introducing INWEat 350nm/ 2
fingers immediately improves thedrive current by 23%. In this instance, the comparative
increase is larger thanin the single device (23% vs 18%) due to greater degradation in the
baseline single device via stack forcing. Moreover, stack forcing the PMOS device
reducesthe absolutedrive currents bya factor of between 1.8xand 2x, lower than thatof
the NMOS device. This would result in NMOS/PMOS complementary device strengths
closerthan single devices.

The PMOS leakage response also shows an immediate increasein leakage current asthe
INWE is introduced at 350nm/ 2 fingers (34%). As is the case in the NMOS device, the
comparative increase in leakage after introducing the INWE is greater than the drive
current (34% vs 23%). Therefore, like the NMOS device, introducing the INWE affects
the lon/loffratio, possibly havinga negativeeffect on the energy efficiency.

Fromthe information presented in Figures 19and 20 it is clear that stack forcingdoes not

introduce massive deviationin the applicationofthe INWE. The INWE stillalways
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increases thecurrent capability, iso-area, overasingle device, even ifthose devices are
stacked in series.

However, stack forcing does affect the NMOS/PMOS balance in terms of relative
improvement overasingle device. Whilst the improvement is stillgreater forthe NMOS
devices when stacked, the relative improvementis closer thanforthe single devices,
improving the parity of the absolute magnitudes of the NMOS and PMOS devices.
Interestingly the underlying device characteristics described in the geometric sweeps are
still viable when more complextopologies are introduced to the devices. The greater
proportionality of leakage increase to drive current increase remains firm, eliminating any

possibility of super-cutoff leakage reduction (as outlinedin Section 2.5.9.).

3.5 Device Capacitance

3.5.1 Gate Capacitance

One ofthe key metrics for ultra low power applications is performance perenergy
consumption. Maintaining energy consumption at a fixed rate and increasing performance
is an equally worthwhile endeavor to maintaining performance and reducing energy
consumption. Theinherentrelationship betweenthemusually means animprovementin
one may be traded off for the other via voltage scaling ora variety other techniques.
Performance is inherently tied to average cell propagation delay. Propagation delay is
essentially thetime required fora cell to source/sink sufficient chargeto impart the
desired stateon the following stage’s inputs. Therefore, it is criticalnot only to determine
the effect of any geometric sizing strategies on current characteristics, but also on gate
capacitance.

This is somewhat more complicated thandetermining the drive and leakage currents for
several reasons. The switching gate capacitance (effective gate capacitance) is not the
same as the static gate capacitance due tothe complementary switching of the gateand
drain. This means thatthe capacitance is dependent onswitchingspeed. It is important to
ensure the actual capacitance measured is accurate as it directly affects the subthreshold
factoras discussed in Section 2.5.4.2 and therefore minimum operating voltage (further
discussedin Section 3.7).The logical solution to determine a representative gate
capacitanceis therefore to observe the method of logical effort [81] and undertake this
measurement usingan FO4test bench. The test bench used is takenfromthe de facto
CMOS textbook, Harris and West [82]. Figure 21 shows a schematic for the test bench.
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Figure 21: Gate capacitance SPICE test bench [82]

Inverters X1and X2are input forming stages toeliminate the step functiondependence
on the input ofthe deviceundertest(DUT). X3 is the device under test. X4and X5are
load stages. The testbench measures therise and falldelays betweennodes cand d
(DUT) and c and g. Hspice’s optimizer is used to iteratively vary Cyejoy untilthe rise and
fall delays match betweenthe two paths. At this point, Cy. .y Mmatches the gate capacitance
of X4 and the gate capacitance has beenfound. This canthenbe used to determine a
‘Capacitance-per-micron-width’ metric for an instantaneous value of width independent
capacitance. The whole testbenchis thengeometrically swept like the current test
benches in the previous subsections. Each geometric sweepis performed for both RVT
and LVT devicesacrossthe three process corners SS/TT/FF.

Sweeping length from60n to 1pum and width from 120nm to lumon the 5nm
manufacturing grid creates a pool of 33453 test cases. Tightconvergence constraints for
the optimizer at each pointandquirks in the range transitioningin the model result in
sporadic areas of failed test cases. Post processing using MATLAB was therefore
required. Failed points were brushed fromthe data and Delaunay triangulation used to
create an underlyinggrid ofthe remaining successful aperiodic data. Trisurf 3D plots
were then createdto formthe surface plots of the capacitance response. These were
specifically chosen over interpolated shaded surface plots as the included and
approximated data points fromthe processing are evident fromthe triangulated mesh
lines. All datasets consistof 85% or greater successful testcases.

Figures 22and 23 showthe results.
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Figure 22: RVT gate capacitance sweeps
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Figure 22 shows the RVT device gate capacitance sweeps conducted at a temperature of
25°C and supply voltage of 250mV. All processcorners showalmostideal linear
capacitanceresponses to lengthand width variation, leading to the expected relationship
to the quadrature. Althoughthe sporadic failed test case areas differ betweenthecorners,
the underlying geometric gate capacitance relationships are almost identical, indicating
global process variation plays little part in determining gate capacitance. The discussions
fromsection 2.5.4.1 describe the gate capacitance as the sumofthe oxide capacitance and
depletion capacitance. Whilst any difference in oxide capacitance is not accounted forin
the corneranalysis, changes in the channel dopant density and therefore de pletion
capacitanceare. This would indicate that thechange in depletiondepthover the entire
globalvariation space is marginal and therefore, sois the impact in depletion capacitance
and gate capacitance. The deviation in the FF cornerat maximum length/width is merely
dueto atest case failure area occurring at thatlocation and insufficient successful test
casesavailable to constructthe correct response. There is no reason tosuggest this roll-

off actually occurs.

Whilst the RVT gate capacitance responses are almost ideal, thereis very slight deviation
atminimum length and minimum width. This shall be addressed in the following LVT
response discussion.

Figure 23 shows the LVT device gate capacitance sweeps conducted at a temperature of
25°C and supply voltage of 250mV. All process cornersagainfollowthe almost ideal
linear geometric relationship with the quadrature, however the global process variation
does have an influence on theabsolute magnitudes of the gate capacitance, with the value
increasingas theglobal variationtends towards the fast corner. This suggested the LVT
devices are more sensitive to dopant density variationthanthe RVT devices.

The deviationin the linear geometric relationship is also greater for the LVT devices,
with slight increases in gate capacitances as device length and width tends towards the
minimum. Discussion fromsections 2.5.1and 2.5.5 highlight the expected relationships.
The RSCE discussionsuggests thata disproportionately higher gate capacitance wou ld be
expressedat minimum length due to the increase in dopant density in the center of the
device channel fromthe overlapping HALO dopants, resulting in asmaller depletion
width and therefore a higher depletion capacitance. As the lengthis increasedthis effect

diminishes until the background channel dopant density is reached and the linear
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relationship resumes. This phenomenonis observedin the simulated results. The INWE
discussionsuggests thata disproportionately lower gate capacitance would be e xpressed
at minimum width due to the additional fringing field increasing the channel depletion
depth andtherefore lowering the gate capacitance. This phenomenon is notmanifestin
the results. In order to determine the validity of the claims expressed in the field, the
actual width independent gate ‘capacitance-per-micron-width’ was therefore plotted to
highlight any observable alterations in width independent capacitance. Figures 24 and 25
showthe geometric sweeps.

Figure 24 shows the RVT device width independent metric geometrically swept at a
temperature of 25°Cand asupply voltage of 250mV. The lengths in these sweeps show
the linear dependence expected fromthe methodology and therefore hold little value. The
deviation in length at maximum length/widthin the fastcorner is merely the deviation
expressedin the previously discussed figure where thetest case failure area occurs at this
location. The deviation in gate capacitance at minimum width is clearer when expressed
in this metric. The figure shows a measurable increase in width independentgate
capacitanceas thewidth tends towards minimum. This increaseis affected by global
variation, increasingas the process tends towards the fastcorner. This trend is consistent
with the increase in the influence ofthe INWE as expressed in the current geometric
sweeps described earlier. The polarity however is opposite, with a decrease in gate
capacitanceexpected instead ofthe increase observed. It may be that the INWEdoes
indeed lower gate capacitance as suggested in the physics discussed in Section2.5.5 but
that a separate physical effect has a greater influence. This could possibly be alterations in
junction capacitanceor overlap capacitances alsoaffected by device geometry.

Figure 25 shows the LVT device width independent metric geometrically swept at a
temperature of 25°Cand asupply voltage of 250mV. Similar trends are observed with
width independent gate capacitance increasing towards the fast corner, however the
increase in magnitude over global variationis greater than in the RVT device. This again
suggests thatthe LVT device is more sensitive to dopant density variation and to the
INWE, as was highlighted by the currentgeometric sweeps.

It is important to notefromthese figures thatthe width independent metric exaggerates
the capacitance increases and trends in comparison to the actual measurements shownin

Figures 22 and 23 by making the assumption thatthe entire gatearea has a uniform
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capacitance. Whilst this is agoodtool to highlight theunderlying physics, it must be
noted that the peak deviation in the results occurs at minimum width where their affect on
the actual gate capacitance is minimized due to the ‘per-micron’ nature ofthe metric. The
increase therefore has little manifestation in the actual gate capacitance at minimum
width. This is important, as INWE optimal sizing at minimum width would offera greater
improvement in current than increase in capacitance of the following stage, decreasing
propagation delay whilst having little effect on dynamic energy consumption.
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Inverter Gate Capacitance per Micron Geometry Sweep: VDD 250mV: SS: 25°C
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Figure 24: RVT gate capacitance per micron sweeps
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Figure 25: LVT gate capacitance per micron sweeps
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Dynamic energy consumption itselfis the charging and discharging of all switching
capacitances required to achieve thecorrectstate during operation. Whilst gate
capacitanceis often considered the largest, junction capacitances at the drainare also
charged/discharged in response to a statechange. A similar test bench was therefore
created to measure this. Once again this was based uponan FO4 spice deck presented in
Harris and Weste [82]. Figure 26 shows a schematic for the test bench. Onceagain the
HSpice optimizer is used to match therise and fall delays betweennodes cand d (DUT)
and cand e (dependentvariable Cye1ay). However in this test bench the DUT is loaded
with the drain junction capacitance ofasingle device. The parameters AD and PD are
BSIMA4.5 transistor model parameters for the drain area and drain perimeterandare
specifically calculated in the deck fromthe length and width at that particular test point in
the geometric sweep. Thisis to zero out any overlap between the device gate anddrain,
removing any implicit overlap capacitance that would influence theresults of the test
bench. As this test bench simulates a single device’s junction capacitance, each geometric
sweep was performed on NMOS/PMOS devices, at both LVT/RVT thresholds and across
all three global process corners, SS/TT/FF. Thesame postsimulation processing as the
gate capacitancewas performed. Figures 27 and 28 show the junction capacitanceand
width independent capacitance for the RVT NMOS device.

Figure 26: Device junction capacitance SPICE test bench
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Figure 27: Junction capacitance sweeps: NMOS RVT
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Inverter Junction Capacitance per Micron Geometry Sweep: VDD 250mV: SS: 25°C
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Figure 28: Junction capacitance per micron sweeps: NMOS RVT
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Figure 27 shows the junction capacitance geometry sweeps forthe RVT NMOS device at
a temperatureof25°C and a supply voltage of 250mV. The topology of MOS devices
suggests thatan alteration in device lengthdoes not directly affectthe drain/source
junction andthereforethis capacitance is independent of device length. This relationship
is proven in the geometric sweep. Given that the channeldopant density and dopant
location varies globally, this would theoretically change the junction depletion depths and
capacitance. However, the junction capacitance response shows little alteration over
globalvariation. There may be several explanations for this. The first is that the
magnitude in dopant density alteration over global variation translates intoa change in
depletion depthso smallis has little effect on the junction capacitance. The second is that
the global variation primarily affects channel dopantdensity, however HALO implants or
drain engineering may pose such a significant impact that the effect of global variationon
the channelis lost. The third is that the compactmodel simply doesn’t contain the
relevant accuracy to model this effect. With only the information in the model providedin
the PDK it is not clear which ofthesecases are true.

The junction capacitance relationto width is linear, again as is suggested by the
underlying MOS topology. The width independent metrics were also plotted to determine
any deviation in the linearity.

Figure 28 shows the width independent junction capacitance geometry sweeps for the
RVT NMOSdevice at atemperature of 25°Cand asupply voltage of 250mV. The length
independentnature of the junction capacitance is maintained under the closer scrutiny of
the width independent metric across all global process corners. The widthshows a
marked increase in width independent junction capacitance as the width tends towards the
minimum. There are two possible causes ofthis. Thefirst is that the ‘lengths’ ofthe high
dopantdensity drain region forma higher proportion of the perimeter and therefore
contribute a greater influence onthe junction capacitance at minimum width. The second
is that the abrupt nature of the model validity at minimumwidth (120nm) simply leads to
an over estimationofthe junction capacitance. Theoveralltrends are firmacrossall
global process corners.

The absolute magnitudes of the deviation must be considered. The total deviation
represents less thanthree orders of magnitude in the actual junction capacitance and is
therefore within the bounds of statistical insignificance.

The results forthe LVT NMOS device are shown in Figures 29and 30.
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Figure 29: Junction capacitance sweeps: NMOS LVT
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Figure 30: Junction capacitance per micron sweeps: NMOS LVT
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Figure 29 shows the junction capacitance geometry sweeps forthe LVT NMOS device at
a temperatureof25°C and a supply voltage of 250mV. The same trends are observedas
in the RVT device. The responses remain firmly independent of global variationandthe
absolute magnitudes of the capacitance response are thesame as the RVT device. The
three hypotheses outlined in the RVT device discussiontherefore remain possible. There
is a large amount of noise in the FF response, suggesting the modelis more susceptible to
inaccuracy as the operating conditions deviate further away fromthe nominal.

Figure 30 shows the width independent junction capacitance geometry sweeps for the
LVT NMOS device at atemperature of 25°Cand a supply voltage of 250mV. The same
overalltrendsare observedas in the RVT device althoughthe absolute magnitudes are
marginally higher. The fast corner once again exhibits significant noise. The two
hypotheses outlined in the RVT device discussionare still possible.

Figures 31and 32 showthe junction capacitance geometry sweeps for the RVT/LVT
PMOSdevices at atemperature of 25°C and a supply voltage of 250mV. The trends
established in the NMOS devices are observed. The absolute magnitudes are equivalent,
indicating little change due to the reverse polarities of the semiconductor types and
majority carrier type. Figures 33and 34 showthe width independent junction capacitance
geometry sweeps forthe RVT/LVT PMOS devices at atemperature of 25°Cand asupply
voltage of 250mV. The same trends and magnitudes established in the NMOS devices are
observed.

Fromthe results ofthe simulations presented, it is clear that there is no indication ofany
of the subthreshold physical effects discussed in Chapter 2 affecting the junction
capacitances. Moreover the results show a difference in significance of around an order of
magnitude between the gate capacitanceand junction capacitance for the chosen
technology node. This contradicts evidence commonly cited in subthreshold literature that
anincrease in junction capacitanceas a result of lower bias due to voltage scaling can
offset the gains made in gate capacitance [7]. Whilst a notable increase in both gate
capacitanceand junction capacitance is observed in the width independent metric, the
absolute magnitude is notinfluential in the overall capacitance response. Thereforethe
possible increase in capacitanceas a result in minimum width sizing should not be a
hindrancein INWEsizing.
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Figure 31: Junction capacitance sweeps: PMOS RVT
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Figure 32: Junction capacitance sweeps: PMOS LVT
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Figure 33: Junction capacitance per micron sweeps: PMOS RVT
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Figure 34: Junction capacitance per micron sweeps: PMOS LVT
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3.6 Propagation Delay

As discussedin the previous subsection, performance is inherently dependenton device
propagation delay. This is influenced by both the device’s ability to sink/source current
and device capacitances. Whilst both of these metrics have been independently explored
based ontheir variation under subthreshold physical effects, the actual propagation delay
may be directly simulated using a simple FO4 inverter test bench. Once again this test
bench is based upona sample test bench outlined in Harris and Weste [82]. Figure 35
shows a schematic for the test bench.

Device
Under Load on
Shape Input Test Load Load

Figure 35: Propagation delay SPICE test bench

The two input stages priorto the DUT shape theinput transitionto the DUT, reducing the
dependence ofthe DUT’s transition characteristics onthe source step function. Two
stages followthe DUT in orderto provide a realistic load.

To determine areliable evaluationon propagationdelay, rising and falling delays are
measured andthe two cases averagedto generatean average propagationdelay. The
measurement is triggered forarising propagationdelay fromnode c crossing the 50%
VDD boundaryand measured as node d crosses the 50% VDD boundary on the
corresponding fall transition onthe output. Thefalling propagationdelay is measured for
the complementary transitions.

Both the Pand N devices are geometrically sweptin an identical simultaneous fashion,
resulting in a constantP-to-N ratio of 1:1 for all test cases. Sweeps were created for both

LVT and RVT devices at allthree process corners. Figure 36 shows the results forthe
LVT devices.
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Figure 36: Average propagation delay sweeps: LVT
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Figure 36 shows the average propagation delay geometry sweep forthe LVVT SS device at
a temperatureof25°C and a supply voltage of 250mV. Both the PMOS and NMOS SS
device drive current responses showeda significant and clear increase fromminimum
length due tothe RSCE. The limited effect of the INWEshowed a strong current
response in response to increasing width. The gate capacitance responseshows a linear
proportionality to the quadrature of the device. These effects combine to showa clear
decrease in propagation delay fromminimum length, with the minimum delay at 230nm.
With the exception ofthe minimum length, the responsealso shows a slight decrease as
the device width tends to minimum. The optimal device sizing for minimum delay is
therefore 230nmlength, minimumwidth devices. Interestingly, due to the linear
capacitancerelationship with width and the increasing width related drive current
response, thegain in currentis offsetby theadditional capacitance ofthe loadandthe
propagation delay remains fairly flat over device width.

A minimum width device therefore provides the same performance as a large width
device, with the additional benefits of smaller silicon area and dynamic power reduction
due to lower gate capacitance.

Figure 36 also shows theaverage propagation delay geometry sweepforthe LVT TT
device at atemperature of 25°C and a supply voltage of 250mV. Both the PMOS and
NMOSTT device drive current responses showed a mixture of SCE and RSCE. This is
reflected in the propagation delay response wherethere is a sightinflectionat minimum
length, but ultimately the RSCE dominated, with the lowest propagation delay occurring
at 150nm. The INWEcurrent deviation in the width for both underlying devices was
more apparent, andis therefore more apparent in the propagation delay response, with a
clear decrease as device width tends towards minimum. Again, the optimal device sizing
is therefore larger than minimumlength and minimumwidth.

Finally the figure also shows the geometry sweep for the FF corner at the same PVT
parameters. In the underlying device physics, the SCEcompletely dominated the drive
current responses. This is shown in the propagation delay response, where the minimum
propagation delay actually occurs at minimum length. The underlying physics also
showedthe fast corner to be most influenced by the INWE. This again is evident in the
propagation delay response, where the delay reduces greatly as the width tends towards
minimum. The optimaldevice sizing is therefore minimum length, minimum width. In

reality, in the subthreshold regime, the variationwould likely see these devices upsized
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fromminimum length anyway. This shall be discussed later in the section ondevice
variation.
The same test bench was used to performthe same geometry sweeps for the RVT

devices. Figure 37 shows the results of these simulations.
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Figure 37 shows the average propagation delay geometry sweep forthe RVT SS device at
a temperatureof25°C and a supply voltage of 250mV. Both NMOS and PMOS devices
atthis PVT point showedwidth dependentresponse to length change in theirdrive
current responses, i.e. the dominance of SCE/RSCE depended on thewidth. At minimum
width, the RSCE dominated. As width increased, the SCE began to dominate. This is
reflected in the propagation delay response. At minimumwidth, the optimal length is
200nm. As the width is increased, the optimal length decreases, eventually reaching
minimum length. Due to thecomplexnature of the RSCE/SCE interaction, the INWE is
interrupted at minimum width by the dominance ofthe RSCE. Other than the minimum
width, minimum length point, the INWE dominates andthe propagation delay decreases
as width tends towards minimum. The optimal device sizing for this gateis therefore
variant. The highest currentper unit area and therefore performanceis achievedat
minimum width, 200nm length. Changes in device width would require a corresponding
reductionin lengthto maintain the optimal value.

The figure also showsthe RVT TT device at the same PVT point. Both theunderlying
devices show muted RSCE and slight dominance of the SCE. This is reflected in the
propagation delay response, where the length response is fairly monotonic, decreasing
towards minimumlength. There is aslight RSCE behavior at minimum width, giving a
propagation delay at minimum at 100nm length for minimum width. As the width
increases, theoptimal length quickly tends towards the device minimum. The INWE
affects both underlyingdevices and is thereforeapparent in the propagation delay
response, givinga minimum propagation delay at minimumwidth forall lengthsabove
the 100nm optimal point. Acceptingthevariation limitation in length, theoptimumsizing
for this device is therefore minimum width, 100nm length. Should the width be increased,
the length would have to be decreased towards minimumlength as much as variation
would allow.

Finally the figure also shows the RVT FF device at the same PVT point. The SCE
dominates the lengthresponse of the underlying devices and therefore, the propagation
delay is lowest at minimum length for all widths. The INWE dominates the width
response of the underlying devices at minimumwidth. The propagation delay therefore
falls off monotonically towards minimum width. The optimal sizing strategy for this
device is therefore minimum width and as close to minimum length as variationallows.
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When theresults are examined in theirentirety, thereare a few trends that may be
observed. The first is thatthe optimal sizing strategy varies betweenthe LVT and RVT
devices. The LVT devices are more affected by RSCE. This translates into an increase
theiroptimal device length. As the device length corresponds to a possible increase in cell
width, the LVT devices will inherently generate larger cell footprints and therefore
occupya largersilicon area than designs synthesized fromthe RVT devices.

The secondtrendis thatthe process corner affects the RSCE, and therefore theslower the
process corner, the larger the optimal lengthand corresponding cell footprint. Whilst the
underlyingsilicon received fromthe fabrication houseis beyond the control of the
designer, the choice of process targeting strategy is. This is discussed later in the design
sections.

Thethird trend is thatthe INWE affects the propagationdelay in all devicesand corners.
Fordevices above 90nmin length (the minimum length considered safe for variation) the
minimum propagationdelay always occursat minimum width. Utilizing the
parallelization techniques outlined earlier, the currentper unit widthand therefore
performance will always be maximized using minimum width devices. The costofthis

strategy however is the related increase in leakage current.

3.7 Minimum Operating Voltage (Robustness)

The functionality of CMOS logic is dependent onthe concept ofa gate’s ability to
successfully convey statebased uponthevoltageit receives on it’s input/s to that
produced onit’s output. The simplest mapping of input to output voltages ofan inverter is
known as the voltage transfer characteristic. Fromthis, two inputvoltage thresholds are
derived. Thefirstis Voltage InputHigh (VIH), which defines theminimum voltage that
the input will deterministically recognize as a valid state of ‘1’. The secondis Voltage
Input Low (VIL), which defines the maximum voltage that the input will
deterministically recognize as a valid state of ‘0’. Between these voltages, thecombined
impact of the NMOS/PMOS devices on thedrain are indeterminate, and therefore the
ability to deterministically convey state has been lost and the logic cannot be deemed
operational. Fromthe two input thresholds, two output levels may be derived. The
Voltage OutputLow (VOL) is derived as the voltage on the output when the voltage on
the inputis VIH. The Voltage OutputHigh (VOH) is derived as the voltage onthe output

when the voltageon theinputis VIL.
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In orderforagate to be able to drive itself, VOH must be greater than VIH for a state of
‘1’ to be successfully conveyed fromone stage to thenext. The differencebetween VOH
and VIH is known as the Noise Margin (High), NMH. VOL mustalso be lessthanVIL to
successfully convey a state of °0’. The difference between VIL and VOL is known as the
Noise Margin (Low), NML. The theoretical operationof CMOS may therefore be defined
as valid when bothNMH and NML are greater than zero. As thenumber of gatesin a
design increases, the likelihood ofa gate failing to meet this criteria increases, and
therefore the MOVincreases [83].

Two primary issues are posed by operationin the subthreshold regime. The first is that as
supplyvoltageis aggressively scaled, MOS devices stop behaving like voltage controlled
current sources andstart behaving in an ohmic fashion. Thevoltagedropped across them
therefore beginsto account fora greater proportionality ofthe rail to drain voltage,
degradingtheoutput swingofthe gate. Degradation of the outputlevels degrades the
noise margins.

The secondissueis that the inherentstrengths of NMOS/PMOS devices are degraded at
different rates under aggressivevoltage scaling. Typically in bulk planar deep submicron
technology nodes, the PMOS device degrades more thanthe NMOS device. This results
in a reduction in VOH and a corresponding degradation of the NMH. As such, aggressive
voltage scalingwill eventually lead to gate failure. It is therefore imperative to determine
the impact of the limits of operability on device sizing.

A test bench was created to simulate these limits from the BSIM compact model. This
test containsa single inverter with NMOS and PMOS devices of matched width and
length, giving a 1:1 P/N sizing ratio. A supply voltageis applied, and theinputvoltage to
the inverter swept fromground tothe supply voltage to generatethe voltage transfer
characteristic. VIL and VIH are determined as the input voltage levels which generate
first orderderivatives equalto -1,a common methodological practiceused in the field.
VVOH and VVOL are then determinedas the outputvoltages corresponding to the input
voltages VIL and VIH. The noise margins NMH and NML are calculated as absolute
values andalsoas a percentage of the supply voltage. The supply voltage is then lowered
and the whole process repeated. The practical minimum operating voltage is then
determined as thepoint at which either NMH or NML reaches 10% ofthe supply voltage,
again acommon methodological practice in the field. Finally, the whole test bench is
geometrically swept over length andwidthforboth LVT and RVT variants ofthe

devices. Figure 38 shows the results.
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Figure 38: Minimum operating voltage sweeps
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Figure 38 shows the practical minimum operating voltage ofthe LVT device inverter at
the TT process cornerand atemperature of 25°C. The trend shows thatincreasing the
device lengthandwidth has the effect of decreasing the minimum operating voltage. Both
the drive current sweeps for the NMOS and PMOS devices showed positive current
trends for length and width. For the purposes of propagation delay, gate capacitance grew
fasterthandrive current andtherefore propagation delay was minimalat around 150nm
length and minimumwidth. Fornoise margin, the results suggestthe relationship is
somewhat more complicated. Theoverallresult is likely a combination of many factors,
including lon/loffratio, P/N optimal sizing, threshold voltage variation in response to
sizing, drive current, inherent ohmic nature ofthe devices etc. Interestingly, large gains in
minimum operating voltage can be made by upsizing slightly fromminimum dimensions.
The gains then swiftly diminish. Foralength sized at 150nmfor minimum propagation
delay,a 25mV improvement in minimum operating voltage canbe obtained by upsizing
the width to 350nm. The lowest minimum operating voltage for the analysis was 133mV
for lengths/widths greater than 950mV. The highest was 190mV, covering the whole
width of the minimum length devices.

Figure 38 also shows the practical minimum operating voltage of the RVT device inverter
atthe TT process cornerand a temperature of 25°C. This is quite different to the LVT
response, with a local minimum centered on a length of 240nmand width of 300nm.
Increasing beyondthese values increases the minimum operating voltage. Again the
response is likely an amalgamation of many factors. The lowest minimumoperating
voltage in the response is 109mV at the 240nn/300nm minimum focal point outlined
above. The highest was 149mV at minimum length.

Several conclusions may be drawn for the above analysis. Firstly, the optimal sizing for
minimum propagationdelay and minimum operating voltage are notthe same. A design
decision between performance andyield is therefore presented tothe library designer.
The secondtrendobserved s that the worst minimum operating voltage occurs at
minimum length for bothdevice variants. The standard superthreshold practice of sizing
atminimum length would therefore havesignificantimpact on yield. A third observation
is that the absolute values of the RVT variant are less thanthe LVT variant, which is
initially somewnhat counterintuitive, giventhat the natural threshold voltage ofthe RVT
device is higher. The likely reasoning behindthis is the greater lon/loff ratio of the RVT
device. As outlinedearlier, MOS devices begin to display ohmic behavior at aggressively

scaled voltages, resulting in logical behavior analogous toratioed logic. In the LVT
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device, the offdevice in the inverter will leak a largeramount of current, placing a greater
contention onthe drain, degrading the noise margin and therefore minimumoperating
voltage.

3.8 Chapter Summary

This chapter performed simulations on a BSIM 4.5 compact model ofthe chosen
technology library. Geometric sweeps were performed to measure activeand leakage
currents for bothPMOS and NMOS devices. These were shown to be highly dependent
on LVT/RVT variant and process corner dueto theirimpact on the manifestationofthe
RSCE and INWE. The lon/loffratios were then calculated. Allresponses showed the
ratio degradedtowards minimumlength due to the SCE. The rest ofthe responses were
explained using theunderlying physics outlined in Chapter 2.

Minimum-fingered topologies were thenexplored and their active and leakage currents
compared to asingle iso-areadevice. All minimum width composite devices showed
some levelof improvement overasingle iso-area device. The absolute magnitude of this
improvement was highly device dependent.

Geometric sweeps to simulate gate capacitance were then performed. Little deviation
resulting fromRSCE or INWE was observed, thus supplementary simulations to
determine junction capacitance were performed. The responses showed dominance ofthe
direct correlation of gate capacitance and area.

Propagationdelay was then simulated to determine the impact of the previously simulated
current and capacitance metrics on device performance. This showed the optimal sizing
was highly dependent on LVT/RVT variant and process corner. The INWE dominated for
all lengths above the 90nmlength variation cutoff.

Finally, the minimum operating voltages were simulated to determine the impact of
device sizing on robustness. Theseshowed little correlation to performance optimal

sizing.

97



Chapter 4: Evaluation of Proposed Cell Sizing Strategy in Silicon
4.1 Chapter Outline
This chapter presents three subthreshold sizing strategies. Two strategies have previously
been explored in the field and one is a novel contribution fromthis work. X1 inverter cell
ranges were created fromeach strategy using anidentical silicon cellarea. Thesewere
laid out in the chosentechnology node. The cells were then verified using commercial
DRC (Design Rule Check) and LVS (Layout-Vs-Schematic) tools and accurate SPICE
models were parasitically extracted using a commercial extraction tool. Each cell was
then simulatedto determine average propagationdelay and leakage. Monte Carlo analysis
was then performedto determine variability. Finally, the three sizing strategies were then
compared.
Ring oscillators were thendesigned fromthe novelsizing strategy, signed offand
committed to silicon. The dies were sweptover supply voltage and temperature andthe

performance and leakage characteristics measured usinga source meter.

4.2 Inverter Design Space

In orderto determine the best methodto create a standard cell for subthreshold operation,
the boundaries encompassing all permutations of possible design strategies mustfirst be
defined. Two of these boundaries have previously beenexplored in the forms ofthe
regular superthreshold sizing strategy and minimum width sizing strategy outlined in
Chapter2and simulated in Chapter 3. The novelsizing strategy provides thefinal
boundary.

The simplest cellincluded in a practical standard cell library is the X1 inverter. This was
therefore chosenas the testcase. A 12track (2.4um height) implementationwas chosen,
as this is the formfactor utilized by the current ARM R&D library. Considering
minimum poly overlap rules, P&R boundary distances and assuming equal Pand N type
diffusion areas, thisaffords a maximum of 840nm diffusion width for each device

(maximum device width).

4.2.1 Regular (Superthreshold) Sizing Strategy

Theregularsizing strategy suggests that increasing the width of the NMOS and PMOS
devices increases their current producing capability, andtherefore produces faster cells.
Inverters of matched NMOS/PMOS width of 120, 210, 420, 630, 840nm were created.
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Conventional (based on superthreshold operation) submicron physics suggests that
increasing the width increases the performance andalsothe gate capacitance, butthatthe
former increases at a greater rate thanthe latter, leading to an improvement in the
propagation delay. The leakage currentfor the cellwould also increase, as this is also
proportional to width. Figure 39 shows a sample ofthese cells laid out in the target

technology node.
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Figure 39: Regular sizing strategy inverter cell layouts

4.2.2 Minimum Width Sizing Strategy

The minimum width sizing strategy suggests that to maximize gate controland thereby
the lon/loff ratio, minimum width devices should be chosen as this maximizes the
advantage produced by the INWE. In the chosen process the minimum width is 120nm.
The minimum STI spacer between diffusionregionsis 110nm. To create the sizing
variations, multiple fingers of 120nmare stacked in parallel. For the chosen cellsize, this
allows up to four devices each for NMOS/PMOS ((4 x 120nm) + (3 x 110nm) = 810nm).
Inverters with matched finger numbers of 1/2/3/4 x 120nm were created. The
subthreshold physics discussed in the previous chapters suggests the addition ofeach
device will proportionately increase both the performanceand leakage of the device.
Comparatively, according to the parallelization and capacitanceresults presented in
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Chapter 3,the drive current produced should be greater and the gate capacitance smaller
than the regularsizing strategy, leading to superior performance. Figure 40 shows a
sample ofthese cells laid out in the target technology.
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Figure 40: Minimum width sizing strategy inverter cell layouts

4.2.3 Full Diffusion Sizing Strategy

Due to the determination of previous researchers in the field to maximize the performance
of the underlyingtransistors, the focus of proposed standard cell design strategies has
always be drawn to minimum width devices. Thediscussion of the physics ofthe INWE
from Chapter 2suggests that anywherean STI sidewall is encountered by the diffusion
region, the INWEwill be experienced. It is therefore possible to invert the form. Instead
of assuming a blanksilicon area where diffusion area may either be extended or occupied
by an increasingnumber of quantized optimal devices, the siliconarea may be assumed to
be full and STIspacersaddedto create a geometric sizing methodology.

In the chosen technology node fora 12-track library, the full diffusion region forboth
NMOS/PMOS is 840nm each. The addition ofasingle STIspacer into this diffusion
region forms two equal devices of 365nmwidth ((365 x 2) + (110 x 1) = 840nm). The
addition oftwo STl spacers forms three equal devices of 205nm and three ST spacers

formfourequaldevices of 120nm. In accordancewith the INWEargumentfromChapter
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2, as each spaceris added, the influence of the INWEshould increase and therefore, so
should the performance and leakage ofthe cells. Figure 41 shows a sample of these cells.
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Figure 41: Full diffusion sizing strategy inverter cell layouts

4.3 Performance and Leakage Comparison (LVT TestCase)

To give amore accurate comparison ofthe sizing strategies, X1 inverters usingall three
strategies were laid out in Cadence Virtuoso fromthe LVT devices. To provide a fairiso -
area comparisonforeach ofthe sizing strategies, the overall optimal length value of
100nm was chosenforallcells in both threshold voltages. DRCand LVS verification of
the layouts were individually performed using Calibre to ensure valid compliance to the
DRM forthe chosentechnology. Calibre was thenused to performparasitic extractionon
the cells using a 3D process methodology [84]. This generated a new SPICE model,
creating the model ofthe compositetopology of one or more devices in each cell with the
addition of the parasitic resistance and capacitances introduced by the viasand metal
connections. This SPICEmodel was then re-introduced into the HSPICE test benches
used in Chapter 3. The FO4 propagation delay testbench fromSection 3.6 was used to
simulate the propagation delay of each individual cellusing the same methodology.
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A secondtestbenchwas created fromthe FO4 test bench. Thesecond test bench removed
the step functionvoltagesource andreplaced this with a fixed sourceofeither VDD or
GND. The device under test was alsoremoved fromthe global supplies and a separate
supplyofthe same VDD was applied. The current was then measured between the supply
rails ofthis supply whilstthe DUT was static. This measured the leakage currentforone
state (input =high/low). The inputsource was thenflipped to the alternate state
(VDD/GND ) and the static current measured again. These two measurements were then
averagedto give the average leakage current of the DUT. Figure 42 shows the results for
the LVT devices.
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Figure 42: LVT inverter cell design space

The figure represents the entire designspace foran X1 inverter at the typical process
corner, nominal temperature of 25°Cand a supply voltage of 250mV. Any X1 inverter of
the same silicon area hasto be a permutationofone or more ofthe three design strategies
presentedin the previous sections.

The regular (superthreshold) design strategy did not behave in the same manner as
expected in the subthreshold regime. The lack ofimprovement in propagationdelay in
response to widthincreaseat this PVT point (as shown in Chapter 3) was superseded by
the linear increase in gate capacitance (on theload). Therefore as thewidth increased, the
capacitanceon theload grew faster than the device currentdriving it and the gates got

slower. Moreover, as the leakage current stillmaintains a positive relationship with the
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device width, as thewidth was increased, the leakage current increased. Therefore,
somewhat counter intuitively, the optimal device in the regular sizing strategy was
actually the device with the lowestwidth (120nm). In accordance with the variation
discussionin Section 2.4, this is also the device with the lowest gate area and therefore
highestvariability. This is explored further in the next subsection.

The minimum stacked sizing strategy exhibited the best performance to leakage ratio, as
was expected giventhedevices have the highest INWE influence and there fore highest
gate controllability and performance-to-leakageratio. As the number of minimum width
fingers increased, the inverters got faster and leakier. The correct proportionality was
therefore observed. However, the same variationargument applies to thelesser number of
stacked devices as applied tothe regular sizing strategy (Lower number of fingers equates
to highervariability).

The novelfull diffusion strategy exhibitedthe largestrange in propagation delays,
spanningthe fullgamut of the two other strategies combined. The cost ofthis range was
the additional leakage arising fromthe maximal usage ofthe area andtherefore greatest
overallwidth ofeach cell. This however should be a benefit in terms of variation, which

is inversely proportional to area as discussed in Section2.4.2.7.

4.4 Stack Forcing and VT Generalization

The abovedesign methodology can be equally appliedto both LVT and RVT devices and
both device VI’s can be stack forced. This creates 4 permutations. Allsizing strategies
were therefore laid out in all four permutations, parasitically extractedand simulatedin
the same test benches fromthe previous subsection. Figure 43shows the results.
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INVXI1 Leakage Current vs Propagation Delay
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Figure 43: Full multi-Vtinverter cell design space

The resultsreveal severalimportantfeatures of the cell strategies. The first is that, whilst
the absolute performance/leakage values were not directly transposed between LVT and
RVT, the underlying relationships remain fairly constant and therefore the
advantages/disadvantages posed by the LVT test case in the previous subsectionapply
equally to RVT.

The secondfeature is thatthe strategies respond equally to stack forcing. As the cells
were stack forced, the additional device created additional resistance in the pullup/pull
down paths. This has the effect of reducing leakage butincreasing propagationdelay.
However it must be notedthat stack forcing proportionally increased the leakage current
greaterthanit lowered the propagation delay. This means that the supercutoff effect was
not presentor is superseded by another physical effect in the chosentechnology library.
This correlates with the results of the stack forcing experiment of Section 3.4. Moreover,
stack forcing doubles the gatearea and therefore gate capacitance ofthe cells. Thiswould
substantially increasethe dynamic power consumption, a side effectthatmust be
considered before the liberaluse of stack forcing in any design.
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4.5 Monte CarloAnalysis (Variation)

The FO4 propagation delay testbench, completewith parasitically extracted models for
the three sizing strategies, was then modified to include the Monte carol BSIM models for
local variation analysis. Each inverter cell, in each sizing strategy, foreach of the four
permutations was simulated for 1000 iterations. The data was collated, and the mean ()
and standard deviation (o) calculated. The critical variation metric sigma/mu (o/p) was
then determined foreach inverter cell. Table 1 presents theresults in a tabular from.
Figure 44 presents the result as column graphs.
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LVT LVT Stacked

|| Tepp (ns)  Mean () Std. Dev. (o) olp H || Tpp (ns) Mean (u)  Std. Dev. (o) ol H
Regular Regular
120nm 118.24 32.28 0.273 120nm 306.16 57.71 0.189
210nm 139.73 35.82 0.256 210nm 381.91 70.07 0.183
420nm 154.98 30.91 0.199 420nm 421.10 61.55 0.146
630nm 159.24 26.27 0.165 630nm 426.47 51.85 0.122
840nm 164.28 23.7 0.144 840nm 436.65 46.38 0.106
Min. Stacked Min. Stacked
IF 118.24 32.28 0.273 1F 306.15 57.71 0.188
2F 83.57 14.97 0.179 2F 236.20 29.69 0.126
3F 71.51 10.38 0.145 3F 208.77 21.11 0.101
4F 68.73 8.5 0.124 4F 202.80 18.83 0.093
Full Diffusion Full Diffusion
1F 164.28 237 0.144 1F 436.65 46.38 0.106
2F 127.95 18.96 0.148 2F 363.64 30.78 0.109
3F 89.86 12.79 0.142 3F 270.03 28.48 0.105
4F 68.73 8.5 0.124 4F 202.80 18.83 0.093
RVT RVT Stacked
|| Tep (ns)  Mean (u) Std. Dev. (o) olu H || Tep (ns) Mean ()  Std. Dev. (o) olu H
Regular Regular
120nm 1452.8 731.18 0.503 120nm 3811.0 1390.3 0.365
210nm 1607.4 602.37 0.375 210nm 3399.6 1215.1 0.276
420nm 1818.0 465.90 0.256 420nm 4958.8 939.69 0.190
630nm 1974.0 407.10 0.206 630nm 5322.3 809.75 0.152
840nm 2157.8 380.54 0.176 840nm 5783.4 751.01 0.130
Min. Stacked Min. Stacked
1F 1452.8 731.18 0.503 1F 3811.0 1390.3 0.365
2F 836.58 283.88 0.339 2F 25449 622.91 0.245
3F 654.30 174.74 0.267 3F 21433 419.20 0.196
4F 609.00 139.57 0.229 4F 2047.0 367.70 0.180
Full Diffusion Full Diffusion
IF 2157.8 380.54 0.176 1F 57834 751.01 0.130
2F 1381.9 273.23 0.197 2F 4038.9 476.50 0.143
3F 877.06 191.54 0.218 3F 2821.0 448.15 0.159
4F 609.00 139.57 0.229 4F 2047.0 367.60 0.180

Table 1: Sizing strategies Monte Carlo (variation) analysis
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The table and figure show the variation characteristics of average propagationdelay for
each inverter cell at the typical process corner, supply voltage of 250mV and operating
temperature of 25°C. For all four permutations, thevariation of the regular sizing strategy
follows the inverse-quadrature proportionality outlinedin the variation discussion of
Section 2.4.3 (i.e. variation reduces in proportion to the square root of the gate area). The
mean average propagationdelay increases as the widthis increased, confirming the
solitary test benches performed earlier. On the other hand the standard deviation reduces
as the width is increased. This results in a reduction of sigma/mu as the gate width
increases.

The variation of the minimum sizing strategy follows the Gaussianaveraging
proportionality. The metrics thatgovern local variations are typically of a Gaussian
distribution. In the minimumsizing strategy, all fingers are of the same (minimum) width.
Therefore the Gaussian distributionfor the variationof all fingers is the same. By
increasing fromone to two fingers, the effect is that oftaking two samples fromthe same
underlyingdistributionand summing their characteristics to forma composite device. As
the number of fingers tends to infinity, the characteristic of the composite device tends to
the mean ofthe distribution. Therefore as the number of fingers increases, the variation
decreases. This is the behavior observed for all four permutations of the sizing strategy.
The variation ofthe novel full diffusion sizing strategy is an amalgamationofthe two
aforementioned relationships. As each successive ST1spacer is added to create more
fingers fromthe same diffusion area, the overallamountof ‘utilized width’ decreases. In
accordancewith the inverse-quadrature proportionality, the variation therefore increases.
However, addingthe spacer increases the number of equally sized fingers, thereforethe
variation decreases. These opposing relationships counteract to forma unique variation
proportionality where the amount of variation change depends on therelative strength of
the contribution of thetwo underlying variation functions. These are discussed later.
Forthe LVT permutation ofthe sizing strategies, therange of variation of the regular
sizing strategy was 90% (from the most variable (120nm) to the least variable (840nm)).
The range of variation for the minimum sizing strategy was 2.2x (1F to 4F). The range of
variation for the full diffusion sizing strategy was only 19% (2F to 4F), locked to the least
variable device in the entire design space (4F).

Forthe LVT stacked permutationofthe sizing strategies, the range of variationofthe

regularsizing strategy was 78%. The range of variation for the minimum sizing strategy
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was 2.27X. The range of variation for the full diffusion sizing strategy was only 17%,
again locked to the least variable device in the entire design space.

The RVT permutationfollows a similar trend, with the range ofthe variation for the
regularsizing strategy at 2.86X, the variation range forthe minimum izing strategy is
2.2X and the variation range of the full diffusionsizing strategy is 28%.

Finally the RVT stacked permutation had variation ranges 0f2.81X, 2.03X and 38.5% for
the regular, minimum and full diffusion sizing strategies respectively.

An overview of all permutations reveals interesting trends. Firstly, for the three
permutations of interest to most designers (LVT, LVT stacked, RVT), the sizing strategy
with the highest range of variability is actually the minimum width sizing strategy, which
Is the most frequently used in the subthreshold regime [50] [38] [85] [86] [79] [78] [75]
[87]. In accordance with the underlying driving force behind this strategy, the
performance increasegained fromthe INWE, this sizing strategy contained the fastest
cell in the whole design space in each permutation, the4 x 120nm fingered device. There
is no otherway to designa faster X1 inverterin a 12 track library than using this cell.
Interestingly, in the LVT permutations, this is alsothe cell with the lowestvariation.
Alternatively, for the three permutations of interest to mostdesigners (LVT, LVT
stacked, RVT), the sizing strategy with the lowest range of variability is the proposed full
diffusion sizing strategy. The largest variation fromthe lowest variability cell was never
more than 19% in LVT and 28% in RVT. This has a direct impact on theusability in
terms of minimum VDD and yield. Inthe RVT permutation, the cell with the lowest
variability was actually the 1F full diffusion / 840nmcell in the regular sizing strategy.
This means thatthe full diffusionsizing strategy is the only strategy to always contain the
cell with the lowest variability across all permutations of interest.

The difference in LVT and RVT trends for the full diffusion strategy are also interesting.
In the LVT permutations, the Gaussianaveraging effect is greater thantheinverse-
quadrature relationship. Therefore as the number of fingers increase, the variation of the
cells generally decrease. In the RVT permutation, the oppositeis true. The loss ofarea
outweighs the averaging effect andthe cell variability increases as the number of fingers
Increases.

Quick observation ofthe results shows that the in terms of absolutevalues, the LVT
devices are inherently less variable than the RVT devices and stack forcing always lowers

the performance variability of the design. Both ofthese concepts follow the consensus
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established in the field, where stack forcing is often usedto achieve a reductionin
variability. However, when combined with the sizing strategies, the range of variation in
each strategy benefitted only slightly.

4.6 Physical Design Owverview

The important underlying physical characteristics of this technology node havenow been
studied. It is important to establishthetrade offs between the choices of library designso
that the designer can match the benefits of the library to theintended circuit.

The analysis in the previous subsection revealed thatthe fastest cellis always the cell
with the highest INWEfillip. This will always be the cell with the highestnumber of
minimum width fingers in accordance with the physics of Section 2.5.7. In the case ofthe
12 track library, this is the 4F cell shared betweenthe minimumand full diffusion sizing
strategies. Therefore, if the objective of intended circuit is speed increase, the designer
shouldchooseoneofthese strategies.

The analysis alsorevealed thatthe cell with the lowestvariability is dependent onthe
underlying physics andis therefore not always the same cell. For the chosen technology
node, the 4F cell shared between the minimum and full diffusion sizing strategies exhibits
the lowest variability when the LVT devices are used. However, the 840nm/1F cell
shared betweenthe regular and full diffusionsizing strategies exhibits the lowest
variability when then RVT devices are used. Therefore thebestdesign choice for circuits
where variability is the key design metric is the full diffusion strategy.

Otherthan the reduction in non-recurring engineering cost associated with the reuse ofa
regularsized library, there seems nological benefit to usingthe regular sizing strategy in
the subthreshold regime.

Fromthe results presented thus far, it would seemthat the consensus in the field of using
the minimum sizing strategy is correct, as the characteristics in the subthreshold regime
are most advantageous. It provides the highest performance-to-leakage ratio andwould
therefore reduce leakage energy. It also has the lowest gate area and therefore gate
capacitance, lowering dynamic energy. There is howevera problem. The amount of
variation introduced by removing fingers in this topology introduces too much variation
for it to be feasibly used. In reality, any designunder 3fingers in the minimum sizing

strategy is simply toovariable, asis any design under 630nmin the regularsizing
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strategy. Thisargumentwas raised in the constant yield study presented in Section 2.6.3.
Both ofthese strategies are therefore limited in range.

This is not true for the proposed full diffusion sizing strategy. Theentire range of cells
satisfies this variation watershed and may therefore be included in the library. The costof
this reductionin variation is an increase in leakage, and therefore leakage energy. The
gate area and therefore gate capacitance falls betweenthe minimumand regular sizing
strategies. This means that the full diffusion strategy has an inherentdynamic energy
consumption better than regular butpoorer than minimum. As the full diffusion strategy
shares the same 4F cell as the minimum sizing strategy, the maximum circuit speed
achievable is also shared between the two and therefore a circuit constructed fromthe
minimum sizing strategy can be nofasterthan one fromthe full diffusion sizing strategy.
The advantagedifferences between the two are thatthe minimumsizing strategy has
lower leakage and dynamic energy, butthe full diffusion has lower variationand greater
range.

For circuits where static timing analysis shows very similar path times forall paths, the
full diffusion sizing strategy offers nobenefit. If the timing constraint and dynamic
energy consumption targetofthe circuit can be met with the regular sizing strategy, this
shouldbe usedas it offers the lowest leakage energy contribution. If either of thesetwo
constraints cannot be met, the minimum sizing strategy should be used.

However, most circuits are very complex, and static timing analysis reveals path times of
varying lengths. The primary objective ofthe synthesis tool is to meet timing. Given a
range of cells, it will always introducethe fastest cellto ensurethis timing objectiveis
met. The synthesis tool may then performa leakage recovery step, which iteratively
introduces slower, less leaky cells until reaching the pointofinvalidating the timing
constraint. Ifthe timing requirement of the faster paths is a large distance away fromthe
critical path, inefficiencies will inevitably occur with the use of the minimum sizing
strategy as the synthesis tool will have no optionbut to use cells fasterand leakier than
necessary to constructthe path.

A good way to visualize this is to imagine a circuit where 5% of the paths require the
fastest possible cells. Fromthe discussionin Section4.4, this is the LVT permutationof
the 4F cell shared by the minimumwidth and full diffusion libraries. Now envisage that

the remaining 95% of the paths are 10-15times slower. The discussion fromSection 4.4
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would suggest that thebestcells would be chosen fromthe RVT permutation. In the
superthreshold regime, this problemis solved exactly in this manner, via multi-Vi
synthesis. However, the limits in the ranges ofthe minimum and regular sizing strategies
preclude multi-Vt synthesis in the subthreshold regime.

To putthis into context, for the 840nm X1 inverter cellin the chosentechnology node,
the LVT permutation offers a 10% performanceincreasefora 1.69X leakage increase in
the superthreshold regime. The same cell in the subthreshold regime offers a 9.61X
performance increasefora 1.78X leakage increase. The performance difference ofthe
two VT devicesis simply irreconcilable by the synthesis tool.

This is where the proposed full diffusionsizing strategy has theadvantage because the
full range can be used. By using the LVT stacked devices sparingly to introducea bridge
between the LVT and RVT permutations, this gives thesynthesis tool a full range of
performance spreading fromLVT right into RVT, allowing multi-Vt synthesisto be
safely re-introduced into the subthreshold regime. As the design can now spread safely
backinto the RVT permutation, levels of leakagerecovery can be reached that would
otherwise be prohibited.

The second hypothesis of the thesis may now be presented:

Can the Full Diffusionsizing strategy beused, alongwith any necessary stacked
interstitial libraries, to create a more energy efficientdesignby theincrease in
granularity of multi-vt synthesis in the subthreshold regime?

The remainder ofthis work aims to test this hypothesis by provingthe results fromthe
full diffusion simulations match the physics in silicon, and then constructing circuits ofa
reasonably complexnature (Full 32-bit AES cores, Chapter 6) and comparing the energy-
performance profile againsta state-of-the-art subthreshold library constructed fromthe
regularsizing strategy (The ARM LE (Low Energy) Library [88]).

4.7 Extension to Other Gate Types

As fewuseful circuits can be constructed frominverters alone, it was importantto
establish that the sizing strategy could besuccessfully extended to other combinational
logic gates. At this stage, the decision was taken to create NAND2, NOR2 and AOI22,

the latter used extensively in subthreshold logic for multiplexors. These basic gates, along
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with the INV gate fromthe previous subsection, are enoughto testthe commercial
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Figure 45 shows that DRC clean NAND2 gates can beconstructed for all four finger
permutations without serious issues arising fromthe design rules. Otherthan ‘T’ section
ends on metal routing to obey VIA extensionrules (forthe electromigration issues
outlined in Section 2.3.4.2.2), no additional layout design effort was required above and
beyondthat applied tothe inverters of the previous chapter. The NOR2 gates are simply
NAND?2 gates with the pullup and pull down network routing flipped. Hence they are
omitted forthe sake of brevity.

Figure 46 shows the full diffusion sizing strategy applied to AOI22 gates. These gates are
more complexdue to the requirement of four inputs. This has the effect of crowding the
centerofthe celland lowering the allowable diffusion area. Moreover, there is significant
crowding on themetal layerin the pullup network. This meansthat vias cannot reachall
diffusion fingers to connect to the appropriate net. Routingis therefore completed onthe
diffusion layer. Forthe giventechnology, metal routing has a resistance of 0.1 Ohms per
square. Diffusion routing has a resistance of 15 Ohms persquare. This type of designis
therefore typically precluded in superthreshold celldesign, where RCdelaysare on a
similar order of magnitude to switching delays. However, in subthreshold operation,
switching delays are several orders of magnitude greater than RC delays, and therefore
introducing this additional resistanceis perfectly acceptable to complete thecell [89].
The additional strut between diffusionfingers in the final (3 finger) cell changes the
spacingrules fromthe DRM. Instead of the spacing bounded only on two sides like the
othercells, the strut forms a Cbased spacer, which the process demands a greater
minimum distance for (110nmfor two sides, 180nmfor C shape). This additional spacer
size accounts for the inability to create a 4 finger variant in the available height ofa 12
track library.

A new HSpice test benchwas created based onthe propagationdelay testbench fromthe
previous chapter. All possible inputcombinations for the three gates were sensitized to
the outputby tying off unused inputs to the VDD or GND rails. For NAND2/NOR2 this
created A-to-Y/ B-to-Y/ Both-to-Y combinations. For AOI22all singular inputs were
sensitized, alongwith testcases for Both-A’s-to Y/ Both-B’s-to-Y/ All-to-Y. To
simplify the test bench, the FO4 aspect was dropped, with each of the five stages simply
driving asingle copy of itself. The average propagationdelay was calculated fromall test

casesforeach gate.
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A secondtestbenchwas then adapted to simulate leakage current (alsooutlinedin the
previous chapter). The leakage current for each cellwas simulated forall permutations of
the inputsto generate leakage current values for all possible inputstates. Thesewere then

averagedto calculate anaverage leakage current.

Given that the performance of a circuit is determined by the slowest (critical) path, the
propagation delay of focus was the slowest transition foreach gate. For boththe NAND2
and NOR2 gates, this is the B-to-Y transition. Forthe AOI22 gate, the slowesttransition
was A0-to-Y. Figure 47 shows theaverage propagation delays and leakage currents for
these transitions.
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Figure 47: Combinational gates characterization

Figure 47 shows the average propagation delay and leakage current characteristics for the
4 gate typesat thetypical process corner, temperature of 25°Cand supply voltage of
250mV. The figures shown are for gates using the LVT variants of the devices. All four
gates follow the same trends established for the inverters thus far presented. As the
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number of fingers increases, the impact ofthe INWE increases, lowering the propagation
delay and increasing the leakage current. Forthe INV/NAND2/NOR2 gates, a decrease of
around 2X can be achieved in the propagationdelay at the penalty ofaround 2.1X
increase in leakage current. Forthe AOI22 gate, the decrease in propagation delay is a
modest 30% for 15% increase in leakage. This analysis shows thatfor the simpler
combinational logic gates, the same benefits of the full diffusion sizing strategy are
experienced. Formore complex gates, a decrease in propagation delay is stillobserved,
but the magnitude ofimprovementis less. The same trends are observed in the RVT
devices and therefore, in aid to brevity, more detailed results are omitted here and
presentedin the following chapter.

4.8 Ring Oscillator Design

All of the work presented thus far has beenbased on simulations fromthe BSIM4.5
compact SPICE models provided in the PDK from the fabrication house (TSMC). Whilst
this is amature process node andthe models have seenseveral iterations and revisions
since initial release, the full diffusion sizing strategy uses these models in away that they
have not intentionally been designed for. The vast majority of VLSI designers usingthe
process node are targeting superthreshold operation. Thereforethe focus on the accuracy
of the models is always at minimum length where superthreshold devices will be
invariably sized. Even if subthreshold operationis a supplementary focus of model
accuracy, the consensus in the field is the minimum width sizing strategy; thereforethe
INWE may only be accurately modeled at minimum widths. It is imperative to ensure that
the results generated fromthe models are an accurate representation of the device
behavior before thecells are used to commit any complexcircuitry to silicon. The
performance and leakage characteristics of a range of cells therefore required silicon
validation.

It is difficult to measure the leakage currentofasingle cell on chip with practical lab
bench equipment, given that it’s leakage current in the given technology is likely to be
measured in the picoamp range. It is even more difficult to measure transition times of
individual cells. Moreover, giventhat RDF (which is purely stochastic) dominates device
variation, the measured characteristics ofa single devicemight not be representative of
the average characteristics. Ring oscillators solvetheseissues through averaging whilst
maintaining the correlated effect of the INWE [90]. Figure 48 showsthe gate schematics.
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Figure 48: Ring oscillator schematics
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Each ring oscillator consisted of 96 cells of identical gate types anda NAND2 gate for
the oscillatorenable. Al197 gates were the same number of full diffusion fingers.
Repetition of the same gate increases the leakage current to a practically measurable
value and helpsto average out the randomnature of the variation. The same principle ako
applies to the propagation delays thatcumulatively average to formthe frequency of
oscillation. A 4F inverter was usedto disconnect any meaningful capacitance betweenthe
oscillatorand the on chip frequency measurementcircuitry (connected via a level shifter).
Six Thick Gate Oxide (TGO) footers were used for power gating each oscillator fromthe
power rails to allow multiple oscillators to be connected to the same power pin. For the
NAND2and NOR2 gates, the transition of interestwas the slowest transitionas
determined in the previous subsection. The unwanted pins (pin A) were therefore tied off
to VDD and GND respectively to sensitize the B-to-Y transition. Figure 49 shows a

sample oscillator layout.
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Figure 49: Ring oscillator sample layout
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Each oscillatorwas manually laid out by first creating a power rail template placing the
six TGO power gates in the center ofthe rails. The gates under test were then populated
by hand with each gateunder testinterspersed with afiller cell of the same width. This
gave arealistic area utilization ofaround 50% and also created realistic wire delays whilst
introducing a level of determinismin the overall RC wire delay that would otherwise be
lost in automated place and route. Tie cells were placed in the center ofeach rowto
provide the necessary VDD/GND tie voltage for the unused pins without connecting them
directly to the rails. This prevents transients caused by large switching / ElectroStatic
Discharge (ESD) events damaging the gate oxide of the devices tied off. The outputof
the oscillator sampling inverter was then routed through a level shifter to provide
adequate voltage levels forthe onchip frequency counter. The power rails of this
structure were then decoupled using fill cap cells.

The gate types included were the 1F/2F/3F/4F full diffusion finger variants of cells
INVLX, NAND2and NOR2. All gates were also created in both LVT and RVT variants,
to give atotalof24 individual oscillators. The power rails of these oscillators were routed
togetherto asingle power pin on a larger chip design. On chip control logic was usedto
multiplex the oscillator and power enable input pins of each oscillator to control registers
and to multiplex the outputs of each oscillator to the on chip frequency counter. Calibre
was used toDRCand LVS checkthe entire designandthe designwas submitted to
TSMCfor fabrication. Calibre was also usedto create parasitically extracted models of
each ofthe 24 oscillators so that themodeland silicon could be accurately compared.

4.8 First Oscillator Test Methodology

Upon successful receptionofthe testchips fromTSMC, the oscillators were tested on
two separate occasions using two different methodologies. This subsection describes the
first test methodology. Test chips were placedinto a bespoke test board. The board
contained two separate USB connections; onefor power and one for serial
communication via python programming to an mbed processor contained on the board.
This processor thendrove the on chip logic in the test chip. The board also contained
severaladditional peripherals, including an onboard temperature sensor situated arou nd
5cm fromthe test chip and an onchip voltage regulator capable of remotely being
programmed. Finally a configurable on chip ADCwas able to directly measure the
voltage on the oscillator rails. Figure 50 shows a flowchart representation of the python

programusedto sample andread the oscillator frequencies.
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Set Up Serial Comms
Measure Temperature
Disable All Oscillator Power Gates
Disable All Oscillator Enables
Clear Frequency Counter

l

Far Each
Supply Voltage:

Yes

1.2V -= 100mV
Done?

Set On Board Voltage Regulator To Desired Value
Read Oscillator Rail Voltage Via On Chip ADC

Yesg For Each

Oscillator:
Done?

Enable Dasired Oscillator Power Gate
Wait 1 Second
Set Frequency Counter Multiplexor To Desired Oscillator
Enable Desired Oscillator
Wait 1 Second
Disable Desired Oscillator
Record Frequency Count
Clear Freguency Count
Disable Desired Oscillator Power Gate

Figure 50: First ring oscillator test methodology
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The temperature was set usingan external thermal lamp. The proximity of the lamp was
fixed, and the temperature perpetually read usingthe onboard temperature chip. This
configurationwas consistently adjusted until the temperature settledto close to a
temperature of interestand long enough to performa reading withouttemperature change.
The programwas thenexecuted.

Initially the programset up communication with the desktop lab machinethenread and
recorded theon board temperature sensor. The programthen disabled the power gateand
oscillators enable lines to all oscillators and cleared the frequency counter register. This
initialized the board forthe test. It then cycled down through the supply voltages, starting
from 1.2V and finishing at 100mV in 100mV steps. The supply rail voltage was setby
programming the on board programmable voltage regulator. To account forany onboard
loss of voltage, theon chip ADC sampledtheactual on chip power railand returned the
voltage. Thiswas thesupply voltage recorded for the results. The programthencycled
througheachoscillator, powering up the oscillator by turningon its power gates, waiting
a second forthe voltagelevels to normalize, enabling the oscillator, waiting a second,
disabling theoscillator and recording the value ofthe frequency counter. The frequency
counterwas then cleared and the same measurement performed for the next os cillator.
The temperature points successfully recorded during the experiment were 23.8, 33.1,

44.3, 53 and 63.5 °C. Figure 51 shows the LVT results foranominal temperature of 23.8
°C.
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Figure 51: Ring oscillator comparative frequency increases: LVT

122



Figure 51 shows the comparative frequency increase for the 2F/3F/4F LVT full diffusion
cells overthe single finger/regular designed cell. HSpice simulations of the full,
parasitically extracted oscillator are provided along side the measured results.

The results forthe INV oscillators showed excellent overall matching between measured
results andthesimulations. The comparative reduction in propagation delay and
henceforth increase in oscillation frequency matched wellto the BSIM models. This is
true forthe full supply voltagerangeandforall fingers and henceforth, underlying device
widths. This indicated that the INWE is modeled accurately in the compactmodels. All
2F/3F/4F finger variations showed an increase in frequency below 800mV. Optimal
frequency improvements were observed below 300mV and constituted improvements of
1.23X/1.5X/1.9X for the 2/3/4finger designs respectively. The contributions of current
increase to capacitance reduction for these figures break down to approximately 94%/6%,
83%/17% and 86%/14% respectively.

This means thatforthe LVT inverter cell, the full diffusion sizing strategy was able to
provide a substantial range of devices up to 1.9X faster thanthe regular subthreshold
sizing methodology. Moreover, the worst recorded comparative measurementwas 0.95X
atnominal voltage, indicating a 5% performance degradation is the highestpossible
penalty experienced.

The results forthe NAND2 gates also showed a close correlation between measured and
simulated results untilthe 200mV reading, which showedslight deviation. Given that the
inverter results shows close correlation, it is likely that the underlying modeling ofthe
INWE was not the culprit behind this deviation. The models appear to slightly under
estimate the improvement at deep subthreshold voltages, with measured results of
1.23X/1.54X/1.95X recorded forthe 2F/3F/4F finger variations. This could be due to the
models over-pessimistic evaluation of the stacking factor, non-typical chip selection, non-
idealities of the tie cells holding tied offinputs at diminished voltages which effect
transitionvalues oreven simple quantizationerrors of the on chip frequency counter.
Even with the deviation considered, the full diffusion sizing strategy still provides a
proven range of cell performance for NAND cells. As with theinverter cells, all NAND
cells exhibited performance increase below 800mV and the maximum recorded
performance penalty was 5%.
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The results forthe NOR cells also showeda close correlation between measured and
simulated results downto the supply voltage of around 200mV, where a deviation was
observed. In this instance thesimulations over estimated the performance increaseofthe
cells. Measured improvements of 1.19X/1.42X/1.71X were observed, peaking at the
300mV supply voltage point. The deviation below this point could beattributable to
many factors, as outlined in the NAND discussionabove. All cells show performance
increase below 900mV and the maximum recorded performance penalty was 2% at
nominal voltage. Figure 52 shows theresults for the RVT gates.
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Figure 52 shows the measuredandsimulated comparative frequency results forthe RVT
oscillators. The inverter showed greater gains in the absolute values in comparisonto the
LVT variants. Performance increases of up to 1.33X/1.9X/2.77X were observed for the
2F/3F/4F finger variations, indicating a greater range of performanceis created by the full
diffusion methodology forthe RVT inverter gates. The contributions of current increase
to capacitancereduction for these figures break down to approximately 95%/5%,
87%/13% and 89%/11% respectively.

There is noticeable deviation between the BSIM models and measured chip resultsacross
the full voltage range. The model over estimates the increase for the 2F/3F gatesand
underestimates the increase for the 4F gate. This could indicate that the model incorrectly
models INWE over different device widths. It could also beaccounted for by the simple
globalvariation ofasingle sampled chip fromthe test run. Alldevices show
improvement below 1V.

The NAND2 gates alsoshowed greater gains in absolutevalues thanthe LVT variants
with performance increases of up to 1.3X/1.82X/2.68X observed for the 2F/3F/4F finger
variations. Interestingly the same pattern of simulation under/over estimation is observed
as inthe inverterresults. As in the LVT variant, the maximum deviation fromthe
measured results occurs at the 200mV point, indicating the same culprit is likely
responsible. All variants showed improvement below 800mV and the maximum
performance penalty observed was 4%.

Finally, the NOR2 gates also showed greater gains in absolute value than the LVT
variants. Performance increases of up to 1.51X/2X/2.49X were observed. The NOR2
gates seemto closely match the simulated results. Given that the critical switching
transitionin the NOR gate is the stacked PMOS devices in the pull up network, this may
indicate that the deviation observed in the inverterand NAND2 gates lies within the RVT
NMOS devices, where thesedevices have a greater impact. Improvement in frequency
was observed below 1.1V and the maximum performance penalty observed was 2% at
nominal voltage.

Observingthe results in their entirety, several important points must be addressed. The
firstis that, although the correlation betweenthesimulations and device under test varied
slightly fromgate to gate and LT to RVT, the hypothesis thatthe full diffusion
methodology can beused to successfully invoke the INWEat device widths greater than

minimum was successfully established. Moreover, the methodology can beused to create
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the performance rangein the basic gatesetrequired to synthesize combinational logic.
The gates always displayeda progressive and logical increase in performance asthe
number offingers was increased across theentire supply voltage range of increased
performance, indicatinga deterministic level of controllability in the process of creating
the performance range.

A secondimportant pointis the wide range of supply voltages thatthe full diffusion
methodology gave an increase in performance. This is one ofthe subtler novel
contributions of this work. The study of the INWEhas been limited thus far in the field to
subthreshold operation. It was therefore surprising that across all gates tested, an increase
in performance is observed rightup to 800mV. Moreover, the maximum penalty observed
acrossallgates for operation at thenominal (1.2V) voltage was 5%. This means that this
methodology s especially suited to ultra wide dynamic voltage scalingschemes, where
typical operationis in the subthreshold regime but the supply voltage may be temporarily
increasedto give faster operation during periods of increased computational requirement.
The deterministic nature of increasing performanceas number of fingers increased, across
the full supply voltagerange, indicates that the same circuitry may be driven at different
voltages without the introduction of timing errors by the disproportionate increasein
propagation delay over supply voltage.

A third important pointthatmust be addressed is the level of deviation between
simulations andtheactual measuredresults. It is important to express the results
presented were derived fromasingle randomly selected chip fromarun of80. Thering
oscillators were designedto averageoutlocal variation in the propagation delays thatare
induced in a stochastic nature by RDF. However, there is nothingto account for
systematic interdie (global) variation such as gate oxide or other parametric gradients.
Given that the technology node chosen is a decade old, is regularly used by other
researchersandshownto consistently return siliconaroundthetypical global process
corner, there is ascale around which thisassumption can be judged tobe true. The
simulations were performed with typical process corner models and did correlate well
with the sample chip, indicating this likely to be the case. The practice of matching
absolute values however mustbe discouraged due to the deterministic nature of the
simulation models andthe probabilistic nature of thetesting. For deterministic variation
testing, matchingarrays rather than ring oscillators should be used [91] [92]. The purpose

of the measurement was to determine whether the comparative gains fromthe INWE
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based fulldiffusionsizing strategy displayedin the models accurately conveyed the
behavior ofthe silicon. On this point, thetesting can be viewed as successful.

The test methodology itself turned outto be flawed for two main reasons. During the
design ofthe sample chip, it was assumed fromgathered informationthatan oscillator of
96 gateswould increase the leakage current to a level measurable by on chip circuitry.
This assumptionturned outto be incorrect. Theresolution of theon chip sampler was
simply too large to accurately measurethe smallamountof current produced by the
leaking gates. Asabackup, the power rails were given a dedicated pin on thechip sothat
the on board programmable voltage regulator could beabandoned in favor of directly
powering the rails fromabench power supply. This provided the opportunity to measure
the leakage on the rails directly. However, the amount of current leaking through an
individual oscillatoragain was simply toosmall for a standard 6 ¥2 digit multimeter to
measure. In designingthe control logic for the power gates and oscillator enables, it had
been foreseenthat states should exist in the control register to control the oscillator macro
such that one oscillator was on andall other were off. However, this functionality was not
one-hotencoded. This meant that it was also impossible to power all oscillators on, take a
base line reading, turn offthe oscillator in questionand then subtract the measured
current reading against the baseline and determine the leakage current. Using this
particular methodology, the author was resigned toaccepting thatthe leakage current
could not be measured.

The secondissuewith this methodology was the accurate controland measurement of
temperature. Whilston board temperature sensing was provided, thesensor was 5cm
fromthe test chip andtheheatsource used was a heatlamp. As the temperature measured
was not thatofthe ambient temperature surrounding theboard and the temperature sensor
was some distance fromthe testchip, thelevel ofaccuracy of the temperature
measurement could only be assertedas +/- 3 °C. Moreover, thetemperatures finally
accepted were those consistently stable within the limitations ofthe set upandwere
therefore aperiodic (23.8, 33.1, 44.3, 53 and 63.5 °C).

To address the two issues outlined above, a second testing methodology was devised.
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4.9 SecondOscillator Test Methodology

To overcome the limitations of the first test methodology, additional equipment was
acquired. To enable successful measurementofthe leakage characteristics ofthe
oscillators,an AgilentB2911A source meterwas rented. Theon chip programmable
voltage regulator was disconnected fromthe oscillator rails and the source meter usedto
directly provide the supply voltagevia the available chip pin. Astheoscillator macro was
not the only circuitry powered by this pin, additional steps were required to accurately
measure the leakagecurrent ofeach oscillator. At each voltage step, all circuitry
connected to the pin was turned off, a baseline reading was taken to determine the amount
of current drawn by everything, thenthe power gates to the oscillator of interest were
enabled. The difference of these two measurements was calculated as the oscillator
leakage current.

Whilst this solves the leakage currentissueof the previous methodology, the onchip
ADCrequired to measure thesupply rails directly onchip assumes usage ofthe on board
programmable voltage regulator. This means thata degreeof inaccuracy is introduced
into the resultsasany voltage dropped between the current source and rail cannot be
measured. The results fromthe previous methodology suggested drops of up to 5mv
were experienced. Whilstthis is insignificant at full voltage, it accounts fora 2.5%
inaccuracy at 200mV, which translates into anindeterminate level of discrepancy in
propagation delay and leakage current. For this reason, the measured results presented in
this methodology were not simulated in the BSIM models. The results are therefore
presentedas is and comparison made to the relative performance increases of previous
subsections.

Toenable ahigherlevel of controllability andaccuracy over the temperaturetesting, a
Cincinnati Sub Zero EZT430i temperature chamber was procured. This was able to sweep
from O to 100 °C, accurately maintaining the ambient temperature to within 0.1 degree.
The on board temperaturesensor was then used to indicate the successful adoptionofthe
board to the ambienttemperature after a sufficient period of time had elapsed.

The python control programwas modified to issue Virtual Instrument Software
Architecture (VISA) commandsto the source meter and temperature chamber to autonate
the process of setting voltage and temperature values and takingandrecording
measurements. Figure 53 shows the modified programin flowchart format.
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Figure 53: Second ring oscillator test methodology
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All oscillators were powereddownanddisabled and the frequency counter cleared. The
temperature chamberwas theninstructed via VISA to set a particular temperaturein the
chamber. Due to the exponential nature of temperatureadjustment, an over shoot
algorithmwas devised tosetthe temperature 5 degrees beyond therequired temperature.
The on board temperate sensor was then periodically sampled. As theboard temperature
neared the desired temperature, the temperature chamber was instructed to remove the 5
degree overshoot and meet the board at the desired temperature. This proved highly
successfulin shortening the duration of time required to changethe board temperature
between points. The board was then polled periodically. Aftera fixed number of periods
returned the desired temperature, the programproceeded to the voltage step. The first
temperature measured was 0 °C and this was sweptat 10 degree intervals tothe final
measurement of 100 °C.

Foreach temperature setting, thesource meterwas instructed via VISA to set a particular
voltage. Each oscillator was then measuredin a method similar to the first test
methodology. The voltage was then swept from1.2V to 100mV in 100mV steps,
performing the oscillator measurements at each supply voltage until all measurements had
been performed.

Current measurement was provided by an additional functionin the program. Figure 54
shows the procedure in flowchart format. To savetime and to provide more accurate
results, the current measurementwas performed duringthe same temperature and voltage
runs as the oscillator frequencies. The additional functionality disables all oscillator
power gates andtakes a baseline currentreading. The oscillators are then systematically
enabled, thecurrent measuredanddisabled. The difference calculated between the
baseline and oscillator measurement is recorded as the leakage current.

Figure 55 shows the results for the LVT variants.
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Figure 55 shows the frequency and leakage increase ofthe LVT gate variants at 300mV
swept overtemperature. The inverter frequency improvement showedthat the
consistency in the comparative frequency increase demonstrated in the previous
subsection over supply voltage was alsotrue over temperature. As thenumber of fingers
increased, the impact ofthe INWEeffect alsoincreased and the performance improved.
The inverter leakage results showed that the leakage current also increased in response to
anincrease in the number of fingers and therefore the INWE. Both 2F and 4F inverter
devices showeda comparable increase in leakage greater thanthatobserved in frequency.
Interestingly, the 3F device appearedto have a frequency increase greater than the
corresponding increase in leakage current. Therefore for this gate, the technique applied
actually improved the performanceto leakageratio.

The NAND2 gate showedsimilar trends to the inverter gate. However, on this gate, the
2F device experiencedthe performance to leakage improvement andthe 3F and 4F
devices showed performance to leakage degradation. The NOR2 gate shows similar
results.

Figure 56 shows the frequency and leakage increase ofthe RVT gate variants at 300mV
swept overtemperature. Allthree gates showed similartrendsto the LVT devices. The
absolute value ofthe frequency improvements were greater thanthe LVT values,
corroborating theresult fromthe first test methodology, indicating that the RVT devices
are impacted greater by the INWEand therefore experiencea greater comparative
increase in performance leadingto an increase in the performancerange. Therewas more
noticeable deviationin the frequency trends as the temperature approaches 0 °C. This is
clearly noticeable in the currentmeasurements.

In contrastto the LVT devices, the performance to leakageratios ofthe RVT inverterand
NAND?2 gates generally improved in response toan increase in fingers. The same metric
in the NOR2 degraded uniformly. Conspicuous by theirabsence are the 0 °C leakage
figures. Whilstdatafor this point was obtained, it strayed beyond therange of feasibility
and was therefore omitted as likely erroneous.

There are several important points to address fromthe results presented. Another subtle
novelty ofthis contribution was the examination of the INWE over temperature.
Consistent across all gate typesandboth LVT and RVT variants, the INWEfillip is
greater at lower temperatures and diminishes as thetemperature increases. This is dueto
the temperature dependence ofthe threshold voltage outlined in Section 2.5.7. As the

temperature increased, the additional kick in provided by the INWE was superseded by
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the drop in threshold voltage (known as temperature inversion) and the comparative
increases in performance and leakage current diminished. This is actually advantageous.
Due to temperature inversion, subthreshold logic speeds up as temperature increases, and
slows downas temperature decreases. The INWEbased full diffusionsizing strategy
could therefore providean additional level of stability in the subthreshold regime. As the
circuit cools, the additional performance increase provided offsets the performance lost
by the increase in the natural threshold voltage of thedevices. This should extendthe
temperature range of operation at lower temperatures.

Another point of importance is the variationin functionality at lower temperatures is
different between the LVT and RVT variants. The frequency results showed thatno
oscillator failed during theentire test methodology. However, the results suggestthatthe
LVT devices coped better at lower temperatures thanthe RVT devices. In reality, this
may ormay no be true. Due to temperature inversion, the absolute current values
decrease as temperature decreases. As the absolute currentvalues ofthe LVT devicesare
larger, this would suggesta point of failure lower than the RVT devices. However, it may
also be that dueto thelower currents of the RVT devices, they were simply toosmallto

be reliably measured by thecurrent source.

4.10 Combinational Logic Library

After confirmation ofthe results in silicon, it was importantto prove that the advantages
displayedin the individual gates extend to synthesized circuitry whenusingan industry
standard workflow. The first stepin this process was creating a library of cells capable of
synthesizing combinational logic. The 4simple gates types already laid out earlier in the
chapterwere sufficient for this purpose. Commercial synthesis tools are exceptionally
adept at constructingalternate functions fromthis basic setof gates. Buffers can be
constructed fromback-to-back INV/INAND2/NOR2 gates,and NAND2/NOR2are
universal gates types with the ability to construct other basic functions suchas
XOR/XNOR. AOI22 is convenient for multiplexors. Table 2 lists the cells in the library.
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Gate Type Finger Variants
INV 1/2/3/4
NAND2 1/2/3/4

NOR2 1/2/3/4

AOI22 1/2/3

Table 2: Combinational library cells
Schematics forall gate types were created in Cadence Schematics XL and then laid out in
Cadence Layout XL. Mentor Graphics Calibre was usedto performDRC and LVS
verification. The gates were thenready for characterization.

4.11 Combinational Library Characterization

Characterization is the process of running SPICE level simulation on cells to provide
functionaland delay information that can beusedin commercial digital design
workflows. This usually takes theformofcompiled liberty tables, fromwhich, digital
synthesis tools are able to estimate propagation delay for each cell given load capacitance
and slewrates. Static timing analysis may thendetermine path delays and feed this into
clocktree synthesis. The exact process is described fully in the next chapter forafull
subthreshold library.

Forthe small combinational library, a basic ‘catch-all’ TCL workflow was provided by
ARM called CellBuilder. This primarily uses the Synopsys toolchain. Cadence Virtuoso
is used to generate the GDSII and CDL (Circuit Design Language) files. Synopsys
Hercules is then used for DRCand LVS checks. Mentor Graphics Calibre performs a
secondary physical validation check. The output of the Hercules LVS checks are then
used to create parasitically extracted SPICEmodels by Synopsys StarRCXT. These
models are then passed into Synopsys SiliconSmart, which takes a ‘catch-all’ fall/rise
time set and capacitance range and produces Liberty Tables for given PVT values. These
are then compiled to provide the library inputs for the digital synthesis workflow. Table 3
lists the PVT corners created. Targeted supply voltages follow ARM’s standard
methodology of +/- 5% for the Typical corner for the Fast/Slow corners respectively.
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Process Corner | Voltage (mV) | Temperature
SS 142.5 25°C
1T 150 25°C
FF 157.5 25°C
SS 190 25°C
TT 200 25°C
FF 210 25°C
SS 2375 25°C
TT 250 25°C
FF 262.5 25°C
SS 285 25°C
TT 300 25°C
FF 315 25°C

Table 3: Combinational library characterization corners

To provide a fair comparison, thesame cells listed in the previous subsection were

characterized from ARM’s Low Energy cell library using the identical workflow above.

4.12 Multiplier Synthesis

Synthesis was performed using Synopsys Design Compiler. A simple TCL workflow was
used to synthesize 32 bit multipliers from each library at 4 different PVT corners. Both
LVT and RVT variants were synthesized. The toolwas providedas a simple Verilog
behavioral description. This allowed the synthesis tool free will to chose themost
efficient multiplier design available to meet the timing constraints specified. As thetool is
not designed toiteratively search forthe highest frequency of operation possible, this was
performed manually by relaxing the timing constraint and synthesizing. The path delays
were then checkedto determine ifany failed to meet the timing constraints specified. If
all paths met the timing criterion, the path delay was decreased and the synthesis rerun.
This iterative process continued untilone or more paths failed. The synthesis runwith the
lowest time constraintand all paths passingwas thendetermined to be the critical path
delay time. The easiest way toreportleakage power in such a succinct synthesis
workflow is to include a leakage power corner. All synthesis runs were signed offat the
typical corneras the geometric sizing for the full diffusion library was optimized for the
typical corner physical characteristics. Results for the critical path delays and leakage
power reportsare shownin tables 4 and 5 respectively.
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Critical Path Delay (ns)

RVT Full Diffusion | LE Library | % Decrease
300 mV 7634 13907 182.17
250 mV 26170 48655 185.92
200 mV 82813 213480 257.79
150 mV 1741070 3302650 189.69

LVT
300 mv 880 1485 168.75
250 mvV 2720 4785 175.92
200 mV 8856 16020 180.89
150 mV 27410 50035 182.54

Table 4: 32 Bit multiplier critical path delays
Leakage Power (nW)

RVT Full Diffusion | LE Library | % Increase
300mv 25.02 13.04 191.87
250mv 20.12 9.781 205.70
200mv 14.43 7.464 193.33
150mv 9.798 5.029 194.83

LVT
300mv 493.9 196.9 250.84
250mv 406.6 152 267.50
200mv 291.7 112.4 259.52
150mv 202.9 79.55 255.06

Table 5: 32 bit multiplier leakage powers

TheresultsfromTable 4 showa marked improvement in critical path delay across all
corners synthesized. The results fromTable 5 showa comparable increase in leakage
power. The RVT corners showeda proportional increase in leakage power with the
300/250/150 mV corners showingaslightly higher increase in leakage currentthan delay
improvement. The 200mV RVT cornerstands alone in all corners testedto showa delay

improvement greater thanthe increase in leakage power. Whilst all multipliers

synthesized by thetool were Wallace Tree Multipliers, itis likely at this cornerthatthe
synthesis tool found a more efficient permutation of generating the 32 bit multiplier than
it did in the other corners. The LVT corners showeda comparatively largerincrease in
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leakage powerthanthey did improvement in critical path delay. This shows that the
underlying physical characteristics of the gates propagate intothe circuits they create.
The intent of this experiment was to determine if the full diffusion library cells could be
successfully usedin adigital synthesis flowand howthe tool used throughout the process
would react. As suspected, Design Compiler acceptedthe library withoutissue. There
was however limitations in the design flow. Due to the simplistic nature ofthe TCL
workflow, the only mannerto derive leakage power data for the synthesized circuit
without altering the underlying results was to includea separate cornerinan MCMM
(Multi-Corner Multi-Mode) design. The limitation of this is that leakage recovery cannot
be performed on the typical signoff corner. This means thatno leakage current
optimization was performed andthe synthesis workflow can only report the leakage
power ofthe typical signoff corner. This corner has sole focus on meeting the timing
constraint. Investigation therefore showed that it consistently favored the gates with the
highestnumber of fingers (4F for INV/NAND2/NOR2 3F for AOI22), which are the
fastest butleakiestgates. The leakage results presented are thereforenot representative of
a full digital synthesis workflow that would exchange fast leaky gates for slower less
leaky gates once the timing constraintwas met, but are representative of a worst case
leakage scenario andthe minimumwidth sizing strategy. A by-product of this issuewas
the discoverythat thesynthesis tool was smart enoughto discriminate between the range
in performance and leakage characteristics provided by the full diffusionsizing
methodology for gates ofthesame type.

The synthesis methodology was also extremely limited in it’s execution. As no sequential
elements were provided, the path delays had to be reported instead ofthe clock period
that would typically be used in a full synthesis workflow. Moreover, as only thecircuit
synthesis stepwas performed, thedelays are actually location aware estimates provided
by Design Compiler. In a full synthesis flow, floor planning, cell placement, clock tree
synthesis, routing and static timing analysis would be required to provide accurate critical
path timing.

To address the aforementioned issues, a full practical subthreshold cell library complete
with sequential elements and clock gates was required to synthesize a larger circuit using
a complete digital synthesis workflow. This is the focus of the following chapter.
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4.13 Chapter Summary

This chapterexplored thedesign space for the chosentechnology node by designing X1
strengthinverters fromthree distinct design strategies; two explored within thefield and
one novel. Post layoutsimulationwas then performed to determine FO4 average
propagation delay and leakage current. The advantages and disadvantages ofeach
strategy were then discussed.

Monte Carlo simulationwas then performed to determine parametric variation of average
propagation delay for the Full Diffusion sizing strategy. The result showed that the LVT
devices were inherently less variable than the RVT devices. Theleastvariable device was
not the same forboth VT variations; therefore the Full Diffusion sizing strategy was the
only sizing strategy to always contain the least variable cell.

Ring oscillators of basic combinational logic gates were then manually laid out, taped out
and measured. The results showed frequency improvement upto 800 mV for all gates and
an additional stability mechanismat low temperature as a result ofthe INWE.

Finally 32 bit multipliers were synthesized using a simplified digital synthesis flow.
Results showed that the performance improvements measured in the ring oscillators
extended into synthesized digital circuits.

141



Chapter 5: AES Core Synthesis Methodologies
5.1 Chapter Outline
The chapter proceeds by revisiting the optimal length discussion in Chapter 3. The
sequential elementsand multiple strength cells required for a practical library are then
discussed. The characterization process is outlined and the synthesis of 32 bit AES cores

described. These are thensigned off for tape out.

5.2 Optimal Length Revisited

In orderto accurately determine the accuracy ofthe BSIM model’s expression for the
INWE, the decisionwas taken to designthe oscillators in the previous chapter with cells
all designedwith the same length (100nm). The discussionin Section 3.6 showedthatthe
optimal length for propagation delay minimization is actually determined by the process
cornertargetedand the width of the device. Therefore, a library accurately reflectingthe
full capabilities of the full diffusion strategy would size the device lengthin each cell
dependingon how many fingers thecellhas (determining the device widths) and the
process corner. As the maximum number of fingers allowed fora 12 track library in the
chosen technology node is 4, this is the number of width permutations thatmust be
determined fromthe results of Section 3.6.

In astandard digital synthesis workflow, the slow corner is typically chosen as the signoff
cornerin order that the resultant circuits may be sold with a guarantee of meeting a fixed
target frequency. However, this poses a problemas the silicon invariably received forthe
technology node chosen is aroundthe typical process corner. The advantages and
disadvantages of selectingthe slow or typical cornerto sign off in the digital synthesis
flow is presented later in the chapter. Asthis is a designer decision, both libraries were
created to providethe designer with the choice. Tables 6, 7, 8 and 9 presentthe optimal
lengths as derived fromthe results of Section 3.6 for the SS LVT, SS RVT, TT LVT and
TTRVT cells respectively.
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SSLVT

Fingers Width | Optimal Length
1F 840nm 230nm
2F 355nm 230nm
3F 205nm 230nm
aF 120nm 230nm

Table 6: Optimal lengths: SS LVT

SS RVT
Fingers Width Optimal Length
1F 840nm 90nm
2F 355nm 90nm
3F 205nm 190nm
aF 120nm 200nm

Table 7: Optimal lengths: SS RVT

TT LVT
Fingers Width Optimal Length
1F 840nm 150nm
2F 355nm 150nm
3F 205nm 150nm
4F 120nm 150nm

Table 8: Optimal lengths: TT LVT

TT RVT
Fingers Width Optimal Length
1F 840nm 90nm
2F 355nm 90nm
3F 205nm 100nm
aF 120nm 100nm

Table 9: Optimal lengths: TT RVT
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Table 6 shows thatthe optimal length for minimum average propagationdelay in the SS
corner LVT cells is consistently 230nmacross alldevice widths. This is consistent with
the RSCE dominated response in Section 3.6.

Table 7 showsthatthis is far from the case forthe SS corner RVT device. The width
dependent RSCE dominates at lower widths but is superseded at higher widths by the
SCE. Both the 1F/2F designs express minimum propagation delay at minimum length
(60nm in chosentechnology node) however, identical in the comparison (ARM LE
Library), the minimum length is capped at 90nmto avoid unduevariation. Beyonda
width of300nm, the RSCE begins todominate andthe optimal length increases, giving
lengths of 190nm for the 3F devices and 200nmforthe 4F device.

Table 8 showsthatthe TT LVT response is similarto the SS LVT response in that the
RSCE consistently dominates across the full width ofthe device, giving identical optimal
lengthsacross all finger permutations. However, the TT process corner reduces this value
from 230nm to 150nm.

Finally Table 9shows optimal lengthvalues similarto the SS RVT response. However
this time the RSCE dominance is diminished, with its maximum influence at minimum
width resultingin an optimal length of 100nmfor the 3F/4F devices. Beyond 300nm, the
SCE once again dominates and the optimal lengths tend towards minimumlength. These
are therefore cappedat 90nm.

All cells presentedthus far were redesigned such that they conformedto the length values
presented in the preceding tables in order to optimize for minimum average propagation
delay. A few cells were reduced in length, thereby negatively impacting the minimum
operatingvoltageas discussed in Section 3.7. Given that the length reduction was 10nm
at most, the impact was minimal. Conversely, mostcelllengths were increased, some by
as much as 2.3X. The discussion in Section 3.7 suggests the minimumoperating voltage
for thesecells will improve. The resultant change in minimum operating voltage is
therefore dependent onthe choice of signoff corner, but more importantly, thecell chosen
fromthe range by the synthesis tool.
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5.3 Sequential Elements

Crucial to the concept of synchronous digital circuit design is the premise that
periodically, foradesignated period of the clock cycle, all signals are valid. To store the
valid signals, sequential elements are required. These generally fallinto one of two
categories depending on howthey transition fromtheir opaque to transparentstates, or
put more simplistically, their sensitivity to the clock signal. Latches are level sensitive,
whereas flip-flops are edge sensitive. The 32 bit AES target designrequired positive
clockedge triggered sequential elements, therefore a flip-flop was chosen for the library.
To provide an additional avenue of debugging, a scanable flip-flop was chosensothatthe
contents of paths providing consistent errors could be traced during testing. The target
design alsorequired asynchronous resetting.

The designchosenwas taken from ARM’s LE Library for fair comparison. The typical
design forsucha celltypically contains a 3-stack series in the feedback paths. This is
prohibited in the subthreshold regime due to excessive degradation tothe lon/loff ratio.
The cell chosen had already solved thisissue by pushing one of the transistors fromthe 3-
stack into the forward path. Forthe purposes of corporate privacy, theschematic for the
design is notpresented. However, the layouts ofboth theoriginal cell from ARM’s LE
Library and the full diffusion variant are presented in Figure 57.
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The original ARM LE cell was auto generated froma tool provided by ProlifIC for
superthreshold operation. Nominal voltage operation requires larger power rails to
provide adequate currentcarrying capability. For subthreshold operation, theserail sizes
are not required and are therefore lowered for this celland all other cells in the full
diffusion library. This affords the greater number of finger permutations in the full
diffusion sizing strategy, but would affect interconnect electromigration (Section
2.4.3.2.1) if used at higher voltages without due care. Narrowing the rails also provides
additional routingspace for densevia placementrequired by full diffusionsizing.

The flip-flop is designedto have gates of differentstrengths within asingle cell. In the
originaldesign, theregular sizing strategy is adopted where increasing transistor widths
provides greater strength. The discussionin Section 4.3 showed this assumption
erroneous when operating in the subthreshold regime. The full diffusion sizing strategy
creates different strength devices by using multiple fingers. To maintain the originally
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intended strength differences of the design, thewidths were quantized to the nearest
number offingers available. Due to the routing density of the cell, the maximum number
of finger permutations permitted in the design was three. The routing density prohibited
some nodes frombeing connected by interconnecton the metal layer. Thesewere
therefore connected on the polysilicon layer at the costofthe Cspacerrule described in
Section 4.7.

In orderto reducedynamic energy consumption, the synthesis methodology allows for
clockgating. This is acommonly used technique in low power digitaldesign. An
integrated clock gatecell was therefore chosen from ARM’s LE library and redesigned
using the full diffusion sizing strategy. Figure 58 shows both cell layouts.

ARM LE Library
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PREICG.

VAW
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Figure 58: Full Diffusion pre-integrated clock gate circuit
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The rails were narrowed as in the flip-flop cell. The via density and finger quantization
required additional spacing between devices on thepolysilicon layer. The widthofthe
full diffusion deviceis therefore greater than the original cell. However, this additional
space and lack of horizontal routing requirements onthe metal 1 layer meant devicesof4
fingers were permissible in the design. The four length permutations required for the
LVT/RVT SS/TT libraries were created for both sequential elements. Mentor Graphics
Calibre was usedto performDRCand LVS validation to ensure manufacturability in the
chosen technology node.

5.4 Additional Strength Cells (X2/X4/X8)

To provide adequate drive current to switch long interconnects or high fan out logic, cell
libraries contain devices of variable strength. Basic combinational logic cells (i.e.
NAND2/NOR?) etc. are usually provided with a strengthrange. The strength increase is
typically provided in the formof a weaker combination cell (i.e. X1) followed by a
stronger inverter or buffer to provide current drive. Other thana minor improvement in
silicon area utilization, there is little advantage to the additional design effortof creating
these cells as compared to simply creating the strength variant inverters and buffers and
allowing the digital synthesis tool to correctly match these when the need arises.
Inverters of X2/ X4/ X8 strength were created by strapping multiple instances of the X1
invertertogether, interleaving the horizontal orientation of the initial designto share
source anddrain diffusion contacts. Aswell as savingsiliconarea, this also has the effect
of sharing junction capacitances, lowing the overall capacitance of the cell to less than the
multiple ofthe constituent parts. The finger permutations and length optimizations were
observedforall four full diffusion libraries. Figure 59 shows X8 inverter designs for the
RVT TT 1F and 4F permutations.
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Figure 59: Four finger X8 inverter layouts

Whilst the via density is extremely high, the regularity of the design meansthat no
additional consideration is required in the layoutandtherefore there is no penalty in

silicon area forusing the full diffusionsizing strategy.

Buffer cells were also created. As well as providing non-inverting drive current increases
as previously outlined, they are also imperative foradequate clock tree synthesis. Buffers
are simply designed usingtwo stages of inversionin the same cell. A typical buffer
configurationis to haveone quarter ofthe strength of the cellinvert the signal on the
input and three quarters of the cell strength drive the output. Asthe cellinternally fixes

the fan out to three, this configuration provides adequate drive for the second stageand
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better output drivethan having two inversion stages ofequal size. As this was the
configurationchosenin the comparative library (ARM LE) this was matched in the full
diffusion libraries. Strengths of X4/X8 were designed. Smaller strength variationis
provided in the clocktree by the inverters. The same design principles were followed as
outlined in the inverter design. Fig [60] shows X8 buffer designs forthe RVT TT 1F and

4F permutations.
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Figure 60: Four finger X8 buffer layouts
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Similar to the inverter, the regularity of the designmeans that noadditional silicon area is
required for the full diffusion implementation.

5.5 Full Libraries

All combinational and sequential cells included within the libraries have now been
presentedin one variation oranother. Additionally includedin the combinational logic
cells is the OAI122 cell (simply a vertical flipping ofthe AOI22 cell already presented).
Fora fully functional library, severalancillary cells are required. The first is a well tie.
This cell simply ties the Nwells and substrates to the VDD and GND rails respectively.
As the cells are contiguous after place and route, the N wells and substrate areas are
simply merged. The well ties are simply placed at intervals during synthesis by the
synthesis tool betweenthe synthesized logic. This interval can be provided to the toolto
ensure the distance betweenthewell tie and furthest cellis sufficiently small to eradicate
any voltage drop lostdueto the resistance of the semiconductor material (N well or
substrate). Tie high and tie low cells are provided for the same reasons outlined thering
oscillatordesign.

Filler cells are required to allow the synthesis tool to assign all die area a cell affixed to
the unit cell size. Forthe chosentechnology, the unit cell size is 200nm. This means the
widths ofall cells in the library must be a multiple of this value. Sizes X1 (200nm) and
X4 (800nm) are included in the library. The X1 cell containsnofrontend of line
structures other thanwhat is required to join the N well and rails of adjacentcells
together. The X4 includes dummy patterningon the diffusionand polysilicon layers. If
large areas are left void on these layers, the layers above have a tendency to bow into the
void during processing, a phenomenonknownas dishing [93]. The designrules therefore
stipulatestructure density on thediffusion and polysilicon layers. The dummy structures
provide this [94].

Fill cap cells are also provided. Theseuse the gate capacitances to forma fixed
capacitance betweentherails and are primarily used for decoupling.

All four library permutations (LVT/RVT SS/TT) contained the exact same cells. Table 10
showsthe full cell list.
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Combinational Cells Strengths Fingers
AQI22 X1 1F/2F/3F
Buffer X4/X8 1F/2F/3F/AF
Inverter XUX2/X4/X8 | 1F/2F/3F/AF
NAND2 X1 1F/2F/3F/AF
NOR2 X1 1F/2F/3F/AF
OAI22 X1 1F/2F/3F
Sequential Cells Strengths Fingers
Preintegrated Clock Gate X1 4F

Scanable Flip-Flip w/ Asynchronous Reset | X1 4F
Ancillary Cells Strengths Fingers
Well Tie X1 1F

Tie High X1 1F

Tie Low X1 1F

Filler X1/X4 1F

Fill Capacitance X4/X16 1F

Table 10: Full Diffusion library cell list

To ensure the final cells produced the characteristic range expected of the full diffusion
strategy after the length refactoring, all X1 strength combinational cells were manually
re-characterized using the FO4 average propagationdelay and leakage currenttest
benches fromthe previous chapter. Additionally the gate capacitance was measured using
the test bench fromChapter 3. Figure 61 shows theresults forthe TT corneratanominal
temperature of 25 °C and supply voltage of 250mV. The results showthat the trends
observedpreviously are maintained. As a final check;, all cells in all libraries were

manually passed through DRCand LVS using Mentor Graphics Calibre.
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Figure 61: RSCE length optimized cell characterizations

In addition tothe four full libraries, four corresponding stacked libraries were createdto
augment the ranges provided by the full diffusionsizing strategy and provide
performance stepping stones between the LVT and RVT ranges should thesynthesis tool
be unable to synthesize the target AES core without them. The AOland OAl cells already
contain series stacks of two devices andthereforeare already in a stacked formation.
Given that the buffer cells are usedto either improve thedrive strength of combinational
cells or in the clocktree, there is little reward in generating stack forced versions. The
Inverter, NAND2 and NOR2 cells were stack forced. Forthe inverter cell, all stacks are
required. However, in the NAND2and NOR2 cells, the pulldown/pull up network
respectively are simply the same stack. As themajor drawback of stack forcing is the
increase in the dynamic energy consumptiondueto the increase in overall gate
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capacitance, these duplicate stacks were removed. Figure 62 shows the 4F cells in the
RVT TT stacked library. Table 11 lists the cells in the stacked libraries.
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Figure 62: Optimized stack library cell layouts

Stacked Combinational Cells Strengths | Fingers

Inverter X1 1F/2F/3F/AF
NAND?2 X1 1F/2F/3F/4F
NOR2 X1 1F/2F/3F/4F

Table 11: Stacked library cell list

As afinal check, all cells in all libraries were manually passed through DRCand LVS

using Mentor Graphics Calibre.

5.6 Characterization

Characterization forthe final libraries was performed using ARM’s Cellbuilder
workflow. This time the workflow was customized for the each full diffusion library.

The stepsusing Cadence Virtuoso to generate the GDSII and CDL, Mentor Graphics
Calibre and Synopsys Hercules for DRCand LVS validation and Synopsys StarRCXT for
generating parasitically extracted SPICE models remain the same. The next step in the
workflow to generate the liberty tables using Synopsys SiliconSmart required

customization.
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SilconSmart functions by taking the parasitically extracted SPICEmodels generatedin
the previous steps, a list of PVT parameters andslew rate/load capacitancerangesand
simulates propagationdelays for all permutations of the inputs. Theseare placed into
tables foreach possible pin transitionand the tables amalgamatedintoafile called a
liberty file. These files are thenthe inputfor the digital synthesis tools, which estimates
path delays based on thetabularinformation and makes synthesis decisions based on
thosedelays.

It is common commercial practice to produce tables of 7 input slewrates and 7 load
capacitances foratotaltable size of 49 delay estimates. This is smallenough that the
characterization process is manageable and theefficiency of the digital synthesis tool
does notsuffer fromchoice paralysis. It is also large enough to provide adequately
accurate results.

SiliconSmart has the functionality to generate the best 7-value range fromonly three
values; minimumslew, typical slewand maximum slew. Forthousand cell superthreshold
libraries, ARM has a several step process for generating these values fromadvanced
analytical methods and modeling. For small subthreshold libraries, the approved
methodology is simplerand requires only three test benches.

Atestbench ofasingle X2strengthinverterdriving noload generates the minimumslew.
The supply voltage/process corner/temperature are setto the desired valuesanda step
function generator is used todrive the inverter with an ideal input transition. The output
slew of the inverteris then measured transitioning between 30% and 70%. The step
function is then switchedto the alternate transitionandthe output slew of the inverteris
measured between 70% and 30%. The lowestslew value is usedas the minimumslew.
The maximum slewtest bench consisted ofasingle X1 inverter with a load ofa 45
identical X1 invertersto generate a fan outof45. The minimum slew as previously
determined is thenusedto drive theinputofthe single inverter. Again the 30/%70% and
70%/30% slew rate measurements are taken on theoutputofthe single inverter. The
largest ofthese slewrates is usedas the maximum slew. The Typical slewrate is simply
the FO4 slewrate as generated fromthe test bench used throughout the previous chapters.
A script was written to automate these tests for 4 subthreshold supply voltage target
points. Theinverters usedwere the X1 inverters of the corresponding libraries. Tables 12,
13, 14 and 15 show the results forthe TT length optimized full diffusion cells and ARM’s

Low Energy libraries.
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ARM LE Library LVT Slew (ns)

Voltage Process | Temperature | Minimum [ Typical | Maximum
1425 mV SS 25°C 2934.60 | 12620.00 | 116240.00
150 mV TT 25°C 178.91 849.61 7936.80
157.5 mV FF 25°C 20.13 48.60 547.74
190 mvV SS 25°C 653.30 2643.00 37113.00
200 mV TT 25°C 44.90 184.61 2587.60
210 mV FF 25°C 5.04 12.81 182.66
237.5 mV SS 25°C 163.45 605.46 10327.00
250 mV TT 25°C 20.34 44.11 744.47

262.5 mV FF 25°C 1.50 5.51 62.87
285 mV SS 25°C 45.25 149.07 2774.90
300 mV TT 25°C 5.51 12.64 224.66
315 mV FF 25°C 0.41 2.39 25.22

Table 12: Liberty table slew rates: ARM LE LVT
Full Diffusion TT LVT Slew (ns)

Voltage Process | Temperature | Minimum [ Typical [ Maximum
142.5 mV SS 25°C 370.44 1352.80 6702.70
150 mV TT 25°C 49.16 183.01 955.88
157.5 mV FF 25°C 5.54 25.91 108.10
190 mV SS 25°C 111.05 353.34 1628.60
200 mV TT 25°C 13.82 48.45 238.07
210 mV FF 25°C 1.68 6.98 30.60
2375 mV SS 25°C 33.00 100.60 458.22
250 mV TT 25°C 4.14 23.90 64.77
262.5 mV FF 25°C 0.57 2.06 9.58
285 mV SS 25°C 9.60 28.62 119.58
300 mv TT 25°C 1.27 5.80 18.85
315 mV FF 25°C 0.21 1.08 7.44

Table 13: Liberty table slew rates: Full Diffusion LVT
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ARM LE Library RVT Slew (ns)

Voltage Process | Temperature [ Minimum | Typical | Maximum
142.5 mV SS 25°C 8473.90 | 53352.00 | 584690.00
150 mV TT 25°C 1499.10 | 8625.50 | 110320.00
157.5 mV FF 25°C 206.68 1147.50 15823.00
190 mV SS 25°C 2508.30 | 14085.00 | 180050.00
200 mV TT 25°C 425.21 2252.00 32709.00
210 mV FF 25°C 66.34 347.74 5346.40
2375 mvV SS 25°C 764.92 3845.40 53603.00
250 mv TT 25°C 125.89 615.99 9523.70
262.5 mV FF 25°C 34.08 95.78 1571.30
285 mV SS 25°C 233.52 1071.60 15722.00
300 mV TT 25°C 42.90 172.52 2744.30
315 mV FF 25°C 9.40 37.04 467.14
Table 14: Liberty table slew rates: ARM LE RVT

Full Diffusion TT RVT Slew (ns)

\oltage Process | Temperature [ Minimum | Typical | Maximum
1425 mV SS 25°C 17524.00 | 86935.00 | 958160.00
150 mV TT 25°C 1268.60 | 5713.10 77942.00
157.5 mV FF 25°C 65.66 322.39 4471.20
190 mv SS 25°C 4680.50 | 19801.00 | 288100.00
200 mV TT 25°C 337.31 1362.50 21782.00
210 mV FF 25°C 28.82 85.49 1345.50
237.5 mV SS 25°C 1267.00 | 4978.50 82229.00
250 mv TT 25°C 87.00 344.76 5956.20
262.5 mvV FF 25°C 7.22 47.75 421.42
285 mV SS 25°C 348.90 1299.40 22556.00
300 mV TT 25°C 36.06 92.65 1599.10
315 mV FF 25°C 2.51 3142 132.51

Table 15: Liberty table slew rates: Full Diffusion RVT
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The results showthat the slew rates for the full diffusion LVT inverters are less than the
ARM LE comparative library across all voltages and corners. The full diffusion RVT
inverters display lower slewrates in the typical and fast corners, but theslew times for the
slowcornerare up to 40% greater thanthe comparative library. Whilstthis appears as a
disadvantage, the critical metric is actually propagation delay. As thetest bench results
are slewrates fromdriving cells of the same library, little comparative knowledge canbe
gained.

These results were usedto generateaccurate liberty files forall libraries, ready forthe
digital synthesis tools in the next step.

5.7 Digital Synthesis

To provide a fair comparison between libraries, a single identical test circuit was
synthesized fromall libraries undertest. The circuit chosenwas a 128-bit AES core with
32-bit datapathand Logical Built In Self-Test (LBIST). This circuit was chosenfor
severalreasons. Itis sufficiently large to demonstrate that commercial digital synthesis
workflows can adequately convey the benefits of full diffusion cells into complexdigital
circuits. This is importantas it proves the commercial feasibility of the technique.

The circuit represents agood mix of the available gates being combinatorialand
sequentialin nature. This allows utilization ofthe full cell list from each library, which
helps gaugethe benefits ofthe sizing strategy for the differentgate types.

The circuitalso providesasimple method of determining failure. As the circuit is able to
encryptand decrypta provided test vector, thendetermine if the correct vector has been
returned viathe LBIST, asimple pass/fail result can be returned forany operating point
the circuit is asked to performunder. Optimal operating points may then be derived using

simple search algorithms to speed up testing.

Finally, the RTL forthe design was already available from ARM. The advantage tothis is
that the designhas beentried and tested by previous researchers and foundto be robust
and functional. This alleviates any errors that may be introduced at design time by the
authorto invalidatethe results. The disadvantageto this is that the exact functioning of
the circuit was not designed by the author and therefore not customizable without

invalidating some of the advantages. Thesimplistic nature ofthe LBIST makes the
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integrationofthe circuit into a larger chip relatively simple due to thereduction in 1/0

lines.

The commercial tool chain chosento performthe digital synthesis was the Synopsys tool
chain. This is widely considered within the industry to be the most professional and offer

the most control over synthesis. However it is also the most expensiveto license.
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Fourtools fromthis tool chainwere used within thedigital synthesis workflow; Design
Compiler, IC Compiler, PrimeTime and VCS.

5.7.1 CircuitSynthesis (Design Compiler)

Design Compileris Synopsys’s digital synthesis tool. Figure 63 shows the stages ofthe
synthesis flow. The core configuration is first described. This defines thedesign’s name
and ports, namely the scanenable, clockandreset ports for the AES core.

The next stage in the flow defines the targettechnology node. The compiled liberty files
for all PVT corners generated fromthe characterization of the cell libraries are read and
analyzed by the synthesis tool. Physical parameters of the target technology are set. This
stage defines theexpected input celland output capacitance, fromwhich the circuit can
determine the inputslewrate and outputload capacitanceto expect fromthe
environment. For the full diffusion libraries, this is X1 strength 4F inverter fromthe
library under synthesis. Ifthe synthesis is a multi-Vt run, this is the inverter cell from the
fastest library (LVT). For the ARM’s LE Library, this is the equivalent X1 strength
inverter.

The clock parameters are then defined. Theseincludethe hold margins, derate factors,
uncertainty, critical range, insertion latency and ideal transition times. Mostimportantly,
this is where the targetclock periodis defined.

Routing parameters are thendefined including the maximum metal layer allowed for cell
routing, as wellas the maximum allowed routing multipliers for the clocktree. The
maximum fan out (setto 32)is also set.

Following this are the cell definitions where the types of cell (Ties, fills, fill caps) are
matched to the corresponding cells in the libraries. The maximum cell distanceto a well
tie is also defined to preventthe drift of well voltages dueto accumulation of resistance.
The synthesistools then reads in and analyzesthe AES RTL Verilog design. The design
is then elaborated. This involves the synthesis tool scanning the Verilog description
looking for known generic technology cells and transforming the design intoa netlist,
which can then be optimized based on thetiming information mapped fromthe previous
technology stage.

The cornerdefinitions are thendefined. Design Vision is capable of performing Multi-
Corner Multi-Mode (MCMM) synthesis to ensure the functionality of a synthesized
design under differentoperating conditions. These are termed environments within the

tool. Five main environments were defined in the flow correspondingto the SS/TT/FF
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process cornersat supply voltages of 250mV, 400mV, 500mV, 600mV and 1.2V
(centered aroundthe typical processcorner).

The physical constraints for the designare thendefined. Two types of physical
constraints were used during synthesis for two different processing runs described in later
in the chapter. The first defines aspect ratio and area utilization. This allows the toolto
simply expand into whatever area is required. This has the advantage of allowing
flexibility of area in the synthesis decision. Thesecondis a strict area boundary. Thisis
the preferred method for silicon signoff as it guarantees a final design fits within the
silicon area allocated in the floor plan ofthe die. In this case it is the area utilization that
is flexible.

Next the clockgating is set up. This defines theclock gate cellas wellas the logic types
that drive itand the enable signal. This is followed by thefinal set of options set for the
compiler and isolation settings for the ports. All synthesis runs performed used inverter
isolation to provideaccurate time model creation ofthe internal circuit design.

The toolthen compiles thedesign. It makes severaliterative runs until the timing is met
or the lowest Worst Case Negative Slack (WNS) is determined. The determinationofthe
timing figures are based on assumptions made about the probable relative geometry of
cells in the final design. Thereforethe reported WNS at this stage is only an estimate.
The designis thensavedto a Synopsys DDC database file so that therestofthe tool
chain can read it.
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5.7.2 Cell Placement (IC Compiler)

IC Compiler is Synopsys’s automated place and route tool. Figure 64 shows the stages of
the cell placement flow. The first two stages are identical to the circuit synthesis flow in
Design Compiler, namely the core configurationis defined and the targettechnology
node mapped. The next stage imports the synthesized design fromDesign Compiler in the
form of the DDC database file. A checkis the performed to ensure the MCMM corners
specified in the Design Compiler flow have been correctly importedinto IC Compiler.
The placement optimization parameters are thenset. Theseinclude which cells
should/shouldn’t be used and where tie cells should be placed (ensuring they are placed in
each rowofthe digitallogic). The setting ofthe routing parameters follows, defining the
width and spacingrules, routing layers and routing specification of the clock tree sothat
the clock tree synthesis ofthe flowing stage may be approximated to ease it’s eventual
implementation.

The initial placement is then performed. The tool theniteratively performs timing and
DRC optimization stages untila DRC clean placement with eitherall paths with timing
met ora placement with the lowest WNS is determined. The designis thensaved for

clocktree synthesis to be performed.
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5.7.3 Clock Tree Synthesis(1IC Compiler)

The clocktree synthesis is also performed in IC Compiler. Figure 65 shows thedesign
flow. The first five stages are identical to the automated placementrange. The clock tree
options are thendefined. The maximum transitiontime, routing layerand maximum fan
out (32) are set. The logic level balance is setto false, allowing the faster transition to
dominate the clocktree. Hold fixing is set to prefer buffer insertionas the solution. The
derate factors are setthen the clock tree is synthesized, optimizing for power and re-
ordering the scanchain. The clock tree synthesis process iterates untilallhold violations
are fixed. The design is then saved for the final routing stage.

5.7.4 Routing (IC Compiler)

The final stagein the digital synthesis flow is the routing stage. This is also completed
using IC Compiler. Figure 66 shows thedesign flow. Again thefirst five stages are
identical to the previous IC Compiler workflows. The next stage is defining the routing
parameters. The routing optimizer is set to minimize delta delay usingtotalslew
transitiontimes. Crosstalk prevention is enabled with a threshold of 25%. Static noise
analysisis also enabled. The routing optimizer strategy is set to interactively repairany
failing routes up to a maximum of 20 times. Synopsys’s multicore ZRoutetechnology is
then enabled.

The first of three routing stages is then performed. This is asimple initial route to make
all interconnections in the designwith minimal optimization. The success ofthis stageis
then reported. A second routing stage follows with crosstalk and power optimization. A
second report is then generated. Finally a third routing stage is performed to
incrementally eradicate allhold time violations.

Once the final routing stage has completed, thefinal process ofadding filler cells into the
unused designspace is performed. The final designis thensaved ready forexport and

analysis.
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5.7.5 Design Export

Oncethe design is complete, it must be exported suchthatit may be furtheranalyzedor
used by othertools. Thisis also performed in IC Compiler. Figure 67 shows the
workflow.

The core configuration, targettechnology and design import are identical to the previous
stages. AnLVS stage is then completedto ensurethe final design performs the intended
behaviordescribed by the initial Verilog model. This is followed by a DRC check ofthe
routing to ensure nodesignrule violations have inadvertently been introduced during the
routing phase. If the design passes these validation checks, two export stages proceed.
Thefirstis the generationofan FRAM cellview. This is the view of choice for IC
Compiler’s die level floor planning layout methodology. Thesecondis a GDSII stream.
This is the industry standard designstream.
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5.8 Choice of Libraries and Corner Choice

The individual stages in synthesizing the AES cores have now beendefined. A decision
on which libraries should be implemented was then made. Limitation of area on the target
die restricted thenumber of cores that could be implemented in silicon to three. Forany
kind of meaningful comparison, one core had to be synthesized from ARM’s state-0f-the-
art Low Energy Library. This library does not providethe performance/leakage
characteristic range thatthe full diffusion library offers. Assuch, ARM has takenthe
view that multi-Vt synthesis in the subthreshold regime is simply too impractical due to
the 10X difference in performance between the LVT and RVT devices. Asthe primary
focus of'subthreshold operationis the reduction in energy consumption, ARM’s LE
library consists purely of RVT devices, as the lon/loff ratio at the typical corner is almost
double that of the equivalent LVT device.

To provide adirect equivalent to this, the decision was taken to synthesize the second
core purely froma full diffusion RVT only library. This provides thefull 1F to 4F range
in the cells describedearlier in Section 5.5. No cells were included fromthe stacked
library.

Several simple synthesis runs were completed to determine the libraries used for the third
core. The result showed thatthe range provided by the full diffusion LVT and RVT
libraries was sufficient to reliably synthesize the designwith only a performance costof
1.2%. The interstitial stacked libraries were therefore omitted fromthe design toensure
theirincreased capacitance could not negatively impact the dynamic energy consumption
of the final design. Should the reliability of the design have been compromised by this
decision, theinterstitial libraries would be mandatory. The final core was therefore a
multi-Vt implementation consistingofthe fulldiffusion LVT and RVT libraries.

The full diffusion libraries were length optimized during design foruse atthe SSand TT
corners. A decisionoverwhich library should be used was thereforeweighed. The typical
digital synthesis flow is signed off at the SS corner because theresultant circuit and
therefore productcan be guaranteed to functionat a particular clock frequency. This is
commercially advantageous as it means a higheryield only impacted by logically non-
functional dies. Conversely, in some instances designs are signed off at anominal
(usually typical) cornerand thena process known as frequency binning is performed.
Here, the resultant dies are tested over the fullrange of global variationand allocated into

frequencybins. Those only functioning at a clock speed less thennominal are de-rated
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and sold at a discount. Those showing operationat clock speeds higher thannominalare
sold atapremium.

There are advantages and disadvantages toboth approaches in terms ofthe intended
outcome ofthe experiment. The advantage of signoff at the SS corner is that this is the
commercially accepted approach and guarantees the functionality of thecircuit a

particular frequency. The disadvantage to this approachis thatthe technology node
chosen has been consistently shown to return TT silicon. Therefore, signing offat the SS
cornerwould unnecessarily restrictthe results with the limitations imposed by the digital
synthesis flowand cell library by attempting to account for the worst casescenario.
Conversely, the advantage ofsigning offat the TT corneris that there is no restriction
imposed upon the design by the synthesis flow. Moreover, the underlying physics of the
silicon matches the sizing optimization ofthe cell library. The disadvantage ofthis
approachis thatthis is not thecommercially accepted methodology of digital synthesis.
In orderto demonstrate a more accuraterepresentation of the abilities of the full diffusion
library, the decision was made to signthe design offat the TT corner. Thisoptionalso
gives ARM’s LElibrary a fairer comparison, as thedevice length use throughout their
library is 90nm, yet the optimal length results presented at the beginning of the chapter

showedthatthis can reachas high as 200nmin the SS corner, but only 100nmin the TT
corner forthe RVT devices.
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5.9 Determination of the Maximum Frequency of Operation

Two additional stages are required to performanalysis on the final design; parasitic
extraction and static timing analysis. Theformer is performed using Synopsys StarRCXT.
This is the same toolused in the cell characterization workflow and is performed on the
exported design. This gives greater accuracy to the static timing analysis.

The static timing analysis is performed using Sy nopsys PrimeTime. Figure 68 shows the
workflow. The first two stages of defining the core configuration and defining the target
technology node are the same as previous workflows. The next stage imports the post
layout Verilog netlist fromthe synthesis stage. Thenetlistis then annotated with the RC
parasitics extracted during the parasitic extraction workflow. Three corners are generated
during the extractionworkflow; RC Best, RC Worst and Typical. Allthree cornersare
run during static timing analysis. The RCworst corner was used for sign off to ensure
functionality [95].

The timing parameters are then defined including thederate values and analysis options.
The static timing analysis is then performed. Once completed, the generated timing data
is written out in the IEEE defined Standard Delay Format (SDF) to be used during post-
layout simulation workflows. Finally, human readable reports are generated. These
include reports for skew, latency and transitions times, as well as overall coverage and
any bottlenecks. Mostimportantly, reports are generated detailing the fastest 10 pathsin
the designandthe slowest 10 paths in the design. The latter report is used to determine
whether all paths met the timing criterion and if not, determine the Worst Case Negative
Slack (WNS) of the design.
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Thus far, no inherent methodology of determining the maximum frequency (minimum
clockperiod) fora given PVT corner has been described. Thereasonforthis is thatthe
tools are simply not designed to performin this manner. W hen commercially designinga
digital circuit, the designer is invariably provided with a target frequency and modifies
the designto meet this constraint.

An iterative methodology was therefore designed to performthis task. Figure 69 shows
the methodology. Initially, an extremely relaxed clock period forthe designis provided.
The designis thensynthesized usingthe MCMM Design Vision synthesis workflow
outlined in Section5.7.1. The cells are then placed usingthe IC Compiler automated
placement workflow outlined in Section 5.7.2. Clock tree synthesis is then performed
using the CTS workflow outlinedin Section 5.7.3. The Routing workflow in Section
5.7.4 finalizes the design stages. The design is then exported using theworkflow outlined
in Section 5.7.5. Parasitic extraction is performed using the workflow from Section 5.9
and finally static timing analysis performed using theworkflow fromSection 5.9. The
WNS for the critical path is determined for the entire run fromthe timing analysis reports.
If all paths meet the provided clock period orthe WNS s less than 5% ofthe provided
clockperiod, the clock period is reduced andthe whole methodology iterated. If the WNS
is 5% of clock period, this periodis determined as the maximum frequency of operation.
The 5% watershedwas an arbitrary value chosen for the experiment. The primary reason
for this value is thatthe synthesis tools are notorious for non-deterministic performance.
As the tools are designed simply to meet a provided clock constraint, once this targetis
met, little optimization is performed afterwards other than leakagerecovery. Ifthe same
design is provided with a more stringenttiming target, the tools work harder to meet that
target. Therefore, there is no linear relationship between provided clock period constraints
and WNS. Moreover, this is compounded by the tools freedomofdesignchoice. It is
completely feasible thatforachosen clock period, a synthesized circuit type fails to meet
the target, only foratighter constraint to be applied, a new circuit type optionto become
available and the clock targetto be met. The 5% value allows enoughroomin the
synthesis runs toallow the synthesis tools the freedomofdesign, whilst obtaining a high
value of certainty thatno other synthesis choice will provide a faster design. Moreover,
for asigned-off circuit, 5% is a marginalamount to increase theclock frequency by in
orderto attain stable functionality. Whilst figure 69 shows that the methodology stops at
5%, for the aforementioned reasons, several runs were performed beyond the 5%

watershed to ensureno superior design could be synthesized beyond this point.
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The methodology was performed forall three libraries. Figure 70 shows the results. The
ARM Low Energy library produced a maximum frequency of 23.5 KHz froma clock
period 0f 42550 ns. At this point, the WNS was 4.5% ofthe clock period. Beyondthis
point, no run produceda value less than5%. The individual points show the non-
conformity in the WNS over frequency, most notably the 22.72 KHz point produces a
WNS less thanthe previous run 0f 22.22 KHz. It is likely that at this frequency point, the
toolis able to synthesize a circuit variation it is incapable of synthesizing at the lower
frequency point.

The Full Diffusion RVT library produceda maximum frequency of42.88 KHz froma
clockperiod 0f 23320 ns. At this point, the WNS was 4.2%. The next run period of 23310
ns produced a WNS of8%. The difference in WNS between two clock constraints of such
proximity again suggests thesynthesis toolis only able to produce certain circuit choices
under certain clock constraints.

The Full Diffusion multi-Vt library produced a maximum frequency 0f414.94 KHz from
a clock period 0f 2410 ns. The WNS for this run was 5%. The 2400 ns run produced a
WNS of 5.6%, again expressingthe non-conformity in the synthesis process.

There are a few important points of consideration fromthe experiment. The first is that on
a ‘like-for-like’ basis, the maximum frequency ofthe Full Diffusion RVT library was
1.83X fasterthan ARM’s Low Energy library. This means that even for circuits with
complexity running at around 7000 gates, the potential benefit of the full diffu sion sizing
strategy measured ona cellfor cell basis is still observable.

The secondis that the Full Diffusion multi-Vt run had a maximum frequency 9.63X faster
than the equivalentthan the Full Diffusion RVT only run and 17.66X faster than the
ARM library. Unsurprisingly, the multi-Vt run is therefore clearly the choice for circuit
speed. The underlying information fromthe run provides more details of interest. When
pushed tothe frequency limits, the synthesis tool chose to implement the designusing
94.45% ofthe cells fromthe LVT library and the remaining 5.55% from the RVT library.
This shows that the synthesis tool is displaying the correctbehavior for frequency critical
multi-vt synthesis.

Whilst this methodology proved successful at determining the maximum frequency, it

was time consuming and only accurate to within 5%. Faster and more accurate

methodologies would providean interesting basis for future work.
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5.10 Vector Free Power Analysis

To ensure correct MCMM synthesis, a simple post-layout power analysis stagewas
performed across allsupply voltage corners. This was performed in Synopsys PrimeTime.
Figure 71 shows the work flow.

The first five stages of the workflow are identical to the static timing analysis workflow
describedin Section5.9. The next stage sets up the power analysis parameters. The
simplest formof power analysis is vector free analysis, which involves simply instructing
the toolto toggle all nets at a fixed activity factor. This is adequate to testthe MCMM
flow is functioningas expected. The chosen activity factor was 3%. The power analysis
was then performed. A final stage converts theresults fromthe power analysis into
energy results andreports for both powerandenergy are produced.

This stage was performed at each supply voltage corner in each library forthe clock
period determinedto produce the maximum frequency at 250mV. Figure 72 shows the
results. Thecharacteristic energy sweep (dynamic energy reducing and leakageenergy
increasingas supply voltagetends to zero) is clear fromall three libraries. Inconsistencies
in the graphs (total energy dipping below dynamic energy and leakage energy dipping
belowzero etc.) are purely a function of the smoothing algorithmimplemented to show
the correct response froma small number of points.

The ARM LE library shows a minimum totalenergy of lessthan 1 pJ percycle around
470 mV. A similar result is shown for the fulldiffusion RVT library, althoughthe
minimum totalenergy s slightly higher. The multi-Vt full diffusion run shows a
minimum energy greaterthan1pJpercycle.

The overall sweeps indicatethat the MCMM flow is functioning as expectedand
therefore sanity checkingusing vector free power analysis is an acceptable method of
validation. Little furtheranalysis is provided for theseresults for several reasons. This
firstis that no meaningful designsimply toggles its nets forafixed activity factor.
Therefore the testis only designed to provide an indication of the underlying power, not
absolute results. Moreover, for the AES core thatoperates several stages ofthe design
simultaneously, theactivity factor is considerably greater than 3%.

Most importantly the methodology used to synthesize the design was constructed to
determine the maximum frequency possible for the design fromthe libraries, not the
design displayingminimum energy. In order to dothis, a different synthesis methodology

and more accurate power analysis stageis required. This is the focus of the next section.
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5.11 Determination of Minimum Energy Implementation

Synthesis of the maximum frequency design fromeach library showed thatthe speed
improvement of the underlying full diffusion cells propagate correctly allthe way up to
complexdesigns. However, the purpose of voltagescaling is to lower dynamic energy
consumption and find theminimum energy point of operation. The synthesis decisions for
the designare different for maximum frequency and minimum energy. For maximum
frequency, the fastest cells available are almost exclusively chosen. The drawback to this
is that these cells are also the leakiestand in subthreshold design, the leakage energy
often dominates the total energy consumption. Lowering the target frequency gives the
synthesis flow more freedomto provide leakage recovery. This is the process of
exchanging fast, leaky cells to slower, less leaky cells in fast timing paths without
violating the overall time constraints.

To systematically performthis type of synthesis, a second methodology was performed.
This required two additional analysis stages to improve the power and thereby energy
analysisofthe finaldesign.

The first stage createsa test bench fromthe designusingthe interfaceto the LBIST and
the SDFtiming data files exported during the PrimeTime static analysis stage. This is
compiled using Synopsys’s VCS verification tool. The test bench is designed toprovide a
test vectorto the LBIST and run the AES core for 20 BIST cycles. Asthe timing comes
from the SDF files, which are generated after the export and parasitic extraction of the
final design, this type of simulationis very accurate. The test bench is then simulated
using Synopsys VCS. The simulation is designedto record exactly which nets of the final
design toggle during an actual encryption/decryption LBIST operation. Once the
simulation is completed, the toggle datais exported as an industry standard Value Change
Dump (VCD) file.

The secondadditional analysis stage imports this back into the PrimeTime power analysis
workflow, allowing the toolto provide VVCD power analysis based on theactual nets that
toggle duringthefunctionofthe design. Thisis far more accuratethanthevector free
workflow previously described.

Figure 73 shows the new synthesis methodology. Initially the clock constraints are set to
thosedetermined for the highest frequency point found in the previous methodology. The
same MCMM synthesis workflow is performed in Design Vision with leakage recovery
enabled. Astheobjectiveof the methodology is to relax the timing constraints to find the

minimum energy point, the buffering required to meet these constraints should lower,
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lowering the overall cellcount and therefore silicon area. The area of the maximum
frequency implementation is therefore usedto providea hard boundary in an additional
floorplanning stage. This allows this areato be allocated on thedie floor plan. The three
automated place and route stages are then performed in IC compiler. At this point the
design is exportedandextractedas in the previous methodology. These stages are omitted
from Figure 73 forthe sake of brevity. Static timing analysis is then performed to
generatethe parasitic annotated SDF timing data files. The design testbenchis then
compiled and simulatedin Synopsys VVCS to generate the VCD vector file. Finally VCD
power analysis is performed in PrimeTime and the power and energy reports generated
for the design.

As the objectiveis to determine a local minimum, afixed number of 10 iterations were
performed at 10% frequency intervals forthe ARM LE and Full Diffusion RVT libraries
and 2X intervals for the Full Diffusion Multi-W library. This gives afinal frequency test
point of 2X slower forthe RVT only libraries and 20X forthe Multi-Vt library. Figure 74
shows the results.

Quick observationshows thatforthe AES core, the 250mV TT PVT point was dominated
by the dynamic energy consumption for all libraries. This is likely due to the highactivity
factorthe design. All libraries showedthat the total energy per cycle peaks at the
maximum frequency point determined fromthe first methodology. Thisis no surprise
given the additional bufferingin the designrequired to meet that frequency. Thetotal
energy percycle thendiminishedas the frequency was relaxed.

The minimum energy implementation forthe ARM LE library was 40% slower than the
maximum frequency implementationwith a clock period 0f 59570 ns equating to a
frequency of16.79 KHz. Atthis point, the total energy percycle was 3.27 pJ. Afterthis
point, the totalenergy began to rise to a peak, falland then began tosteadily rise again.
This discrepancy is likely due to the inability to synthesize a particular circuit structure
around this frequency, indicated by the rise in dynamic energy consumption but little
variation in leakage energy consumption. The leakageenergy fell off sharply fromthe
maximum frequency point and thenbeganto slowly rise. Whilstthis may seemcounter
intuitive as the level of leakage recovery increases, leakage recovery with a choice of
only one cell variant requires restructuring of the circuit. Moreover, as the frequency
reduces, the paths leak fora longer period oftime. The only explanation for the latent rise

in dynamic energy percycle is alocalmaximum created dueto an inability to synthesize
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a circuit topology available at higher frequencies. This should be expected toreduce
shouldthe number of runs be extended.

The minimum energy implementation of the Full Diffusion RVT library was 70% slower
than the maximum frequency implementation with a clock period of 39644 ns equating to
a frequency of 25.22 KHz. This means that the comparative frequency gainoverthe
ARM library has beendiminished. Moreover, at the minimum energy point, thetotal
energy percycle was 3.81 pJ. This is an energy consumption 16.5% higherthan ARM’s
library.
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The behavioroverthe timing relaxation methodology follows the established principles.
As the frequency was relaxed frommaximum frequency, both dynamic and leakage
energy reduced as the number of cells in the designreduced. The dynamic energy
continuedto reduce throughout the entire process. The leakage energy diminished as
leakage recovery introduced slower less leaky cells into the faster paths. Eve ntually when
this process was exhausted, the leakage energy beganto rise as the time period cells
leaked forincreased.

The minimum energy implementation of the Full Diffusion Multi-\i library was 8X
slower than themaximum frequency implementation with a clock period 0f 19280 ns
equatingto afrequency 0f51.87 KHz. The totalenergy per cycle at theminimum energy
pointwas 3.28 pJ. This is almost identical to the ARM LE library. The dynamic and
leakage energies followed the same pattern asthe Full Diffusion RVT library with the
exception ofalocalpeakat 34.6 KHz. The underlying data showedan interesting
difference betweenthe maximum frequency and minimum energy implementations for
the multi-Vt synthesis. The minimum energy implementationwas constructed fromonly
4% LVT devices and 96% RVT devices. Thisis almost theexact oppositeto the
maximum frequency design.

A snapshot ofthe underlying data is shownin Table 16. These are the final designs
signed off for tapeout. The underlying physics outlined in Chapter 2and the preliminary
simulation in Chapter 3suggested that the full diffusion designs should have faired better
against ARM’s library. This leads to several possibilities. The first is thatallaspects of
the INWEand RSCE effects are not captured in the compact BSIM models. This is a
possibility, as the physics suggesta greater deviation in the capacitance than was
displayedin the geometric sweeps providedin Chapter 3. A second possibility is that
information is lost during the characterization process of transforming the celldesigns
into liberty tables. This is also possible as the process depends on many different user
defined variables including the capacitance and slew ranges. A final possibility is simply
that the PrimeTime power analysis stage is unable to provide accurate power analysis for
the cells.

Alternatively, the literature in the field and prior simulation could prove inaccurate.
Accuratetesting ofasilicon device is the only way to discernwhich ofthe above is true.
This is the goal of the next chapter.
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Circuit Data ARM LE Full Diffusion RVT | Full Diffusion Multi-Vt
Composition RVT (100%) RVT (100%) LVT (4%) / RVT (96%)
Clock Period 59570 ns 39644 ns 19280 ns
Clock Frequency 16.79 kHz 25.22 kHz 51.87 kHz
Total Energy Per Cycle 3.27 pJ 3.81 pJ 3.28 pJ
Area (un) 45742 49812 49315
Total Cells 5626 7318 17244
Combinational 5094 6784 6715
Sequential 437 437 437
Clock Tree 95 97 92

Table 16: AES core synthesis overview

5.12 Chapter Summary

This chapter revisited the RSCE length optimization of the cells for the final libraries to
ensure maximum advantage of the RSCE and INWEare achieved. Theseprovedto be
highly dependent on VT variants and process corner, varying fromthe variation limited
90 nm minimum up to a maximum of 230 nm. Sequentialand supporting cells were
created usingthe same design methodologies andeach library characterized in a customer
characterization flow using calculated liberty table values fromrepresentative SPICE test
benches.

A 128 bit AES core with 32 bit datapathand LBIST was chosen as the test circuit based
on ease oftesting, provenrobustness fromprior implementation and RTL availability.
Three library permutations were chosenbased onthe siliconarea limitations onthe
tapeout chip; ARM Low Energy, Full Diffusion RVT and Full Diffusion Multi-\t.

A full digital synthesis methodology was designed to determine the maximum frequency
achievable foreach library. Full static analysis was performed to produce reliable
simulations ofthe critical paths. The Full Diffusion RVT/Multi-Vt runs showed
maximum frequency improvements ofaround 1.8X and 20X respectively.

A seconddigital synthesis methodology was then designed to determine the minimum
energy point. Additional stages to provideaccurate switching activity by circuit
simulation viathe LBIST were added. VCD power analysis showed comparative
minimum energy increases of 16.5% and 0.3% for the Full Diffusion RVT and Multi-Vt

respectively for comparative speed improvements of 52% and 309% respectively
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Chapter 6: AES Cores Results
6.1 Chapter Outline
The chapter proceeds by detailing several testmethodologies usedto measure the
performance, energy and leakage of each core under different operating conditions. The
first methodology describes measuringthe nominal performance ofasingle sample chip
atroomtemperature (20 °C). Results are then presented andthe libraries compared. This
is followed by temperatureanalysis at 0 °C and 85 °C. These results are then presented
and the libraries compared. Finally a multi-chip variation study is performed with a
randomsample of 10 chips. The results of this analysis are then presented.

6.2 Nominal Operation Measurement

The same test board used to measure thering oscillator experiment in Chapter4is also
used to measure the AES cores. Figure 75shows thetest board with mbed control
processor.

The same VESA controlled source meterand temperature chamber were also used.

An on-chip clock generator was used to drivethe AES cores. This proveda limiting
factor in the measurement. Although the clock generator was capable of providing a clock
period up to 100 MHz, a single on chip interconnect was used to connectthe clock to the
AES cores. Clocked design with sucha wide frequency rangetypically requires active
design oninterconnects to preventunwanted ringing. Sadly, this manifested in the final
design. Figure 76 shows oscilloscope measurements of the clock trace asthefrequency is
increased. At low frequencies, no ringing is visible. As the frequency is increased,
overshootand undershootbecomes visible, but the waveformis still functional as a clock
signal. Eventually at high frequencies, the clock signal becomes s odistorted it is not fit
for purpose. This limited the measurementofthe coresto belowa VDD of 500 mV where
the operating frequencies were small enough to allow functional operation with a high
degree of confidence in the results. Fortunately, this region of the supply voltageis the
subthreshold regionwhere the MinimumEnergy Point (MEP) resides. The quantization
of the clockis 1 kHz. Whilst this only proves a factor for the slower cores at extremely
low VDD, it must still be considered a source of minorinaccuracy.
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Python programs were written to control the test chip via thembed control processor
similar to the ring oscillator experiment. The first programwas designed todetermine the
maximum operating frequency of each core at each supply voltage point using a binary
search algorithm. Figure 77 shows the sequence of operation. Forthe nominaltestruns,
the board was placed into the temperature chamber and the temperaturesetto 20 °C. The
on board temperature sensor was polled until the temperature stabilized.

Initially, the communication protocols tothe board were set up. Initial values were then
given to the programparameters. The maximum and minimum frequencies were defined
as 66 MHz and 1 kHz respectively. These set theupperand lower bounds between which
the binary searchalgorithmattempts tofind the maximum operating frequency. The first
test frequency was set to themidway pointbetweenthese limits. The maximum and
minimum supply voltages were definedas 500 mV and 150 mV respectively. These
defined the supply voltagerange over which the cores were be swept in 10mV steps,
starting with thehighest voltage.

The first VDD was set via the source meter. The clock generator was thenset up using
the initial frequency. Theon chip logic was thenset to the desired state. The core under
test was selectedand the scanenable line disabled. The LBIST provides two modes of
operation, continuous and single run. For determining the maximum frequency, the single
run mode was selected. A testvector was then loaded into the LBIST. The test vector
0x3BCD was usedforallruns. The core was then held in reset by lowering thereset line.
The reset was thendisabledandthe single encryption/decryptioncycle run. The
encryption/decryption process required around 130 clockcycles. A wait time of 1 second
was therefore adequate before polling theresult. The LBIST handled checkingthe
decryptedvectorto see whether it matchedthe initial vectorand provideda single pass or
fail result.

If the run passed, the algorithmeliminates the half of the frequency rangebelow the
tested frequency by setting the minimumfrequency tothe testfrequency. Ifthe run failed,
the algorithmeliminates the half of the frequency rangeabovethe testfrequency by
setting the maximum frequency to the testfrequency. The new mid point was then
calculated andthetest performed at the new frequency.

This iterated until one of two conditions were determined. The first was that a successful
run falls within a 1% convergence of either the maximum or minimum frequency values.

At this point, the maximum frequency of operation had been found. This introduceda
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convergenceerrorof maximum 1% deviationfromthe true value, but drastically reduced
test time.

The second condition was a failure at the initial minimum frequencyvalue (1 kHz). If the
run failed at this value, the core simply didn’t function at this supply voltagepointor
belowand therefore therun for that corewas ended.

Once the maximum frequency of operation was determined, a second testrun was
performed at this frequency. The on chip logic was set to selectthe same core and keep
the scan line disabled. This time the run mode was set to continuous, which simply
performed the encryption/decryption cycle perpetually. The same test vector was written
and the core held in reset. The reset was thenreleased. Asthecore repeatedly performed
the operation, thesource meterwas instructedto read theaveragecurrent draw. The
programusedthis to calculate the power and energy consumption.

Finally the programchecksifall supply voltage points have been performed. Ifnot, the
10 mV step was removed fromthe supply voltageandthe binary search algorithmbegan

anew. If so, the run terminated.

A second programwas then used to performthe leakage measurement. These programs
were separated, as the leakage measurement had noneedto know the maximum operating
frequency. Figure 78 shows thesequence of operation.

The maximum and minimum supply voltage parameters were initialized with the same
values as the previous program. The core VDD was set using the source meter. The on
chip logic was then set to selectthe core under testand disable thescan line. The run
mode was set to single cycle, thetest vector written and the reset line disabled such that
the core was positioned to performthe encryption/decryption cycle. However, for this test
the clocksignalwas disabled. This ensures the current measurementwas performed on
representative inactive logic.

A small wait time of asecondwas performed to allowthe voltage values within thelogic
to equalize. The current measurementwas then performed. This process was then iterated
acrossthe full supply voltage range.
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6.3 Nominal Operation Results

Figure 79 shows the nominal operationresults. Initial observation shows that the VCD
power analysis performed in the previous chapter underestimated the energy consumption
of the ARM Low Energy Library. However, it was surprisingly accurate at estimating the
Full Diffusion Libraries. Conversely, the static timing analysis performed in the previous
chapter proved surprisingly accurate of the ARM LE library, but massively
underestimated the attainable frequencies of the Full Diffusion libraries. Thesetwo
effects combined created analysis thatunderestimated the potential of the Full Diffusion
sizing strategy overall.

At 20 °C, the Full Diffusion RVT library had an energy-per-cycle of3.84 pJ, a 7% saving
onthe ARM LE library. The Full Diffusion Multi-\Vt library had an energy-per-cycle of
3.11 pJ,a 24% saving onthe ARM library. The MEPs ofthe Full Diffusion libraries were
also observedat higher supply voltages. There are several advantages to this. Thefirst is
that variationis voltage dependentandtherefore operating at a higher supply voltage
helps counteract negative effects induced by variation. The second is that when
implementing Ultra Wide Dynamic Voltage Scaling, the energy savings made in voltage
scaling to the MEP are often offsetby losses in the DCto DC conversion, which can have
voltage conversion efficiencies as lowas 70-80% [96]. These efficiencies are a factor of
the distance betweenthe DCvoltages being converted. Therefore if the MEP is situated at
a highersupply voltage, this helps reduce losses in the voltage conversion by aiding
efficient DC-to-DC conversion.

The frequencies of the Full Diffusion RVT and Multi-\t libraries were 34 kHz and 147
kHz respectively, representing speed advantages of 2X and 8.65X. Therefore, notonly
were the Full Diffusion libraries more energy efficient, they were also considerably
faster.

The energy per frequency figures for the three cores were therefore 0.893 pJ/kHz, 0.459
pJ/kHz and 0.07 pJ/kHzfor the ARM LE, Full Diffusion RVT and Full Diffusion Multi-
Wit libraries respectively. This represents a reduction of 49% and 92% respectively.

It is very interesting thatexchanging only 4% of the gates for LVT variants results in
such adrastic change in the energy and frequency profiles of the design. This highlights
the advantage ofthe characteristic range provided by the Full Diffusion sizing strategy.
The discussion from Chapter 3showedthatthe Full Diffusion sizing strategy was the
leakiest strategy of the three presented. Moreover, the LVT device variants have lon/loff

ratios almost halfthat oftheir RVT counterparts (approximately 1500 to 3000). This was
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shown in the energy profile as the MEP pushed higher up the supply voltage range as the
leakage contributionincreased. However, as the design only used these sparingly, the
ability to improve the frequency by a factor of 8.65X offsets those lossesto forman
advantage. Understanding how the synthesis tools makes these choices during synthesis
enabled a superior designto be constructed fromtechnically inferior cells. This is
analogousto losingthe design battle of the individual cells to win the war ofthe overall
synthesis ofthe circuit by trading the speed benefit of the cells foran energy benefit in
the synthesized circuit.
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6.4 Temperature Analysis

The same two test procedures were performed again in the temperature chamberat 0 °C
and 85 °C. These valueswere chosen as they represent the extremes of what the test
board can handle without permanent damage. The purpose of the experiment was to
determine whether the benefits of the Full Diffusion sizing strategy exhibited in the
nominal case extend across a large temperature range. Figure 80 shows the results. Initial
observationshows that the same trends were displayed at both temperature extremes. The
Full Diffusion RVT library had an MEP consistently lower in energy -per-cycle and
higher in frequency than ARM’s Low Energy library. The Full Diffusion Multi-Vt library
consistently hadthe lowest energy percycle at MEP and the highestfrequency. All
libraries display temperature inversion (operating faster with a higher energy
consumption at the higher temperature point) due to subthreshold operation.
Acrosstheentire temperature range, the maximum comparative frequency gain was
10.25X between the Full Diffusion Multi-Vt library and ARM’s LE library, MEP to
MEP, at 0 °C. This suggests theadditional temperature stability at low temperatures that
was demonstrated in the ring oscillator discussion extends to more complexcircuits. The
maximum comparative energy-per-cycle gain was 27.3% between the Full Diffusion
Multi-Vt library and ARM’s LElibrary, MEP to MEP, at 85 °C. These equateto savings
in energy per frequency of 92% and 80% respectively.
All of thesegains are considerable giventhatno additional effort is required during
synthesis beyond switching out the library data.
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6.5 Variation Analysis

A randomsample of 10 test chips was performed using thenominal test methodology
(chamber temperature of 20 °C) to determine the impact of inter-die variations onthe
cores. Figure 81 shows the results. Alltrends showed tighter groupings of frequencyand
energy characteristics that beganto spread as the frequency and thereforesupply voltage
was reduced. This followed the correctvariationtrend. Importantly, the results showed
that the nominaland temperature analysis of the previous subsections were representative
of the overall fabricationrun.

Table 17 shows the measured statistical metrics fromthe experiment, along with a recap
of the key data extracted for all three experiments. The results showeda comparative
increase in frequency variation 0f 53% and 32% for the Full Diffusion RVT and Multi-Vt
libraries respectively. The discussionin Chapter 4 indicated that an increase in variation
onthe RVT cell level of up to 28% could be expected. Thisaccounts for some ofthe
additional variation. The remaining additional variation is likely aresult of the logical
decomposition of the larger ARM LE cells into combinations of smaller Full Diffusion
cells as the synthesis tool attempted to recover leakage fromthe Full Diffusion synthesis
runs. The comparatively lower variation of the Full Diffusion Multi-Vt run was likely a
combination oftheinherently less variable LVT cells and the lower activity factor ofthe
design. The4finger Full Diffusion cellwas determined to be the leastvariable ofall LVT
designs in the analysis of Chapter 4.

Interestingly, the maximum deviation in frequency fromthe mean does notfollowthe
statistical sigma/mu metric. The worstcase deviation fromthe mean for ARM’s LE
library was 7.7% whilst this was only 5.9% for the Full Diffusion RVT library. This
suggests thatalthoughthe statistical probability of a circuit performanceclose to the
mean is higher forthe ARM LE library, the performance ofthe outlier circuits varies
greater, suggesting a deviation of the Gaussian distribution [97]. The maximum deviation
from mean of the Full Diffusion Multi-\t library was largerat 9.1%. As the LVT and
RVT implantation stages are performed separately during fabrication, thereis no
correlation between global systematic variation. This is likely the source ofthis increase.
Comparatively, the statistical variation of the leakage currentwas 29% larger for the Full
Diffusion RVT library but 21% smaller for the Multi-Vi library. These values are likely
due to the parametric RDF variations in the underlying cells.

Finally, the comparative statistical variation in energy -per-cycle was 115% and 54%

higher forthe Full Diffusion RVT and Multi-V libraries respectively. These results show
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that the performanceand leakage variations outlined above combineto createquitea
large deviation in the energy per cycle. This is the largesttrade off for the mean lower
energy percycle value.

A final observation must be made regarding this experiment. It was speculated in
Chapters 2,3and 4 that the Full Diffusion sizing strategy may negatively affectthe
minimum operating voltage. Individual devicesizing andthe P to N ratio primarily affect
this metric. As the Full Diffusion sizing strategy pushes these away fromthe ideal value,
it was speculated thatthe minimumoperating voltage would be higher. This observation
proved to be accurateas technically the Full Diffusion RVT and Multi-Vt runs stopped
functioning at higher supply voltages. However, this metric must be taken in context.
Both Full Diffusion libraries also pushed the MEP higher up the supply voltage range.
Therefore, the actual response cannot be regarded as a degradation in the minimum
operating voltage, butactually as a ‘slide-to-the-right’ ofthe entire energy curve.
Important to note is thatno coretested during this experiment failed to operate at its

minimum energy point.

6.6 Chapter Summary

This chapterexplained thetest procedure for measuring the nominal operation of each
AES core. MEP to MEP, the Full Diffusion RVT library proved 7% more energy efficient
and 2X fasterthanthebaseline ARM library. The Full Diffusion Multi-\Vt library proved
24% more energy efficient and 8.65X faster.

The test procedure for the temperature analysis was thendescribed. The analysis showed
the Full Diffusion libraries were always faster and more energy efficient overthefull

temperature range tested. The highest comparative energy efficiency measured was
27.3% at 85 °C forthe Full Diffusion Multi-M library. The highest comparative
frequency gain measured was 10.25X for the Full Diffusion Multi-Vt library.

Finally, the testprocedure for the multi-chip variationanalysis was described. The results
froma 10 chip sample poolshowed thatthe variation for the Full Diffusion libraries was
greater, but that theoutlier results did not necessarily correlate with the Gaussian
distribution.
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Figure 81: AES core variation analysis results
Reference (RVT) | Proposed RVT Proposed Multi-Vt
Circuit Data
Composition REF RVT (100%) | RVT (100%) LVT (4%) / RVT (96%)
Area (uM?) 45742 49812 49315
Total Cells 5626 7318 7244
Combinational 5094 6784 6715
Sequential 437 437 437
Clock Tree 95 97 92
Measured Data
@ 0°C
Minimum Energy Point 240mV 240mV 280mV
Frequency @ MEP 4kHz 7kHz (1.75X Faster) 41kHz (10.25X Faster)
Energy @ MEP 3.57 pJd/cycle 3.21 pJ/Cycle (10% Less) | 2.85 pJ/cycle (20% Less)
Energy per Frequency 0.893 pJ/kHz 0.459 pJ/kHz (49% Less) | 0.07 pJ/kHz (92% Less)
@ 20°C
Minimum Energy Point 250mV 270mV 300mV
Frequency @ MEP 17kHz 34kHz (2X Faster) 147kHz (8.65X Faster)
Energy @ MEP 4.12 pJ/cycle 3.84 pJ/cycle (7% Less) | 3.11 pJ/cycle (24% Less)
Energy per Frequency 0.242 pJ/kHz 0.113 pJ/kHz (53% Less) | 0.021 pJ/kHz (91% L.ess)
@ 85°C
Minimum Energy Point 300mV 320mV 330mV
Frequency @ MEP 350kHz 517kHz (1.48X Faster) 1.26 MHz (3.6X Faster)
Energy @ MEP 5.93 pJ/cycle 5.55 pJ/cycle (6.4% Less) | 4.31 pJ/eycle (27.3% Less)
Energy per Frequency 0.017 pJ/kHz 0.011 pJ/kHz (35% Less) | 0.0034 pJ/kHz (80% Less)

Table 17: AES core results summary
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Chapter 7: Discussions
7.1 Chapter Outline
The chapter proceeds by addressing the two hypotheses postulated in the thesis. The first
hypothesis presented in Chapter 1is addressed by drawingon the criteria outlinedin
Chapter 2. Namely, did the proposed Full Diffusion sizing strategy utilize the underlying
subthreshold physics to createa superior subthreshold standard cell library based on
robustness, variability and performance. The second hypothesis presented in Chapter 4 is

addressed by revisiting the AES results presented in Chapter 6. The chapter then provides
a comparisonto priorart and concludes with a discussionon the constructiveand limiting

aspectsofthe work.

7.2 Hypothesis One
The first hypothesis presented in the thesis posed:

Can a superior subthreshold standard cell library be created from devices that take

advantage ofthe underlying subthreshold semiconductor physics?

Superiority infers that one thing may be compared againstanother, usingoneor more
metric/s of interest, to determine whichholds an advantage fora given application.
Chapters 3and 4explored the entire designspace for how standard cells can be designed
foragiven library size (in this case 12 Track) and technology node (in this case 65nm
bulkplanar). Three distinctsizing strategies emerged. Two had previously beenexplored
in the field; minimum sizing and regular (superthreshold) sizing. The third was a novel
contributionnamed the Full Diffusion sizing strategy.

Chapter2systematically presented a setof criteria against whichthesesizing strategies
may be compared. This comparison is therefore presented to determine how thenovel
subthreshold sizing strategy eventually pursued in the thesis may or may not be deemed
superiorto the other two sizing strategies.

7.3 Robustness
7.3.1 Carrier Injection

Section 2.3.1 described several forms of carrier injection mechanisms. The first was

carrier hot electron (CHE), a mechanismby which electrons accelerated by the
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longitudinal electric field in the device are deflected upwards into the oxide by scattering
mechanisms associated with the crystalline lattice structure. CHE s therefore
proportional to Vs (Which generates the longitudinal electric field) and temperature
(which affects the latticescattering). It could be argued that correct RSCE-aware length
sizing in the subthreshold regime reduces ionic scatteringas the dopant density in the
centerofthe channelis reduced, therefore reducing the probability of a collision,
increasingthe probability of electrons attaining the required momentumfor CHE and
decreasing robustness. However, the studies presented in Chapter 2showed negligible
CHE belowa Vps of 1.4V. Therefore the performance gain fromRSCE outweighs the
potential increase in lifetime degradation. Allofthe three sizing strategies, if used within
the subthreshold regime, should be sized at the RSCE optimal length.

None ofthe three sizing strategies presented have any effect onthe longitudinal electric
field. Therefore, no sizing strategy canbe deemedsuperior to another based on this form
of robustness.

7.3.2CHISEL

Section 2.3.2 described a secondary carrier hot injection mechanismcalled Channel
Initiated Substrate Electron Injection (CHISEL). This degradation mechanismwas found
to be proportional to the transverse field (gate to body) of the device, and caused by
carriers resulting fromimpact ionization gaining sufficient momentumin the vertical
device dimensionto surmount the Si-SiO, interface. As discussed in the INWE derivation
of Section 2.5.5, the INWE takes advantage of the thick gate oxide overlap requirenent to
increase thetransversefield by the intentional introduction of the fringing field. Both the
minimum sizing strategy and full diffusion sizing strategy take advantage ofthe INWEto
producecells of either outright performance superiority or characteristic ranges of cells. It
could therefore be argued that based onthis metric, the regular sizing strategy is superior,
followed by the full diffusion sizing strategy and finally the minimum sizing strategy. It
must be noted however, that CHISEL produces almost negligible degradationin the
subthreshold domain. Moreover, the full diffusionsizing strategy contains a single cell
variant forall combinational cells that containno INWE modification. Therefore, should
the full diffusion library be chosen, the synthesis tool could be directed to only optimize
for robustness and useonly non-INWE optimized cells. The same cannotbe said for the

minimum sizing strategy thatonly contains cells of maximum INWE optimization.
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7.3.3 Time DependentDielectric Breakdown (TDDB)

Section 2.3.3 described a breakdown mechanismassociated with the generation of oxide
defect sitesasaresult ofdirect quantumtunnelingthroughthe gate oxide. These form
stochastically in the oxide and therefore breakdown of the oxide occurs at a critical defect
density. The model presented indicted thatthe time to breakdown therefore depended on
the transverse field and the area ofthe device. Both oftheseare manipulatedto take
advantage ofthe INWE in the subthreshold regime for the minimum and full diffusion
sizing strategies. The previous subsection discussed theimpact on thetransverse field,
which also holds true for this failure mechanism. As the spacers are introduced toinduce
the INWE, the transversefield increases as a result of the fringing field, increasing the
defect site generationand increasing TDDB degradation.

Conversely, this same operation reduces the area of the gate. Asthegatearea is reduced,
the statistical probability of a percolation path forming is reduced; therefore the
probability of oxide breakdown s also reduced, increasing theexpected lifetime ofthe
device.

The overalleffect on TDDBiis therefore unclearandis likely technology node dependent.
Should the impact ofthe transverse field dominate, the regular sizing strategy would be
superior. Should area reduction dominate, the minimum sizing strategy would be
superior.

Should the full diffusion sizing strategy be chosen, thesynthesis tool could be instructed
to favoreither optionandtherefore provides an excellent compromise.

The studies presented in Section 2.3.3 only showed meaningful degradation down to
1.2V. Therefore operating solely in the subthreshold regime for the chosentechnology
node, TDDBiis of little concern. For bulk planar technology nodes 45nmor less, gate
leakage becomes orders of magnitude more important; therefore this degradation
mechanismmay be of more concern should a higher level of scaling be required fora
design. However, few energy aware designs for IOT application venture this deepinto
submicron bulk planar technologies due to therapid increase in leakage current below
65nm.

7.3.4 Line Depletion Electromigration
Section 2.3.4.2.1 outlined how insufficientconductor allocation canresult in the drift of
copperatoms in the interconnect, leadingto a failure mechanismknown as line depletion

electromigration. For self-heating (Joule) systems, an increase in operating temperature of
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only 5% was shownto result in a 30% reduction in expected lifetime. Whilst strict
operationin the subthreshold regime eliminates joule heating, operation in voltage scaling
schemessuchas ultra wide dynamic voltagescaling may be of concern.

As diffusionis reducedand replaced for ST1 spacers, the requirementto connectall
diffusion areas to thecorrect nets becomes more complexand the via density becomes
greater. In orderto use the fulldiffusion area available in the 12 track library in the given
technology, the power rails had to be scaledto aroundathird of their initial size. This is
notan issue in the subthreshold regime therefore no sizing strategy could be deemed
superior. In voltage scalingschemes, special consideration mustbe added during
synthesis to ensurethatthe number of consecutive cells sharing the same raildoes not
exceed the levelwhereby joule heating becomes a factor. Whilst this does mean added
complexity during the synthesis and placement stages of circuit design, the effects of line
depletion electromigration can be mitigated. Therefore following the correctprocedures
removes this degradation mechanismas an area of concern.

7.3.5Via Depletion Electromigration

Section 2.3.4.2.2 described how copper vias in deep submicron bulk planar technologies
are lined to prevent cooper migration and ultimately via failure. Two preventative
measures were discussed; interconnectoverhangand via redundancy.

Interconnect overhang is a minimum extension of copper interconnectbeyond the viaon
the upper interconnect layer. This overhang reduces the fillangle during the liner
depositionand creates a superior via liner, reducing processing errors and time to failure.
The DRM for the chosentechnology node recommends an interconnect overhang of at
least 40nm on two opposingsides ofavia. All cells in the Full Diffusion library abide by
this layout rule, sometimes with dedicated T structures to maintain beneficial inter route
spacing. However, so dothe cells fromremaining two sizing strategies. Therefore, no
strategy canbe deemed superior.

Via redundancy is the process of connecting diffusion areas to nets through multiple vias.
If a single via fails, this leaves functioning vias that are stillable to provide thenet
connection. For large diffusion areas (as in the regular sizing strategy), multiple vias are
possible and highly recommended. For the reasons discussed in Section2.3.4.2.2, vias are
always recommended at theminimum aspectratio (90x 90 nm n the chosentechnology).
As well as lowering variation through etchantrate similarity, this also allows the

technology node to specify theresistance associated with each via (8 Ohms in the chosen
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technology). Theuseof multiple vias is thereforeanalogous to multiple resistances in
parallel, with multiple vias reducing the RC parasitics of net connections. Ifavia in a
multiple via connectionfails, the gate would sufferan increase in RC parasitics but the
underlyingtransistors would notsuffer any alteration.

Forsmaller diffusion areas (as in the minimum sizing strategy), the via-to-via spacing
rules in the technology prohibit multiple vias in the transistor-to-transistor dimension.
However, each device is essentially split into multiple devices. Therefore, in the event of
a viafailure, the result would bethe removal of one of the transistors in the multiple
transistor device. This impacts the underlying strengths of the pullup / pulldown
networks, which would degrade the outputswingofthe overall gate, leading to an
increase in probability of logical failure. This is more serious thanasimple change in the
RC parasitics of the gate.

The Full Diffusion sizing strategy falls in between thesetwo options. The lower fingered
gates (1F/2F)allow multiple vias, the higher fingered gates (3F/4F) do not. It could
therefore be argued on an iso-areavia depletion robustness basis, the superior sizing
strategy is the regular sizing strategy, followed by the full diffusion sizing strategy with
some via redundancy and minimum sizing strategy with no via redundancy. On a non-iso-
areabasis, no sizing strategy holds the advantage as the widths of the cells could simply
beincreasedto allowvia redundancy onall cells in the non transistor-to-transistor
dimension. Moreover, as technology nodes mature, the iterative refinement eventually
reaches the point wherevia failure becomes insignificant.

7.3.6 Negative Bias Temperature Instability (NBTI)

Section 2.3.5 described the degradation mechanismby which the device threshold voltage
and carrier mobility are negatively affected as tied off danglingbonds in the interface
structure are brokenin response to large negative biasingandhigh temperatures. This is
therefore known as negative bias temperature instability. The models presented showed
that the mechanismis dependenton how far the freed hydrogen diffuses away fromthe
interface, preventingthe re-annealing of the bonds. This in turn is dependent onthe width
of the device. For larger width devices, the hydrogendiffuses at angles which keep the
free hydrogen closerto the interface, allowing the hydrogen re-annealing process to
extend furtherinto thelifetime of the device. Forsmall width devices, the hydrogen is
forced to diffuse away fromthe interface at a narrower angle closer to orthogonal. This

results in the hydrogendiffusing further away fromthe interface, removing thehydrogen
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fromthe possibility of being re-annealed and therefore increasing the effect of NBT1 over
the lifetime of the device.

In terms of sizing strategy superiority, theregular sizing strategy always uses the
maximum width device andthereforesuffers least fromNBTI. The Minimum width
sizing strategy always uses the minimumwidth device and therefore suffers most. The
Full Diffusion sizing strategy falls in betweenthese two, depending on the composition of
the cells chosen. Studies presented in Section 2.3.5showedthat theonset of NBT1 at
300K is around 3V, and therefore this effect is virtually non-existent in targeted
subthreshold circuits. However, if voltage scaling is used and thecircuit is operated for
extended periods of time in elevated temperatures, NBT1 may become a design factor.

7.3.7 Robustness Overview

In terms of robustness, thesizing strategy favored to reducethe degradation mechanisms
outlined in this subsectionis the regular sizing strategy. Maximumwidth devices have the
lowest INWE influences and therefore the transversefield is not increased which leads to
an increase in the probability of many ofthe degradation mechanisms occurring. The
maximum width also affords adequate area for via redundancy and widens the diffusion
angle during NBTI. The only negative implication of usingthe largestarea device is that
it increases the probability ofa percolation pathand therefore theresultant TDDB
breakdown.

The sizing strategy leastfavored is the minimum sizing strategy, for the exact opposite
reasoning outlined above. The Full Diffusion sizing strategy falls in betweenthesetwo
strategies. It contains boththe minimumsizing strategy cell (4F) and regular sizing
strategy cell (1F). Should robustness be thecritical design feature, the Full Diffusion
sizing strategy could bechosenandthe synthesis stage optimized for robustness.
Moreover, should an acceptable level of robustness be specified, the Full Diffusion sizing
strategy could beusedsuch thatthe initial cellchoice is made from high robustness cells
to meet the robustnessconstraint and then the synthesis iterated towards higher
performance fromthe fingered cells until the robustness constraintwas violated. This
would produce a faster/ more energy efficientdesignthan theregularsizing strategy
library could for the robustness criterion.
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7.4 Variation

7.4.1 Mechanical Stress

Section 2.4.1 described the affect of the mechanical stress induced into the existing
silicon afterthe ST processing has been performed. The stress is shown todecrease
electron mobility and increase hole mobility. The magnitude of the deviation from
nominal is dependent on the distance fromthe isolationwall (often termed the Length of
Oxide Definition, LOD), falling into insignificance after 2um. For dense digital logic, this
distance is simply too large to incorporate into the cells, which can be as smallas 600nm
wide. Therefore, theincreasein variability is acceptedas a necessary evil for highly
packed digital logic design.

As the method usedto inducethe INWE in the minimum and Full Diffusion sizing
strategiesis STI placement, the levels of mechanical stress induced intothe siliconis
increased. The fingered devices are therefore of a higher variability, with mechanical
stressone of many contributing factors.

Mechanical stress is incorporated into the BSIM 4.5 models, therefore the variability
analysisin Chapter4includes this formofvariability. Moreover, as the effect degrades
NMOS devices and improves PMOS devices, the inherent P-to-N strength ratio is brought
closerto parity.

In terms of sizing strategies, the superiority is strictly technology dependent. The
variation analysis conducted in Chapter 4 showed thatthe least variable gate in the RVT
device permutationwas the 1 fingerdevice. This support the mechanical stressargument
as this devicehasthe lowestamount of STl induced mechanical stress. However, the
same analysis showedthatthe 4 fingered gate displayed the lowest variability in the LVT
devices. In this case, the mechanical stress, along with the other variability contributors,
was outweighed by the averaging effect of multiple identical devices.

Both the regular sizing strategy and minimum sizing strategy contain only one device
width (maximum orminimum). The Full Diffusion sizing strategy contains both extrenmes
plus ascale in between; therefore it could always be used to generate the lowest
variability designduring synthesis optimization.
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7.4.2 Litho-friendly Design (LFD)

7.4.2.1 Polysilicon Pitch

Section 2.4.2.1 describedthevariation induced into highly scaled technologies wherethe
minimum featuressize is less than thewavelength of the lithographic process. The optical
proximity effects in a 65nm process were calculated to have an interaction distance of
775nm, far greater thanthe polysilicon pitchin cells with several polysilicon lines. As
this distanceis governed by themanner in which devices are stacked in series, not
parallel, there is nothing in the minimumor Full Diffusion sizing strategies that
exacerbates, alleviates or simply has any influence on this metric whatsoever. No superior
sizing strategy therefore emerges for variation induced by polysilicon pitch.

7.4.2.2 DeviceOrientation

Section 2.4.2.2 described variability induced betweendevices forcing carriers through
differing orientations in the underlying monocrystalline silicon lattice structure. The
benefits gained from INWEin the minimum and Full Diffusion sizing strategies are
achieved without havingto orientate devices in the vertical orany orientation other than
horizontal. As all strategies obey this orientation, no superior strategy emerges based on
this metric

7.4.2.3 Polysilicon Neighborhood

Section 2.4.2.3 describedthevariationimparted by differing polysilicon etching rates
dependingon the polysilicon structures in the vicinity ofthe polysilicon gate. As
synthesized logic placement is automated, the bestformofdefense is to positionthe
polysilicon structures towards the center of the gate. The inducement of the INWEby
intentional introduction of ST1 spacers does notforce a deviationaway fromthis design
strategy. Therefore the minimumand Full Diffusion sizing strategies suffer this formof

variation no more than the regular sizing strategy does.

7.4.2.4 Polysilicon Rounding

Section 2.4.2.4 describedthevariationimparted by polysilicon rounding encroachinginto
critical gate areas by the abutmentof polysiliconrouting closeto the gatestructures. To
prevent this fromofvariation, the DRM for the technology node ch osenrecommends a
minimum abutmentdistance of 50nmfrom any gate structures. For complexcells that

required polysiliconrouting such asthe flip-flop, the narrowing of the power rails
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permitted this minimum recommended distance to be adheredto. Therefore the STI
techniques requiredto induce the INWEdo notcome at the costofadditional variation
imparted by polysilicon rounding.

7.4.2.5 Contact Density

Section 2.4.2.5 describedthevariation induced by mechanical stress imparted fromvias,
with a difference of up to 5% reported betweensparseand dense via arrangements. The
STl spacers required forthe minimum and Full Diffusion sizing strategies can be placed
without interfering in gate performance and without increasing siliconarea. For cells with
large diffusion areas, the lower fingered (1F/2F) Full Diffusion cells group vias in pairs,
this is becausethe designrules for two vias and three or more vias are different, with
three or more vias requiring a greater equidistant spacing, summing to a greater overall
arearequirement. Forthe 1F Full Diffusion cell, a choice was therefore presented
between 4 paired but closely spacedviasand 3equidistant vias. For the redundancy
arguments presented in Section 7.3.5, the former option was chosen. The ST1 spacers
required for the minimum and Full Diffusion sizing strategies ensure that via spacing
larger than the minimum recommended pitchis adheredto. Therefore, no additional
variation is imparted by usingthis technique, eventhough the overallnumber of vias
required increases asthe number of STI spacers increases.

7.4.2.6 Polysilicon Counter-Doping

Section 2.4.2.6 described a variation mechanismby which alternate devicetypes (P/N)
experience a variation ofup to 10% when placedin close proximity and sharingasingle
polysilicon gate structure. The spacer techniques used to createthe minimumor Full
Diffusion sizing strategies add no further restrictions onthe spacing between alternate
active diffusionareas. Thereforethere is no additional variation frompolysiliconcounter-

doping forthesesizing strategies.

7.4.2.7 Line Edge Roughness

Section 2.4.2.7 described a stochastic source of variation derived fromthe non-ideal
dimensions ofthe final polysilicon structure. Whilst stochastic, the variationis
proportional to the overall perimeter of the device.

Correct RSCE sizing for the subthreshold regime showed that depending on the process

cornerand device variant, theoptimal length is frequently greater than minimum. The
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largest optimal length for the chosentechnology node was shownto be 230nm.
Increasingthe lengthincreases the device perimeter andtherefore lowers variation from
device edgeroughness.

When introducing the STIspacers to induce the INWE, the total device perimeter for the
pull up and pulldown network increases. However, devices haveto be consideredas
individual transistors. The variation fromline edge roughness therefore forms part ofthe
parametric variation ofasingle device. The overall effect of variation mustthenbe
consideredas outlined in Section4.5. Line edge roughness is included in the BSIM 4.5
modeland therefore the variation analysis of Chapter 4accounted for this formof
variation. Again the LVT gates showed minimum variation at 4F and the RVT at 1F. The

sizing strategy advantageis therefore technology node dependent.

7.4.3 Random Dopant Fluctuation (RDF)

Section 2.4.3 showedthat RDF can account for up to 70% of the total device variation in
deep submicron bulk planartechnology nodes. The variationanalysis in Chapter 4
showedthatthisthisis not only technology dependentbut also depends onthe choice of
VT device in the same technology node.

Forthe technology node chosen, the4F designwas least variable in LVT and the 1F
device least variable in RVT. Should the designer intend to selectonly asingle VT
synthesis flow, this would make the minimum sizing strategy and regular sizing strategies
the most appealing respectively. However, the Full Diffusion sizing strategy contains
both ofthese cells at both VVTs. Therefore the Full Diffusion sizing strategy always
contains the leastvariable celland therefore canbe usedto synthesize the lowest variable
design via synthesis optimization. Having the device characteristic range, it could also
provide a faster design thanthe regular sizing strategy and more energy efficientdesign
than the minimum sizing strategy given a variability constraint. It could therefore be

argued that it is the superior choice for this type of variation.

7.4.4 Well Proximity Effect (WPE)

Section 2.4.4 described a variation mechanismin which ions are scatteredinto the
channelby the edge of the photoresist, lowering carrier mobility and increasingthe
threshold voltage. The distance beyond which this effectbecomes negligible was shown
to be lum. The distance whereby the majority of scattered ions reachthe channel center

was shownto be as highas 400nm.
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The inclusionofadditional STIspacersto induce the INWE increases theoccurrence of
lon scattering andthedistances affect alldevices in all sizing strategies, growing in
significancefromthe regular sizing strategy to the minimumsizing strategy.

Again, the BSIM 4.5 compact modelaccounts forthe WPE. The variationanalysis in
Chapter4therefore includes this source of variation. The same argument for the earlier
effects apply, which is to say that the LVT gate shownto have the lowest variability was
the 4F device, which theoretically contained the highest variation fromthe WPE. The
reductionin variation fromthe averaging effectof multiple devices exceeded the
additional variation induced fromthe WPE. The superior sizing strategy is therefore
technology node dependent.

7.4.5 Variation Overview

In terms of overall variation, the analysis fromChapter 4 and the points outlined in the
previous subsections highlightthe fact thatthe superior sizing strategy is not only
technology node dependent, but also VT dependentwithin the same technology node.
The 65nm LVT devices showedthatthe best methodto reduce variationwas to increase
in the number of fingers, as the averaging effect proved greater thanincreasingarea. This
would make the minimum sizing strategy the superior choice.

The 65nm RVT devices showed that thebest method to reduce variationwas to increase
the area ofasingle device, as theinverse quadrature proportionality proved greater than
the averaging effect. This would make the regular sizing strategy thesuperior choice.
The Full Diffusion sizing strategy included the variability optimal cells at both VTs.
Therefore, its choice could always producethe lowest variability designvia synthesis
optimization. It could therefore be considered the superior sizing strategy of all three
listed.

7.5 Performance
7.5.1 Reverse Short Chanrel Effect (RSCE)

Section 2.5.1 outlined the physics of the RSCE and speculated on the effects this would
have on device characteristics in the subthreshold regime.

Theoretically it was speculated that the RSCE would increasethe depletiondepthin the
channeland therefore decreasethe gate capacitance. The capacitance analysis in Chapter

4 showed minor deviation in the geometric relationship ofthe device capacitance, but
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nothingofany design value. Thereforethe desired reduction in capacitanceas a result of
RSCE was not seenin the chosentechnology node.

It was also speculated thatthe lowering of dopant density in the center of the channel via
RSCE optimal sizing would lower the device threshold voltage andtherefore increase
drain current foragiven Vps. This was shownto be accurate in the subthreshold current
geometry sweeps presented in Chapter 3.

Even without lowering the capacitance, the additional currentand therefore decrease in
propagation delay make RSCE optimization a worthwhile endeavor. The length
optimizations provided in Chapter 5showthat the RSCE optimal length is dependenton
the device width, device VT and eventhe technology node. The sizing strategy must
therefore be determined beforethe RSCE optimal length can be calculated.

As all three sizing strategies benefit fromthe RSCE, no sizing strategy can really be
deemed superiorto theother. The draincurrent geometric sweeps of Chapter 3showthat
the RSCE is much more important to minimum width devices as this is where the RSCE
optimal length deviates most fromthe minimum length SCE optimal. This was
corroborated in the study by [98] who attempted a minimum width sizing strategy without
RSCE optimization and receivedsilicon results with a 10% performance degradation
instead ofthe 50% improvement seen in simulation.

7.5.2 Inverse Narrow Width Effect

Section 2.5.5 outlined the physics ofthe INWEand speculated on theeffects this would
have on device characteristics in the subthreshold regime.

It was again theoretically speculated that the INWEwould increasethe depletiondepth of
the channeland therefore decrease the gate capacitance. The geometric capacitance
analysis presented in Chapter 3also disproved this to be the case. However, thereduction
in gate areaas aresult ofthe increasingnumber of ST1spacers was shownto lower the
gate capacitances in the gate characterization analysis shownin Chapter 5. A reduction in
gate capacitancedirectly equates to a decrease in dynamic energy consumption, which
means for energy-optimized circuits, thehighest level of INWE possible should be
applied to circuits dominated by dynamic energy consumption.

It was also speculatedthatthe increase in transverseelectric field thanks to the addition of
the fringing field would induce a larger current. This was shown to betrue for boththe
active and leakage currents. For some device configurations, thereduction in propagation

delay and decrease in gate capacitance resulted in a gate with a performance improvenent
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greaterthanthe cost in increased leakage current. Most gates however showed leakage
currentincreased at a greater proportion.

The Full Diffusion sizing strategy presented a novel way to negatethe deleterious
increase in leakage current by providinga fullrange of usable gates under high variation
constraints to safely re-introduce multi-Vt synthesis into the subthreshold regime. This
benefitis only available to complexdesigns thathave a large range in inherent path
delays.

In terms of the INWE, the superior sizing strategy is therefore design dependent. For
simple designs with pathdelays ofa similar size, the additional leakage of the Full
Diffusion sizing strategy would negate the benefits in its useandthe superior sizing
strategy of choice would be the minimumsizing strategy. For larger complexdesigns
with a large range of path delays, the speed improvement and availability to perform
leakage recover frommultiple VT devices leads the Full Diffusion sizing strategy to be
the superior choice.

7.5.3 Stack Forcing

Section 2.5.9 outlined the physics ofthe stack forcing. It was postulated thatforcing a
duplicate device in series with an existing device would create a condition wherebythe
Vss onone devicewould become negative. Thatdevice would be pushed intoa state of
supercutoffand would therefore reduce leakage current for the network.

Chapter 3showedthatthe INWEIs equally inducible in stacked devices and Chapter 5
showedthatall basic combinational logic gates can be stack forced. However, whilst the
simulation data fromChapter 3showed thatboth the active and leakage current were
reduced, noevidence of the supercutoff condition was observed in the chosen technology
node. Moreover, the lon/loff ratio was actually degraded. The reduction in leakage
current would create a reduction in leakage energy, however, the additional devices
essentially double theamount of gate capacitance and therefore dynamic energy. Chapter
5 showed that some of the redundant nets can be eliminated in stack forcing butthe gates
remain inferior to non-stacked gates.

The stacked gates did find use in extending the range of the Full Diffusion sizing strategy.
These providevital stepping-stones betweenthe LVT and RVT devices and providea
mechanismby which mutli-Vt synthesis can be safely re-introduced back into the
subthreshold regime forany design. For the aforementioned reasons however, they should

be used sparingly in energy critical designs.
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In terms of how stack forcing impacts the three sizing strategies, stack forcing was shown
to impact themequally, but provided pragmatic use only in the Full Diffusion sizing
strategy to extend theeffective characteristic range.

7.5.4 Performance Overview

In terms of overall performance, thesuperior sizing strategy is actually design dependent.
Both the RSCE and stack forcing can be used to provide additional benefits toall three
sizing strategies. The regular sizing strategy was shownto provide little performance
benefit in the subthreshold regime. Forthis reason, it should realistically be precluded
fromvoltage scaled design. The minimum sizing strategy is the sizing strategy of choice
in the field. It provides the greatest performance increase at the cost of leakageenergy
increase. Forthe lowactivity factor designs typically used in the subthreshold regime,
this could be a problem. However, the Full Diffusion sizing strategy does not solvethis
problemforsimple designs with similar path delays. There is therefore no benefit in using
the Full Diffusion sizing strategy over the minimum sizing strategy for these types of
simple circuits.

However, most circuits in the subthreshold regime are complex circuits with large path
delays. The Full Diffusion sizing strategy helps alleviate the leakage increase associated
with the use ofthe INWEDby offering a characteristic range of cells that spread across the
two device VTs available. This allows fast LVT cells to be placed in a small amount of
slow pathsto increase performance, but less leaky RVT cells to be usedin the vast
majority of pathsto reduce leakage. The result is a circuit with a superior energy profile.
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7.6 Hypothesis Two
The second hypothesis presented in the thesis posed:

Can the Full Diffusionsizing strategy beused, along with any necessary stacked
interstitial libraries, to create a more energy efficientdesignby theincrease in

granularity of multi-vt synthesis in the subthreshold regime?

The AES core testingandresults provided in Chapter 6 were aimed at determining
whetherthe Full Diffusion sizing strategy could produce a more energy efficient complex
design, usingan identical Verilog hardware description, over a state -of-the-art proven
subthreshold library. Additional metrics of the design and testresults shall be explored to
determine whether a superior designwas indeed created. These are area, activity factor,
minimum energy point (MEP), performance (frequency), variationand minimum
operatingvoltage (MOV).

7.7 Design Metrics

7.7.1 Area

One ofthe key metrics for IOT viability is cost, as throwaway silicon devices have to be
manufactured at a price pointlow enoughthattheir disposability does notinfluence the
intendedapplication. This is particularly true for the envisaged application of tracking
fast moving consumable items. By using cheaper mature bulk planar technology nodes,
the primary cost factor becomes the siliconarea ofthe design.

The results showed thatthe siliconareas ofthe designs ona strict utilized area only basis
were 45742 un? for the ARM LE library, 49812 um’ for the Full Diffusion RVT library
and 49315 pn’ for the Full Diffusion Multi-Vt library. These representincreases of 8.9%
and 7.8% respectively. Interestingly, the cell counts for the designs were 5626 for the
ARM LE library, 7318 forthe Full Diffusion RVT library and 7244 forthe Full Diffusion
Multi-\t library. These represent increases of 30% and 28.6% respectively. This lack of
direct correlation supports the factthatthe cell count increase is as a result of the
synthesis tool’s ability to performlogical decomposition using the richer variety of cells
in the Full Diffusion libraries. Therefore, the switching of combinations of the smaller
cells in the Full Diffusion libraries fora single larger cellin the ARM LE constituted little

overallchangein the silicon area.
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The actualsourceofsilicon area increase was the RSCE length optimization that created
wider cells quantized to theunit cell. Whilst the RSCE optimization for the LVT devices
was larger than the RVT cells (150nm to 100nm respectively), only 4% ofthe cells in the
multi-Vt design were LVT cells and the overall cell count was fewer. It can therefore be
argued that the Full Diffusion sizing strategy alone has little impact on silicon area.

7.7.2 Activity Factor

The activity factor ofadesignis a direct measure of the active togglingduring operation
and thereforedirectly influences the dynamic energy consumptionofthe design. The
activity factors forthe AES core designs were 63.38% forthe ARM LE library, 60.97%
for the Full Diffusion RVT library and 47.39% for the Full Diffusion Multi-Vt library,
representing reductions of 2.41% and 15.99% respectively.

This reduction correlates with an increase in the range of cell performance offered in the
libraries. As the rangeincreases, the number of viable circuit topologies available to the
synthesis tool fora given time constraintincreases. This additional choice allows the
synthesis tool to select circuits that performidentical functionality with a finer granularity
in the logic. This means that fewer gates toggle during operation, shifting theenergy-per-
cycle contributions away fromthe dynamic energy consumption and towards leakage,
which can be mitigated or eliminated using power gating techniques. This effectis an
excellent candidate for further research in subthreshold energy optimization.

As the purpose of voltagescaling is to reduce dynamic energy consumption, this
additional reductionserves as an advantage to the Full Diffusion sizing strategy. It also
servesto pushthe MEP higher up the supply voltagescale, which is beneficial for the

reasons outlined in the next subsection.

7.7.3 Minimum EnergyPoint(MEP)

The minimum energy pointsignifies where on thesupply voltage scale the minimum
energy-per-cycle foradesign resides. Thisis the point wherethe contributions of the
leakage energy and dynamic energy are equal. Therefore a reduction orincreasein one of
these underlying contributions shifts the MEP along the voltage supply scale.

The MEPs fornominal operation (20 °C) were 250mV forthe ARM LE library, 270mV
for the Full Diffusion RVT library and 300 mV forthe Full Diffusion Multi-\Vi library.
Figure 72 in Section 5.10 showedthat this shift is the result of both an increase in leakage

energy andreduction in dynamic energy for the Full Diffusion libraries. The temperature
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analysis in Section 6.4 showed that the Full Diffusion MEP’s were consistently higherup
the supply voltage scale across the full temperature range tested of 0 °C to 85 °C.

The location ofthe MEP is important for two reasons. The first is that variation is voltage
dependent. Increasing supply voltage deceases variation, therefore operationat a higher
supplyvoltageaides in counteracting the negative effects of variation. The second reason
is that voltage-scaling schemes like Ultra Wide Dynamic Voltage Scaling are oftenat the
mercy of the DC-to-DC voltage conversionefficiency. It is more efficient to convert DC
voltagesthat are closer together than it is to convert DCvoltages that are further apart.
Forthis reason, operating at an MEP higher in supply voltage reduces losses in DC-to-DC
conversion.

Fromthe discussion above, the Full Diffusion sizing strategy can be considered superior
to the comparative ARM LElibrary.

7.7.4 Frequency (Performance)

As the primary concern of subthreshold operation is energy minimization, the frequency
of operation is a primary concern. In terms of energy-per-cycle, the frequency of
operationdetermines how long non-switching devices remain leaking whilst switching
devices performcomputation. Moreover, in terms of absolute energy consumptionin
duty-cycledsystems, thefaster a design can complete the required task, the faster the
design canbe power gated, reducing the active periodin the dutycycle.

Atnominal operation (20 °C), the maximum functional frequencies ofthe libraries were
17kHz for ARM LE, 34kHz for Full Diffusion RVT and 147kHz for Full Diffusion
Multi-Vt. These were takenat their respective MEP to provide a fair comparison. This
representsa performance improvementof 2Xand 8.65X respectively, indicating a
substantial advantage for the Full Diffusion libraries.

Due to temperature inversion when operating in the subthreshold regime, devices fail at
low temperatures. At lowtemperature operation (0 °C), the maximum functional
operating frequencies of the libraries were 4kHz for ARM LE, 7kHz for Full Diffusion
RVT and 41kHz for Full Diffusion Multi-\t. This represents performance improvements
of 1.75X and 10.25X respectively. The ring oscillator results from Chapter 4 indicated
that the INWEfillip in performance comparatively increased at lower temperatures. This
is clearly shownin the Multi-Vt library but not in the RVT library. Interestingly the
Multi-Vt library design consisted 0f 96% RVT gates. It is therefore likely that the
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additional stability provided by the INWEdid exist in the AES core experiment, but that
the quantization of 1kHz on the clock generator skewed theresult for the RVT only
comparison. The results fromthe high temperature testing revealed frequency
improvements of 1.48X and 3.6X. The conclusionfromthis is that the Full Diffusion
sizing strategy always produces a faster design, butthat this performance enhancementis

degradedas temperature increases.

7.7.5 Energy

The purposeof subthreshold operationis to reduce energy consumptionand therefore
extend battery life. The energy-per-cycle ofa designis therefore of critical importance.
Atnominal operation (20 °C), the energy-per-cycle for the libraries were 4.12pJ/cycle for
ARM LE, 3.84pJ/cycle for Full Diffusion RVT and 3.11pJ/cycle for Full Diffusion Multi-
Vt. These were taken MEP-to-MEP for fair comparison. This represents an energy
improvement of 7% and 24% respectively.

At lowtemperature operation (0 °C), the energy-per-cycle for the libraries were
3.57pJ/cycle for ARM LE, 3.21pJ/cycle for Full Diffusion RVT and 2.85pJ/cycle for Full
Diffusion Multi-Vt. This representsan energy improvement of 10% and 20%
respectively. This shows thateven providing the additional performancestability at lower
temperatures, the comparative energy improvement remains fairly constant. This is
interesting as the ring oscillator results from Chapter 4 showedthat at the device level,
the leakage currentincreases mirroring the frequency improvement. Whilst at the device
levelthis appears as a disadvantage, at the circuit level it serves only the purpose of
pushing the MEP higher up the supply voltage scale in tandemwith the reduction in
dynamic energy. The energy-per-cycle improvementis therefore maintained.

At high temperature operation (85 °C), the comparative improvements were 6.4% for Full
Diffusion RVT and 27.3% for Full Diffusion Multi-Vit. This shows that the Full Diffusion
sizing strategy provides energy-per-cycle improvements consistentacross the full
temperature range tested.

7.7.6 Variation

Variation is a key metric of interest as it is exacerbated by operation in the subthreshold
regime and is directly related to yield. Anexperiment to test design variationat nominal

operationwas therefore included in the AES testing.
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The coefficient of variation (o/p) for maximum frequency was 53% higher for the Full
Diffusion RVT library comparative to the ARM LE library. The variation analysis in
Chapter4showedthatan increase of up to 28% could be attributed directly to the
underlyingdevices. Theremaining variation is likely due to the disproportional increase
the standard deviationas a result of increased logical decomposition in comparisonto the
increase in mean frequency.

The coefficient of variation for maximum frequency was 32% higher for the Full
Diffusion Multi-Vt library comparative to the ARM LE library. Again the reasoning
behind thisincreaseis likely the functional decomposition. Interestingly, Chapter 4
showedthatthe LVT device variants hadan inherently lower variability. Asthe LVT
devices were usedto improve the critical paths, it is likely that this accounts for the lower
maximum frequency variability displayed comparative to the RVT only Full Diffusion
library.

The worst case deviation fromthe mean was also calculated for each library at their MEP.
The ARM LE library has aworse case deviation of 7.7%, the Full Diffusion RVT library
5.9% and the Full Diffusion Multi-Vt library 9.1%. It is interestingthatthe RVT only
library deviates lessthanthe ARM LE library as the coefficientof variation shows the
oppositeeffect. This suggests there may be a deviation in the Gaussiandistribution and
although the probability of having a mean frequency implementationis diminished, the
worst-case outliers are superior for the Full Diffusion RVT library. Alternatively, this
may just be an erroneous result symptomatic of the restricted sample size of 10. The
proportional increase in worst casedeviation for the Full Diffusion Multi-Vi library is

likely dueto globaltracking differences in the LVT and RVT device processing steps.

The coefficient of variation for the leakage current was 29% higher for the Full Diffusion
RVT library but 21% lower for the Full Diffusion Multi-\t library. The increasein
variation forthe RVT library is extremely close to the 28% that could be attributed
directly to the underlying devices. The decrease for the Multi-\Vt library is also likely as a
direct consequence of the addition of the underlying devices. The AES results of Chapter
6 showa marked increase in leakage current (increase in p) yet 96% of the gatesretain
the standard deviationofthe RVT devices. This disproportionately alters the coefficient
of variation.
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The coefficient of variation for the energy-per-cycle was 115% higher for the Full
Diffusion RVT library and 54% higher for the Full Diffusion LVT library. These results
are likely an amalgamation of performance and leakage variations previously addressed.
As energy is the metric of power over time, the large frequency improvements provided
by the INWEexacerbate the variation in energy-per-cycle. Even if the standard deviations
of the underlying devices remainedthe same, the frequency improvement results in a
lower mean and therefore increases the coefficient of variation. Thereis no methodto
mitigate this and therefore it must be accepted as the cost of lowering theaverageenergy-
per-cycle. As the energy-per-cycle is a second order metric, this increase in variability
does notinduce functional or temporalerrors intothe design.

7.7.7 Minimum Operating Voltage

The minimum operating voltageis the supply voltage pointat which functional logic
errors occurandthe designfails. Much emphasis is placed on this metric in the field and
a claim to its directimpact on yield is often made.

The AES core results in Chapter 6 showed that the minimum operating voltages for the
Full Diffusion libraries were consistently higher thanforthe ARM LE library. However,
these findings mustbe takenin context. Given that the minimum energy points also shift
an equalamount higher in supply voltage, no degradation in yield can be claimed by the
use ofthe Full Diffusion sizing strategy.

7.7.8 Hypothesis Discussion

In terms ofthe designmetrics outlined in this subsection, it is safe to conclude that the
Full Diffusion sizing strategy can be usedto create a superior design by allowing thesafe
and successful reintroduction of multi-Vt synthesis into the subthreshold regime.

The decisionwas takento allocate one ofthe three allotted core slotsto an RVT only
implementation of the Full Diffusion sizing strategy to determine whether the range
created forasingle VT library could stillprovide a marked improvement over an existing
commercial subthreshold library. The implementation proved nominally twice as fastand
7% more energy efficientforalmost no additional silicon area. Therefore, ifonly asingle
VT is available in a bulk planartechnology library, the Full Diffusion sizing strategy is
still worth pursuing.

The Full Diffusion sizing strategy provides animpressive improvementwhen the Multi-

Wt library is used. Nominally it showed an 8.65X frequency improvementanda 24%

221



reductionin energy consumption. It consistently outperformed the baseline library across
the temperature range tested in frequency and energy-per-cycle again without any
meaningfulincrease in silicon area.

The cost ofthis was primarily an increase in variability. However, theincreasein
functional metric variation for the Multi-M library was never more than 32% and no core

came close to failure when operatedat the corresponding minimum energy point.

7.8 Prior Art Comparison

Table 18 shows a comparison of the Full Diffusion sizing strategy to other sizing
strategies outlinedin Chapter 2. Direct comparisonis not possible due to the differences
In process node and benchmark circuit, but the claimed improvements may be compared.
The RSCE sizing strategy proposed in [67] synthesized ISCAS benchmark circuits ina
120nm bulk planartechnology process. Simulation at a nominal temperatureof 27 °C
showeda maximum delay improvement of 10.38% and a maximum power improvement
of 34.38%. These results were notcorroborated in silicon. The study justifies a reduction
in energy by alocalminimum in gate capacitanceat a length 3X the minimum device
length (360 nm) assuming thedevice width is optimized foriso-current. Thereare many
caveatsto this approach. Thefirst is that the methodology precludes the use of the INWE,
which shows a greater benefit than RSCE (demonstrated as up to 2.4X in this work as
opposed to the 10.38% claimed for RSCE). Therefore if only one optimization is to be
made than governs the other, the optimization of choice should be the device width, not
length. The simulationwork presented earlier also shows thatthe optimal length and
potential gain in RSCE is highly dependent onprocess corner, drifting froma high as 230
nmin the SScornerfor LVT devices, right to minimumlength forthe same devicein the
FF corner. Conversely, the optimal device width across all process corners was always
determined to be where INWEwas highest (i.e. minimum width). Therefore the global
process corner does not cause optimization of this dimension to drift. Finally the work
presentedin Chapters 5and 6 showed thateven using VCD power analysis, the tool
underestimated the power and therefore energy consumptionby 26% for non-INWE
optimized sizing strategies. Therefore it is difficult to accept studies based only on

simulated data as accurate withoutcorroboration in silicon.
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The minimum width sizing strategy proposed in [98] synthesized an 8-bit 8-tap FIR filter
in a 180nm bulk planartechnology node. The study followed the established commercial
synthesis choice ofsigning offthe designat the SS corner to guarantee functionality at a
fixed frequency. The designwas thencommitted to siliconandtested. Measured at the
energy optimal supply voltage for the design of250mV, the silicon exhibited an increase
in delay 0f50%. Conversely duringtesting, the SS corner simulationshowed a 10%
improvement. There is no evidence of RSCE-aware geometric sizing on the length. Had
the author failed to performany optimization, the lengthsizing was likely minimum
length which is less than optimal and highly variable in subthreshold. Had the author
optimized device lengthforthe SS corner correctly along with the synthesis signoff
corner, itis likely that the decadeold process nodereturned TT silicon and thedevice
lengths were massively oversized. Even ifthe authorhad used TT sized devices and
signed offat the SS corner, the synthesized design would sillhave been limited by the
slower expectation ofthe circuit. The analysis presented in Chapter 4 indicated that
performance improvements of up to 1.8X/2.4X for LVT/RVT devices are to be expected
using this type of minimum width sizing strategy. The results of the study are therefore
limited by the author’s lack in understanding of subthreshold semiconductor physics.
Using the analysis fromChapter 4 to make an educated guessat what the outcome of this
studyshould havebeen, it is likely that this sizing strategy exhibits the aforementioned
performance increase butthe increase in leakage generates a larger energy-per-cycle than
the Full Diffusion sizing strategy would. The minimum width sizing strategy and Full
Diffusion sizing strategy share the same fastestcell, therefore nospeedadvantage is
displayedbetween one orthe other. It could therefore beargued thatthe lower energy-

per-cycle and larger cellchoice favors the Full Diffusion sizing strategy.

The constantyield sizing strategy proposed in [80] synthesized and simulated Kogge-
Stone adder circuits. Alldata for the designs in the work are presented in relative sizing
and thereforethe process node used is indeterminate. The sizing strategy argues that in
orderto meet a constantfailure rate 0f 0.13%, the device widths must be upsized by at
least 63% and as much as 4.43X when operating at a voltage of 240 mV. Monte Carlo
simulation of 1000 iterations showedthatthis reducedthevariationoffirst order
characteristics such as leakage current by around 10% but increased variation in energy-
per-cycle by as much as 53% comparative to thesingle minimum sized device (most
variable). The Full Diffusion Multi-Vt AES core displayeda 21% decrease in leakage
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Device Sizing | Benchmark Process | Fabricated | Claimed Improvement
Strategy Circuits Node
RSCE-aware ISCAS 120nm | No 10.38% Delay improvement
Sizing [67] Benchmark 34.38% Power improvement
Minimum 8-bit 8-tap 180nm | Yes 10% SS Delay improvement
Width Sizing | FIR Filter 50% TT Delay degradation
[98] No RSCE optimization
Constant-Yield | Kogge-Stone N/A No 0.13% Failure rate achieved
Sizing [80] Adders 9.94% Variation reductionin
leakage current
53.48% Variation increase in
energy-per-cycle
INWE-Aware | Base-band 40nm No 26.47% Leakage power
Sizing [75] Processor reduction
15.43% Dynamic power
reduction
7.46% Improvement in area
Full Diffusion | 128-bit 65nm Yes 2X/8.65X frequency
Sizing AES with improvement for
LBIST RVT/Multi-Vt

7%/24% energy-per-cycle
improvement for RVT/Multi-
Wt

1.8% reductionin max
frequency deviation at MEP
for RVT

Table 18: Prior art comparison
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current variationanda 54% increase in energy-per-cycle variation comparative to the
largest width device (least variable). This information, along with all device sizing at least
4X of the minimum device width in the 65nmtechnology node suggests thatthe Full
Diffusion sizing strategy would also meet the fixed failure outlined in the study.
Therefore, forthe criterion of fixed failure rate, it is likely that the Full Diffusion sizing
strategy offers improvement over the constantyield sizing strategy. Fora simple circuit
with close path timings, the caveat to this would be an increase in leakage. For large
complexcircuits with a large variety in path timing, this potential loss is claimed backas
was demonstrated by the AES core synthesized fromthe Multi-\t library.

The INWE-Aware sizing strategy proposed in [75] synthesized a base-band processor in a
40nm bulk planartechnology. The study uses minimum width quantized cells mixed with
a superthreshold-sized library to compare against a superthreshold-sized library at 300
mV. The mixed library does notproduce the range required to successfully perform
multi-vt synthesis. Therefore, all cells are RVT only. The mixed library showsa 26.47%
reductionin leakage power and a 15.43% reduction in dynamic power. However the
delay improvement was only 20%. As the Multi-Vt Full Diffusion AES core proved
8.65X fasterat nominal temperature, the power reduction displayed within the study
would not equate to thesame energy per cycle reductiondisplayedin the Multi-Vit core.
Whilst this sizing strategy comes closestto matching the Full Diffusion sizing strategy, it
is still far surpassed in energy and performance for complexcircuits with large path
timing variation.

7.9 Summary of Nowel Contribution and Critique
The work conducted towards this thesis has provided several novel contributions and

encountered several limitations. Theseare now discussed.

7.9.1 Novel Contributions

7.9.1.1 Impact of the Inverse NarrowWidth Effect over Multiple Widths

The focus of contributions in the field thus far has been on minimumwidth devices.
Therefore beyonda simple width sweepto showwhere the INWE is most prevalent, no
data has beenpresent onusingthe INWEbeyondthe minimum width. This thesis is the
first to presenta methodological analysis of the INWE on devices of varying widths.

Moreover, this study is the first to corroborate this in measuredsilicon results. Theresults
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showedthatthe INWEaffects alldevices subjected to fringing fields fromthick field
oxide gate overlapencountered whereverashallowtrenchisolationspaceris placed. This
affect can then be used tocreatea range of devices, rather than simply optimizing for

highestperformanceat minimum width.

7.9.1.2 Evaluation of the Inverse Narrow Width Effect over a Full SupplyVoltage
Range

The focus in the field has beento use the Inverse Narrow Width Effect solely in the
subthreshold regime. The silicon results fromthe ring oscillators showed thatthe INWE
can be usedto provide a performance improvementforall combinational gates tested
right up to 800 mV. Moreover, the maximum performance penalty for this at nominal
voltage was only 5%. This was a surprising result and showed thatthe INWEwas an
excellent candidatefor use in voltage scaling techniques suchas Ultra Wide Dynamic
\oltage Scaling.

7.9.1.3 Evaluation of the Inverse NarrowWidth Effect over a Wide Temperature Range
No systematic, silicon corroborated testing for the INWE overa large temperature range
has beenpresented in the field before this thesis. The measured results showedthat the
contribution ofthe INWE increases as temperature decreases. This props up thecircuit
performance under temperature inversion in subthreshold and therefore provides an
additional formof circuit stability.

7.9.1.4 Proposal and Testing of the Full Diffusion Sizing Strategy

Finally, this workexplored all avenues of celldesign within the designspace ofa
standard cell 12 track library operatingin the subthreshold regime. A newsizing s trategy
was proposedthatusedthe INWEto createarange of cell characteristics. Cells were
designed using this strategy and characterized. A complexcircuit was synthesized usinga
commercial digital synthesis design flow and committed tosilicon. This was then
measured againsta designsynthesized froman identical hardware descriptionand state -
of-the-art subthreshold standard cell library. The design provedto consistently providea
higher performanceat a lower energy-per-cycle.
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7.9.2 Critique

7.9.2.1 Minimum Sizing Strategy

Forcompleteness, it would have been beneficial to also synthesize and measurean AES
core designed fromthe minimum sizing strategy. This would have required little
additional work as the Full Diffusion libraries already contain the4F cell. The only
reason this was not performed was dueto area restrictions onthe testchip.

The simulation and analysis work covered within the thesis suggests that the minimum
sizing strategy would also generate the performance improvements seenin the Full
Diffusion silicon measurements. However, withoutthe range of cells to performleakage
recovery, theenergy-per-cycle at the minimumenergy pointwould behigherand
therefore inferior.

7.9.2.2 Full Voltage AES Core Testing

It would have been interestingto seehow the frequency and energy -per-cycle measured
above 500mV and all the way up to the nominal 1.2V. This was a limitation in a part of
the design (clock generator) that was notdesigned by the author but was provided as part
of the testchip. Assuchthiswas beyond the control of the authorand could be left for
future work.

7.10 Chapter Summary

This chapter reflected on the design considerations of Chapter 2to determine whethera
superior subthreshold library could be designed by taking advantage of the underlying
subthreshold physics. The threesizing strategies introduced in Chapter 4 were compared
on robustness, variability and performanceand the appropriate sizing strategy matchedto
a particulardesigngoal.

The Full Diffusion sizing strategy was thethen comparedto the ARM LE library by
drawing on the AES core results presented in Chapter 6. The work concludes thatthe Full
Diffusion library is able to synthesize superior circuits but only if thosecircuits are
complexenoughto exhibit large variation in path delays. Fortunately, this accounts for
most IOT designs.

A comparison topriorart was then presented, with the Full Diffusion sizing strategy
showingfavorable results. Finally the novel contributions of the work were outlined and

the work undertaken scrutinized for improvementand extensionto further work.
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Chapter 8: Conclusion
The work conducted and presented in this thesis showed that the underlying device
physics in the subthreshold regime can be leveraged to produce a superior subthreshold
standardcell library. By conducting geometric sweeps ofactive current, leakage current,
lon/loffratio and gate capacitance, optimal sizing strategies based onthe Reverse Short
Channel Effect and Inverse Narrow Width Effect were derived for the chosen technology
node (65nmBulk Planar). The entire design space for a subthreshold standard cell library
was explored, and three distinct sizing strategies defined. These sizing strategies were
then laid out in the chosen technology, parasitically extracted, simulated and compared to
determine their strengths and weaknesses and it was demonstrated how theseshould be
matched to the circuit to bedesigned. A novelsizing strategy, named the Full Diffusion
sizing strategy, was created by geometrically introducing shallowtrenchisolation spacers
toinduce the Inverse Narrow Width Effect. The aimof this was to createa set of cells
that were usable under strict variation conditions with varying performanceand leakage
characteristics.
Ring oscillators were created fromthe newly designed cells, simulated and committed to
silicon. Measured results showed that performance improvement extended up to 800 mv
for all basic combinational cells in the technology node studied. This lends wellto the
implementation of ultra wide dynamic voltage scaling. Temperature analysis also showed
that the performancefillip from the inverse narrow width effect increased as temperature
decreased, providing an additional formof stability to temperature inversion in the
subthreshold regime. Stack forcing was exploredto determine the viability of supercutoff
leakage enhancementin the chosentechnology node. Postlayoutsimulation showed no
supercutoffenhancement and degradation in the lon/loff ratio and dynamic energy. Stack
forcing was shownas a viable way to augmentthe characteristic cellrange provided by
the Full Diffusion sizing strategy, creating a platformto successfully reintroduce multi-Vit
synthesis intothe subthreshold regime.
The Full Diffusion sizing strategy was usedto synthesize 128-bit AES cores to
demonstrate how the characteristic range provides a methodology to constructa superior
complexsubthreshold circuit. By introducing fast fingered cells intocritical paths and
slow, less leaky cells into fast paths during leakage recovery, frequency improvements of
up to 10.15X and energy-per-cycle improvements of up to 27% were measured

comparative to a state-of-the-art subthreshold standard cell library.
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Throughoutthesynthesis methodology, several areas of interestwere highlighted as
requiring deeper investigation beyond the scope of this contribution. Thetwo most
prominent are investigation into streamlining synthesis methodologies to determine
maximum operating frequency anddetailed analysis on the impact of the Full Diffusion
sizing strategy on Activity Factor. Theseare left as opportunities for future work.
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Appendix A: Historical Overview of Semiconductor Devices

Semiconductor Physics— The Origin

The predisposition of the 21 century engineer is to suppose that the advent of the study
of modern semiconductor physics hadits origins in the mid 20" century. In fact, the first
notable contributionwas by Ferdinand Braun in 1874, who systematically observed the
dependence of resistance on the polarity and magnitude of the potential drop across the
heterogeneous junctions of metals and metal sulfides [99]. This misconception is
understandable, asany previous work in the field was subsequently dwarfed by the
contributions of Bardeen and Brattain with theirunveiling ofthe world’s first (Point-
Contact) Bipolar Junction Transistor [100] and William Shockley’s consequentanalytical
evaluationofthe P-N Junction [8],an endeavor which sawthe trio receive the Nobel
prize in physics in 1956. By 1960, patenteddesigns of the first monolithic integrated
circuits were beginningto emerge [101] [102] and the subsequent discovery of the Metal
Oxide Semiconductor Field Effect Transistor by Kahng and Atalla [103] propelled

integrated circuit design in the phenomenon we know today.

VLS| Designand the Era of Gordon Moore

In orderto drive the nascent integrated circuit industry towards a high complexity, low
costandlow power consumption design base, the industry committed to aggressively
scaling devicedimensions at a rate approximate to the squareroot of two every two years
as outlined in Gordon Moore’s prophetic 1965 paper [104].

The non-sustainability of power density in the founding technologies of Bipolar Junction
Transistors and nMOS eventually led to the supremacy of the Complementary Metal
Oxide Semiconductor (CMOS)technology during the 1990’s, which has beenthe driving
technology ever since. Monolithic integrated circuits evolved with the gradual
introductionof processing technologies fromdesigns consisting ofa handful of
components, to single dice consisting of billions of devices known as Very Large Scale
Integrated (VLSI) circuits.
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