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Abstract

Metal semiconductor (MS) contacts are essential in nearly every electronic device. High electrical contact resistance degrades device performance, especially at smaller device geometries. The contact resistance normally scales inversely with the cross-sectional area of the MS contact, and this results in poor electrical conduction in small geometries. Additionally, experiments confirm that surface effects dominate over bulk properties, especially at nanoscale geometries. These conditions impose several restrictions in implementing various device technologies. The electronic properties of metal-semiconductor contacts in some important semiconductors such as Si, Ge, GaAs, among others are found to be largely insensitive to the metal workfunction and semiconductor doping level, due to a phenomenon called Fermi level pinning (FLP). FLP can severely degrade device performance, and creates several fabrication challenges. Many semiconductors lose their applicability in mainstream electronics due to restrictions imposed by this effect. FLP effects are practically observed in many semiconductors doped below $10^{19}$ cm$^{-3}$ and are most pronounced in lightly doped and (~intrinsic) pure crystals.

This thesis explores material engineering methods to improve contact to semiconductors, without resorting to heavy doping. Large area metal contacts (length/ diameter ($d$)~ 50-300 µm) are fabricated on Si and Ge. Three key approaches are investigated: (1) Modifying interface dipoles and blocking Metal Induced Gap States (MIGS) using ~ nm thick charged oxide interlayers, implementing planar metal interlayer semiconductor (MIS) contacts (Chapter 4). (2) Exploiting geometric field enhancement in nanostructured hybrid contacts (Chapter 5) and (3) Exploiting voltage controlled non-equilibrium electron heating in island metal films.

The contacts produced by these methods (2) and (3) are the first experimental demonstrations to show that limitations imposed by FLP can be overcome by modifying the contact material geometry alone, without using heavy doping. Applying mV range bias to these metallizations causes hot carrier emission from these contact’s nanostructured surfaces.

Hot carriers are non-equilibrium, energetic carriers that easily overcome the FLP effect in the semiconductor. High conductivity is observed due to the hot carrier effect over a broad range of temperatures –from 4.2 K, tested up to 500 K- despite using low doping in the semiconductor ($N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$). Novel transport processes are revealed by hot carrier tunnelling and emission mechanisms, which improve conductivity in semiconductors, and will potentially be applicable to other low dimensional materials as well.

The results in Chapter 5 show an interesting demonstration of hot carrier edge scaling current injection used to achieve Ohmic contact to low doped n-Ge. This contact scheme presents a
promising alternative to improving conductivity extrinsically, without using heavy doping, and in a scalable manner. Chapter 6 also contains a proof of concept demonstration. It is shown that closely spaced networks of metal nano-islands of critical dimensions are susceptible to non-equilibrium electron heating, when they receive power in the form of voltage controlled tunnel current. This leads to elevated electron temperatures (~$10^3$ K) relative to a cold lattice (at ambient temperature). Hot carriers easily overcome small (few eV) electrostatic barriers e.g. Schottky barrier. Consequently, Ohmic conduction is observed at room temperature, and near ballistic hot carrier conduction is observed at 4.2 K through the entire low doped wafer (thickness 0.5 mm, $N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$).

The wide scope of these findings may find promising applications in nanoelectronic engineering and applied science. There is considerable incentive to continue the research, and obtain a wider range of materials capable of similar effects, described further in the thesis outlook (Chapter 7). Advancing this research further will translate to applications in high speed switching, sensing, optoelectronics and energy harvesting. It is anticipated that these technologies will be applicable to many semiconductors and can be adapted into heterostructures, using advanced fabrication methods.
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“There are more things in heaven and earth, than are dreamt of in our philosophy.”

-William Shakespeare
Chapter 1:
Introduction

1. Motivation

Electronic technology is vital in sustaining global infrastructures and forms the backbone of modern physical sciences and healthcare. A long history of advances in solid state physics and engineering have created a global semiconductor industry, worth hundreds of billions of dollars. According to the International Telecommunications Union (ITU), about one in three people has access to a mobile phone[1]. Electronic technology is constantly improving and renewing its presence in the world, with older technologies gradually becoming obsolete in every passing technological generation. Conventionally, computing power scales with number density of devices on chip. This has historically served as a guide to the relentless miniaturization of transistor design. In 1965 Gordon Moore (Intel) predicted that the number of transistors per square inch on integrated circuits will continue to double every 1-2 years, based on trends he had observed since its invention[2]. The prediction became a competitive driver for design innovation in the pursuit of ultra-small scaling. ‘CMOS design’ and ‘CMOS technology’ have developed since then using formally separate methodologies to fulfil “Moore’s law”. State of the art electronics used in smartphones (late 2017) are now approaching the 10 nm node (transistor gate length).

The scaling problem is becoming more and more challenging due to physical material limitations, and the cost of miniaturization. Device scaling is unlikely to continue by planar scaling alone. At these ultra-small dimensions, device performance can be severely compromised. Novel designs and new materials are the needed to continue progress. Alternative technologies are emerging from the bedrock of transistor technology. There’s plenty of room at the bottom, Richard Feynman’s paradigm shifting talks[3][4] set the scene for the nanoelectronics revolution.

Progress is always met with challenges. It is necessary to address the issues encountered in nanoscale electronics to fully realize the extent of possibilities that nanotechnology can offer. Metal contacts are essential in nearly every electronic device, to control its operation externally. High contact resistance is a severe impairment to proper device operation. Contact resistance usually increases at smaller device geometries. Surface contributions dominate a device’s
electronic behaviour, which may result in loss of control and functionality, and even complete device failure in critical cases. The motivation of this thesis is to investigate alternative experimental methods to improve electrical contact resistance to semiconductors.

Real crystal surfaces of semiconductors form defects in the crystal structure, and interface states that govern electronic properties at the interface. These interface states are believed to originate from dangling bonds, adsorbed chemical species, energy band perturbations and contamination, among others. Non-ideal interfaces result in unexpected electronic behaviour and generally, poor device performance. Metal-semiconductor contacts are traditionally improved extrinsically, by doping the semiconductor. However, implant doping techniques could become problematic at small geometries. New techniques are being used to achieve doping feats beyond the solid solubility limit, as is demonstrated in gas immersion laser doping of Ge[6]. However, laser optics set a limit on the feature size that can be selectively doped by annealing. Additionally, there is a restrictive doping uncertainty problem at nanoscale geometries, which can cause reliability issues.

The technology to write and pattern nanostructures using sophisticated lithography methods exists; however, fabrication capacity alone cannot guarantee proper operation, as it is often the nature of the material interface which governs electronic properties.

This thesis explores material engineering options to achieve low contact resistance, without resorting to heavy doping. Three main approaches are explored namely; interface engineering (Chapter 4), geometric field enhancement (Chapter 5), and distributed nanostructures (Chapter 6). These methods aim to improve contact externally, by modifying the metallization scheme.

Silicon is the most widely used material in the semiconductor industry due to well-established protocols of silicon technology and the abundance of the material in the earth’s natural resources. However, other elemental semiconductors can offer better intrinsic performance. For example, germanium has superior intrinsic electronic properties, compared to silicon. Ge offers high carrier mobility (especially for holes), superior performance at cryogenic temperatures, high carrier density due to its smaller band gap and low on-state resistance. Despite these benefits, it is yet to succeed silicon as the commercial standard. Germanium surfaces exhibit a strong case of FLP, which severely limits its usability. FLP is a surface phenomenon observed in many crystalline semiconductors. FLP typically restricts the relative energy band alignment at the contact interface to a fixed energetic configuration, making electronic properties largely insensitive towards the metal workfunction ($\phi_M$) and doping level ($N_D$) in the semiconductor. In many cases this results in high resistance in metal-semiconductor contacts. This effect causes
a departure from the ideal Schottky-Mott relationship, where the Schottky barrier height \((\phi_B)\) at the interface is equal to the difference in the vacuum levels of the metal and semiconductor. Instead, the Schottky barrier height remains fixed due to FLP. The electronic properties of junctions become largely insensitive to the choice of materials, and standard wafer processing techniques and the implementation of scalable logic structures (and other technology) becomes extremely challenging. Most semiconductors - Ge, Si, diamond, InAs, GaAs, InP, and many more exhibit varying degrees of FLP. FLP and electronic properties of metal-semiconductor interfaces have been studied for nearly a hundred years now. A complete theory is yet to be accepted because the origin of FLP is still widely debated. Indeed, there could be multiple causations for the same effect being observed electrically. The Schottky barrier formed at the metal-semiconductor interface is a key parameter in characterizing the contact’s electrical properties.

The following section will briefly overview some important models proposed in the literature about Schottky barrier formation at metal-semiconductor interfaces that will help in understanding the observed equilibrium arrangement of energy bands in metal semiconductor junctions. A short summary of gap state models and bond polarization models is given for convenience. A later section describes prior art in contact engineering, to compare potential options to pursue in experimental research. The thesis outline is provided at the end of this chapter.

### 1.1. Overview of Schottky Barrier Formation

The Schottky-Mott theory predicts that the barrier height at the interface should vary with adjustments between the vacuum levels of the materials (e.g. metal and semiconductor). The ideal Schottky barrier height is given by eqs. (1.1-1.2). Fig. 1 schematically shows the ideal Schottky barrier formation for materials brought into contact, using energy band diagrams.

The electron barrier height \(\phi_{Bn}^0\) is given by eq. (1.1)

\[
\phi_{Bn}^0 = \phi_M - \chi_S
\]  

(1.1)

The barrier height for holes \(\phi_{Bp}^0\) is given by eq. (1.2),

\[
\phi_{Bp}^0 = \chi_S - \phi_M + E_g
\]  

(1.2)

\(\chi_S\) and \(E_g\) are the electron affinity and band gap of the semiconductor respectively.
This model discounts any charge interactions that may occur between metal and semiconductor surfaces and usually does not reconcile with experimental observations. The Schottky barrier that forms at a metal-semiconductor junction is experimentally observed to be almost insensitive to the metal workfunction ($\phi_M$) in many semiconductors. Bardeen[7] was the first to postulate the presence of interface states lying within the semiconductor band gap, that effectively pin the Fermi level at the interface. His model required an interfacial oxide layer that adjusts for the error between experimental and theoretical Schottky barrier height, by dropping remaining potential across the interfacial oxide layer. This interfacial layer is a salient feature in the model and is required for the theory to work. Of course, in modern electronics, intimate contacts are used, which do not contain this interfacial oxide layer and thus, Bardeen’s model is incomplete. However, FLP is still observed even using state of the art techniques. Alternative models have been proposed to understand experimental observations of the FLP phenomenon. FLP is usually interpreted in terms of either gap state models, or bond polarization theory, briefly discussed next.

1.1.1. Gap state models
Theoretical models have been proposed as improvements to the ideal Schottky-Mott model. These incorporate the effects of charged gap states that may form within the semiconductor’s band gap to explain the trends of FLP observed in experimental data. Gap states come in various forms: Metal-induced gap states (MIGS)[8], surface states[7], defect related states[9], disorder-induced gap states (DIGS)[10] and “interface induced” gap states (IFIGS)[11]. Alternatively, chemisorption-induced interface defects have been suggested as a model to explain FLP.
Figure 1.2: Simplified gap states model of a metal-dielectric (or semiconductor) contact. **Left**- The energy band diagram is shown for the case of no interaction i.e. constant vacuum level for infinite separation between materials. **Right**- Upon contact, charge is exchanged to equalise the Fermi levels leading to an occupation distribution for electronic states in the band gap. The MIGS model for e.g. suggests that the occupation of the interface states is dependent on electron wavefunction spill out close to the metal surface. These electron wave vectors decay evanescently into the semiconductor to form states as shown schematically on the right.

reasonably supporting the experimental data for specific semiconductor surfaces such as (110) GaAs, and a few others in the III-V family[12]. Despite their varied basis, these models are in essence, similar to one another insofar as they assume some distribution of interface/ gap states, shown schematically in Fig.1.2-left, with a density of gap states ($D_{gs}$) and a charge neutral level (CNL or $\phi_0$). The net charge density on the semiconductor surface is determined by occupation of gap states, which depends on the Fermi level position, relative to $\phi_0$, and the degeneracy of the states involved. The metal supplies an equal image/ screening charge density, and together they create the interface dipole. Potential is dropped across the interface, fixing the Fermi level position and hence, the Schottky barrier height.

These models arrive at expressions for the Schottky barrier height which are of the form:

$$\phi_{Bn}^0 = \gamma_{gs}(\phi_M - \chi_S) + (1 - \gamma_{gs})\phi_0$$  \hspace{1cm} (1.3)

with the gap states parameter, $\gamma_{gs} = \left(1 + \frac{q^2\delta_{it}D_{gs}}{\varepsilon_{it}}\right)^{-1}$

$\gamma_{gs}$ is also known as the pinning factor ($S$) in several works in the literature. Here it assumed that charged metal and semiconductor surfaces are separated by an interfacial region of thickness $\delta_{it}$ (~0.5 nm) and dielectric constant $\varepsilon_{it}$. These assumptions become questionable when one considers intimate contacts, diffused junctions, abrupt junctions or clean surfaces.
cleaved in vacuum, which also demonstrate FLP[13].

It can be ascertained that gap states exist and that they contribute to the FLP effect, but these models are neither complete nor standalone, as the origin of the gap states is uncertain. Each model uses a distribution of states to fit experimental data, notwithstanding cases where these models are shown to be inadequate to explain the observed electrical characteristics of the junction. For instance, gap state models can describe the severity of FLP in terms of gap states parameter / screening factor ($\gamma_{gs}$), which is proportional to the density of gap states as per eq. (1.3). However, they are unable to justify the sensitive structural dependences of the Schottky barrier height at epitaxial metal-semiconductor interfaces[14]. Non-epitaxial, polycrystalline metal-semiconductor contacts also demonstrate Schottky barrier height inhomogeneity, indicating a structural dependence[15]. Nearly perfect ideality factors and observed voltage dependence of the barrier height also cannot be explained satisfactorily by gap state models[16].

The gap states models include interface dipole formation, resulting from gap state occupancy (sketched in Fig.1.2-right). A rival candidate is the interface bond polarization model (discussed later), which gives a general description of the physical phenomenon of interface dipoles and considers the structural dependences of the Schottky barrier. It arrives at expressions for barrier height with a functional form similar to the one derived from gap state models and independently justifies observed experimental trends in several semiconductors[17].

As per the surface state model, dielectrics and semiconductor surfaces (e.g. Ge and Si) form a distribution of electronic states within the band gap. The energetic arrangement before contact (materials separated) is shown schematically in Fig. 1.2-left. Here a dielectric/ semiconductor is shown with a distribution of interface states in its band gap. The nature of these states becomes more acceptor like towards the conduction band and more donor like towards the valence band (Fig. 1.2-right). The crossover point is the charge neutral level (CNL). The Fermi level is experimentally found to be pinned close to the CNL. The CNL is experimentally deduced to lie ~0.1 eV above the valence band in Ge, and ~0.6 eV above the valence band (i.e. mid-gap) in Si. The Fermi level must be constant throughout the material for there to be charge neutrality at equilibrium. Hence, band bending results in the formation of almost fixed energy barriers.

FLP in Ge is especially interesting because it occurs so close to the valence band. Early experiments indicated that the Ge surface is degenerately p-type, regardless of bulk conductivity; implying n-type Ge surfaces are inverted and p-type Ge surfaces are accumulated. The pinning position of the Fermi level has been confirmed independently by contact
potential[18] and photoelectric measurements[19]. These observations are in reasonable agreement with the theory of surface states, originating from perturbed conduction and valence band states[20]. Unoccupied valence band states above the Fermi level create a 2D hole gas, which leads to metallic surface conductivity in n-type Ge[21]. Applying small (~ 100 mV) negative bias nearly always results in carrier inversion near the surface in n-type Ge. Metallic surface conductivity is also observed on clean Si surfaces and is often attributed to half-filled electronic states at the surface[22].

In n type materials, the Fermi level at the surface is usually found to lie above the CNL. This can be rationalised by treating surface state charging as a response to the ionized donors in the bulk or vice versa. The outcome of this arrangement is that the surface develops a net negative charge at equilibrium, due to occupied acceptor states below the Fermi level. The surface electric field permeates into the semiconductor and a space charge region is formed below the surface, containing fixed ionized dopant impurities (donors) that effectively screen the field. Potential is dropped in this electron depleted (space charge) region. The potential variation in the depletion region, in addition to the surface dipole causes upward band bending at the interface.

In p-type materials, ionized acceptors (fixed negative ions) cannot contribute to the screening of negative surface charge. The Fermi level is pinned close to the CNL at equilibrium. This picture of FLP in Ge is widely accepted as the working model in the literature[23]. A recent study challenges this view. In vacuo sheet conductance measurements have shown that clean n-type (001) Ge surfaces tend to be nearly inverted at equilibrium. Metallic conductivity was observed on both bare and hydrogen passivated surfaces, indicating that the structure and passivation of surface states does not alter the electronic properties[21]. These findings are not explained by gap state models. It is implied that either FLP in Ge does not arise exclusively from occupied gap states or atomic hydrogen is somehow unable to passivate these states effectively. Nonetheless, the surface state model is frequently invoked in the literature to explain the fixed band bending in pinned semiconductors.

1.1.2. Bond polarization and interface dipoles

The bond polarization model assumes that chemical bonds are formed between the semiconductor and metal once thermodynamic equilibrium is established. Charge transfer occurs at the interface to equate the chemical potentials of the metal and semiconductor. The bonds are polarized due to the charge transfer dipole, called Schottky dipole ($\Delta_{Sch}$) that adjusts
the potential drop across the interface to form the Schottky barrier according to eq. (1.4).

\[
\phi_{0n} = (\phi_M - \chi_S) - q\Delta_{\text{Sch}}
\]  

(1.4)

Upon expansion of terms and rearrangement, the theory arrives at a familiar looking expression for Schottky barrier height given by eq. (1.5),

\[
\phi_{0n} = \gamma_B (\phi_M - \chi_S) + (1 - \gamma_B) \frac{E_g}{2}
\]  

(1.5)

where the bond polarization parameter, \(\gamma_B = 1 - \frac{e^2 \delta_{\text{MS}} N_B}{\varepsilon_{\text{it}} (E_g + \kappa)}\);

Here, the extent of pinning is governed by the density of chemical bonds (\(N_B\)) formed at the interface, like the gap state models, where \(D_{gs}\) is a parameter. Eq. (1.5) has a form similar to eq. (1.3). The bond polarization parameter \(\gamma_B\) is analogous to the screening factor of gap state models. The interfacial region thickness \(\delta_{\text{it}}\) is replaced by \(\delta_{\text{MS}}\), which is the distance between the metal and semiconductor atoms at the interface. The dielectric constant of the interface (\(\varepsilon_{\text{it}}\)) is treated as an average, using the inverse of reciprocal sums of the semiconductor (\(\varepsilon_{\infty}\)) and metal (\(\kappa\)) dielectric constants to yield \(\varepsilon_{\text{it}} \sim 2\varepsilon_{\infty}\). A small term \(\kappa\) is included, which is the sum of interaction energies between the nearest neighbours at the atomic interface i.e. between metal-metal, metal-semiconductor and semiconductor-semiconductor atoms.

The validity of this model has been claimed by graphing experimentally obtained pinning factors (\(S_{\phi}\)) for various semiconductors, ranked by their bandgap (\(E_g\)), in a functional plot of eq. (1.5) i.e. \((\varepsilon_{\infty} [1 - S_{\phi}])^{-1}\) vs. \(E_g\).

Generally, a good linear fit is obtained. If one compares the \(\gamma_B\) term in eq. (1.5) to the experimentally determined pinning factor for Ge (\(S_{\phi} \sim 0\)), plugging in the numbers gives a Schottky barrier height \(\sim \frac{E_g}{2}\), which is inconsistent with experimental observations. The experimental value of the barrier height is nearly equal to the band gap (\(E_g\)), as the Fermi level is pinned near the valence band[23].

In contrast, the functional plots for gap state models show considerable scatter in the data, especially for Ge and Si[24]. On the other hand, the fit for GaAs is quite good which is probably why this approach is so popular in the III-V community.

Semiconductor wafers used in fabrication are usually cut from a purified crystalline ingot grown using crystal seeding techniques such as the Czochralski process. Naturally, the cut results in atomically rough surfaces even after chemical mechanical polishing. Atomic terraces are
formed on the surface, readily observed in high resolution AFM and STM imaging[25]. In the case of GaAs, segregation of As atoms is observed at these terraces, which create local electric dipoles[26]. This sort of polarization by segregation is not directly relevant in elemental semiconductors, although defects in surface reconstruction may contribute to the interface dipole. The tensile and compressive forces experienced by surface atoms in an unrelaxed crystal are not balanced the way they are for atoms deep within the bulk.

The break in lattice periodicity at the surface leads to energy minimization by surface reconstruction. The most common scheme seen on (100)Si and (100)Ge single crystals is the missing row or c(4x2) reconstruction, which forms dimers at the surface[27]. Surface charging has been theoretically investigated using first principles by simulating un-doped layers of Ge and Si with dimer surfaces[28][29]. The (001)Ge surface develops a net negative charge due to Ge vacancies, while the balancing positive space charge is provided by self-interstitials. The effect of the resulting positive space charge was shown to extend into the substrate for up to 15 atomic layers (~ 8.4 nm) due to repulsive interactions, apparently independent of the thickness of the simulated structure. These calculations support experimental observations of significant band bending at intrinsic Ge surfaces[30].

An exact description of the FLP phenomenon is yet to be formulated. However, it is certain that the gap state models or bond polarization models alone are unable to account for all the experimental trends observed for semiconductor interfaces.

1.2. Prior Art - Contact Engineering Strategies:

According to the models described previously, an interfacial dipole is responsible for FLP. This serves as motivation to manipulate this dipole experimentally to alleviate the FLP effect. Fermi level “un-pinning” or “de-pinning” techniques (e.g. sections 1.2.1. and 1.2.2 below) have been demonstrated in different ways, by several research groups. The key contact engineering methodologies for Ge/ Si are described below, citing only a few examples to represent the basic approaches taken by researchers.

1.2.1 MIS Contacts

An ultra-thin interlayer (< 3 nm), usually a high-κ dielectric material is inserted between the metal and semiconductor to form a metal-interlayer-semiconductor (MIS) structure. A high-κ dielectric with small conduction band offset to the semiconductor is preferred. A polar interface is created between the interlayer and the semiconductor, serving as a “counter dipole” to the
charged semiconductor surface dipole. This adjusts the metal workfunction closer to the semiconductor’s conduction band. If the conduction band offset between the interlayer and semiconductor is small, one can achieve low resistance Ohmic contact on n-type materials[31]. Accordingly, the contact to p-type material becomes rectifying due to the shift in FLP position in the bandgap. If the conduction band offset between the dielectric and semiconductor is large, tunnelling resistance dominates, resulting in a poor contact[32]. The contact properties are insensitive to the metal workfunction, even after forming the Ohmic MIS junction by using an appropriate interlayer[33]. The FLP condition is not really alleviated, rather the situation is simply reversed to produce a variant of FLP. The lowest specific contact resistivity reached by this approach on heavy doped Ge is only $\sim 10^{-5}$ ohm.cm$^2$ [34][35] and $\sim 10^{-8}$ ohm.cm$^2$ on heavy doped Si[36].

1.2.2 Direct Metallization using TiN (on Ge)

TiN thin films are directly deposited onto Ge by sputtering, followed by annealing. Under the right process conditions, a polar, ternary compound Ti-Ge-N layer is formed at the interface. This creates an interface dipole to offset the FLP position towards the Ge conduction band, enabling an Ohmic contact to n-type Ge, but forms rectifying contact to p-type Ge[37][37]. The advantage of this method is that unlike the MIS approach, one need not worry about tunnel resistance of the interlayer or conduction band offsets which could potentially limit design choices. However, like the MIS approach, this too results in a variant of FLP in producing a rectifying contact on p-type Ge and Ohmic contact on n-type Ge.

1.2.3 Embedded Metal Nanoparticles

Ultra-small metal nanoparticles (0.2-2 nm) are deposited onto the semiconductor by sputtering, then coated with (dielectric, optional) metal cap layers, to form embedded metal nanoparticle matrices within the contact. Electric field hot spots are formed at the nanoparticle triple interfaces i.e. metal$_{nano}$/metal$_{cap}$/semiconductor substrate, which enhances thermionic field emission across the junction, thereby lowering contact resistance. So far, only this approach has been shown to enhance conductivity on n-type Ge without degrading performance on p-type Ge[38]. Although, to date, the lowest contact resistivity attained by this method is only 0.02 ohm.cm$^2$, despite using heavy doping ($N_D \sim 1 \times 10^{20}$ cm$^{-3}$).
The “un-pinning” approaches (1.2.1) and (1.2.2.) described above result in asymmetric conduction on n- and p-type semiconductors. Separate metallization schemes are then required to achieve Ohmic contact to both n- and p-type regions in a device, increasing complexity and cost. Furthermore, the improvements in specific contact resistivity achieved using the MIS approach is not very effective at high doping levels[39].

For a metal-semiconductor junction in equilibrium, the sum of the electron and hole barrier heights is usually conserved to equal the band gap value of the semiconductor. This is only a guide, not a rule, as exceptions become apparent when the FLP position is considerably different in n- and p-type materials; for example in (110)GaAs[40]. However, for both n- and p-type Ge the Fermi level is pinned close to the valence band (or conduction band in the case of “un-pinning”), so this relationship holds true due to strong FLP. These considerations seem to indicate that contact engineering solutions for Ge would always result in asymmetric conduction properties for its n- and p-type contact junctions. The same can be said about other strongly pinned semiconductors like InAs[41].

On the other hand, the embedded nanoparticle approach (1.2.3) though reasonably successful, requires a specialised tilted target sputtering setup to control the nanoparticle size and is not suitable for large scale coatings due to the nature of magnetron sputtering. The embedded metal nanoparticles seem to be more effective when used on heavy doped substrates, and only provide quasi ohmic I-V characteristics on low doped substrates i.e. the reverse current is smaller in magnitude compared to the the forward current for equal/ opposite applied voltages ($\pm V_A$).

1.3. Thesis outline

This thesis will focus on the electronic properties of novel metallization schemes which allow charge carriers to overcome the Schottky barrier and pinning effect observed at the contact interface. The technical chapters in this work are reports of original experimental findings. Novel hot carrier tunnelling and emission mechanisms (Chapters 5 and 6) have been identified in new contact materials, without changing the default pinning arrangement. Hot carriers provide large tunnelling currents in both forward and reverse bias (Chapter 6) without heavy doping. Moreover, the same metallization layer is shown to improve conductivity in both n- and p-type materials. This research is still at a very early stage, and could be advanced further using state of the art fabrication techniques. However, the general conclusions drawn from this work are anticipated to have considerable impact e.g. for applications in sensing, energy harvesting, optoelectronics, as well as switching applications. Two new contact elements are
proposed at the end of the thesis in Chapter 7, which may potentially be scaled down and extended to other semiconductors, low dimensional materials.

Chapter 2 covers background of conduction mechanisms and electrostatic treatments classically encountered in metal-semiconductor junctions, plasma physics and a short review on the basics of Quantum tunnelling. Advanced readers may skip these sections. These are provided for quick reference only, and are not intended to be comprehensive guides.

Chapter 3 briefly summarizes experimental methods and procedures used in this thesis. Complete fabrication protocol of samples is provided. Characterization techniques are only described for convenience. Advanced readers can skip these sections and proceed to results.

Chapter 4 documents results on MIS contacts to low doped n- and p-Si using thermally grown ultra-thin Al₂O₃ interlayers, covering results from our previous publication[42] and including further work using moderately doped Si, to show the limitations of the MIS approach. Pilot studies of MS contacts to Ge are included in this chapter, studying strong FLP condition on low doped n- and p- Ge

Chapter 5 (to be published, manuscript under preparation) reports a new material for contact to pinned semiconductors (like Ge) using thermally self-assembled hybrid contacts, which exhibit Ohmic edge scaling (one dimensional) I-V characteristics at normal temperatures (near room temperature) and reverse hot electron tunnelling breakdown over a wide range of temperatures, down to 4.2 K, despite using low doped n⁻ Ge (N_D ~ 6.4 × 10¹⁴ cm⁻³).

Chapter 6 explores a distributed nanostructures approach, demonstrated using highly orientated Au island metal films (IMFs) on Ge. IMF contacts provide hot carrier emission current at mere mV applied bias over a wide range of temperatures, down to 4.2 K. Voltage controlled hot electron and hot hole currents are observed on n-Ge. One may read an abridged version of this chapter in our recent publication[43].

Chapter 7 concludes the thesis with a brief outlook on the new device elements discovered in this Ph.D. thesis (Chapters 5,6) and their applicability to a wide range of materials. Experiments are proposed towards future work, using advanced state of the art techniques.
‘The pure and simple truth is rarely pure, and never simple.’

-Oscar Wilde
Chapter 2: 
Background

Abstract

This chapter covers some background theory about electronic phenomena, relevant to the thesis. The aim of this chapter is to arrive at a basic understanding about electronic properties of materials, carrier transport phenomena in different materials and mediums. An attempt is made to review a wide range of topics like plasma physics, semiconductor physics, carrier transport in metal-semiconductor (MS) contacts and metal-interlayer-semiconductor (MIS) contacts and quantum tunnelling. Some important derivations and results have been adapted from text book refs.[44],[45] and online open courseware available from I.I.T. (India), M.I.T, Purdue University, Colorado University (USA). A broad review of these sources has been organized here in abridged form, for the convenience of the reader. Theoretical and practical considerations taken from these works will help in interpreting results shown in later chapters of this thesis.

2.1 The Big picture

Solids, liquids and gases make up only ~ 1% of matter in the entire known universe. The remaining 99% is in a state of plasma i.e. a high energy state of matter, composed of energetic charged particles, as well as neutral species (atoms). Plasmas are usually observed at very high temperature (~ 10^4 K). Plasmas qualify as a state of matter because they obey principles of charge quasi-neutrality, and exhibit a Debye length. Plasmas are mainly characterized by two important macroscopic quantities - the background particle concentration (n_0) and the temperature (T). Plasmas are interpreted as interpenetrating fluids, obeying (Newton’s second law) the equation of motion, and the equation of continuity. These classical treatments are followed similarly while studying electronic phenomena in semiconductors. Electrons in a metal are also treated as a gas in many variants of the so called, “jellium model” throughout literature. In nature, plasmas only occur when the concentration of ionized species exceeds the concentration of neutral species considerably. These conditions are met for example in Earth’s atmosphere (ionosphere), stars and other astronomical bodies. In the laboratory, a plasma can
be contained by electromagnetic fields or by the surface energy barriers formed at semiconductor interfaces. The electron, hole (e\(^-\), h\(^+\)) concentration in a semiconductor crystal could be interpreted as a two component (e\(^-\), h\(^+\)) weak plasma, superimposed onto fixed ionized cores of the crystal lattice. This is a general view considering that (1) charge quasi neutrality is also obeyed in semiconductor crystals, and (2) the degree of ionization in a semiconductor is a function of temperature, as is the case for plasmas.

A key difference is that the charge carrier pairs in a semiconductor are confined by the lattice and therefore, exhibit wave-like phenomena, due to which they can only exist in certain allowed energy states in the energy band structure of the semiconductor. The periodicity of the lattice affects the electron/ hole wavefunctions in the crystal, causing interference effects that create band-gaps/ forbidden energies within the electronic energy continuum of the material. These phenomena have diverse applications, and are heavily exploited in modern electronics for a variety of purposes. It is useful to gain an understanding about charge carrier transport in semiconductors, to interpret novel carrier transport phenomena in emerging, prototype technologies.

The following sections will summarize basic aspects of plasma physics, plasmonic response of materials, semiconductor physics and carrier transport phenomena. These topics are of interest to this thesis as they help interpret new experimental findings shown in later results chapters 4, 5, 6.
2.2 Theoretical and practical considerations

2.2.1 Energy bands, carrier distribution and temperature dependencies in semiconductors.

Figure 2.1: E-k diagrams of bulk Si, Ge and GaAs over the whole Brillouin zone (adapted from ref. [46]). Lowest energy gaps relative to the zone centre have been marked using gray boxes. Si and Ge are indirect gap materials while GaAs is a direct gap material.

The expressions, equations and concepts described in this section are adapted from text book ref.[45] (Chapter 1) and important topics are recapped here, for convenience.

Pure crystals of semiconductors have periodic lattice structures. Hence, electrons in the solid experience periodic potential, $V(r)$ from the solid-state ionic cores of the lattice. The energy-momentum (E-k) relationship of electrons in solids is developed by including the periodic interaction potential experienced by electrons in the lattice, and solving the time independent Schrödinger’s eq. (2.1) (see section 2.5.1 for more about the general Schrödinger’s wave equation).

$$\left[-\frac{\hbar^2}{2m} \nabla^2 + V(r)\right] \varphi_k(r) = E_k \varphi_k(r)$$

(2.1)

In the one electron approximation, the Bloch theorem arrives at an important result - The solution to Schrodinger’s equation for a periodic crystal are wavefunctions $\varphi_k(r)$ that are periodic in the direct lattice expressed in eq. (2.2),

$$\varphi_k(r) = e^{i\mathbf{k} \cdot \mathbf{r}} U_n(k, r) : \text{Bloch function}$$

(2.2)
Here, $U_n(k, r)$ is a periodic interaction potential, $n$ is the band index. The Bloch theorem also shows that the energy ($E_k$) is periodic in the reciprocal lattice. Consequently, it is possible and convenient to represent all the energy states of the system within the primitive cell of the reciprocal lattice. The Weigner-Seitz cell of the reciprocal lattice, i.e. the first Brillouin zone, is used to represent the energy states of the electrons (and holes) in $k$ space (reciprocal space). By plotting all the allowed energy states for a given material, one obtains the complete electronic band structure of the material.

Conditions of diffraction are met for certain wave-vectors in a periodic structure. This is readily confirmed in X-ray diffraction experiments. The electron wavefunctions in the lattice also undergo diffraction in the periodic crystal. Destructive interference of the electron wavefunction results in some forbidden energy states within the ‘allowed energy states’ distribution. This creates “band gaps” in the E-k diagrams and Pauli’s exclusion principle is obeyed by electrons and holes. E-k diagrams are commonly referred to as the energy band-structure of the material. The energy band structure of Si, Ge and GaAs for the complete first Brillouin zone are shown in Fig. 2.1 (adapted from ref. [46]). Electron energy is conventionally treated positive upwards and hole energy is treated positive downwards (negative for electrons). The shaded gray area represents the smallest band gap ($E_g$) for each semiconductor shown.

Si and Ge are indirect band gap semiconductors because the smallest energy gap does not occur directly above the valence band maximum. On the other hand, GaAs is a direct band gap material with the lowest energy gap occurring along the zone centre. The “forbidden” energy gap/ band gap ($E_g$) separates the conduction band (above) and valence band (below). The room temperature values of $E_g$ for Si, Ge and GaAs are 1.12 eV, 0.66 eV and 1.42 eV respectively. Several sub-bands constitute the conduction and valence band. The curvature of the E-k diagram is proportional to the effective mass ($m^*$) of electrons and holes. A sharp band corresponds to a smaller effective carrier mass, and a shallow band corresponds with larger effective carrier mass.

Un-doped semiconductors have a relatively small intrinsic carrier concentration (typical $n_i \sim 10^{10}-10^{13} \text{cm}^{-3}$) compared to the free electron density in metals ($10^{22} \text{cm}^{-3}$). We are mainly interested in the smallest energy gap ($E_g = E_C - E_V$) as electronic transitions in a semiconductor are most relevant within this energy interval. Charge carriers are thermally excited from the valence band to the conduction band at non-zero temperatures. In Si, Ge and GaAs (among other materials) the band gap has a negative temperature coefficient $\left(\frac{dE_g}{dT} < 0\right)$ and follows an empirical relationship with temperature given by eq. (2.3).
\[ E_g(T) = E_g(0) - \frac{\alpha T^2}{(\beta + T)} \]  

(2.3)

Here, \( \alpha \) and \( \beta \) are constants for a given material. At a given temperature, the electron density in the conduction band \( (n) \) of an intrinsic i.e. un-doped semiconductor is given by the density of available states \( N(E) \), and the occupation probability \( F(E) \), integrated over a range of energies, starting from the conduction band minimum \( (E_C) \) to the top of the conduction band (taken as \( \infty \)).

\[ n = \int_{E_C}^{\infty} N(E) \cdot F(E) \, dE \]  

(2.4)

At low temperatures and low carrier densities, the density of available states \( N(E) \) varies quadratically with energy, for energies close to the conduction band minimum.

\[ N(E) = M_c \frac{\sqrt{2}}{\pi^2} \frac{(E - E_C)^2}{\hbar^3} (m_{de})^{3/2} \]  

(2.5)

Here, \( M_c \) is the number of equivalent minima in the conduction band (6 in Si, 4 in Ge and 1 in GaAs). The density-of-states effective mass for electrons \( (m_{de}) \) is treated as a geometric mean of effective masses along the principal axes of constant energy surfaces for the different semiconductors. The occupation probability \( F(E) \) is given by the Fermi-Dirac distribution function eq. (2.6),

\[ F(E) = \frac{1}{1 + \exp \left( \frac{E - E_F}{kT} \right)} \]  

(2.6)

Here \( k \) is the Boltzmann constant and \( E_F \) is the Fermi level. The Fermi energy is defined as the energy at 0 K, below which all allowed energy states are occupied, and allowed states above \( E_F \) are all empty (carrier - energy distribution is a step function). The probability of occupation at the Fermi level is \( 1/2 \).

In a bulk semiconductor, the Fermi level may lie in the band gap, or within the conduction/valence band (degenerate), depending on temperature and doping level (ionized carrier density). In a metal, the Fermi level generally lies within a band (half-filled/ degenerate). In non-degenerate semiconductors, \( E_F \) lies several \( kT \) below the conduction band minimum \( E_C \) and eq. (2.4) is evaluated to give:
\[ n = N_c \exp\left(-\frac{E_C - E_F}{kT}\right) \]

where
\[ N_c = 2 \left(\frac{2\pi m_e kT}{\hbar^2}\right)^{3/2} \]  
(2.7)

Similarly, for holes one obtains:
\[ p = N_V \exp\left(-\frac{E_F - E_V}{kT}\right) \]

where
\[ N_V = 2 \left(\frac{2\pi m_h kT}{\hbar^2}\right)^{3/2} \]  
(2.8)

In a neutral, intrinsic semiconductor, the electron concentration is equal to the hole concentration, and is known as the intrinsic carrier concentration \( n_i \). Equating and rearranging eq. (2.7) and eq. (2.8) shows that for intrinsic semiconductors, the intrinsic energy \( E_i \) is equal to the Fermi level, written as eq. (2.9), which lies close to the mid gap energy. The \( \ln \) term on the R.H.S. involving \( N_C \) and \( N_V \) becomes small at ordinary temperatures and can be neglected, giving the intrinsic energy
\[ E_F = E_i = \left[\frac{E_C + E_V}{2}\right] + \frac{kT}{2} \ln \left(\frac{N_V}{N_C}\right) \]

giving
\[ n_i = \sqrt{N_C N_V} \exp\left(-\frac{E_g}{2kT}\right) \]  
(2.9)

This relationship is valid in the bulk semiconductor, but the situation at the surface may differ considerably, since FLP governs the equilibrium condition. However, the idea of charge neutrality in the material is a prerequisite for equilibrium and the effect of doping is included using the law of mass action eq. (2.10),
\[ n_i = \sqrt{np} \]  
(2.10)
Electrons or holes form the majority carriers depending on doping species’ density. If the dopants have a sufficiently small ionization energy, their presence in the semiconductor lattice leads to increased occupation of the corresponding majority carrier band in the semiconductor. At any given temperature, the bulk conductivity of the semiconductor is mainly determined by the number of carriers available in the majority carrier band, and their respective mobilities. Eqs. (2.7), (2.8) and (2.10) can be rearranged to evaluate the separation of the Fermi level from the majority bands, based on the assumption that the doping density is sufficiently higher than \( n_i \) and dopants are completely ionized. Similarly, the Fermi level separation to the intrinsic level can be obtained by using eq. (2.9) written for n-type doping as,

\[
E_F - E_i = \frac{kT}{2} \ln \left( \frac{N_D}{n_i^2} \right)
\]
with donor concentration $N_D$. One obtains a similar expression for acceptors for p-type doping. The effect of doping on majority carrier concentration in the semiconductor can be visualized schematically in Fig. 2.2. Flat band representations of the energy band structure are used, following standard conventions. These diagrams capture the essence of the electronic balance within the semiconductor. From eq. (2.6), the Fermi distribution depends on the temperature, as do the intrinsic electron and hole concentrations in the semiconductor eqs. (2.7), (2.8). At high temperatures, the thermally generated carrier population exceeds the doping concentration and the electronic behaviour is dominated by the intrinsic carrier population, until the material eventually melts or is chemically/structurally transformed and stops behaving like a semiconductor. The effect of increasing the impurity concentration on the Fermi level separation to the majority carrier band can equivalently be examined from the Fermi level separation from the intrinsic energy. Beyond a certain impurity concentration, the Fermi level will overlap the majority carrier band extrema i.e. the Fermi level – intrinsic energy separation will be equal to $\frac{E_g}{2}$. The semiconductor is said to be degenerately doped under such conditions.

For n-type doping, the impurity concentrations for the onset of degenerate doping in Si, Ge and GaAs can be evaluated to be $1.21 \times 10^{18}$ cm$^{-3}$, $4.31 \times 10^{17}$ cm$^{-3}$ and $7.66 \times 10^{16}$ cm$^{-3}$ respectively at room temperature.

In this thesis, the semiconductor substrates used (Si, Ge) mostly have doping concentrations below these values and so are either described as moderately doped (n-) e.g. $N_D \sim 1 \times 10^{17}$ cm$^{-3}$ or lowly doped (n+) e.g. $N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$ and are otherwise referred to as highly doped (n+) e.g. $N_D \sim 1 \times 10^{19}$ cm$^{-3}$.

2.2.2. Carrier transport phenomena at metal-semiconductor junctions

Metal-semiconductor (MS) Schottky barrier junctions are known as majority carrier devices and are used in high speed switching. Five main current transport processes are illustrated in Fig. 2.3, using the energy band diagram for a (positive voltage, $V$) forward biased, metal/semiconductor (n-type) contact. These are: (1) Emission over the barrier, (2) Tunnelling, (3) Recombination, (4) Diffusion of electrons and (5) Diffusion of holes. For high mobility semiconductors like Si and GaAs of low-moderate doping ($N_D < 10^{17}$ cm$^{-3}$), emission over the barrier i.e. thermionic emission is the dominant mechanism while for low mobility semiconductors, diffusion plays the dominant role. The thermionic emission-diffusion (TED) theory is a generalized synthesis of these two theories. In heavy doped semiconductors, tunnelling (field emission) becomes the dominant mechanism, and this mechanism is
Figure 2.3: Five basic current transport processes for Schottky barrier junctions under forward bias. (1) Thermionic emission (2) Tunnelling, (3) Recombination (4) Diffusion of electrons (5) Diffusion of holes. Figure re-produced from text book ref. [45]- Chapter 3.

responsible for the best ohmic contacts produced in the literature. A Schottky diode performs like an abrupt, one sided p-n junction, but unlike a p-n junction the charge storage time of a Schottky diode is extremely small, and it operates as a majority carrier device.

2.2.2.1. Thermionic Emission (TE) Theory

Thermionic emission theory assumes the Schottky barrier height, $\Phi_{Bn} \gg kT$. Further, it assumes that thermal equilibrium is established at the plane between the metal and semiconductor that determines emission (close to interface). Net current flow does not affect thermal equilibrium, so we superimpose the two current densities, from metal to semiconductor ($J_{MS}$) and semiconductor to metal ($J_{SM}$). Under these presumptions, when thermionic emission is the dominant mechanism, the electron Fermi level ($E_{Fn}$) is flat across the entire depletion region and bulk (Fig. 2.3). Now the shape of the barrier is irrelevant, and only the barrier height determines the current fluxes. $J_{SM}$ is the density of electrons ($n$) headed towards the barrier, with sufficient kinetic energy for emission, illustrated by process 1 in Fig. 2.3. If the average velocity in the x-direction is $\mathbf{v}_x$ then the conventional current density is given by eq. (2.11)

$$
\dot{J}_{SM} = \int_{E_{Fn}+q\Phi_{Bn}}^{\infty} q\mathbf{v}_x \, dn
$$

(2.11)

The lower limit ($E_{Fn} + q\Phi_{Bn}$) is the minimum energy required for thermionic emission from semiconductor into metal. Differentiating eq. (2.4), the electron density $dn$ in an incremental
energy interval is:

\[ dn = N(E)F(E)dE \]

\[ \approx \frac{4\pi(2m^*)^{3/2}}{\hbar^3} \sqrt{E - E_c} \exp\left(-\frac{E - E_c + \varphi_n}{kT}\right) dE \]

(2.12)

The energy terms in eq. (2.12) can be rewritten in terms of carrier velocity over energy intervals in the conduction band, under the assumption that all the energy of electrons in the conduction band is kinetic energy i.e.

\[ E - E_c = \frac{1}{2} m^* v^2 \]

Substituting for \( E - E_c \) in eq. (2.12) gives eq. (2.13),

\[ dn \approx 2 \left(\frac{m^*}{\hbar^3}\right)^3 \exp\left(-\frac{q\varphi_n}{kT}\right) \exp\left(-\frac{m^* v^2}{2kT}\right) \left(4\pi v^2 dv\right) \]

(2.13)

For the simple case where electron transport is parallel to the x-axis, eq. (2.11) is solved as per eq. (2.14),

\[ \vec{j}_{SM} = \left(\frac{4\pi q m^* k^2}{\hbar^3}\right) T^2 \exp\left(-\frac{q\varphi_n}{kT}\right) \exp\left(-\frac{m^* v_0 x^2}{2kT}\right) (-\vec{x}) \]

(2.14)

The velocity, \( v_{0x} \) is the minimum velocity in the x-direction to overcome the Schottky barrier. At equilibrium (\( V = 0 \)) there is a built-in potential energy (\( q\psi_{bi} \)), which is the energy difference between bulk conduction band minimum (\( E_C \)) and surface conduction band minimum (at the interface, with band bending). This band bending changes when a voltage (\( V \)) is applied and the Fermi level is shifted by \( qV \).

Hence,

\[ \frac{1}{2} m^* v_{0x}^2 = q(\psi_{bi} - V) \]

Substituting in eq. (2.14) we obtain eq. (2.15) for the equilibrium condition \( \psi_{bi} = \Phi_{Bn} \),

\[ |J_{SM}| = \left(\frac{4\pi q m^* k^2}{\hbar^3}\right) T^2 \exp\left(-\frac{q\Phi_{Bn}}{kT}\right) \exp\left(-\frac{qV}{kT}\right) \]
\[ J_{MS} = A^* T^2 \exp \left( -\frac{q\Phi_{Bn}}{kT} \right) \exp \left( -\frac{qV}{kT} \right) \]  
\hspace{1cm} (2.15)

with

\[ A^* = \left( \frac{4\pi q m^* k^2}{\hbar^3} \right) \]

\( A^* \) is the effective Richardson constant for thermionic emission[47]. When \( m^* \) is taken as the free electron mass (\( m_0 \)), the Richardson constant is a universal constant (\( A_0 = 120 \text{ A/cm}^{-2}\text{K}^{-2} \)). Here, the effects of optical phonon scattering, and quantum mechanical reflection are neglected. The Schottky barrier is lowered in the presence of electric field (Schottky effect). This barrier lowering effect (\( \Delta \Phi_B \)) can be included in eq. (2.15) as a function of voltage, but is not central to developing a basic picture of thermionic emission. For electrons in the metal crossing the interface into the semiconductor, the barrier height does not change with applied voltage bias. Hence, the current density \( J_{MS} \) should be constant even under bias, and must be equal to the equilibrium current density flowing from the semiconductor into the metal \( J_{SM} \) at equilibrium (\( V = 0 \)). Hence, the reverse current density \( J_{MS} \) is written as eq. (2.16),

\[ J_{MS} = A^* T^2 \exp \left( -\frac{q\Phi_{Bn}}{kT} \right) \tilde{x} \]  
\hspace{1cm} (2.16)

### 2.2.2.2. Diffusion Theory

Diffusion theory is derived using the following assumptions: (1) the Schottky barrier height, \( q\Phi_{Bn} \gg kT \), (2) electron collisions in the depletion region are included and (3) Carrier concentration at the interface (\( x = 0 \)) and edge of the depletion region (\( x = 0 \)) are unaffected by the current flow. In other words, the equation of continuity is assumed to hold true. In the steady state, the current density is independent of position (\( x \)) and is written as a sum of drift and diffusion current densities, given by eq. (2.17),

\[ J_x = J_n = q \left( n \mu_n \vec{E} + D_n \frac{dn}{dx} \tilde{x} \right) \]  
\hspace{1cm} (2.17)

Similarly, the current density equation for holes is given by eq. (2.18),

\[ J_p = q \left( p \mu_p \vec{E} - D_p \frac{dp}{dx} \tilde{x} \right) \]  
\hspace{1cm} (2.18)
Here, $\mu_n$ and $\mu_p$ are the electron and hole mobilities in the semiconductor. $D_n$ and $D_p$ are the diffusion coefficients of the semiconductor for electrons and holes. These two parameters are related by the Einstein relation eq. (2.19),

$$\mu = \frac{q}{kT} D$$

(2.19)

The electric field $\vec{E}$ is defined as the gradient of potential eq. (2.20),

$$\vec{E} = -\vec{\nabla} \phi$$

(2.20)

And so, with eqs. (2.19) and (2.20), eq. (2.17) is reduced to eq. (2.21),

$$|J_n| = D_n \left( \frac{n}{kT} \frac{dE_C}{dx} + \frac{dn}{dx} \right)$$

(2.21)

The depletion region width ($W_D$) is expressed in terms of the built-in potential, under the depletion approximation given by eq. (2.22),

$$W_D = \sqrt{\frac{2\varepsilon_s \psi_{bi}}{qN_D}}$$

(2.22)

For p-type semiconductors, $N_D$ is replaced with $N_A$. Using Poisson’s equation assuming uniform doping density (and complete ionization), the electric field variation in the $x$ direction is expressed as eq. (2.23),

$$E(x) = -qN_D(W_D - x)\hat{x}$$

(2.23)

Hence, the potential variation in the $x$ direction is obtained by integrating eq. (2.23) using appropriate boundary conditions for an abrupt junction in eq. (2.24),

$$\psi_i(x) = |E_{max}| \left( x - \frac{x^2}{2W_D} \right)$$

with

$$E_{max} = \frac{qN_D W_D}{\varepsilon_s}$$

(2.24)
Eq. (2.21) is solved analytically using an integrating factor \( \exp \left[ \frac{E_C(x)}{kT} \right] \) and boundary conditions: \( E_C(0) = q\Phi_{Bn} \); \( E_C(W_D) = q(\varphi_n + V) \). Since the electron density is known in terms of the Fermi level to conduction band separation eq. (2.7), the values of \( n(0) \) and \( n(W_D) \) are obtained easily in terms of \( \Phi_{Bn} \) and \( \varphi_n \) respectively. The final expression for current density is written in terms of voltage bias and built in potential in eq. (2.25). Image force was ignored in the derivation and so this expression is approximate.

\[
J_n \approx \frac{q^2D_nN_C}{kT} \sqrt{\frac{2qN_D(\psi_{bi} - V)}{\varepsilon_s}} \exp \left( -\frac{q\Phi_{Bn}}{kT} \right) \left[ \exp \left( \frac{qV}{kT} \right) - 1 \right] \tilde{x}
\]

\[
\approx q\mu_nE_{\text{max}} \exp \left( -\frac{q\Phi_{Bn}}{kT} \right) \left[ \exp \left( -\frac{qV}{kT} \right) - 1 \right] = J_D \left[ \exp \left( \frac{qV}{\eta kT} \right) - 1 \right] \tilde{x}
\]

(2.25)

Eq. (2.25) has a very similar form to the result obtained by thermionic emission theory eq. (2.15). Here, \( \eta \) is an ideality factor, normally \( \eta = 1 \) for low injection condition (small applied voltages). However, the saturation current density in diffusion theory (\( J_D \)) is sensitive to the applied bias and less sensitive to temperature, unlike \( J_{MS} \) obtained in thermionic emission theory eq. (2.16), which is more sensitive to temperature. It is generally assumed that the minority carrier density in the semiconductor is small. However, under sufficiently large forward bias, the minority carrier density can exceed the doping density, especially in low doped semiconductors (\( N \sim 10^{13} \text{ - } 10^{14} \text{ cm}^{-3} \)). Hence, there is an increase in majority carrier density, to balance the excess minority carriers and maintain charge neutrality. Net charge build-up creates an electric field and current flows and restores equilibrium, causing non-ideal behaviour (\( \eta = 2 \)). This condition is called High level injection (HLI).

2.2.2.3. Thermionic Emission-Diffusion (TED) theory

This theory includes the image force lowering effect into the previous derivations (sec. 2.2.1) and (sec. 2.2.2) and considers quasi Fermi level (\( E_{Fn} \)) variation across the depletion region, when voltage bias is applied. The energy band diagram in forward bias is shown schematically in Fig. 2.4 for an n-type semiconductor/ metal contact. Throughout the region between potential maximum (at \( x = x_m \)) to the edge of the depletion region (\( x = W_D \)), there will be a drift current \( J \) eq. (2.26),
Figure 2.4: Energy band diagram of a forward biased (+V) metal/semiconductor (n-type) contact, incorporating the Schottky effect. The electron quasi fermi level ($E_{Fn}$) is drawn to show the potential variation near the interface. Energies are measured from the Fermi level ($E_{Fm} = 0$). Figure re-produced from text book ref. [45]- Chapter 3.

\[ J = q \mu_n \frac{dE_{Fn}}{dx} \hat{x} \]  

(2.26)

The entire depletion region is believed to be isothermal i.e. electron and lattice temperatures ($T_e$ and $T_0$) are assumed to be equal, even when current flows through the material. The potential barrier profile is modified by image forces experienced by electrons approaching the metal surface (at the interface). The theory assumes that the region between $x = 0$ to $x = x_m$ behaves like a sink/ funnel for the incoming electrons into the metal. An average/effective recombination velocity ($v_R$) is introduced to describe the current density eq. (2.27),

\[ J = q(n_m - n_0)v_R \]  

(2.27)

Where $n_m$ is the electron density at the potential maximum ($x = x_m$) when current flows, and $n_0$ is a quasi-equilibrium/background electron density at ($x = x_m$), without the barrier lowering effect i.e. $E_{Fn}(x_m) = E_{Fm}$, obtained using eq. (2.7) to give eq. (2.28),

\[ n_0 = N_C \exp \left( - \frac{q\Phi_{Bn}}{kT} \right) \]  

(2.28)
Eq. (2.28) is the first boundary condition. Another boundary condition is obtained by using the Fermi level as the reference energy \(E_{\text{Fn}} = 0\), giving \(E_{\text{Fn}}(W_D) = qV\), shown schematically in Fig. 2.4.

Substituting eq. (2.7) in eq. (2.26) and integrating over potential maximum (at \(x = x_m\)), to the edge of the depletion region (\(x = W_D\)), \(E_{\text{Fn}}(x_m)\) is obtained in eq. (2.29),

\[
\exp\left(\frac{E_{\text{Fn}}(x_m)}{kT}\right) = \frac{v_D \exp\left(\frac{qV}{kT}\right) + v_R}{v_D + v_R}
\]

(2.29)

Where \(v_D\) is an effective diffusion velocity, eq. (2.30) associated with the transport of electrons from the edge of the depletion region to the potential maximum. The diffusion velocity will vary with temperature as the mobility of carriers is a temperature dependent quantity.

\[
v_D = D_n \exp\left(\frac{q\Phi_{\text{Bn}}}{kT}\right) \int_{x_m}^{W_D} \exp\left[\frac{E_C}{kT}\right] dx
\]

(2.30)

The final expression of thermionic emission diffusion current density \(J_{\text{TED}}\) is obtained written in eq. (2.31), obtained by substituting eqs. (2.26), (2.29), (2.30) into eq. (2.27),

\[
J_{\text{TED}} = \frac{a N_C v_R}{1 + \left(\frac{v_R}{v_D}\right)} \exp\left(-\frac{q\Phi_{\text{Bn}}}{kT}\right) \left[\exp\left(\frac{qV}{kT}\right) - 1\right] \tilde{x}
\]

(2.31)

The relative values of \(v_R\) and \(v_D\) in eq. (2.31) determine the contribution of thermionic emission and diffusion. The diffusion velocity can be approximated as \(v_D \approx \mu_n E_m\) and the thermal velocity \(v_R = \frac{A^* T^2}{qN_c} \sim 10^7 \text{ cm/s in Si and } \sim 10^8 \text{ cm/s in GaAs at room temperature.}\

It is noted that if \(v_D \gg v_R\), then the dominant mechanism is thermionic emission, while diffusion will dominate for \(v_D \ll v_R\) i.e. the rate limiting, slower process always determines the dominant mechanism. The semiconductor behaves like a thermionic emitter for the condition \(\mu_n E_m(x_m) > v_R\). Quantum-mechanical reflection was neglected in this treatment. When this is included, the effective Richardson constant is modified to include emission and scattering probabilities, and they appear in the reduced effective Richardson constant \(A^{**}\) in place of \(A^*\), but the form remains identical to eq. (2.31). For n-type Si, for low fields \((\sim 10^4 -10^5}\)
V/cm) $A^{**} = 110 \text{ Acm}^{-2}\text{K}^{-2}$ and for p-type Si, $A^{**} = 32 \text{ Acm}^{-2}\text{K}^{-2}$ over a wide range of temperatures.

The variation of the quasi Fermi level over distance is actually very small in moderately doped semiconductors (only ~ meV), and becomes even smaller with heavier doping. The Fermi level essentially remains flat throughout the depletion region, confirming the dominant mechanism for Si and GaAs Schottky diodes is thermionic emission of majority carriers, rather than diffusion.

### 2.2.2.4. Tunnelling in Metal - Semiconductor Contacts

![Energy band diagrams](image)

**Figure 2.5**: Energy band diagrams of a degenerately doped ( $q\varphi_n < 0$) semiconductor (n-type)/ metal contact, showing three main transport processes: TE, TFE and FE under **a**. Forward bias ($V_F$) and **b**. Reverse bias ($V_R$). Figure re-produced from text book ref. [45]- Chapter 3.

Thermionic emission is a temperature sensitive transport process. At lower temperatures, its contribution becomes negligible and tunnelling dominates the total current. Appreciable tunnelling current in metal semiconductor junctions is usually only observed using degenerately doped semiconductors. Eq. (2.22) shows an approximate relationship between the doping density, and width of the depletion region. When heavy doping is used (e.g. $N_D > 10^{17} - 10^{20}$ cm$^{-3}$, or higher) the barrier width can become considerably smaller, and a certain fraction of energetic electrons are transmitted across the interface by tunnelling. The current density equation for tunnelling takes the general form given by eq. (2.32),
\[ J = J_0 \left[ \exp \left( \frac{qV}{\eta kT} \right) - 1 \right] \]

(2.32)

\( J_0 \) is the saturation current density (extrapolated to 0 V). Here, \( \eta \) is called the “ideality factor”, which is related to the slope. For low doped semiconductors at room temperature, \( \eta \approx 1 \). For higher doping and/or lower temperatures, both \( \eta \) and \( J_0 \) increase. Quantum mechanical transmission of electrons through a barrier, at the Fermi energy is called Field emission (FE). Thermally excited carriers (away from the Fermi level) experience a thinner barrier. The associated tunnelling process is called Thermionic Field emission (TFE). Band bending in the semiconductor is approximately parabolic, and the effective width of the barrier width reduces for energies above the Fermi level, resulting in a thinner barrier. In TFE, the most probable tunnelling current flux arrives at the interface at an energy maximum \( (E_m) \) above the Fermi level, given approximately by eq. (2.33),

\[
E_m = \frac{q(\Phi_{Bn} - \varphi_n - V_F)}{\cosh^2 \left( \frac{E_{00}}{kT} \right)}
\]

(2.33)

At finite temperatures, the Fermi distribution and density of states describe the electron occupation density eq. (2.4). Three processes: TE, TFE and FE are illustrated for a degenerately doped semiconductor/metal contact, using energy band diagrams representing cases for forward bias, \( V_F \) (Fig. 2.5-a) and reverse bias, \( V_R \) (Fig. 2.5-b).

Generally, for planar metal-semiconductor contacts, the criterion that governs the dominant transport process is identified by comparing the thermal energy \( (kT) \) to a tunnelling parameter, \( E_{00} \), defined in terms of doping density, \( N \) in eq. (2.34),

\[
E_{00} = \frac{q\hbar}{2} \sqrt{\frac{N}{m^*\varepsilon_s}}
\]

(2.34)

The general selection criteria used to identify the dominant mechanism are given below:

- If \( kT \ll E_{00} \) i.e. at high doping level, FE is the main mechanism.
- If \( kT \approx E_{00} \) i.e. moderate doping level, TFE is the main mechanism, which is a combination of FE and TE.
- If \( kT \gg E_{00} \) i.e. low doping level, TE is the main mechanism.
2.2.3. MIS tunnel diode

Figure 2.6: Energy band diagrams for MIS contact using a non-degenerately doped \( (q\phi_n > 0) \) semiconductor (n-type) for a. forward bias and b. reverse bias. In forward bias (a.), the solid energy bands on the semiconductor side are drawn for equilibrium (0 V) where no net current flows. The dashed bands are drawn for when a forward voltage \( (V_F) \) is applied to the contact. In b, the band diagram is drawn only for when a reverse bias \( (V_R) \) is applied. Quasi Fermi levels for electrons \( (E_{Fn}) \) and holes \( (E_{Fp}) \) are indicated across the depletion region. In reverse bias, the quasi Fermi levels are split and the holes are in equilibrium with the metal \( (E_{Fm} = E_{Fp}) \). An enhanced minority carrier injection \( J_p \) occurs as the barrier for holes is small. Electron, hole recombination currents \( U_{en} \) and \( U_{ep} \) are intermediate transport processes due to interface states with energies within the band gap. Energy band diagrams adapted from refs.[48] and [49].

The previous section dealt with analyses of transport phenomena in conventional metal/semiconductor contacts. The semiconductor was assumed to be in quasi-equilibrium i.e. the electron and hole quasi Fermi levels were aligned when voltage bias was applied. This condition is disrupted by the introduction of a thin interfacial layer between the contact. The MIS (metal/insulator/semiconductor) tunnel diode exhibits lower current density, a smaller effective barrier height, and higher ideality factor \( (\eta) \). The current density is written as eq. (2.35),

\[
J = A^* T^2 \exp(-\sqrt{\xi}\delta) \exp\left(-\frac{q\Phi_{Bn}}{kT}\right) \left[\exp\left(\frac{qV}{\eta kT}\right) - 1\right] \tilde{r}
\]

Eq. (2.35) is a synthesis of eqs. (2.15) and (2.32), including the potential drop and material parameters of the thin interlayer.

The effective barrier height of the MIS contact, \( \xi \) (in eV) is lower than the corresponding MS contact barrier height \( \Phi_{Bn} \) without the interlayer, because potential is dropped across the thin interlayer region \( (\delta \sim 1-3 \text{ nm}) \). While the effective barrier height becomes smaller, charge carriers also experience added tunnel resistance from the interlayer. Hence, the interlayer
thickness appears as a sensitive parameter that governs the current density. The first exponential term in eq. (2.35), \( \exp\left(-\sqrt{\frac{t}{\delta}}\right) \) is the added tunnelling probability, and is a modification to the effective Richardson constant.

Introducing an interfacial oxide layer (intentionally or unintentionally) leads to the formation of charge traps at either interface - metal/insulator, or insulator/semiconductor, with densities \( D_{itm} \) and \( D_{its} \) respectively. Generally, for interlayer thickness \( \delta < 3 \) nm, the interface traps are in equilibrium with the metal, whereas for thicker oxides the traps are in equilibrium with the semiconductor. Introducing the oxide tunnel barrier reduces the overall thermionic emission current density, but because the quasi fermi levels of electrons and holes in the semiconductor are separated, minority carriers are unaffected, and their injection is enhanced by a diffusion like process. This phenomenon is exploited in light emitting diodes (LEDs), and in solar cell technology, by improving the open circuit voltage, which is always smaller than the band gap (\( V_{OC} < E_g \)). By reducing the effective barrier height, the quasi Fermi level of minority carriers is “depinned” in contrast to the conventional case (MS contact), where FLP usually governs the effective Schottky barrier height. When suitably high doping level is used, the reduction in the thermionic component is irrelevant, as tunnelling becomes the dominant transport process through the tunnel barrier.

For light (n-type) doping in the semiconductor, when the interlayer is sufficiently thick, the variation of the electron quasi-Fermi level \( (E_{Fn}) \) is the main driver of forward tunnel current (Fig. 2.6-a) [48]. The variation of \( E_{Fn} \) mainly occurs in the interfacial region, because \( E_{Fn} \) remains relatively constant throughout the depletion region, such that \( E_{Fn} = E_{Fs} \). In reverse bias, if the interlayer is sufficiently thin, holes near the surface readily tunnel through the interlayer, into the metal. This process causes the hole quasi Fermi level, \( E_{Fp} \), to maintain equilibrium with the metal i.e. \( E_{Fp} = E_{Fm} \) (Fig. 2.6-b) rather than the bulk semiconductor \( E_{Fp} \neq E_{Fs} \) [49]. Applying reverse bias therefore, causes the electron/ hole quasi Fermi levels to split. Minority carriers (holes) must diffuse towards the interface and preserve continuity with the tunnel current, and maintain equilibrium at the semiconductor surface. This equilibrium is lost when reverse bias is increased, causing the tunnel barrier to become effectively thinner for incoming carriers as the potential drop across the interlayer increases. Minority carriers from the semiconductor exhibit tunnel breakdown, leading to enhanced reverse current. Hot electrons in the metal may also participate in TFE reverse tunnelling at \( E_m \). The interface states allow excess electron/hole recombination currents, \( U_{cn} \) and \( U_{cp} \), respectively, which causes non-idealities and “Ohmic” I-V characteristics, instead of double exponent I-V characteristics, expected in the absence of interface states (ideal MIS tunnel diode).
2.2.4. Description of a plasma – macroscopic parameters

Plasma is often called the fourth state of matter as it is usually thought of as the final state, obtained by heating a solid into liquid, then a gas and finally the temperature is sufficiently high to cause considerable ionization of the gas, creating a plasma. Such a description may not be completely accurate, but is quite useful in understanding general particle dynamics. Most plasmas found in nature are very hot, e.g. gas giants and other massive astronomical bodies. The energy needed to ionize hydrogen is 13.6 eV and would require a tremendous amount of heat to cause ionization. The conditions to sustain a hydrogen plasma naturally require huge masses of hydrogen to create the necessary gravitational pressure, to reach the high temperatures required for ionization. Other methods of generating a plasma are photo-ionization, as is the case in our atmosphere, or DC/ RF discharge.

2.2.4.1. Debye Length and Charge Screening

Plasmas observe quasi charge neutrality i.e. the average free electron concentration \( n_e \) is considered approximately equal to the ion concentration \( Z_i n_{ion} \). Consider a singly ionized \( (Z_i = 1) \) nascent plasma with a background particle concentration \( n_0 \). One assumes a Boltzmann distribution for the electron and ion populations in the plasma, given by eq. (2.36),

\[
\begin{align*}
n_e &= n_0 \exp \left( \frac{q\Phi}{kT_e} \right) \\
n_{ion} &= n_0 \exp \left( \frac{-q\Phi}{kT_{ion}} \right)
\end{align*}
\]

(2.36)

Where \( T_e \) and \( T_{ion} \) are the average electron and ion temperature respectively. If a test charge \( Q \) is placed somewhere in the plasma, then the electric field \( \vec{E} \) due to this charge is given by gradient of electric potential (\( \Phi \)):

\[
\vec{E} = -\nabla \Phi
\]

(2.37)

The potential energy, P.E = \( \pm q\Phi \) for ions and electrons respectively and \( -q \) is the elementary charge of an electron. In a hot plasma, the electron and ion temperature are assumed to be equal. Using Poisson’s equation, the electric field is expressed in terms of net charge density \( (\rho) \) in eq. (2.38),

\[
\varepsilon_0 \nabla \cdot \vec{E} = \rho = q(n_{ion} - n_e)
\]

(2.38)
The variation of potential in space due to the test charge is assumed to be radially symmetric (no directional preference). Substituting eq. (2.37) into eq. (2.38) and working with the assumption that the temperature is sufficiently high \((\frac{q\Phi}{kT} \ll 1)\), using Maclaurin series for exponents on eq. (2.36) gives,

\[
\varepsilon_0 \nabla^2 \Phi = (qn_{\text{ion}} - qn_e)
\]

where, \(n_e = n_0 \left(1 + \frac{q\Phi}{kT}\right)\) and \(n_{\text{ion}} = n_0 \left(1 - \frac{q\Phi}{kT_{\text{ion}}}\right)\).

Upon substitution, we obtain eq. (2.39),

\[
\nabla^2 \Phi = \left(\frac{2q^2n_0}{\varepsilon_0 T}\right) \Phi
\]

(2.39)

i.e.

\[
\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial \Phi}{\partial r} = \left(\frac{2q^2n_0}{\varepsilon_0 T}\right) \Phi
\]

The coefficient on the right-hand side of eq. (2.39) has the dimensions \(L^{-2}\). It is therefore convenient to define a parameter \(\lambda_D\) called Debye length given by eq. (2.40).

\[
\lambda_D = \sqrt{\left(\frac{\varepsilon_0 T}{2q^2n_0}\right)}
\]

(2.40)

and eq. (2.39) could be re-written as eq. (2.41),

\[
\frac{1}{r^2} \frac{\partial}{\partial r} r^2 \frac{\partial \Phi}{\partial r} = \frac{\Phi}{\lambda_D^2}
\]

(2.41)

The solution to eq. (2.41) could be presumed to have a form \(F(r)\), like the potential variation caused by a charge in free space, having the general form:

\[
\frac{d^2 F}{dr^2} = \frac{1}{r} F(r)
\]

(2.42)

with \(\Phi = \frac{1}{r} F(r)\)
The solution for potential variation in space becomes a decaying exponential, assuming potential decreases away from the test charge $Q$ (the positive exponential solution is ignored). Hence, $F(r)$ has the form:

$$F(r) = C_1 \exp\left(-\frac{r}{\lambda_D}\right)$$

$C_1$ can be deduced by postulating that the screening property of the test charge will vanish at its location in space. Hence, close to the test charge, the potential varies as though it were a charge in free space, but decays exponentially over a distance, of the order of a Debye length. The Debye sheath formation is illustrated in Fig. 2.7 (left panel), along with its plot of potential vs. radial distance, away from the test charge. If the dimensions of the plasma are greater than the Debye length then individual charge interactions can be ignored, or rather the collective behaviour of millions of charges becomes more important, under given experimental conditions. The final solution is obtained as eq. (2.43),

$$\Phi = \frac{Q}{4\pi \varepsilon_0 r} \exp\left(-\frac{r}{\lambda_D}\right)$$

(2.43)
2.2.4.2. Plasma Oscillations and Response to Fields

The collective interaction of particles results in a swarm like behaviour with an oscillatory character. Consider the simple case of equal electron and ion charge densities \( n_e = n_{\text{ion}} = n_0 \) in a two-component plasma. Where there is instantaneous accumulation of electrons in space, the excess charge build-up produces an electric field that pushes them out further than they came in, resulting in a deficiency of electrons i.e. forming positive space charge (image). The electrons are then pulled back by this image charge, repeating the process, illustrated in Fig. 2.7 (right panel). This results in harmonic time oscillations in the background density \( n_0 \), known as plasma oscillations. The plasma oscillation occurs at the plasma frequency \( \omega_p \). A plasma can be resonantly excited by incident waves with frequencies comparable to \( \omega_p \).

The plasma frequency \( \omega_p \) is obtained by using Poisson’s equation and solving the equation of motion. An accumulation of charge results in a small variation in electron density \( n_1 \), which has an oscillatory nature in time. This is the net space charge – the instantaneous difference between the electron and background density. Hence, the electron density is written as a perturbation in the background density eq. (2.44).

\[
n_e = n_0 + n_1
\] (2.44)

Applying Poisson’s equation on the space charge region, we obtain eq. (2.45),

\[
\varepsilon_0 \nabla^2 \Phi = q (n_e - n_0) \quad \text{i.e.} \quad \nabla^2 \Phi = \frac{\partial n_1}{\partial t} \tag{2.45}
\]

In the presence of an electric field, particle dynamics are described by the equation of motion. The electric force is equal to the rate of change of momentum eq. (2.46),

\[
-q \mathbf{E} = m \frac{d\mathbf{v}}{dt} \approx m \frac{\partial \mathbf{v}}{\partial t}
\] (2.46)

If we assume the total time derivative to be equal to the partial time derivative, then we have one equation that describes the velocity of the electron fluid in terms of potential. The potential is known in terms of the density perturbation eq. (2.45). Another equation is obtained by using the equation of continuity eq. (2.47),

\[
\frac{\partial n_e}{\partial t} + \nabla \cdot (n_e \mathbf{v}) = 0
\] (2.47)

Substituting eq. (2.44) in eq. (2.47), assuming \( n_1 \) is small, and \( n_0 \) doesn’t change, we get eq. (2.48),
\[ \frac{\partial n_1}{\partial t} + \nabla \cdot (n_0 \bar{v}) = 0 \]  

(2.48)

Differentiating eq. (2.48) we get eq. (2.49),

\[ \frac{\partial^2 n_1}{\partial t^2} + n_0 \nabla \cdot \frac{\partial \bar{v}}{\partial t} = 0 \]  

(2.49)

Substitute eqs. (2.45), (2.46) into eq. (2.48) to obtain eq. (2.50),

\[ \frac{\partial^2 n_1}{\partial t^2} + \left( \frac{q^2 n_0}{m \varepsilon_0} \right) n_1 = 0 \]  

(2.50)

The solution to eq. (2.50) has the form:

\[ n_1 = n_{10} \exp(-i \omega_P t) \]

The coefficient of the second term on the left-hand side of eq. (2.50) has the dimensions of \( s^{-2} \). Hence, we define plasma frequency \( (\omega_P) \) as,

\[ \omega_P = \sqrt{\frac{q^2 n_0}{m \varepsilon_0}} \]  

(2.51)

Eq. (2.51) implies plasmas with high charge density will exhibit space charge oscillations at a higher frequency than those with low charge density. It is concluded that plasmas support space charge oscillations in time. The effect of temperature has been ignored in this derivation. When this is included, these plasma oscillations are called ‘plasma waves’. They move, they carry energy, like electromagnetic (EM) waves. Plasma waves are mostly responsible for accelerating electrons to very high energies up to GeV in thermo-nuclear reactors and some particle accelerators. Incident waves interact resonantly at the plasma frequency – leading to various phenomena such as heating the plasma or scattering, among others.

The plasma frequency\( (\omega_P) \), electron density \( (n_e) \), and electron temperature \( (T_e) \), are key properties that describe a plasma. Plasmas are characterized by their macroscopic properties such as: DC conductivity \( (\sigma_{DC}) \), Thermal conductivity \( (\chi_{th}) \) and refractive index \( (\eta) \). These quantities are given below without proof (see ref.[44] for detailed proofs).

The DC conductivity of the plasma is given by eq. (2.52).
\[
\sigma_{\text{DC}} = \frac{q^2 n_e}{mv}
\]

(2.52)

The collision frequency \( (v) \) varies with the electron temperature \( (v \sim T_e^{-3/2}) \). Thermal conductivity of the plasma is given by eq. (2.53). It also depends on the electron density, the collision frequency, and includes the thermal velocity \( (v_{th}) \).

\[
\chi_{\text{th}} = \frac{3}{4} \frac{v_{th}^2 n_e}{v}
\]

(2.53)

In a strongly ionized plasma (no neutrals) the collision frequency decreases with increasing temperature and the electrical and thermal conductivities of a plasma can attain values comparable to metals, or even higher. In very hot plasmas for e.g. in stars, they can be extremely large.

For an incident plane wave with phase velocity \( (v_{ph}) \), the refractive index \( (\eta) \) of the plasma is given by eq. (2.54).

\[
\eta = \frac{c}{v_{ph}} = \left[ 1 - \frac{\omega_p^2}{\omega^2} \right]^{1/2}
\]

(2.54)

Eq. (2.54) indicates that plasmas are a dispersive media i.e. refractive index depends on the incident wave frequency. Furthermore, \( \eta < 1 \), i.e. \( v_{ph} > c \), which is a peculiar behaviour. A wave with \( \omega < \omega_p \) does not penetrate a plasma, because refractive index becomes imaginary. Very similar behaviour is also observed in metals (see Sec. 2.5). Semiconductors have mobile electrons and holes, as well as fixed lattice ions. These materials qualify as solid-state plasmas and the concepts of plasma frequency, effective temperature, scattering, Debye screening etc. are inherent in their various theoretical formulations, used to study particle dynamics and system evolution. For semiconductors, the relative permittivity enters the equations, but their general forms remain. Similar expressions hold for metals like Au or Ag- Their plasma frequency is in the ultra- violet region and the Debye length is \( \sim \text{Å} \) dimensions, causing them to behave like charge mirrors, practically impervious to electric field upon excitation far below the plasma frequency. However, for excitation above the plasma frequency they become transparent.
2.2.4.3. Plasma Dynamics

<table>
<thead>
<tr>
<th>Species</th>
<th>Density</th>
<th>Mass</th>
<th>Charge</th>
<th>Drift velocity</th>
<th>Temperature</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electrons</td>
<td>$n_e$</td>
<td>$m_e$</td>
<td>$q$</td>
<td>$\bar{v}$</td>
<td>$T_e$</td>
</tr>
<tr>
<td>Ions</td>
<td>$n_{ion}$</td>
<td>$m_{ion}$</td>
<td>$Z_iq$</td>
<td>$\bar{v}_{ion}$</td>
<td>$T_{ion}$</td>
</tr>
<tr>
<td>Neutrals (atoms)</td>
<td>$n_n$</td>
<td>$m_n \approx m_{ion}$</td>
<td>0</td>
<td>0</td>
<td>$T_n$</td>
</tr>
</tbody>
</table>

Charge number ($Z_i$) = 1 for singly ionized atoms.

Table 2.1: Important macroscopic parameters used to describe a three component plasma.

Two important concepts – the equation of motion, and the equation of continuity, form the foundation of the theoretical analysis of plasmas. We are interested in understanding the response of plasmas to internal and external fields, such as a DC electric field or external magnetic field. The most important macroscopic parameters of a plasma are summarized in Table 2.1, which are used to obtain an equation that governs the drift velocity and the density evolution of these particles in the presence of an external electromagnetic fields.

In the first approximation, some assumptions are made about the plasma, (1) the electrons are the lightest particles in the plasma and we are mainly interested in understanding electron dynamics. (2) the ions and neutrals are assumed to be stationary. The effect of ion motion is also ignored. The plasma is a collisional swarm-like entity, and momentum is considerably randomized in nature. Collisions are assumed to be elastic, with an average change in momentum, per collision $\approx m\bar{v}$. With collision frequency ($\nu$), the momentum lost per second = $m\bar{v}$. This is the collisional drag force ($\vec{F}_{col}$) experienced by electrons. The ion velocity, $\bar{v}_{ion}$ is sometimes included for completeness eq. (2.55), but can be ignored. At a given temperature, the electron velocity is usually higher than the ion velocity, at least by a factor $\sqrt{m_{ion}/m_e}$.

$$\vec{F}_{col} = m_e\nu(\bar{v} - \bar{v}_{ion})$$  \hspace{1cm} (2.55)

In the presence of an electric and magnetic field, the electromagnetic forces on the electron are given by eq. (2.56) and eq. (2.57) respectively.
\[ \overline{F}_E = -q\overline{E} \]  
(2.56)

\[ \overline{F}_M = -q(\overline{\nu} \times \overline{B}) \]  
(2.57)

The two main components of the plasma, ions and electrons are treated like a Maxwellian gas in the absence of external fields. In the presence of external fields, the drift velocity can become non-uniform. Non-uniform particle densities may arise, which create partial pressure due to electron accumulation. Consider a volume element of unit area cross section, of width \( \Delta x \), where the electron pressure changes in the \( \hat{x} \) direction from \( P_e \), to \( P_e + \Delta P_e \). Then the net pressure on the volume element is \( \Delta P_e \), producing a net force on the volume element = \( -\Delta P_e \hat{x} \).

The net force per electron due to partial pressure is given by eq. (2.58).

\[ \overline{F}_{PP} = -\frac{\Delta P_e}{n_e \Delta x} \hat{x} = -\frac{1}{n_e} \frac{\partial (n_e T_e)}{\partial x} \hat{x} \]  
(2.58)

\( \overline{F}_{PP} \) can be generalized in three dimensions using the del operator, instead of the partial derivative used in eq. (2.58). Summing the forces in eqs. (2.55) to (2.58) and ignoring ion motion in eq. (2.55), the complete equation of motion is written as eq. (2.59)

\[ \overline{F}_{net} = m_e \frac{d\overline{\nu}}{dt} = -q\overline{E} - m_e \overline{\nu} \overline{v} - q(\overline{\nu} \times \overline{B}) - \frac{1}{n_e} \nabla (n_e T_e) \]  
(2.59)

The velocity terms (on RHS) in eq. (2.59) will vary with location, so velocity field \( \overline{\nu}(\overline{r}, t) \) is considered instead, and time average velocity needs to be calculated. In this case the total and partial derivatives are not equal.

\[ \frac{d\overline{\nu}}{dt} \neq \frac{\partial \overline{\nu}}{\partial t} \]

Using Taylor expansion, the relationship between total and partial derivatives is written as:

\[ \frac{d\overline{\nu}}{dt} = \frac{\partial \overline{\nu}}{\partial t} + \overline{\nu}.\nabla \overline{\nu} \]  
(2.60)

The second term in the RHS of eq. (2.60), \( \overline{\nu}.\nabla \overline{\nu} \) is called the convective derivative. It is attributed to many non-linear phenomena in plasmas, such as harmonic generation, parametric instabilities and electron heating. Now the expanded equation of motion is written as eq. (2.61),
\[ m_e \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] = -q \vec{E} - m_e \vec{v} \vec{v} - q (\vec{v} \times \vec{B}) - \frac{1}{n_e} \nabla (n_e T_e) \]

(2.61)

In weak fields, the non-linear terms are ignored to obtain the linearized equation of motion. The equation of continuity is applied to the electron density by considering a flux \((n_e \vec{v})\). Steady state is described by eq. \((2.62)\),

\[ \frac{dn_e}{dt} + \nabla (n_e \vec{v}) = 0 \]

(2.62)

Since moving charges produce electric and magnetic fields, the equation of motion eq. \((2.61)\) and equation of continuity eq. \((2.62)\) are combined with Maxwell’s equations of electrodynamics, to obtain complete solutions. In gaseous plasmas, polarization and magnetization / dipole moments are usually ignored.

Consider a simple case of uniform electric field applied to a plasma (or equally, to a semiconductor). To obtain drift velocity, we make further simplifying assumptions. We presume the density and temperature in the plasma is uniform. Hence, the pressure gradient is ignored. Magnetic field is absent. The external source produces uniform electric field, \(\vec{E} = \vec{E}_0\) (independent of position). Hence, the response, \(\vec{v}\) is also independent of position. Therefore, the convective derivative term becomes zero, and the equation of motion is reduced to eq. \((2.63)\),

\[ m_e \left( \frac{\partial \vec{v}}{\partial t} \right) = -q \vec{E}_0 - m_e \vec{v} \vec{v} \]

(2.63)

In the steady state, the collisional force balances the electric force and velocity becomes constant. The steady state drift velocity, \(\vec{v}\) is given by eq. \((2.64)\),

\[ \vec{v} = \frac{-q \vec{E}_0}{m_e \nu} \]

(2.64)

The current density \(\vec{j}\) is defined as the charge flowing per unit area, per unit time eq. \((2.65)\).

\[ \vec{j} = q n_e \vec{v} \]

(2.65)

Substituting, eq. \((2.64)\) into eq. \((2.65)\), the current density is written as eq. \((2.66)\) in terms of the electrical conductivity \(\sigma\),
\[ \mathbf{j} = \left( \frac{q^2 n_e}{m_e v} \right) \mathbf{E} = \sigma \mathbf{E} \]  

(2.66)

2.2.4.4. Plasma Field and Non-Equilibrium Phenomena

The coefficient on the RHS of eq. (2.66) is called the DC conductivity (\( \sigma \)). It is important to note that the DC conductivity of electrons in a plasma can be much higher than a metal. Consider typical values in a hot plasma (\( n_e = 10^{20} \text{ m}^{-3} \) and \( v = 10^3 \text{ s}^{-1} \)) and a metal (\( n_e = 10^{28} \text{ m}^{-3} \) and \( v = 10^{12} \text{ s}^{-1} \)). Furthermore, the conductivity of metals gets worse at higher temperatures due to electron phonon interactions (\( v_{e-ph} \sim T^{1/2} \)), while the conductivity of a plasma increases with temperature (\( v \sim T^{-3/2} \)). The conductivity of a semiconductor also increases at higher temperature, although this is mainly because the intrinsic carrier concentration increases exponentially with temperature, eq. (2.9). When an electric field is applied, the work done by the electric force, per second is,

\[ = -e \mathbf{E} \cdot \mathbf{v} = \frac{q^2}{m_e v} E_0^2 \]

Hence, electrons receive energy from the field. If the mean fraction of excess energy lost per collision is \( \delta \), then the average kinetic energy of electrons (\( \frac{3}{2} T_e \)) is obtained in eq. (2.67) by taking time average,

\[ \frac{\partial}{\partial t} \left( \frac{3}{2} T_e \right) = -e \mathbf{E} \cdot \mathbf{v} - \frac{3}{2} \delta (T_e - T_0) v \]

(2.67)

Here, \( T_0 \) is the temperature of the ion or heavy scatterer. If \( T_e > T_0 \) then a fraction (\( \delta \)) of energy is dissipated during collisions. If \( T_e \approx T_0 \) then the energy lost in collisions is neglected. The second term in the RHS of eq. (2.67) is called the loss rate. The values of \( \delta \) are usually \( \sim 10^{-3} \) in bulk semiconductors, and \( \approx m_e/m_{ion} \) (\( \sim 10^{-4} \)) for the case of elastic collisions in a fully ionized plasma. In the case of semiconductors and weak plasmas, the collision frequency increases with temperature approximately as eq. (2.68),

\[ v = v_0 \left( \frac{T_e}{T_0} \right)^{1/2} \]

(2.68)

Substituting eq. (2.68) in eq. (2.67) and solving for the steady state gives eq. (2.69).
\[
\left( \frac{T_e}{T_0} - 1 \right) \frac{T_e}{T_0} = \left[ \frac{2}{3} \frac{q^2}{m_e v_0 \delta T_0} \right] E_0^2 = \frac{E_0^2}{E_p^2}
\]

(2.69)

The RHS coefficient in eq. (2.69) has the dimensions of \(m^2 V^{-2}\), and its inverse square root is called the plasma field \((E_p)\). The plasma field is a very important quantity, as it is the threshold field required to heat electrons above the equilibrium temperature \(T_0\). This threshold is not very large in high mobility semiconductors. An important distinction between electron transport in semiconductors and plasmas, is the phenomenon of negative differential conductance (NDC). Unlike semiconductors, there is no variation of electron mass in a plasma for particle speeds \(< c\) (speed of light). Whereas, in a semiconductor, the electron/ hole effective mass usually increases for higher energies in the conduction/ valence band. An example of this phenomenon is found in n-GaAs, known as Gunn oscillations, after J.B. Gunn[45]. Applied electric field strength greater than the plasma field \((E_0 > E_p)\) causes promotion of carriers to higher energy bands \((\Gamma \rightarrow L, \text{see Fig. 2.1})\), where the effective mass \((m^*)\) increases and conductivity decreases as per eq. (2.66). This leads to drifting charge domains that propagate in the crystal. When a domain arrives at the edge of the crystal/contact, the current receives a boost and returns to equilibrium value after a recovery period. The period of current oscillations can be engineered by modifying the length of the substrate. This is the cheapest method to produce microwave signals (Gunn diode).

In a hot plasma, the collisions are between electrons and ions (fully ionized plasma). The total velocity, \(v_{\text{total}} = v_{\text{th}} + v_d\) (thermal and drift velocity) is used in the derived expressions, most importantly appearing in the collision frequency \((u_{e-\text{ion}})\), which varies with the carrier velocity as \(u_{e-\text{ion}} \sim v_{\text{total}}^{-3}\). However, the collisional forces do not increase indefinitely with increasing velocities. The collisional drag force reaches a peak value when \(v_d \sim v_{\text{th}}\) and decreases with further increase in the electric field strength. Hence, unlike in solids/ semiconductors, the particles in a hot plasma can be accelerated in a non-equilibrium manner beyond this stage. The electric field required to cause the collision frequency to peak at its maximum (before decreasing upon further increasing electric field strength) is called the Dreicer field \((E_D)\)[50][51]. A steady state cannot be achieved for \(|E| > E_D\) and runaway effects are observed.
2.2.5. Dielectric response of semiconductors and metals

Sec. 2.2.4. provided a basic description of gaseous plasmas and their response to external electromagnetic (EM) fields, Debye sheath formation, plasma oscillations, non-linear responses of a plasma, and runaway effects. Similar phenomena and responses are also produced in semiconductors, described by the Lorentz model and in metals, described by the Drude Lorentz model. The Lorentz model is described first, to inspect the dielectric response of a dielectric medium e.g. semiconductor. The condition for resonance is described as it is a topic of interest to this thesis.

In the absence of external EM field the electron cloud around the nucleus of atoms in a dielectric material are assumed to have zero dipole moment. In the presence of electric field, the electron cloud around the nucleus is displaced/stretched, and the material is said to be polarized in response to the applied field. The nucleus exerts a restoring force on the displaced electrons. For small DC electric fields (sufficiently below ionization), the external electric force will be balanced exactly by the internal restoring force exerted by the nucleus. Once the applied field is removed, the electron cloud will perform a harmonic oscillation about the atom’s nucleus.

For a similar experiment using DC magnetic field, the oscillation would occur in the direction the spin axis for the electrons orbiting the nucleus. There are dissipative forces at work which damp these oscillations and restore equilibrium/steady state. In general, any harmonic oscillation can be studied using the analogy of a mass on a spring and studying its impulse response. For the first case of applied electric field \( \mathbf{E} \), polarization \( \mathbf{P} \) is induced between the nucleus and displaced electron cloud. Using Maxwell’s first law, we can write the displacement \( \mathbf{D} \) and simplify to eq. (2.70) as,

\[
\mathbf{D} = \mathbf{\varepsilon}_0 \mathbf{E} + \mathbf{P} \\
= \mathbf{\varepsilon}_0 \mathbf{E} + \mathbf{\varepsilon}_0 \chi \mathbf{E},
\]

Where \( \mathbf{\varepsilon}_0 \mathbf{E} \) is the displacement of charge in free space with the polarization \( \mathbf{P} = \mathbf{\varepsilon}_0 \chi \mathbf{E} \). Here \( \chi \) is the electric susceptibility giving,

\[
\mathbf{D} = \mathbf{\varepsilon}_0 (1 + \chi) \mathbf{E},
\]

which is rewritten in terms of complex relative permittivity \( \mathbf{\varepsilon}_r = (1 + \chi) \) as,

\[
\mathbf{D} = \mathbf{\varepsilon}_0 \mathbf{\varepsilon}_r \mathbf{E}
\]

(2.70)
The electric susceptibility is the impulse response of the dielectric medium to the electric field. Now the equation of motion is written as eq. (2.71) describing the electron cloud using the mass on a spring analogy. Here the restoring “spring force” is written explicitly in terms of $\omega_0$ which is the natural frequency, to study the condition of resonance where displacement ($\vec{r}$) of electron density from the nucleus reaches a maximum. A damping constant $\Gamma$ is used to include the dissipative losses in the oscillation.

$$m \frac{\partial^2 \vec{r}}{\partial t^2} + m \Gamma \frac{\partial \vec{r}}{\partial t} + m \omega_0^2 \vec{r} = -q \vec{E}$$

(2.71)

Resonance occurs when the phase difference between the displacement and driving force is $\frac{\pi}{2}$. Secondary waves are emitted by the individual atoms undergoing resonant excitation which interfere with the driving field, leading to several interesting nonlinear phenomena.

To perform a harmonic analysis, take Fourier transform of eq. (2.71) and simplify to obtain $\vec{r}(\omega)$ in eq. (2.72),

$$\vec{r}(\omega) = -q \frac{\vec{E}(\omega)}{m \omega_0^2 - \omega^2 - j \omega \Gamma}$$

(2.72)

Giving the dipole moment $\vec{p}(\omega) = -q \vec{r}(\omega)$, expanded in eq. (2.73),

$$\vec{p}(\omega) = -q^2 \frac{\vec{E}(\omega)}{m \omega_0^2 - \omega^2 - j \omega \Gamma}$$

(2.73)

Eq. (2.73) is rewritten in terms of the Lorentz polarizability $[\alpha(\omega)]$, as $\vec{p}(\omega) = [\alpha(\omega)] \vec{E}(\omega)$. The Lorentz polarizability is a tensor quantity but is written here in its scalar form $\alpha(\omega)$ for simplicity in eq. (2.74).

$$\alpha(\omega) = -q^2 \frac{1}{m \omega_0^2 - \omega^2 - j \omega \Gamma}$$

(2.74)

Eq. (2.74) gives the Lorentz polarizability of a single atom. To account for the effect of all the atoms in a lattice, statistical averages are taken over the entire volume of the dielectric. The polarization per unit volume is written in terms of the atomic density $N$ in eq. (2.75).

$$\vec{P}(\omega) = N(\vec{p}(\omega)) = \varepsilon_0 \chi(\omega) \vec{E}(\omega)$$

(2.75)
And one obtains an expression for the susceptibility in eq. (2.76) using eqs. (2.73), (2.74) and (2.75).

\[
\chi(\omega) = \frac{N\alpha(\omega)}{\varepsilon_0} = \left(\frac{Nq^2}{\varepsilon_0 m}\right) \frac{1}{\omega_0^2 - \omega^2 - j\omega\Gamma}
\]

(2.76)

Comparing to eq. (2.51) a similar term appears on the R.H.S. of eq. (2.76). This is the plasma frequency \(\omega_p\) and is used to define the complex permittivity \(\varepsilon_r\) of the dielectric in eq. (2.77).

\[
\varepsilon_r(\omega) = \left(1 + \chi(\omega)\right) = 1 + \frac{\omega_p^2}{\omega_0^2 - \omega^2 - j\omega\Gamma}
\]

(2.77)

Which can be separated into the real part \(\varepsilon_r'(\omega)\) and imaginary part \(\varepsilon_r''(\omega)\),

\[
\varepsilon_r'(\omega) = 1 + \omega_p^2 \frac{\omega_0^2 - \omega^2}{(\omega_0^2 - \omega^2)^2 + \omega^2\Gamma^2}
\]

(2.78)

\[
\varepsilon_r''(\omega) = \omega_p^2 \frac{\omega\Gamma}{(\omega_0^2 - \omega^2)^2 + \omega^2\Gamma^2}
\]

(2.79)

Eq. (2.78) suggests that for \(\omega > \omega_0\), the resonant frequency, \(\varepsilon_r'(\omega) < 1\) and becomes negative at high frequencies. The imaginary term \(\varepsilon_r''(\omega)\) only exists when there is loss and when there is loss, the real part \(\varepsilon_r'(\omega)\) also contributes to it. Both these quantities are closely related to optical properties of the dielectric such as refractive index, absorption coefficient and reflectance, which have implications towards several physical phenomena.

Maximum absorption occurs at resonance, a property that is exploited in semiconductor solar cells by designing them to operate under resonant conditions and obtain higher photocarrier excitation from the absorbed light. On the other hand applications in communication have devices and carrier mediums designed to operate far from resonance to reduce losses and increase transmittance.

For metals the Lorentz parameters are simplified and are called Drude parameters. In metals with a high density of conduction electrons, the restoring force considered in the mass on spring model is negligible. Unlike dielectrics the electron cloud is not localized around the atom’s nucleus and \(\omega_0 \approx 0\), so the complex dielectric function is reduced to eq. (2.80).
\[ \varepsilon_r(\omega) = 1 - \frac{\omega_p^2}{\omega^2 + j \omega \Gamma} \]  \hspace{1cm} (2.80)

and the plasma frequency is written now in terms of the free electron density \(N_e\) and effective mass \(m_e\) in eq. (2.81) with an identical form to eq. (2.51).

\[ \omega_p = \frac{N_e q^2}{\varepsilon_0 m_e} \]  \hspace{1cm} (2.81)

Here the damping term \(\Gamma\) is written in terms of a mean collision rate \(\tau\), which is the mean momentum scattering time for the conduction electrons in the lattice, \(\tau = \frac{1}{\Gamma}\), and Eq. (2.80) is rewritten in terms of real and imaginary parts in eq. (2.82).

\[ \varepsilon_r(\omega) = \left(1 - \frac{\omega_p^2 \tau^2}{1 + \omega^2 \tau^2}\right) + j \left(\frac{\omega_p^2 \tau^2}{1 + \omega^2 \tau^2}\right) \]  \hspace{1cm} (2.82)

In practice, metals are often described in terms of their real valued permittivity and conductivity, which is deduced using Ampere’s circuit law eq. (2.83),

\[ \nabla \times \vec{H} = j \omega \varepsilon_0 \varepsilon_r \vec{E} = \sigma \vec{E} + j \omega \varepsilon_0 \varepsilon_r \vec{E} \]  \hspace{1cm} (2.83)

which by rearranging terms on L.H.S. and R.H.S. shows that,

\[ \varepsilon_r = \varepsilon_r - j \frac{\sigma}{\omega \varepsilon_0} \]  \hspace{1cm} (2.84)

The conductivity \(\sigma\) is obtained by comparing terms in eq. (2.84) and eq. (2.82), and with the DC conductivity defined as \(\sigma_0 = \varepsilon_0 \omega_p^2 \tau^2\) identical to eq. (2.52) is written in eq. (2.85) as,

\[ \sigma = \frac{\sigma_0}{1 + \omega^2 \tau^2} \]  \hspace{1cm} (2.85)

The complex refractive index \((\tilde{\eta})\) is defined in eq. (2.86),

\[ \tilde{\eta} = \sqrt{\varepsilon_r} \]  \hspace{1cm} (2.86)

Eqs. (2.86) and (2.80) give eq. (2.87), which has an identical form to eq. (2.54).
\[ \eta = \left( 1 - \frac{\omega_p^2}{\omega^2 + j\Gamma} \right)^{\frac{1}{2}} \]  

(2.87)

It is observed from eq. (2.87) that for excitation above the plasma frequency the metal becomes transparent as loss vanishes and \( \eta \approx 1 \). An extreme case is seen for e.g. using X-Rays. For excitation near the plasma frequency, both real and imaginary terms in the permittivity are significant and maximum loss occurs i.e. most of the incident wave is attenuated. The absorbed energy may be dissipated via several processes that depend on the material geometry, material properties, temperature etc. Such phenomena are actively researched in the research field called plasmonics e.g. in plasmon resonance enhanced solar cells. For excitation below the plasma frequency, the permittivity becomes imaginary and metals behave like good conductors. For this reason, metallic structures are generally operated below the plasma frequency. Typical plasma wavelengths for metals lie in the ultraviolet (82 – 137 nm).

2.2.6. A brief review of Quantum tunnelling

This brief review is aimed at developing a basic understanding of transmission across electrostatic barriers. This section will close the chapter by describing Quantum tunnelling more generally, with focus on sharp metal tips and field emission.

2.2.6.1. Historical Perspective

The history of field emission dates to the early 1900’s. Electron emission into vacuum was observed from sharp metal tips, placed under high voltage bias, against a metal collector. Electrons in a metal object are confined by the surface barrier, and only small saturation current density i.e. thermionic emission should be observed from the tip, obeying eq. (2.15). The experimental setup is illustrated in Fig. 2.8 along with flat band representations for equilibrium (\( V_{\text{bias}} = 0 \)), when the vacuum level is flat across the gap, and for increasing applied bias, where it develops a slope. When bias is applied, the barrier develops a finite width. Classically, above the barrier, electrons obey the equation of motion \( (F = ma) \), and transmission through the barrier is forbidden. However, experimentally it was observed that current exhibits a voltage dependence. This implies there must be a process by which electrons are transmitted across barriers. A fundamental breakthrough came in 1923, with the de Broglie hypothesis. This was the first formal postulation of “matter waves”, the idea that matter has both particle and wave nature. The electron emission into vacuum was later successfully
Classical picture

![Classical picture of field emission from sharp metal tips in a vacuum gap, or into a conductive substrate.](image)

**Figure 2.8** - The classical picture of field emission from sharp metal tips in a vacuum gap, or into a conductive substrate. The emitter and collector (tip/substrate) are represented as potential wells occupied up to the Fermi energy (shaded blue). No current flows when \( V_{\text{bias}} = 0 \) and the vacuum level is flat across the gap. Increasing \( V_{\text{bias}} \) creates a barrier with finite width. Classical theory cannot explain the field emission phenomena.

explained in terms of quantum interference phenomena in electrons arriving at the potential barrier. A similar duality is observed in light, which can travel like rays or waves depending on the scale of confinement \((d)\). Either particle or wave nature is manifested as illustrated in Fig. 2.9. The de Broglie wavelength, \( \lambda_{\text{de Broglie}} \) is given by eq. (2.88), related to the Planck constant \( h \) and momentum \( p \).

\[
\lambda_{\text{de Broglie}} = \frac{h}{p}
\]  

(2.88)

If electrons are nearly free i.e. \( d \gg \lambda_{\text{de Broglie}} \), then particle nature is observed. Whereas, if \( d \approx \lambda_{\text{de Broglie}} \), wave nature is observed (e.g. in a crystal lattice). In 1926, Erwin Schrödinger developed the famous axiom – the Schrödinger wave equation, which finally offered a substantial advance towards explaining the emission from sharp metal tips, in a biased vacuum gap. The Schrödinger wave equation describes the wave field and motion of the “matter waves”
Wave-particle duality

Light | Particle
---|---
$d > \lambda$ | $d >> \lambda_{de\ Broglie}$
Ray nature | Particle nature

$d \sim \lambda$ | $d \sim \lambda_{de\ Broglie}$
Wave nature | Wave nature

Figure 2.9 – Wave particle duality. Light and particles both exhibit wave particle duality as the confinement $d$ scales from macroscopic dimensions, down to lengths comparable to the de Broglie wavelength ($\lambda_{de\ Broglie}$).

proposed by de Broglie, including evolution in time and position. Waves are delocalized in space and can interfere with one another (or with themselves, e.g. in the double slit experiment). This would suggest that that electrons are physically smeared out into space.

However, this view was later corrected by Max Born, who suggested that the wavefunction should be interpreted as a probability amplitude instead. There is an inherent uncertainty embedded in the quantum nature of reality. Hence, only averages/ expectation values can be formulated. Quantum mechanics offers analogues to all the classical quantities such as momentum, position etc. in terms of expectation values i.e. probability amplitudes, integrated over all allowed energies. This allows one to study the system’s evolution in time and space.

As per the postulates of Quantum mechanics, the probability of finding an electron at a position $r$ is given by eq. (2.89), where the wavefunction $\psi(\vec{r})$ is normalized and multiplied by its complex conjugate $\psi^*(\vec{r})$ and integrated over an open interval.
Figure 2.10 – Solutions to Schrödinger’s equation are obtained for regions outside, and including a square barrier \((z = 0 \text{ to } z = d)\) of height \(V_0\). The potential \(U(z)\) is known and only energies \(E < V_0\) are considered in the analysis.

\[
\text{Probability} = \int_{-\infty}^{\infty} \psi(\mathbf{r})\psi^*(\mathbf{r}) d^3\mathbf{r}
\]  \hspace{1cm} (2.89)

And the expectation value for a measured physical quantity \(X\), is its average, given by eq. (2.90),

\[
\langle X \rangle = \int_{-\infty}^{\infty} \psi(\mathbf{r}) \ X \ \psi^*(\mathbf{r}) \ d^3\mathbf{r}
\]  \hspace{1cm} (2.90)

The Hamiltonian operator \(H\) is defined as eq. (2.91),

\[
H = -\frac{\hbar^2}{2m} \nabla^2 + U(\mathbf{r})
\]  \hspace{1cm} (2.91)

Where \(U(\mathbf{r})\) is the interaction potential, which describes how a particle of mass \(m\), will interact with its environment. The first term is related to the kinetic energy of the particle. Schrödinger wave equation is written as eq. (2.92), which is the compact form of eq. (2.1).

\[
H \ \psi = E \ \psi
\]  \hspace{1cm} (2.92)

Eq. (2.92) needs to be solved for \(\psi\) over all allowed energies. Tunnelling occurs in the barrier region, between the classical regimes and particles are freed from a finite barrier (up to ~ 3 nm). Fowler and Nordheim solved the time independent Schrödinger’s equation for the emission problem, by finding detailed solutions for the wavefunction \(\psi\), which will not be covered here. Their work showed that the electron wavefunction decays exponentially in the barrier region, but the electron energy remains unchanged! Wave-packets are propagated across the barrier.
into vacuum where classical laws are obeyed. Although the actual shape of the potential barrier is not known, we are mainly interested in identifying the functional form of the tunnelling probability, which is presumed have similar characteristics regardless of the details of the barrier shape. The square barrier is chosen to obtain this insight, as eq. (2.92) can be solved analytically for this case. The problem is illustrated in Fig. 2.10, for a square barrier (thickness d, height V₀). Solutions for the wavefunction are written for each region on either side of, and including the square barrier. For all energies \( E < V₀ \), eq. (2.92) is rewritten as eq. (2.93).

\[
-\frac{\hbar^2}{2m} \frac{d^2\psi}{dz^2} + U(z)\psi = E\psi
\]  
(2.93)

The solutions to eq. (2.93) have the form:

\[
\psi_1 = e^{ikz} + Ae^{-ikz}
\]  
(2.94)

\[
\psi_2 = B e^{-\alpha z} + C e^{\alpha z}
\]  
(2.95)

\[
\psi_3 = D e^{ikz}
\]  
(2.96)

where,

\[
k^2 = \frac{2mE}{\hbar^2}
\]  
(2.97)

\[
\alpha^2 = \frac{2m(V₀ - E)}{\hbar^2}
\]  
(2.98)

Here A, B, C, D are constants in eqs. (2.94-2.96). If eq. (2.93) is written in its time dependent form, with its complex conjugate, differentiating eq. (2.89) in time, followed by substitution allows us to define a probability current density \( J_{\text{prob}} \) given by eq. (2.99)

\[
\vec{J}_{\text{prob}} = -\frac{i\hbar}{2m} \left[ \psi^* \frac{d\psi}{dz} - \psi \frac{d\psi^*}{dz} \right] \hat{z}
\]  
(2.99)

With the solutions for wavefunctions at hand in eqs. (2.94-2.98), the transmitted current density \( J_{\text{trans}} \) and incident current density \( J_{\text{inc}} \) can be written in terms of transmission probability \( T \) in eq. (2.100),
\( J_{\text{trans}} = -\frac{i\hbar}{2m} \left[ \psi_3^* \frac{d\psi_3}{dz} - \psi_3 \frac{d\psi_3^*}{dz} \right] z = T \frac{\hbar k}{m} \)  

(2.100)

\( J_{\text{inc}} = -\frac{i\hbar}{2m} \left[ \psi_1^* \frac{d\psi_1}{dz} - \psi_1 \frac{d\psi_1^*}{dz} \right] z = \frac{\hbar k}{m} \)  

(2.101)

And the transmission probability \( T \) for \( E < V_0 \) is:

\[
T = \left| \frac{J_{\text{trans}}}{J_{\text{inc}}} \right| = \frac{1}{1 + \frac{(k^2 + \alpha^2)^2}{4k^2\alpha^2} \sinh^2(\alpha d)}
\]

(2.102)

For \( \alpha \sim 10 - 15 \text{ nm}^{-1} \) and a wide barrier, at low energies, \( \alpha d \gg 1 \) and eq. (2.102) is approximated as eq. (2.103),

\[
T = \frac{16k^2\alpha^2}{(k^2 + \alpha^2)^2} e^{-2\alpha d}
\]

(2.103)

Eq. (2.103) shows that the transmission probability decays exponentially as a function of interlayer thickness \( d \). Hence, the wavefunction in the barrier region will also have the form:

\[
\psi(z) = \psi(z = 0) e^{-2\alpha d} z
\]

(2.104)

Using eq. (2.89), the probability of observing an electron at some distance \( z \) inside the barrier becomes a decaying exponential eq. (2.105),

\[
|\psi(z)|^2 = |\psi(0)|^2 e^{-2\alpha z}
\]

(2.105)

The expressions of quantum tunnelling eqs. (2.89-2.105) and the transmission of wave-packets through single/ multiple square barriers can be simulated and visualized, using the free java applet provided by University of Colorado, Boulder, USA[52]. The problem of field emission shown in Fig. 2.8 cannot be reconciled with classical theory. The formalism of Quantum mechanics shows that a finite electron current density escapes the narrow barrier confining them in the metal. Once free, i.e. once transmitted across the barrier, the electrons behave like classical particles once more. The electric field between the emitter and collector accelerates the transmitted electrons, leading to increased current as a function of applied voltage in the
vacuum gap.

2.2.7. Toy Model for Tunnelling

In the previous derivation, the influence of the atomic cores/periodic potential wells in the lattice was ignored. When this is included, the solutions to the wavefunction become very complicated. However, the result obtained in eq. (2.105) holds generally. Fig. 2.11 shows the toy model of tunnelling. The atomic core potentials are also included here. When a voltage $\Delta V$ is applied, only the electrons in occupied states aligned to available (empty) states across the tunnel barrier can participate in the tunnelling process. The current will be proportional to the probability of electrons in the shaded region reaching $z = d$, given by eq. (2.106).

$$I = \sum_{E_F - q\Delta V}^{E_F} |\psi(0)|^2 e^{-2\alpha z}$$

(2.106)

It is useful to define the Local Density of States (LDOS) $\rho(z, E)$, eq. (2.107), which is a measure of electron density/eV in an energy interval $\varepsilon$.

$$\rho(z, E) = \frac{1}{\varepsilon} \sum_{E_F - \varepsilon}^{E_F} |\psi(0)|^2 e^{-2\alpha z}$$

(2.107)

The LDOS has some interesting features: (1) It is independent of the volume of the metal. (2) For a given $z$ and $E$, it reflects the energy band-structure of the metal and (3) It can be used to obtain an expression for the net tunnel current. The limits in eq. (2.107) are re-written in terms of applied bias $\Delta V$, as shown in eq. (2.108),

$$\rho(z, E) = \frac{1}{q\Delta V} \sum_{E_F - q\Delta V}^{E_F} |\psi(0)|^2 e^{-2\alpha z}$$

(2.108)

Arriving at the final current equation eq. (2.109), valid for small applied voltages i.e. $q\Delta V \rightarrow 0$.

$$I = q\Delta V \rho(0, E_F) e^{-2\alpha d}$$

(2.109)
Eq. (2.109) is a very useful as it allows one to observe the line current density and derive terms which are proportional to the energy band structure of the substrate leading to direct applications in surface science, spectroscopy and microscopy. Observing changes in the tunnel conductance at low temperatures allows one to observe the profile of the density of states by differentiating the experimental I-V data (see Chapter 5).

2.7. Summary

Various electronic phenomena in solid state mediums, their junctions were reviewed along with notes on plasma dynamics and plasmonic response of dielectrics and metals. A basic understanding of carrier transport and response to fields was obtained. A useful toy model of tunnelling was described to study the functional form of tunnelling current. The topics covered in this chapter will aid in interpreting new results, shown in later chapters 4,5 and 6.
“For the things we have to learn before we can do them, we learn by doing them.”

-Aristotle
Abstract

This thesis deals in experimental research on metal-semiconductor contact technology. Various material combinations are explored using large area metal contacts \((d \sim 50-300 \ \mu m)\) on semiconductors. Commercially available pure Czochralski grown Si,Ge wafers (Pi Kem Ltd.) with low and moderate doping were used as substrates for patterning metal contacts. Chemical cleaning procedures, material deposition and processing techniques used in this work are described here. The complete workflow of metal contact fabrication and processing is described using schematics and photographs. The material structure of specimens described in Chapters 4, 5 and 6 were studied using several electrical and material characterization techniques, and their working principles are summarized here for convenience.

3.1. Sample fabrication

All fabrication work was done in cleanrooms at Newcastle University, after receiving cleanroom induction and training from Dr. Konstantin Vasilevskiy (for wet processing Si, contact photolithography, e-beam evaporation, reactive ion etching, thermal oxidation, vacuum annealing, rapid thermal annealing). Dr. Nikhil Ponon and Dr. Louise Bailey (Oxford instruments, UK) shared valuable expertise on DC magnetron sputtering and process development, which helped improve the fabrication workflow. Dr. Erhan Arac and Dr. Peter King provided useful insight about test structure design, specimen preparation, and training for Atomic layer deposition tools respectively. Detailed fabrication protocols were developed while working with, and independently from these esteemed colleagues. A general methodology is detailed here. Several experimental trials were performed over the course of this Ph.D. thesis, all following the same basic workflow described next.
3.1.1 Wet processing of Si and Ge substrates.

![Diagram showing the process of cleaving crystalline (100) wafers](image)

**Figure 3.1: Cleaving crystalline (100) wafers** - Small substrate specimens are cleaved/dislocated along crystal fault planes, using a diamond scribe. The wafer is cleaved into small squares or rectangular shapes for further processing.

![Image of clean room and wet bench](image)

**Figure 3.2: (Left)** Receiving clean room induction (2013) from Dr. Konstantin Vasilevskiy – all personnel must wear cleanroom overalls and blue plastic overshoes to preserve cleanroom integrity. **(Right)** Wet bench for specimen cleaning, etching etc.

Single crystal Czochralski grown semiconductor wafers (Si, Ge), purchased from Pi Kem Ltd. were cleaved using diamond scribes and tweezers, by gently applying pressure on either side of the substrate illustrated in Fig. 3.1. Small substrate specimens (< 1 cm$^2$) were cut from the wafer, ready to be cleaned. The underside of these samples can be scribed, to distinguish them throughout later experiments. All contact fabrication procedures were done in a class 10000 cleanroom (cleanroom 4). ALD/sputter-deposition and cleaning of processed specimens was done in a class 100 cleanroom (cleanroom 1). All chemical cleaning work on samples is done at the wet bench. **(Fig. 3.2.-right)**. See appendix for detailed wet processing steps.
3.1.2 Contact photolithography

Figure 3.3: Top- Photograph and schematics showing the mask aligner instrument stage, with schematic diagrams. Middle- Hard contact mode is used for +ve and −ve lithography (first exposure). Soft contact mode is used for pattern reversal (−ve photolithography only). Bottom- The workflow is visualized schematically, showing the formation of pattern windows in the PR, ready for further processing.

Chemically cleaned and dried substrates are spin coated with photoresist (PR) resin prior to selective UV light exposure using specifically designed photolithography masks. The mask is in contact with the PR layer on the sample and it is exposed to UV light. This causes a change in the chemical structure of the PR molecules, causing them to become readily soluble in a developer solvent after exposure (See appendix for stepwise procedure used to prepare samples described in this thesis). This technique is used as an intermediate step in wafer processing to create multiple layers in the material geometry. As this thesis is focused on metal semiconductor junctions, one masking step is sufficient to study planar metallizations electrically. The basic workflow is described using graphics and images shown in Fig. 3.3.
3.1.3 Electron-beam evaporation and contact formation

Figure 3.4: a. Au target being cleaned in an RF plasma asher, to remove organic impurities from the metal surface. b. Cleaned Au target, 10 mins in asher at max. power. c. Photograph of the e-beam evaporator. (*) inset shows Au target being evaporated onto Ge samples inside the high vacuum chamber. d. Fully processed rapid annealed Au/Cr/Ge specimens (Hybrid contacts on Ge, Chapter 5) cleaved using procedure described in Fig. 3.1, ready to be mounted in < 4mm² leadless chip carriers (LCC), used for electrical testing at liquid helium temperature (4.2 K) at Royal Holloway University of London.

Metal contacts are formed on patterned samples by electron beam evaporation from metal targets. The Edwards e-beam evaporator is an evacuated bell jar assembly holding the samples. High vacuum conditions are achieved using a diffusion pump, backed by a roughing pump (and liquid nitrogen cold trap). Metal targets are prone to gather soot or other organic contaminants over prolonged use. Targets like Au (noble metals) are cleaned in an RF plasma furnace/asher. The oxygen plasma burns away volatile hydrocarbon impurities, shown in Fig. 3.4- (a, b). Inside the e-beam chamber, the metal target is placed in a ceramic crucible and heated using an electromagnetically focused electron beam, melting the metal target when the current is sufficiently large, causing evaporation from a molten metal ‘lake’ scanned (XY) by the focused electron beam to achieve a uniform plume of evaporated material leaving the metal target. The electron-beam current, and chamber pressure conditions determine the deposition rate, which can be adjusted using process knobs on the EB3 controller (Fig. 3.4- c). A line-of-sight physical shutter prevents the evaporated material flux leaving the metal target from reaching the samples. Deposition onto samples begins only when the line of sight shutter is opened. A quartz crystal
microbalance monitors the deposition rate and film thickness for a given set of process parameters, which are observed on the controller’s display. Once a steady deposition rate is achieved, the shutter is opened and thin films layers begin to form on the samples mounted onto the holder above (Fig. 3.4-c). Once deposition of required thickness is complete, the shutter is closed. The quartz crystal microbalance is reset and the beam current is gradually reduced (5 mA/min) to cool the target slowly to prevent thermal shock. The e-beam source, XY scanners are then switched off. The metal target is hot and is allowed to cool (~15 min) in vacuo before venting the chamber to atmosphere, to remove samples. Once samples are retrieved, the evaporator is pumped back to high vacuum, before switching it to standby mode. Contact patterns are realized by solvent lift-off (see appendix).

3.1.4 Atomic layer deposition (ALD)/ Sputtering cluster tool

Ultra-thin layers of alumina (Al₂O₃) were grown using thermal ALD for the MIS contact work shown in Chapter 4. The alumina layers were deposited in an Oxford Instruments Flex Al reactor, shown in Fig. 3.5, using adduct-grade trimethylaluminium (TMA) and H₂O as precursors. Chemically cleaned samples prepared for the ALD work were placed onto individual steel carrier wafers, then loaded onto the wafer/ cassette holder. The cassette holder is placed in the loadlock and the chamber is closed. The samples are now stored on carrier wafers in the loadlock, which is then pumped down to high vacuum using a mini turbomolecular pump.

The sputtering chamber, ALD reactor and loadlock chamber are isolated from the transfer chamber by gate valves. The robot arm can transfer wafers between any of these evacuated chambers as required, without breaking vacuum via. gate valves, controlled by software. The carrier wafer holding samples are transferred from the loadlock into the ALD reactor/sputterer and process schedules are sequentially performed on several wafers in a batch run. The Al₂O₃ ALD process is described by the binary reaction[53][54]:

\[ 2\text{Al(CH}_3\text{)}_3 + 3\text{H}_2\text{O} \rightarrow \text{Al}_2\text{O}_3 + 6\text{CH}_4 \]

(3.1)

Which can be split in the following two surface half reactions eqs. (3.2-3.3):

\[ \text{AlOH}^+ + \text{Al(CH}_3\text{)}_3 \rightarrow \text{AlOAl(CH}_3\text{)}^+ + \text{CH}_4 \]

(3.2)

\[ \text{AlCH}_3^+ + \text{H}_2\text{O} \rightarrow \text{AlOH}^- + \text{CH}_4 \]

(3.3)

The asterisk (*) in eq. (3.2-3.3) denotes surface species.
First the TMA reacts with hydroxyl (OH\(^+\)) species and produces a surface saturated with dimethylaluminium eq. (3.2). In the next half cycle, water reacts with AlCH\(_3^+\) species and rehydroxilates the surface eq. (3.3). When excess precursors are used in every ALD half-cycle, the film growth becomes self-limiting, because surfaces become sterically saturated with reacted species and no further reaction is possible. Al\(_2\)O\(_3\) film of required (~nm) thicknesses can be obtained with excellent control in terms of reaction cycles eqs. (3.2-3.3). Further process details about ALD Al\(_2\)O\(_3\) are provided in Chapter 4.

3.1.5 DC magnetron Sputtering – Al back contact formation

An Oxford instruments PlasmaLab 400 sputter instrument is integrated, as part of the cluster tool shown in Fig. 3.5-(left). A high purity (99.99 %) Al target (Kurt Leskar Ltd.) was installed under the DC magnetron (position 2) and conditioned for target outgassing, removal of oxide layer, ready to be used. Patterned/processed samples are first cleaned in IPA, UltraPure water and blow dried in compressed N\(_2\), prior to Al back contact formation. Dried samples were placed on the carrier wafers, patterned side facing down. The cassette holder is loaded with required wafers for processing. As with the ALD Flex Al, the loaded cassette holder is placed in the
loadlock and the chamber is closed. The samples are stored in the loadlock, which is then pumped down to high vacuum by a mini turbo-molecular pump.

The recipe scheduler (software) commands the robot arm to transfer wafers for processing, one run at a time. Once the carrier wafer is in the deposition chamber, target and substrate platen conditioning steps are performed (target shield – closed, sputter table at set temperature). The Al target is conditioned for ~ 10min to reach the optimal deposition parameters (magnetron power, ion current, relative chamber pressure) in gradual steps – from low power, high pressure (100 W, 20 mTorr, Ar) to medium power, low chamber pressure (200 W, 10 mTorr, Ar). Once the ion current reaches a steady value under 200 W, 10 mTorr, the target shield is opened and deposition begins. The rotary shutter position is like shown in Fig. 3.6-a (target shield-open) for this step.
The sputter table can also be rotated around its axis like the target shield (dashed white line) marked in both Fig. 3.6-a,b. Only platen\textsubscript{1} is active when the PlasmaLab 400 is operated using the robot arm to deliver wafers from the loadlock. The sputter table is rotated to position platen\textsubscript{1} under the available DC and RF magnetron/ target assemblies to deposit required materials. If the tool is being used manually (without loadlock), then the chamber must be opened (breaking vacuum) to load samples under specific magnetrons. This method seriously reduces the process throughput and can cause target contamination, requiring longer duration in achieving ultra-high vacuum, and in conditioning steps before deposition (target outgassing, dead layer removal etc.)

After target conditioning, Al was sputtered onto the underside of samples to form large area back contacts using the cassette holder/ load lock method. Platen\textsubscript{1} holding the carrier wafer (samples) is rotated under the Al target, while maintaining sputter table temperature at \(\sim 104^\circ\) C. Al deposition rate for (200 W, 10 mTorr) is 13 nm/ min forming \(\sim 300 \) nm Al layer over the entire carrier wafer, sputter coating the entire underside of samples (Fig.3.6-c) with Al metal (sheet resistance \(\sim 0.05\) ohm-cm). The contact patterns on the face down side of the samples are unaffected by this process step, as DC magnetron sputtering is a line of sight PVD method, and because the test structures are closer to the centre of the samples by design.

### 3.2 TECTRA vs Rapid thermal annealing – crystallization

If annealing is required for samples, it is performed before the Al back-contact step described previously i.e. after lift-off/ contact formation, drying steps. For annealing in vacuum, a bell jar assembly, like the e-beam (Edwards) is used, called TECTRA is used. This is a custom-built vacuum furnace, available in Newcastle University clean room 4. Its chamber is usually kept under vacuum.

In this machine the stage cools via metal heatsink stands and the set points need to be entered manually between steps. After completing the last annealing step and reaching the lower set point, switch off the heater once temperature reaches \(< 50^\circ\) C. Allow the ceramic stage to cool for 15min. Perform the pumping sequence in reverse to retrieve samples. Leave the chamber in high vacuum before switching off the diffusion pump and water (after cool-down ~ 30min).

The temperature of the TECTRA stage is monitored by a thermocouple, and regulated using a proportional controller. Hence, there is considerable temperature ‘clocking’ around the setpoint temperature, especially at lower temperatures \(< 400^\circ\) C. Non-uniform heating can be
Figure 3.7: TECTRA vs RTA. a) Annealing can be performed on samples in vacuum (TECTRA) on a small ceramic/ resistor heating stage. The ceramic stage is cooled by convection via the metal stands supporting it. A proportional controller adjusts the current flowing through the ceramic heater, receiving feedback from a thermocouple. For low temperatures < 400°C this method of annealing is unreliable due to issues with non-uniform heating. b) Benchtop Rapid Thermal Annealing (RTA) JetFirst 200 unit in our clean room, with lid closed. c) Open the lid and place samples on the carrier wafer (never directly at the centre). The lid is closed during operation and the chamber is pumped down using its inbuilt turbomolecular pump. The chamber ambient is controlled by flowing process gases. During annealing, halogen lamps deliver heat the chamber and Si carrier wafer (+ samples). A pyrometer monitors the temperature of the Si wafer (at centre). PID controllers try to maintain setpoint temperatures by adjusting the lamp power (%). d) Optical microscope image of Au/Cr patterns on Ge processed at 400°C for 5-10s using RTP shows uniform textures, with patterns preserved after process. e) Optical microscope image of Au/Cr patterns on Ge processed using TECTRA/ vacuum annealing at a temperature setpoint of 350°C, for 5min. Agglomeration is visible and contact patterns appear damaged on the surface.

problematic in semiconductor wafer processing. An example of non-uniform heating at low temperature set-point in TECTRA is shown in Fig. 3.7-a. A photograph of Ge samples with Au/Cr contacts is shown after annealing (bell jar removed). Non-uniform textures are seen in metal layers on patterned and un-patterned samples, a result of non-uniform heating form the stage. The patterned samples were later tested electrically and showed non-linear I-V curves, with a reduced effective Schottky barrier height (~ 0.2 eV) (more details in chapter 4). Rapid thermal annealing (RTA) was found to be a superior annealing technique, obtaining uniform textures across patterns that correlate geometrically to the improved electrical behaviour (more in Chapter 5). The benchtop RTA unit in cleanroom 1 is shown in Fig. 3.7-b. In this technique, unlike in TECTRA, the method of heating is not resistive. During process (lid closed), the chamber is first pumped and purged with several litres of ultra-high purity (UHP) N₂ to regulate a steady chamber ambient. Once required chamber conditions are reached, halogen lamps are
powered ON. This heats the carrier gas (available: \( \text{N}_2 \), forming gas, \( \text{O}_2 \)) and the Si carrier wafer gets hot. The pyrometer is calibrated for 6” or 8” Si wafers using updated PID look-up tables. When the temperature exceeds 330º C, the pyrometer can detect the temperature of the Si carrier wafer. A PID controller regulates the lamp power, allowing fine control over the process temperature. RTA is usually a very fast process, which allows one to perform short duration annealing, on the order of a few seconds. The temperature can be increased several \( 100^\circ \text{C/sec} \) and carrier gases can cool the sample when halogen lamps are turned off. Fast cooling is extremely important in crystallization processes (more details in chapter 5, 6). Process outcome is considerably improved using RTA over TECTRA, e.g. compare in optical microscope images Fig. 3.7-(c,d).

### 3.3 X-ray diffraction - Crystallography

**Condition for diffraction:**

X-rays Diffraction is an indispensable tool for crystallography i.e. the study of crystal structure of materials. The condition of diffraction is discussed in the context of waves interacting with a crystal lattice. Consider an incident wave with wavelength \( \lambda \), travelling along unit vector \( \vec{S}_0 \) and upon interaction with an atomic core (at O in Fig. 3.8-a.) is scattered along some unit vector \( \vec{S} \).

\( \vec{S}_0 \) can originate from outside the sample (e.g. X-Rays, light) or from within the sample (e.g. electron wavefunctions). Consider the situation shown in Fig. 3.8-a. Two sets of parallel, incident and scattered unit vector beams are drawn with reference to the origin of the crystal lattice (O). The second set of vectors interacts at another real lattice point (A). By definition, eq. (3.4) \( \vec{OA} \) is a real lattice vector.

\[
\vec{OA} = p\vec{a}_1 + q\vec{a}_2 + r\vec{a}_3 \quad (3.4)
\]

With real lattice basis vectors \( \vec{a}_1, \vec{a}_2, \vec{a}_3 \)

And \( p, q, r \) are integers.

In this case the path difference magnitude is equal to \( \vec{OE} \). This path difference can be expressed in terms of the known lattice vector \( \vec{OA} \) by projecting its components along unit vectors \( \vec{S}_0 \) and \( \vec{S} \) given in eq. (3.5),

\[
\text{Total path difference} = -(\vec{S} - \vec{S}_0).\vec{OA} \quad (3.5)
\]
Diffraction is an interference phenomenon. Constructive interference occurs between the incident wave vector $\mathbf{S}_0$ and scattered wave vector $\mathbf{S}$ when their phase difference is an integral multiple of $2\pi$. A path difference of $\lambda$ corresponds to a phase difference of $2\pi$. Therefore, a path difference of $(\mathbf{S} - \mathbf{S}_0) \cdot \mathbf{OA}$ corresponds to total phase difference given by eq. (3.6),

$$\text{Total phase difference} = -\frac{2\pi}{\lambda} (\mathbf{S} - \mathbf{S}_0) \cdot \mathbf{OA}$$

$$= -2\pi \left( \frac{\mathbf{S}}{\lambda} - \frac{\mathbf{S}_0}{\lambda} \right) \cdot \mathbf{OA}$$

(3.6)
The terms in the parenthesis eq. (3.6) have dimensions L$^{-1}$ and therefore must represent some reciprocal lattice vector and so, in terms of the reciprocal lattice basis vectors ($\vec{b}_1, \vec{b}_2, \vec{b}_3$) using some arbitrary constants $h, k$ and $l$ is written as eq. (3.7),

$$\left( \frac{s}{\lambda} - \frac{s_0}{\lambda} \right) = h\vec{b}_1 + k\vec{b}_2 + l\vec{b}_3$$  \hspace{1cm} (3.7)

Hence, Total phase difference $= -\frac{2\pi}{\lambda} (\vec{s} - \vec{s}_0) \cdot \vec{O}\vec{A}$

$$= -2\pi (h\vec{b}_1 + k\vec{b}_2 + l\vec{b}_3) \cdot (p\vec{a}_1 + q\vec{a}_2 + r\vec{a}_3)$$

$$= -2\pi (hp + kq + lr)$$  \hspace{1cm} (3.8)

Constructive interference occurs when the total phase difference is an integer multiple of 2$\pi$. Because real lattice vectors are defined in terms of integer multiples of the real basis vectors, the RHS of eq. (3.8) can only be an integer if $h,k,l$ are also integers. Therefore, eq. (3.7) represents a valid reciprocal lattice point represented by $\vec{H}_{hkL}$. This situation can be visualized graphically in terms of the Ewald sphere (radius = 1/\(\lambda\)) in Fig. 3.8-b. The conditions for diffraction in a crystal are met when the surface of the Ewald sphere intersects with its reciprocal lattice, e.g. simulation shown for simple cubic case, using DiffracTogram[55] in Fig. 3.8-c.

Cu K$_\alpha$ ($\lambda = 1.5418$ Å) X-Rays are produced by bombarding a copper plate with high energy electrons. X-rays are focused by a series of lenses and collimated using Göbel mirror optics at the source. Further physical fine-slits can be added to improve resolution, but this causes the signal intensity to decrease. The D8 Advance has a LynxEye detector with 192 channels that are scanned relative to the sample normal, detecting diffraction events (counts per sec. or total counts) from crystal planes for a given source/incidence angle. In 0/20 XRD measurement, both source and detector are scanned in equal angles i.e. $\theta$ and $\theta$ relative to the sample normal. More advanced measurements such as $\phi$ scan (in Chapter 6) require 360° goniometers to rotate the stage, along with tilt adjustment to align the source and detector at precise angles (e.g. rocking curve measurement), but operate under the same principle of wave interference described above. Detailed instructions to operate these tools will not be included here. Additional details about XRD measurements are included in later results chapters 5,6. Crystallography Open Database (COD) and built in Bruker software/database provide a wide range of resources to lookup expected diffraction peaks and analyse data for a wide range of materials. A vast literature on crystallographic studies is available via Newcastle University’s open access to most major science journals.
3.4 SEM/EDX - investigating textures and nanomaterials

Figure 3.9: Scanning electron microscopy (SEM) and energy dispersive X-Ray (EDX) imaging – a) Overview of the Hitachi TM3030 benchtop SEM, equipped with Bruker Quantax 70 EDX detector and acquisition/analysis software. b) Schematic showing typical signals produced from a sample interacting with intermediate electron beam energies (5-30 keV) used in SEM, along with their relative escape depths, sketched for representation purposes only. In practice, SEM images are mostly obtained using secondary electron emission from near the sample surface with the incident electron beam. Fast electrons interact with a larger sample volume. Some electrons are backscattered with energies comparable to the incident beam, while characteristic X-Rays are produced when core electrons are knocked out of their atoms by the incoming electron beam. Characteristic X-Rays are unique to the elements in the periodic table. Elemental information is characterized using an in-built Si based FET detector that converts the information about X-Rays (energy) to charge/current signals. TM3030 software reconstructs images during acquisition. c) SEM image of Au/Cr Si sample after RTA taken using 15 keV electrons. Orthogonal textures apparent on the metal patterns. d) Corresponding image taken using lower incident beam energy, 5 eV. The nanocrystals appear brighter because their edges are sharp and emit more secondary electrons. Red boxed region in c) was selected for EDX scan. e) and f) EDX signal image filtered for Au (Mα,β) and Si (Kα) X-rays. Cubic Au nanostructures are identified in Au/Cr/Si hybrid films (more in Chapter 5).
Benchtop SEM is an invaluable research tool for studying microstructure and nanoscale features of materials. The Hitachi TM3030 (Fig. 3.9-a) can image conductive and non-conductive materials using its unique low vacuum technology called “Charge up reduction”. This tool is available for use at the NEXUS facility, Newcastle University, to authorized personnel. An illustrative guide to its operation will not be provided here, although the reader is directed to a useful website that instructs SEM imaging practices in an interactive virtual SEM[56]. Typical signals produced from a sample under electron beam illumination are sketched in Fig. 3.9-b. SEM relies on inelastic interactions of intermediate energy (5-30 keV) beam electrons with matter to create images, most frequently using secondary electrons, emitted from the conduction or valence band of the material into vacuum. Secondary electrons have relatively low energy (> 50 eV) compared to the incident electron beam. Fast electrons also knock out inner shell electrons, leading to the emission of characteristic X-Rays, which serve as unique identifiers of the elements in the periodic table.[57] With a sensitive EDX detector acquisition/ analysis setup (like Bruker Quantax 70 or similar), SEM/EDX images filtered by characteristic X-Ray energy are obtained (pixel brightness represents total X-Ray counts). X-Ray counts from a region on the sample are collected by the detector over an extended period (max~240sec) as the electron beam is slowly raster scanned over the sample area. Longer acquisition time usually provides higher total X-Ray counts. Thus, providing best possible elemental contrast. The spatial resolution for elemental analysis is ~ μm in the TM3030.

The TM3030 was mainly used for investigating texture changes and island formations within patterned regions on samples, shown in later chapters 5, 6. Fig. 3.9-c shows an example SEM image obtained from an RTA processed Au/Cr contact pattern (hybrid contact, Chapter 5) on low doped p-Si using 15 keV electron beam illumination. A beautiful texture with orthogonal features is observed in SEM, not visible under optical microscope. The same sample was also imaged using 5 keV illumination, shown in Fig. 3.9-d. The image appears darker because fewer secondary electrons are emitted from the sample for a lower beam energy. However, nanostructures with sharp edges appear brighter, as they emit more secondary electrons due to the so-called edge effect[58]. A region on the sample (red box) shown in Fig. 3.9-c was scanned for EDX. Images are filtered to obtain Au (M α,β) and Si (K α) elemental intensity maps, shown in Fig. 3.9-e and Fig. 3.9-f respectively. A novel crystallization phenomenon has occurred in the Au contact, forming predominantly (110)Au, highly oriented to [110]Si directions, appearing as orthogonal nanostructures on the surface (more in Chapter 5).
3.5 Energy filtered Transmission Electron Microscopy (EFTEM)

Figure 3.10: Energy filtered Transmission electron microscopy (EFTEM) - a) Block diagram showing the components of a typical transmission electron microscope, equipped post column energy filtering capabilities for EFTEM, EELS. A magnetic prism accepts the post column electron beam and disperses electrons according to energy loss. An energy selecting slit only allows a certain range of energetic electrons to pass. A series of quadrupole and hexapole magnetic lenses restore the image. The final image is recorded on a slow-scan CCD. b) The high energy electron beam ~ 300 keV contains many (elastic) electrons that do not lose any energy while passing through the sample (with zero-energy loss) while some lose energy (inelastic) due to valence interactions with the atoms in the sample. Energy filtered images are reconstructed by applying filters to the spectra for each pixel and performing inverse transforms on the data. c) Information about core excitations is present within the high energy loss spectrum e.g. Oxygen ionization edge (532 eV). d) Three window method - for obtaining energy filtered images, shown e.g. near the Carbon ionization edge, reproduced from ref. [59]. Typically, three images are recorded along with the zero-loss image to subtract the background energy loss signal. e) and f) are zero loss and Oxygen map images of a device respectively, Energy filtered Oxygen map is obtained using the three window method, reproduced from ref. [59].

Thin specimens (10-200 nm) also emit X-rays, Auger electrons and secondary electrons when illuminated using high energy electrons (60-300 keV), similar to SEM. However, unlike SEM, in this case most of the incident electrons are transmitted through the sample, either elastically - used e.g. in Transmission Electron Microscopy (TEM), Electron Backscatter Diffraction (EBSD), or inelastically - used e.g. in Electron Energy Loss Spectroscopy (EELS) and Energy Filtered Transmission Electron Microscopy (EFTEM). By introducing a post-column energy selecting slit, images of the sample are reconstructed using magnetic lenses and signal processing to obtain high resolution spatial mapping of elements in EFTEM[60]. The basic
A block diagram of the instrument (with specimen being measured) is shown schematically in Fig. 3.10-a. A magnetic prism disperses the post column transmitted electrons according to their energy. An energy selecting slit is used to physically allow only a certain energy range of electron to continue their journey. The image is finally reconstructed using a series of quadrupolar and hexupolar magnetic lenses. A slow scan CCD collects the final image[60]. The JEOL-2100F instrument equipped with Gatan Imaging Filters (GIF-963) can reconstruct raw energy filtered images during acquisition. Data are collected and filtered in post-analysis by expert microscopists. A typical energy loss spectrum consists of the zero-loss peak (elastic electrons), plasmon modes from the specimen, other valence interactions (Fig. 3.10-b), while the core excitations appear at higher energies, with significant ionization edges e.g. carbon, oxygen (Fig. 3.10-c). The ionization edges at higher energies can have significantly lower intensities than the plasmon peaks and so the background needs to be subtracted from the spectrum, to filter images using the ionization energy of elements. In the three-window technique[59], three energy filtered images of the specimen are obtained sequentially- one image post edge (just above ionization energy) and two pre-edge images, taken just before the ionization edge, shown e.g. at carbon edge in Fig. 3.10-d. Using the pre-edge images, the background signal is extrapolated and then subtracted from the zero-loss image e.g. Fig. 3.10-e and Fig. 3.10-f, following similar procedure for oxygen edge, showing its spatial distribution in the specimen (reproduced from ref.[59]).

3.6 Theta probe – X-Ray Photoelectron emission spectroscopy

The theta probe instrument (Fig. 3.10) at NEXUS, Newcastle University is used to detect photoelectron emissions from a sample area, illuminated by a micro-focused X-ray source (spot size 15-400 µm). Combined electron and ion flood sources are used for non-conductive samples to alleviate charging effects, which reduce the photoelectron yield. The multi-element electrostatic radian lens is used for conventional spectroscopy. It provides both energy and angular dispersion on the 2D detector in the output plane, both collected simultaneously; enabling angle resolved XPS without tilting the sample. A fast entry load lock chamber (Fig. 3.10-a) allows easy access to the sample stage, without breaking vacuum in the XPS chamber. A fracture stage decouples from the main stage in the XPS chamber, seen from the viewport (Fig. 3.10-b). Electrical feedthroughs are provided as part of the fracture stage, which comes into physical electrical contact with the terminals on the main stage, when engaged with the leads on the fracture stage, completing the external circuit, when used. Turbomolecular pumps maintain UHV conditions (< 10^{-7}, up to 10^{-10} mbar) in the XPS chamber. Once the stage is in
Figure 3.10: Theta probe XPS instrument overview. Theta probe can collect angle resolved X-ray photoelectron (XPS) spectra from samples, covering a 60° angular range in parallel, and without tilting the sample. It can as well be used in the conventional mode (without angle resolved information) for spectroscopy. Typical measurement involves a micro-focused X-Ray beam incident on a sample region, releasing photoelectrons which are detected by the instrument. 

a) UHV preparation chamber/ transfer block for sample loading, isolated from the XPS chamber by a software controlled gate valve. Electrical feedthroughs are provided in the instrument. The stage is conveyed into the main XPS chamber for measurements. 

b) Photograph showing the inside of the XPS chamber, with the bottom half of the fracture stage in view, close to the radian lens aperture. 

c) Schematic overview of XPS acquisition in Theta probe.

Place with the sample, the region of interest on the sample is aligned close to the radian lens, along with the zoom microscope/ CCD camera for viewing. The usual Theta probe operation is schematically summarized in Fig. 3.10-c, illustrating its angle resolving capabilities.

Chapter 6 of this thesis contains research dealing with low voltage (~1 V) controlled hot electron emission into vacuum from island metal films (IMFs)[43]. In this work, the Theta probe instrument was used to detect the electron emission spectra from the sample (Fig. 3.10-a). However, both X-Ray source and flood gun were disabled during acquisition because we are only interested in observing voltage controlled electron emission spectra from nanostructures. Spectroscopic mapping studies are reserved for future work.
3.7 Two-terminal I-V measurements

Figure 3.11: Two terminal I-V measurements using a semiconductor characterization system (SCS) computer

a) **Vertical measurement** - Current flows through the top contact, into the substrate of thickness \( t \) and resistivity \( \rho \) and through the large area back contact. Inset shows a live measurement of a hybrid contact to n⁻ Ge at 300 K (Chapter 5). Bubble inset (dotted circle) shows current paths spreading from the contact.

b) **Back to back** - Current flows parallel to the substrate plane in the gap between contacts. Inset shows a live measurement of hybrid contacts on p⁺ Si (Chapter 5). Bubble inset (dotted circle) shows current paths spreading from the contact over distance comparable with the transfer length.

c) **Generalized CTLM structures**

Engineered metal semiconductor contacts are studied in this thesis using their I-V characteristics. The photomask used to realize the contact structures is mainly designed for two terminal measurements. Two terminal measurement (and by extension, Transmission line methods) provide the simplest test structures to obtain the contact resistance [61]. Two types of measurement configurations are investigated, a) Vertical measurement using patterned top
contact and large area bottom contact, shown in Fig. 3.11-a and b) Back to back measurement, shown in Fig. 3.11-a with both contacts on the top surface. The insets show photographs taken during measurement of hybrid contacts (Chapter 5) to n⁻ Ge and p⁻ Si measurement, shown in Fig. 3.11-a with both contacts on the top surface. The insets show photographs taken during measurement of hybrid contacts (Chapter 5) to n⁻ Ge and p⁻ Si samples respectively. A semiconductor characterization system (Keithley 4200 SCS) is used to perform measurements and acquire data. Two Source Measure Units (SMU₁ and SMU₂) measure the current flowing through the sample (Iᵢn = Iᵢout) for an applied voltage, V. Voltage bias sweeps are forced by the source SMU₁ controlled using the KITE software on the SCS computer. Samples were tested for repeatability and hysteresis, using dual voltage sweeps. All I-V measurements described in this thesis, unless otherwise stated were performed using CASCADE compatible Au microprobes (~ 25 µm tip), in hard contact with the sample patterns (Fig. 3.11-b inset), or one probe is shorted to the back contact (Fig. 3.11-a inset).

Following Schroder’s book ref.[61], Assuming uniform resistivity (ρ) and thickness (t) in the entire semiconductor, and ignoring probe/metal resistance Rₘ and back contact resistance (large area contact), the total resistance (Rₜ) in the vertical geometry is given by eq. (3.6),

\[ Rₜ = Rₖ + R_{sp} \]  

(3.6)

Where, \( Rₖ \) is the top contact’s resistance. For planar contacts, one can express \( Rₖ \) in terms of contact resistivity (\( ρ_c \)) as eq.(3.7)

\[ Rₖ = \frac{4ρ_c}{πd²} \]  

(3.7)

\( R_{sp} \) is the spreading resistance, directly under the metal contact pattern. For thin film contacts (\( t \gg d \)) the spreading resistance can be approximated as in eq. (3.8),

\[ R_{sp} = C \frac{ρ}{2d} \]  

(3.8)

C is a correction factor related to \( ρ, d \), and the current distribution in the sample under bias. For widely separated planar contacts on a uniformly doped semi-infinite substrate, \( C \approx 1 \). In this approximation, for vertical geometry, the contact resistance is obtained by subtracting the spreading resistance from the total resistance eq. (3.9).

\[ Rₖ = Rₜ - C \frac{ρ}{2d} \]  

(3.9)

This method is prone to large errors, as \( R_{sp} \) is not known accurately and cannot be measured independently. Hence, this approach only works when \( R_{sp} \ll Rₖ \), valid for small contact
radius[62]. Alternatively, if small contacts of varying diameters are prepared, the RHS of eq. (3.9) is a linear function of reciprocal contact area, and the slope of this line gives contact resistance[63]. In order to minimize spreading resistance in the lateral geometry, heavy doped epi layers (having sheet resistance $R_{sh}$) are normally shallow implanted (depth, $t$) under the contact structures, confining most of the current in this region. This can be avoided for planar contacts by using Circular Transfer Length Method (CTLM) structures, where the current can only flow between the inner and outer contacts. A generalized scheme for CTLM structures having contacts with varying gap lengths ($d_{gap}$) and/or inner contact radius ($L$) is shown in Fig. 3.11-c. The total resistance is measured between the inner contact and the outer (large area) contact and for CTLM structures with $L \gg d_{gap}$, $R_T$ is given by eq. (3.10),

$$R_T = \frac{R_{sh}}{2\pi L} \left( d_{gap} + 2L_T \right) C^*$$

(3.10)

Here, $C^*$ is a correction factor given by eq. (3.11),

$$C^* = \frac{L}{d_{gap}} \ln \left( 1 + \frac{d_{gap}}{L} \right)$$

(3.11)

and $L_T$ is the transfer length, given by eq. (3.12),

$$L_T = \sqrt{\frac{\rho_c}{R_{sh}}}$$

(3.12)

The transfer length can be thought of as the region over which most of the current transfers from the semiconductor to the metal. For practical contacts with diameters up to 400 $\mu$m and $d_{gap}$ of 5-50 $\mu$m, the correction factor is needed to compensate for the circularity of contacts and to adjust the transfer length to obtain a linear fit to eq. (3.10), when $R_T$ values are plotted against $d_{gap}$. Without the correction factor, the contact resistance is over-estimated. In the CTLM structures designed on the pattern mask used in Chapter 4, the inner contact radius is fixed and only the gap spacing is changed and so eqs. (3.10 – 3.11) are adjusted accordingly.
“Change is not always progress... A fever of newness had been everywhere confused with the spirit of progress.”

-Henry Ford
Chapter 4:

MS and MIS contacts – Schottky to Ohmic

Abstract

This chapter covers pilot experiments on metal-semiconductor contacts using low doped Si and Ge substrates, to study FLP. The influence of inserting ALD alumina (AlO$_x$) interlayers (IL) is investigated on Si. Thermal atomic layer deposition was used to form ultra-thin interlayers in metal/IL/semiconductor (MIS) Ohmic contacts on n-type and p-type Si. ALD AlO$_x$ of thickness 1–2 nm was deposited at 120 °C on Si substrates prior to patterning/metalization, forming Ni/AlO$_x$/Si contacts. Inserting AlO$_x$ interlayers improved conductivity by two orders of magnitude but the contacts retained rectifying character. Upon annealing at 200 °C, the conductivity increased by another order of magnitude and the contacts became Ohmic. A minimum specific contact resistivity ($\rho_c$) ~ $10^{-3}$ Ω-cm$^2$ was obtained for structures based on lightly doped ($10^{15}$ cm$^{-3}$) n- and p- Si substrates. Existing models that describe Fermi level de-pinning do not fully explain these findings, but these results are nevertheless consistent with other experimental data in the literature. A few closing remarks about the effectiveness of the MIS methodology and severity of FLP are made at the end of the chapter.

4.1. Introduction

The findings in this research summarize a few key results obtained while working with Dr. Peter King and Dr. Erhan Arac, while investigating metal-semiconductor (MS) and metal/IL/semiconductor (MIS) contacts to low doped Si and Ge. Recently reported simulation and experimental work[39] shows that the effectiveness of the MIS approach towards improving contact resistance is unsatisfactory when using high doped semiconductors. MS contacts using heavy doped Si considerably outperform equivalent MIS Ohmic contacts. The contact resistivity improvement obtained by inserting thin interlayers is ultimately limited by the added interlayer tunnel resistance, despite using heavy doping in the semiconductor. Field emission dominates for $N_D > 10^{20}$ cm$^{-3}$ and traditional MS contacts achieve lower specific contact resistivity than MIS contacts. The MIS approach is better suited to applications using
low doped semiconductors (< $10^{19}$ cm$^{-3}$) only. The main drawbacks for strongly pinned semiconductors are more pronounced on relatively low doped semiconductors (N$_D$ $\ll$ $10^{21}$ cm$^{-3}$). The heavy doping strategy may overcome some limitations, but as mentioned in Chapter 1, doping presents various obstacles at nanoscale geometries. Further, heavy doping increases impurity scattering of carriers and degrades carrier mobility in devices.

The effect of inserting thin interlayers in contacts to low doped semiconductors is not fully understood. There is a vast literature on MIS contacts using interface dipole engineering, as well as suppression of metal induced gap states (MIGS). The choice of interlayer material is usually a high-$\kappa$ material with a small band offset to the semiconductor. At a certain interlayer thickness, the new Schottky barrier height is small either for electrons or holes, resulting in improved conductivity on either n- or p- semiconductors exclusively. A large band offset (interlayer/ semiconductor) is expected to degrade conductivity, as the height of the tunnel barrier is a parameter for carrier transport across the interface. A thick interlayer will dramatically lower contact performance due to increased tunnelling resistance. As tunnelling probability reduces, the overall conductivity of the contact reduces. From a simple electrostatics point of view, a charged interlayer will modify the surface dipole on the semiconductor surface, modifying the band bending at the interface.

The room temperature band gaps of Si and Ge are 1.12 eV and 0.67 eV respectively with the Fermi level pinned close to the Charge Neutral Level (CNL). In Si, the CNL is experimentally found to be near the mid-gap energy (~ 0.6 eV above the valence band) whereas in Ge, it is found close to the valence band (~ 0.1 eV). The Schottky barrier height ($\Phi_B$) is extracted from diode I-V characteristics, and by analysing its temperature ($T$) dependencies.

From thermionic emission theory (section 2.2.1), reverse current density ($J$) saturates against voltage, taking the general form:

$$J = A^* T^2 e^{-\frac{q\Phi_B}{kT}}$$

(4.1)

where $A^* = \lambda_R A_0$

The pre-factor $A^*$ is the corrected Richardson constant which includes a material specific parameter $\lambda_R$ to adjust the universal constant $A_0$ = 1.20173 x $10^6$ A m$^{-2}$K$^{-2}$. By observing the temperature dependencies of reverse current at a given voltage, the 0 K Schottky barrier height is extrapolated. This relationship generally holds for metal contacts to low doped semiconductors with a large Schottky barrier height. For higher doping levels (> $10^{19}$ cm$^{-3}$),
thermionic field emission, and field emission become the dominant mechanism (section 2.2.4) and eq. (4.1) needs to be modified to include the Schottky effect and tunnelling. In the presence of large electric fields, the Schottky effect/image force lowering must be included to account for voltage dependence in the pure thermionic emission component. Tunnelling mechanisms are weakly dependent on temperature and dominant tunnelling makes it difficult to distinguish changes in the Schottky barrier height from I-V characteristics. The focus of this work is on low doped semiconductors to avoid this complication and eq. (4.1) is used for MS contacts to evaluate the effective Schottky barrier height at a given temperature, since the value of \( A^* \) is known over a range of temperatures[64].

The influence of thermal ALD AlO\(_x\) interlayer (IL) thickness on conductivity is studied on Ni/IL/Si structures fabricated on RCA cleaned, last HF treated Si. Ohmic behaviour is observed on low doped n- and p-Si (10\(^{15}\) cm\(^{-3}\)) using a nominal AlO\(_x\) thickness ~ 1.5-2 nm. The specific contact resistivity (\( \rho_c \)) using these MIS contacts on low doped n- and p-Si was found to be quite high ~ 10\(^{-2}\) - 10\(^{-3}\) ohm.cm\(^2\) but is improved by two orders or magnitude when high doping (~10\(^{19}\) cm\(^{-3}\)) is used, providing average \( \rho_c \sim 1 \times 10^{-5} \) ohm.cm\(^2\) and lowest \( \rho_c \sim 8.9 \times 10^{-6} \) ohm.cm\(^2\). These values are larger in comparison to other published studies using MIS methodology e.g. ref. [65] and those required by the ITRS for sub-10 nm devices (better than 10\(^{-9}\) ohm.cm\(^2\)). However, the results in this chapter do shed light on some shortcomings of the MIS method, while demonstrating a planar contact method to achieve concurrent Ohmic contact on both n- and p-Si using the same fabrication process.

It may be possible to fabricate graded heterojunctions, multi-laminate interlayers, doped interlayers, among other strategies used by researchers to alleviate some challenges in the short term. But ultimately these techniques rely on heavy doping in one form or another and therefore, all suffer from the interlayer thickness providing the last bottleneck towards achieving ultra-low specific contact resistivity.

4.2. General methodology used in fabrication

Commercially available (PiKem Ltd.) pure Czochralski crystalline/ c-Si (single/double side polished) and Ge (single side polished) wafers of select low doping levels were used in this work. The wafers were diced into ~ 1 cm\(^2\) specimens prior to wet processing. Detailed chemical cleaning protocols for Si and Ge are described in the appendix. For the ALD work, RCA cleaned Si specimens were dipped in BHF and blow dried using compressed N\(_2\) just prior to loading in
the ALD reactor. The specimens (including controls) received identical preheat treatments in all experiments. Ultrathin AlOx layers were grown by thermal ALD using an Oxford Instruments Flex Al reactor, with adduct-grade trimethylaluminium (TMA) and H₂O as precursors. ALD layers were deposited over a range of thicknesses at a deposition temperature of 120 °C, with pulse/purge times of 0.2/1.5 s and 0.2/6 s for TMA and H₂O, respectively. The precursors were supplied to the chamber by vapour draw. Following photolithography and patterning, metal contacts were deposited by e-beam evaporation to form contacts using solvent lift-off in warm N.M.P. (at 60° C). Well defined contacts were observed using an optical microscope. The specimens were annealed post metallization at 200° C, 5 min. in high vacuum (~ 9 × 10⁻⁷ mbar).

For both control and IL contact studies, planar thin film metal contacts form pairs of diodes separated by a small gap 10 – 20 µm apart, and are measured as illustrated schematically in Fig. 4.1-a for the control case (without IL). Prior to metallization for control specimens, the patterned specimens were dipped in BHF 7:1 (HF: NH₄F = 12.5: 87.5%) for 10 s and rinsed in DI water for 2 min. This treatment results in micro-rough surfaces with predominantly dihydride terminations (H-Si-H)[66]. The contact pairs are identical patterns (radius 100-150 µm).

4.3. Results

4.3.1. Control: Schottky barrier height and FLP in Si

Two terminal I-V measurements are used to study the reverse current for this contact geometry, shown in Fig. 4.1-a. Only the reverse current i.e. current flowing from the metal side into the semiconductor is observed in this measurement as one contact in the pair becomes reverse biased (−) and exhibits a high resistance state in either polarity of the voltage sweep (+ / −) performed in the measurement. The contact pair (1-2) is probed by a source measure unit (SMU) and I-V characteristics are recorded for the contact pair.

At equilibrium, there is no current and the energy band diagram is as shown in Fig. 4.1-b. for low doped n-Si (N_D ~10¹⁵ cm⁻³). Schottky barriers are formed at the metal-semiconductor interfaces. A depletion region (W) extends into the semiconductor and the Fermi level (E_F) is constant across the entire geometry. For simplicity, if the electron barrier heights for the contact pair (Φ_B1,n and Φ_B2,n) and the depletion widths (W₁ and W₂) are assumed equal then ideal diodes obeying thermionic emission should produce saturating I-V characteristics, appearing
Figure 4.1: a. Schematic cross section of the MS contact geometry used in this work, showing the measurement configuration. Metal probes are used to apply biasing voltage between the metal contacts and the semiconductor (e.g. n-Si). b. Energy band diagram for opposing diodes or back to back diodes at equilibrium. c. Schematic I-V curves comparing opposing diodes (solid line – only reverse I-V characteristics) and single diodes (dotted line - complete I-V characteristics). Only the reverse current is measured in either voltage polarity (-/+ for the opposing diodes case.

symmetric in either voltage regime (+/−), shown schematically by the solid line in Fig. 4.1-c. Complete diode I-V characteristics are shown for comparison (dotted line). The Schottky lowering/imagine force lowering was not considered here. Following Chiquito et al’s formulation for back to back diode I-V characteristics[67] real reverse I-V curves can be described approximately by the formula given by eq. (4.2),

\[
J = A^* T^2 e^{\left(-\frac{q\Phi_B}{kT}\right)} \left(\frac{\sinh(\frac{qV}{2kT})}{\cosh(\frac{qV}{2nkT})}\right)
\]

(4.2)

The ideality factor \((n)\) can account for some non-ideal behaviour in reverse I-V characteristics, which are generally attributed to Schottky lowering, increased tunnelling or recombination at the interface. Curve fitting is used to extract diode parameters and compare with expected values. This method allows quick evaluation of diode parameters, without using high temperature testing, and provides additional confidence in values obtained by other analytical
Figure 4.2: a. Back to back diode linear I-V characteristics of Ni/n-Si ($N_D \sim 10^{15}$ cm$^{-3}$) after annealing at 200$^\circ$ C in vacuum, for 5 mins. Measurements were taken at various temperatures (25-140 ° C) to observe temperature dependencies. At lower temperatures, nearly saturating and symmetric I-V characteristics are observed, indicating equal Schottky barrier heights for the contact pair behaving like nearly ideal diodes. b. Same data shown on a semi-log plot to compare changes in magnitude of reverse current as temperature varies. c. Effective 0 K Schottky barrier height extracted using high temperature I-V data at different applied bias on a functional plot obtained from eqn. 4.1. Nearly saturating, symmetric I-V curves at lower temperatures result in nearly fixed slope over a small voltage range, giving a constant Schottky barrier height $\sim 0.6$ eV. d. Function fitting using eqn. 4.2 on room temperature I-V data assuming known values of $A^*$ for Si provides similar value of effective Schottky barrier height $\sim 0.6$ eV. Results are representative data reproduced over three sample batches (Ni/Si).

methods. It was found that eqn. 4.2 fits well to the data, and the extracted diode parameters are comparable to those obtained using other graphical and analytical methods (e.g. Werner method[68], Cheung method[69], Richardson method[70]). For example, we studied control Ni and Al metal contacts on Si and concluded that Ni is a superior contact metal in terms of thermal stability and electronic properties.

Al tends to anodize during evaporation and forms aluminium oxide during deposition if the evaporation rate is kept low. Forming non-uniform aluminium oxides at the contact interface can cause Schottky barrier height inhomogeneity, and this can be quite large across several tested contacts ($\pm 0.3$ eV). Instead, for Al contacts the metal deposition rate needs to be kept...
high (~1 nm/s) to obtain a mirror-like finish, as opposed to the matted gray appearance of partially oxidised thin films. The shiny Al contacts produce somewhat less variable Schottky contacts but are degraded upon annealing in the presence of oxygen. Pitted white formations were observed on the Al contacts under optical microscope. Their I-V curves were asymmetric/un-saturating, and in many trials, were found to be worse than the as-deposited contacts. On the other hand, Ni metal contacts were found to be far more reliable and produced smaller variability in I-V characteristics across multiple contacts tested before and after annealing, while exhibiting nearly ideal diode behaviour.

Ni is routinely used in self-aligned silicide process in VLSI technology, as silicidation by Ni consumes less Si (the substrate material) than alternative metallizations for silicidation like Co and Ti, while providing better sheet resistance[71]. Ni mono-silicide phase begins to form at relatively low annealing temperatures < 400º C[72]. Very high annealing temperatures > 600º C, are avoided because it results in a high resistivity NiSi2 phase.

Although the sheet resistance of low temperature silicides is very low, the contact resistance depends mainly on the Schottky barrier height- which seems to be more sensitive to interface properties, rather than granularity/domains within the planar metal contact. FLP determines the Schottky barrier height and this was verified using Ni contacts on Si, shown for example in Fig. 4.2. Because the contacts have a relatively large planar geometry, current scales by the contact’s area and so data are reported in terms of current density (J). The I-V characteristics of back to back Ni contacts on low doped n-Si (N_D ~10^{15} cm^{-3}) are shown for increasing temperatures (25-140º C) in Fig. 4.2-a and Fig. 4.2-b on linear and semi-log scales respectively. Using eqn. (4.1) and rearranging the terms, the functional plot: ln (J/T^2) vs (1000/T), known as the Richardson plot, is used to extract the 0 K barrier height at various applied bias, as shown in Fig. 4.2-c. The effective Schottky barrier height (\Phi_{B}^{eff}) is \sim 0.6 eV and is nearly constant over a small range of applied bias, due to nearly saturating I-V curves. A similar value was obtained using the fitting function, eqn. (4.2) using the room temperature I-V data and assuming the known value for corrected Richardson constant (A^*) of n-Si[64], 112 A.cm^{-2}.K^{-2}. The fitted parameters give \Phi_{B}^{eff} \sim 0.6 eV and n \approx 1. Both methods (Fig. 4.2- c, d) show that the Fermi level at (100)Si surface is located near its mid-gap energy. The FLP condition is believed to originate from surface defects but interestingly, the contacts follow nearly ideal thermionic behaviour as per their reverse saturation I-V characteristics. Similar curve fitting for annealed Ni/p-Si contacts (using A^* = 32 A.cm^{-2}.K^{-2} [64]), along with high temperature analysis showed Ni/p-Si interface has \Phi_{B}^{eff} \sim 0.5 eV, confirming the roughly mid-gap CNL/pinning position in the Si bandgap[73].
Inferences:

In the absence of FLP and interface charges (ideal Schottky contact) - Ni, with its high work function (~ 5.2 eV) is expected to form Ohmic contact to p-Si[73] but this is not found to be the case experimentally. Large Schottky barrier heights ~ $E_g$/2 eV were observed using Ni contacts on both n- and p-Si. The annealing temperature used here is lower than required for onset of silicide formation. This allows comparison in the properties of the Ni/Si interface as opposed to the Ni-silicide/Si interface, to understand the effect brought about by the insertion of ALD interlayers, and to study the effect of annealing on the final contact interface, shown next.

4.3.2. Thermal AlO$_x$ ALD interlayers enable Ohmic contact to n- and p-Si

The ALD AlO$_x$ recipe used in this work was developed by Dr. Peter King, in collaboration with the Centre for Process Innovation (CPI) at Newcastle University. Spectroscopic ellipsometry and AFM topography measurements on oxide step etched Si were used to calibrate the growth rate of the ultra-thin interlayers, to number of reaction cycles (0.05 nm/cycle) using the thermal ALD process. The range of cycles/thicknesses that were studied for MIS contacts is annotated in Fig. 4.3-a. An ALD AlO$_x$ deposition of at least 10 cycles is necessary to form a continuous layer, below which an island growth mechanism is seen.[74] For this study, AlO$_x$ interlayers were grown using 20, 30, and 40 ALD cycles, corresponding to nominal film thicknesses of 1, 1.5, and 2 nm. Our experiments operate just over the minimum cycle limit for a continuous layer. ALD and control samples were patterned using contact photolithography and lift-off, followed by post deposition annealing (see Chapter 3 and appendix for detailed methods). Microscopy work was commissioned to Durham University and was performed by Dr. Budhika Mendis. Fig. 4.3-b shows a high resolution transmission electron microscope (HRTEM) image of an annealed Ni/ (30 cycles) AlO$_x$/Si specimen in cross section. The measured thickness agrees as per the schematic shown in Fig. 4.3-a. Polycrystalline Ni domains emerge from multiple nucleation centres at the rough AlO$_x$ interface. Energy filtered transmission electron microscopy was used to map the distribution of oxygen in the specimen. Bright pixels of the image shown in Fig. 4.3-c are from the K edge/ inner shell ionization energy level in elemental oxygen. Aside from the AlO$_x$ interlayer, a considerable O signal is seen in the metal despite Ni having a high stability against oxidation under low temperature annealing conditions used. This suggests that the O signal is either noise or could possibly be due to mobile interstitial oxygen
Figure 4.3: a. Schematic showing thermal ALD AlO\textsubscript{x} deposition rate, extrapolated from ellipsometry on thicker layers. The range of ALD cycles used in the experiments, and the apparent resulting film thicknesses are sketched, based on data collected in AFM step etch surveys and ellipsometry studies done during ALD process development. b. High resolution transmission electron microscope (HRTEM) of the specimen in cross section, showing the contact interface Ni/AlO\textsubscript{x}/Si after annealing at 200° C in high vacuum, for 5 min. c. Energy filtered transmission electron microscope (EFTEM) image of a section of the contact, showing the Oxygen (K) edge filtered data, reconstructed to form an image. Bright pixels representing Oxygen are observed at the expected location of the ALD AlO\textsubscript{x} interlayer as well as in regions within Ni layer, against the background noise.
between Ni grain boundaries and crystal defects. The ALD layers conformally coat the microroughened Si surface post RCA and last HF cleaning prior to metallization. Ni grain growth during annealing occurs via defect sites to minimize surface energy, leading to intersecting grain boundaries, creating additional defects in the metal. Annealing accelerates diffusion of oxygen from interfaces, which could explain the EFTEM result in Fig.4.3-c showing streak like patterns of O signal in the metal.

The electronic properties of these MIS contacts were studied using room temperature I-V measurements. Control specimens (n-, p-Si) prepared alongside the n- and p-Si specimens undergoing ALD, received identical pre-heat treatments (but 0 cycles) in the ALD reactor. ALD AlOₓ interlayers (IL) – 20, 30, 40 cycles were used before the contact patterning step. The prepared controls and IL specimens were patterned using negative mask exposure photolithography to form Ni planar contacts (70 nm thick). Representative I-V characteristics of n-Si and p-Si specimens are shown in Fig.4.4-(a, b) and Fig.4.4-(c, d) respectively on linear and semi-log scales. Compared to the control Ni/Si contacts (linear data rescaled in inset), inserting 20, 30 cycles of AlOₓ improves conductivity by nearly two orders of magnitude, as seen in Fig.4.4-b and Fig.4.4-d, but the I-V characteristics retain rectifying characteristics.

Their apparent/ effective Schottky barrier heights (Φ_B^{eff}) are plotted together in Fig.4.4-e against ALD thickness in cycles. It appears that Φ_B^{eff} reduces for both n- and p-Si attaining minima at 30 cycles AlOₓ (1.5 nm). The trend appears to saturate for higher thicknesses before conductivity eventually becomes worse for thicker AlOₓ (> 5nm, not shown). (Lines drawn as guide to the eye and are not actual data.) The sum of Φ_B^{eff} for n- and p-Si is approximately the band gap of Si only for the controls (0 cycles) and not for the IL specimens. This result appears to violate the outcome expected from the MIS methodology where either n- or p-contact is supposed to develop a large Φ_B^{eff} in order that the improved contact (n- or p-) attains a lower Φ_B^{eff}, together summing to the semiconductor band gap energy.

AlOₓ is a unique oxide because it creates a negatively charged interface with Si/ SiO₂ while other transition metal oxides and passivating materials such as SiNₓ form positively charged interfaces respectively[75]. The negative charges are believed to originate from tetrahedrally co-ordinated Al atoms in Al₂O₃ that directly bond with the O atoms in the native/ interfacial SiO₂[76]. The net negative charge density at the Al₂O₃ or ALD AlOₓ has been estimated by C-V techniques by observing shifts in the flat-band voltage and is of the order of 10^{12}-10^{13} \text{ cm}^{-2} [75][76], comparable to the density of surface states on cleaned (100)Si. The enhanced electric field arising from the negative charges effectively passivates the surface and lowers the
Figure 4.4: ALD AlOₓ modulates conductivity on both n- and p-Si. a. and b. show representative I-V data, reported as current density on linear and semi-log scales respectively, for p-Si specimens. The total current increases with ALD cycles up to 30 cycles and then begins to slowly degrade with increasing ALD cycles. c. and d. show representative linear and semi-log I-V data reported as current density for n-Si specimens. Interestingly, conductivity also increases on n-Si, while maintaining the same optimal thickness of 30 cycles. e. The apparent/ effective Schottky barrier height extracted by fitting eqn. 4.2 for the complete sample series, including control specimens (0 cycles) plotted against ALD AlOₓ thickness in cycles. The lines connecting the data are guides to the eye and are only drawn to show the nearly saturating trend of effective Schottky barrier height for intermediate ALD films thicknesses. Error bars represent the deviation in the extracted Schottky barrier heights for 5 contacts per sample (control and IL samples).
**Figure 4.5:** Annealing results in Ohmic contacts to both n- and p-Si. a. and b. show representative I-V data reported as current density on linear scale, to show Ohmic characteristics on p- and n- Si respectively. The total resistance is almost independent of the interlayer thickness used (1-2 nm). c. and d. show the same data on a semi-log scale to compare the magnitude of reverse current. The contacts to n-Si exhibit lower resistance than identically fabricated p-Si specimens. The overall conductivity of the MIS contacts increases by another order of magnitude, compared to the as-deposited contacts shown in Fig. 4.4-(b,d).

The recombination velocity of carriers at the interface. Hence, Al$_2$O$_3$ is treated as a choice material in solar cell technology where long-lived photoexcited carriers and their separation at the contact interface is of importance. Field induced passivation is observed on both n- and p-Si and the resulting interface dipole causes accumulation on p-Si and inversion on n-Si.[77] Strong electric field at the interface requires charge build-up, but this effect will gradually reduce as the interlayer gets thicker. The same is true for Al$_2$O$_3$ grown over thin SiO$_2$ (~1.5 nm)/ Si because the negative charges are moved further away from the Si interface. The changes observed in the apparent Schottky barrier height can be qualitatively correlated to the build-up of negative charges, which ultimately must be limited by the available surface Oxygen sites at the native SiO$_2$/Si interface.
Figure 4.6: a. Optical microscope image of CTLM structures patterned on top of the ALD AlO$_x$ layers with inner contact radius (L/2) ~ 100 µm. b. Total resistance of the annealed MIS Ohmic contacts to heavy doped n-Si (N$_D$ ~10$^{19}$ cm$^{-3}$) using 25 cycles of ALD AlO$_x$, plotted against contact gap separation of the CTLM structures. These data have been corrected using correction factor C= (L/2d)*[ln(1+2d/L)]. The y intercept = 2R$_c$ gives the specific contact resistivity $\rho_c$ ~ 8.9 × 10$^{-6}$ ohm.cm$^2$.

The specimens were annealed in high vacuum (~10$^{-6}$ mbar) at 200º C for 5 min. Both sets of substrates produced similar results i.e. resistor like/ Ohmic I-V characteristics obtained on n- and p-Si, shown on a linear scale in Fig.4.5- (a, b) respectively. Their corresponding semi-log plots are shown in Fig.4.5- (c, d).

The Schottky barrier height of the control specimens remains close to the Si mid-gap energy (CNL) and rectifying characteristics are observed. Conductivity of the MIS specimens improved by another order of magnitude and the contacts became Ohmic after annealing. Circular transfer length method (CTLM) structures shown in Fig. 4.6-a were used to obtain the specific contact resistivity $\rho_c$ ~ 1.7 × 10$^{-2}$ ohm.cm$^2$ on p-Si and ~5 × 10$^{-3}$ ohm.cm$^2$ on n-Si. The ALD Al$_2$O$_3$ (or AlO$_x$) interlayer has a large band offset to Si conduction/ valence bands which adds tunnelling resistance.

Heavy doped substrates can be used to improve performance. But as explained in ref. [39] the benefit of the MIS approach is lost with increased doping and this strategy becomes unfavourable compared to traditional silicided MS contacts using the same doping level. The experiments were repeated on heavy doped n-Si (N$_D$ ~10$^{19}$ cm$^{-3}$), which produced lowest specific contact resistivity ($\rho_c$) of only 8.9 × 10$^{-6}$ ohm.cm$^2$ as shown for example in Fig. 4.6-b. These results could be improved by using heavy implant doped epi-layers to reduce current spreading under the contact.
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AlOx IL contacts were also fabricated using low doped n- and p-Ge substrates but these contacts did not become Ohmic and further MIS investigations were suspended. FLP in Ge is far more severe than in Si and inserting AlOx interlayers with mismatched band offset to Ge did not provide the required effect.

Inferences:
Negatively charged ultra-thin AlOx layers (< 2 nm) modulate the apparent Schottky barrier height when inserted between Ni contacts to n- and p-Si. This leads to increased reverse current but cannot be attributed to Fermi level de-pinning alone. Occupied acceptor states near the mid-gap energy are repelled by fixed negative charge density (10^{12}-10^{13} \text{ cm}^{-2}) at the Al2O3/ SiO2 interface, causing inversion (attracting holes) at the n-Si surface when sufficient reverse bias is applied. The resulting sharp band bending at the interface allows excess tunnelling currents to flow across thin interlayers (< 5 nm). The same field enhancement accumulates the p-Si surface, lowers the effective Schottky barrier. The Ni/Al2O3 workfunction has been previously reported to be 4.5 eV.[78] and the conduction/ valence band offsets of Al2O3 on Si have been measured by several works to be 2.5 eV and 3.2 eV respectively, as summarized in ref.[79]. Annealing causes oxygen to diffuse towards the Al2O3 side of the Al2O3/SiO2 interface and increases the negative fixed charges[74]. This effect is most likely responsible for the observed increases in conductivity of annealed MIS specimens. Since the Al2O3 has valence band offset greater than its conduction band offset on Si, the height of the tunnel barrier at equilibrium favours electron transport close to the metal Fermi level. This could explain why the MIS contacts to low doped n-Si in Fig.4.5- b exhibit lower resistance than the contacts to p-Si in Fig.4.5- a.

4.4. The cost of de-pinning methods and severe FLP in Ge

By choosing AlOx over positively charged interlayers (e.g. SiNx) it is possible to achieve Ohmic contact to both n- and p-Si, owing to the enhanced electric field arising from its negatively charged interface to Si. This has an advantage over other strategies that de-pin the Fermi level towards the conduction band or valence band exclusively. However, the specific contact resistivity attained by this method is quite poor compared to the state of the art using MIS methodologies, adapted specifically to de-pin the Fermi level towards either majority carrier band. The lowest reported specific contact resistivity using ALD grown Al2O3, La2O3 interlayers on heavily doped Si is of the order of 10^{-8} \text{ ohm.cm}^2.[73] whereas state of the art
metal-semiconductor (heavy doped) contacts have reached a record $\rho_c \sim 2 \times 10^{-9}$ ohm.cm$^2$ [80]. These techniques use doping levels in the semiconductor of the order of $10^{21}$ cm$^{-3}$ or higher to achieve these results. When moderate doping is used, Fermi level de-pinning results in contacts to only either n-, or p-semiconductor becoming Ohmic, because the Fermi level position in the band gap at equilibrium is shifted towards one of the majority carrier bands (conduction / valence). Therefore, the new effective Schottky barrier heights for electrons and holes are approximately conserved to the band gap energy. This is the cost of Fermi level depinning techniques and special contact recipes need to be developed to cater to n- and p-regions in a device where a good Ohmic contact is required.

The situation is worse for Ge because native GeO$_x$ dissolves readily in D.I. water, an essential process fluid. The lack of a stable surface oxide further degrades significant improvements that could come from annealing ALD AlO$_x$ interlayer contacts. Hence, one is left to choose from special oxides that will have a suitable conduction or valence band offset to the semiconductor. While each of these materials may find suitable applications in various industrial sectors, the increased complexity in fabrication and the added cost to performance outweigh the benefits of adopting the MIS method for contact technology used in state of the art microelectronics. The FLP effect is known to be quite severe in Ge and this was confirmed by fabricating and testing
contacts using a range of different metals and metal bi-layer combinations, by examining the apparent Schottky barrier height formed on low doped (100)Ge (N\textsubscript{D} \sim 6.4 \times 10^{14} \text{cm}^{-3} \text{ and } N\textsubscript{A} \sim 5.6 \times 10^{14} \text{cm}^{-3}) shown in Fig. 4.7-a. For metal contacts on n-Ge, \( \Phi_{B}^{\text{eff}} \) is on average \sim 0.6 eV i.e. the Fermi level is pinned close to CNL near the Ge valence band (\( E_{g} \sim 0.67 \text{ eV at room temperature} \)). The corresponding contacts to p-Ge were all Ohmic (\( \Phi_{B}^{\text{eff}} \sim 0 \)). Ge exhibits strong FLP, with the Schottky barrier height being fixed at the CNL, nearly insensitive to the metal’s workfunction (\( \Phi_{M} \)).

Locally enhanced electric field, arising from workfunction difference between high workfunction metal nanostructured interlayers and low workfunction capping metals have previously been shown to improve conductivity on low doped n- and p-Ge to form quasi Ohmic contacts[38]. Following our MIS work we explored potential metal bilayer combinations with a large electronegativity differences that could potentially improve contact to both n- and p-Ge. The contact to p-Ge is already Ohmic and we do not want to disturb this arrangement. Tunnelling contributions arising from enhanced surface electric fields could meet this requirement. Metal bi-layer film contacts (100/3 nm) were sequenced according to increasing Pauli electronegativity difference to test for shifts in the apparent Schottky barrier height. These data are plotted in Fig. 4.7-b for as-deposited specimens and after annealing in high vacuum at 350º C, 5min. The trend of severe FLP is present for all the as-deposited specimens, with \( \Phi_{B}^{\text{eff}} \sim 0.6 \text{ eV} \). But interestingly, Au/Cr contacts showed a reduced \( \Phi_{B}^{\text{eff}} \sim 0.2 \text{ eV} \) after annealing and showed \( 10^{3} \times \) higher reverse current than the as-deposited contact, producing non-linear reverse I-V characteristics and quasi-Ohmic behaviour. The corresponding as-deposited and annealed contacts to p-Ge remained Ohmic and showed identical I-V characteristics.

XPS surveys were performed on the vacuum annealed Au/Cr n-Ge specimen by Dr. Anders Barlow, then at NEXUS, Newcastle University which revealed a considerable Ge signal at the surface of the annealed contacts. This might suggest alloying/intermixing between Au and Ge, akin to the recipe for Ohmic contact to n-GaAs[81].

**Inferences:**

The MIS strategy using ALD AlO\textsubscript{x} is unfavourable for Si and Ge state of the art microelectronic devices. Planar metal contacts on low doped Ge have the Fermi level pinned close to the Ge valence band, resulting in Ohmic p-contacts and Schottky n-contacts. The FLP effect is quite severe in Ge, in that no single metal could produce a significant change in the apparent Schottky
barrier height on low doped substrates. Metal bi-layer contacts were investigated. Most combinations also preserved strong FLP characteristics. However, thin Au/Cr shows a significant shift of \(-0.4\) eV in \(\Phi_B^{ef}\). The corresponding contact to p-Ge remained Ohmic, which indicates that the improvement in conductivity cannot be attributed to Fermi level de-pinning.

4.5. Conclusions

The ALD AlO\(_x\) or other MIS methods provide significant improvement to contact resistance only on low doped semiconductors while traditional MS contacts outperform MIS contacts when heavy doping is used. FLP is more severe in Ge than in Si. Several attempts were made to try and optimize different metal bilayer contacts by modifying the annealing and fabrication routine to achieve low contact resistance. However, the annealing method (in vacuum) proved to be quite unreliable in terms of repeatability. Optical microscope studies occasionally showed the formation of pits/ blots in the contact, which was probably caused as a reaction to the increased temperature in the heat treatment. Using a lower annealing temperature (< 300° C) did not produce any appreciable enhancement in conductivity. The Au/Cr bilayer combination needs to be studied carefully to understand the mechanism by which conductivity is increased, leading to the apparent 0.4 eV reduction in Schottky barrier height. The corresponding contact to p-Ge remained Ohmic, indicating that once again, the improvement in conductivity is due to some form of enhanced tunnelling effect, rather than Fermi level shifting within the band-gap.
“The practical success of the idea, regardless of its inherent advantages, depends on the attitude of people. If it suits the time, it is accepted.”

-Nikola Tesla
Chapter 5:

Ohmic Hybrid contacts - 1D injection in semiconductors

Abstract

This chapter explores a new type of contact geometry that exploits hot carriers generated in semiconductor nano-crystalline regions, embedded in the contact metal – A hybrid structure between thin metal films and semiconductor nanocrystals is observed. Semiconductor nanocrystals are embedded in a high workfunction contact metal film with a low workfunction adhesion/interface metal layer. The semiconductor nanocrystals have abrupt heteroepitaxial interfaces with both metals, which forms geometric triple points. This results in grid like features in the contact. Hot electron tunnelling current is observed with one-dimensional character over entire patterned areas. The phenomenon is demonstrated here for n- and p- Ge with Au metal contact and Cr adhesion layer, but will have applicability to other material systems.

5.1. Introduction

Realizing Ohmic contact on semiconductors with strong FLP using a planar metallization is quite challenging. FLP is less severe in Si than in Ge but a planar Al metallization forms Ohmic contact to lightly doped p-Si and Schottky/ rectifying contacts to n-Si[82]. The conventional approach for improving contact resistance is to use higher doping in the semiconductor. Heavy doped spacer layers (e.g. delta doping) are often introduced below the contact layer to enhance tunnelling and mitigate the effect of the Schottky barrier as seen on low doped substrates. This doped spacer layer strategy has been adapted by several research groups to improve contact performance. Particularly for GaAs, Ohmic contact recipes for low doped n-GaAs have been discovered[83][84]. However, Ohmic contact to p- GaAs is quite difficult to obtain and also usually requires heavy doping to improve contact[85]. In Ge, the situation is more complicated. Moderate doping does not guarantee good Ohmic contact.

Alloyed contacts to semiconductors suffer from a problem known as ‘spiking’, which as the name suggests involves the formation of metal protrusions into deeper layers of the semiconductor below. This phenomenon can degrade the properties of junctions buried below
Annealing duration and temperature become critical parameters in ensuring that a stable contact is formed. Reliability of contacts in devices operating at higher temperatures or large power densities could be compromised, as spiking may still occur during operation due to thermal and/or electromigration[87]. Diffusion barrier layers can be introduced to mitigate spiking effects[88], however only at the expense of increased contact resistance due to its inclusion in the contact stack. Annealing duration for such processes typically are of the order of hours. Diffusion mechanisms dominate the outcome of the process in terms of material structure and integrity.

From the contact engineering strategies for Ge covered in Chapter 1 (section 1.2), direct sputtering of TiN onto Ge, followed by annealing results in unpinning i.e. Ohmic contact is formed on n-Ge and is accompanied with Schottky contact on p-Ge for the same metallization. Refractory metal nitrides have a good thermal stability so this material may be suitable for high temperature applications. TEM work on these contacts have shown a nominally flat interface, without spiking[89]. The FLP problem is now reversed, with high contact resistance on p-Ge. Au is not commonly used in foundries because it is known to degrade carrier lifetime in Si. Furthermore, Au has previously been identified as an amphoteric dopant in Si[90]. Au alloys with other metals (and semiconductors e.g. Au/Ge alloy on GaAs) and is frequently applied in contact technology.

In this chapter, short duration and low temperature rapid thermal annealing (RTA) is explored for processing Au/Cr bilayer films on Ge. Rapid annealing (< 20 s) is used to exploit film dewetting and eutectic reactions at the contact metal/semiconductor interface. This short annealing schedule prevents the formation of complex diffused alloys. Liquid interfaces formed during annealing underpin epitaxial growth in the crystallized Au(Cr)/Ge thin film system. A thermally self-assembled hybrid structure was discovered during process development, which provides Ohmic contact on both n- and p-Ge. This material provides remarkable improvements in conductivity, even using low doped Ge (N_D ~ 6.4 × 10^{14} cm^{-3}). Hybrid structures described here are block-like Ge nanocrystals embedded in crystalline Au/Cr films. The results described next are anticipated to have wider applicability to many materials, as the hybrid geometry and scale are responsible for the observed electronic effects. The following section outlines the material properties of the Au/Ge and Au/Cr/Ge material systems upon annealing. TEM microscopy surveys provide insight into material formation. HRTEM (data shown in Figs. 5.5–5.7) and HRSEM (data in Figs. 5.3, Fig. 5.8 and Fig. 5.9) experiments were done by Dr. Karl Dawson at Liverpool University.
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5.2. Results I - Material characterization

5.2.1. Annealing Au thin films on Ge results in cluster formation and heteroepitaxy

![SEM collage of Au (100 nm)/ Ge. annealed in vacuum at 400° C, for 5min. Plan view of a circular patterned area with scale bars for a. 100 µm b. 10 µm and c. 3 µm showing higher magnification of clusters formed by thermal re-assembly. Isolated Au clusters and platelets are observed on Ge.](image)

Figure 5.1: SEM collage of Au (100 nm)/ Ge. annealed in vacuum at 400° C, for 5min. Plan view of a circular patterned area with scale bars for a. 100 µm b. 10 µm and c. 3 µm showing higher magnification of clusters formed by thermal re-assembly. Isolated Au clusters and platelets are observed on Ge.

Deposition of thin metal layers by evaporation is not as well controlled as deposition by sputtering. The substrate temperature, surface energy, deposition rate, target yield, chamber ambient, and pressure all influence the morphology of the deposited films.

Since at room temperature Au has a higher surface energy (1.33 J/m²) than Ge (1 J/m²)[91], initial stages of growth (first few monolayers) pertain to island formations at nucleation sites on the substrate. Islands eventually coalesce into a continuous film, as more material arrives onto the substrate[92]. As-deposited metal films are typically polycrystalline i.e. they have no preferred crystal orientation.

Thin Au films were deposited onto chemically cleaned, patterned Ge using e-beam evaporation in high vacuum conditions (1.5 × 10⁻⁶ mbar). The film thickness and deposition rate were monitored using a quartz crystal balance. A nominal deposition rate (0.1 nm/s) was used to form 100 nm films. Contacts were fabricated using contact photolithography, as described in Chapter 3. The specimens were later annealed above the Au/Ge eutectic temperature ($T_{AuGe}$...
~360° C) at 400° C for 5min in high vacuum (1.5 × 10⁻⁶ mbar). The annealing schedule is ended abruptly (heater off), following which the annealing stage is cooled via its metal heat sinks for 10min before evacuating the chamber. Scanning electron microscopy (SEM) revealed cluster formation, which is typical in annealed Au films on dielectric substrates[93]. Fig. 5.1-(a, b) shows the extent of aggregation in various regions of a circular patterned contact (radius = 100 µm). The bright regions are isolated, self-assembled Au islands on the Ge substrate (with dark background), confirmed in Energy-dispersive X-Ray (EDX) spectroscopy. Higher magnification images reveal cube and cuboid shaped clusters, amidst a distribution of polyhedron structures in Fig. 5.1-c. Clusters are formed because Au has a higher surface energy compared to Ge, which leads to the formation of ball-like structures of Au, surrounded by Ge rich layers post eutectic mixing[94]. Surface energy is minimized by exposing the crystal facet which has the lowest surface energy. Usually this is the {111} plane in f.c.c. metals, as it has the highest number of bonds in plane (close packed). This crystallization is prevalent in most f.c.c. metals upon annealing. However, in the Au/Ge system, a heteroepitaxial matching is observed, which induces an alternative preferred Au orientation i.e. (110)Au. Annealing at temperatures above $T_{Au/Ge}$ has recently been shown to result in mixed Au f.c.c. and Au h.c.p. island structures on Ge[95]. The proportion of f.c.c. to h.c.p. stacking depends on the cooling rate. More f.c.c. phases are prevalent for a faster cooling rate, while the h.c.p. structure is exotic and requires special conditions and slow cooling to form. The clusters seen in Fig. 5.1 appear consistent with the fast cooling case. Au and Ge form a liquid interface, then rearrange according to the orientation relationship {110}//(100). This arrangement leads the edges of the Au clusters to align with the [110] directions of Ge. Significant surface energy mismatch forces cluster formation with high curvature of de-wetting, surrounded by Ge rich crimp layers (the darker halos apparent around Au clusters in Fig. 5.1-c).

The separation between for observable islands is on average 150 nm (±50 nm). Two probe I-V measurements taken on the patterned areas revealed rectifying behaviour on n-Ge and Ohmic contact to p-Ge, consistent with FLP in Ge. These findings suggest that any diffusion or alloying of Au into the Ge substrate or vice versa, which might have occurred during annealing does not alter conduction properties significantly. The characteristics of FLP are preserved in the limit of such large Au clusters on Ge, unlike annealed Au/ n-Si contacts, which become Ohmic after annealing at 400° C[96]. The larger island formed in Fig. 5.1-b is like a Au platelet formed on the Ge substrate. Some emergent Ge features are apparent within this island.
Inferences:
Annealing 100 nm Au on Ge above $T_{Au/Ge}$ forms a discontinuous film. Au clusters are dynamically constructed from the eutectic liquid interface with the Ge substrate, and are surrounded by pure Ge crimp layers. Thin film de-wetting prevents the formation of extended planar Au geometries, aside from regions where self-organization permits coalescence. Characteristics of FLP were seen retained on n- and p-Ge.

5.2.2. Cr adhesion template for heteroepitaxial Au crystallization over extended areas

Adhesion layers like Cr or Ti are commonly incorporated into Au contacts in several applications.[97] The thickness of these layers can vary depending on the application, and is typically 2-5 nm on SiO$_2$. In this case, Cr is preferred over Ti as the adhesive material because Cr is known to form an epitaxial alloy with Au[98]. Additionally, the (110)Au and (100)Ge lattice planes are mismatched by $\leq 2\%$. A tight match between Au, Cr and Ge lattice planes can arise, as shown schematically in Fig 5.2-a. This allows controlled heteroepitaxy between Au and Ge.

Cr has surface energy (~3 J/m$^2$)[99], higher than both Au and Ge. Due to its high affinity to oxygen it readily forms nucleation centres on the substrate and assists film formation during subsequent stages of Au deposition. In the limit of low Cr coverage ($< 1.5$ nm), initial Au crystallite size and critical thickness for coalescence is not significantly affected, because the density of Cr nucleation centres is sparse. While for higher density of Cr nucleation centres, the growth of flat Au crystallites forming continuous film-like elements is onset at considerably smaller values (2-4 monolayers Au)[100].

A nominal thickness of 3nm Cr was chosen to study this epitaxial orientation relationship. 100/3 nm thick Au/ Cr contacts were prepared using the standard method described in Chapter 3, except that for the Cr layer, the deposition rate had to be lowered to 0.03 nm/s to try to maximize uniformity of the layer. Prior to deposition, the Cr target was conditioned in high vacuum using a high beam current. The chamber was gettered to reduce oxygen contamination before patterned specimens were exposed to the Cr vapours. Room temperature I-V measurements of as-deposited 100/3 nm Au/Cr contacts to low doped n- ($N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$) and p-Ge ($N_A \sim 5.6 \times 10^{14}$ cm$^{-3}$) specimens confirmed that FLP was unaffected. The electron Schottky barrier height ($\Phi_{Bn}^0$) was estimated $\sim 0.6$ eV from high temperature I-V measurements. Continuous metal film patterns were observed in SEM. Ideally, the Ge
substrates should be heated \textit{in-vacuo}, prior to deposition, to out-gas any solvent or water residues. The surface diffusion of Cr on preheated substrates would also be promoted during deposition, improving uniformity of the nucleation sites. Cr is known to enter the Au lattice by substitution at temperatures above 400 K, forming an epitaxial alloy\cite{98}. Thus, an epitaxial (110)Au interface could be seeded during deposition. Unfortunately, our e-beam evaporator is not equipped with a working substrate heater module, so seeding of the epitaxial layers was attempted post deposition, by annealing. The method of annealing was changed to rapid thermal annealing (RTA) to exploit faster convection cooling and aid the crystallization process by using purge gas flows. The specimens were rapid annealed in ultra-pure N\(_2\) and then cooled in N\(_2\) purge flows for 10 min, before venting the chamber. When the peak annealing temperature does not exceed \(T_{\text{Au/Ge}}\) by a large margin (< 420° C), the Au film continuity is semi-preserved and Ge islands emerge in the Au matrix, shown in Fig. 5.3.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure5_2.png}
\caption{a. Schematic 2D projection of cubic (100)Au, (100)Cr and (100)Ge cubic faces, showing a possible epitaxial arrangement. b. Schematic showing preferred (110) Au growth on Ge, because {110}Au= 0.5*a(Ge)=2.884 Å. c. Orientation relationship between Au and Ge is observed because {220}Ge = {100}Au= 4 Å.}
\end{figure}
Figure 5.3: HRSEM of a circular contact ($d = 300 \, \mu m$) 100/3 nm Au/Cr on Ge after RTA, revealing the emergence of crystalline Ge nano-islands in an Au matrix. Inset shows orthogonally arranged Ge islands under higher magnification, at a tilted viewing angle.

Observation of orthogonally arranged interfaces between Ge islands in the Au film show that the Au has predominantly crystallized in its (110) orientation and is heteroepitaxially registered to the (100)Ge substrate over a large area. Thus, the Ge islands will be aligned to the [110] directions of the substrate, as per the schema drawn in Fig. 5.2. This can be confirmed by examining the wafer flat direction <110>, from which the specimens were cleaved. This configuration dictates that Ge islands must register as Au{001}//Ge[110] because the Au film grows in the (110) direction. Multiple epitaxial interfaces discussed so far result in the general orientation relationship {110}Au/{001}Ge. This situation in Fig. 5.3. is visually complementary to the case shown in Fig. 5.1 where self-assembled Au islands were observed on the Ge substrate. The key difference here being the clusters in this case are epitaxial semiconductor nanocrystals, and the medium is a crystallized Au/Cr film. The crystal orientation of the annealed Au/Cr film was inspected using X-ray diffraction (XRD) 0-20 measurement shown in Fig. 5.4. An intense, well defined peak is observed at $2\theta = 65^\circ$, which confirms (110) oriented Au. Thus, by using a 3 nm Cr adhesion layer and low temperature rapid annealing, an extended heteroepitaxial Au/Cr/Ge hybrid film is observed. Previous demonstrations of heteroepitaxial (110) Au films have been limited to commensurate growth only on (110) oriented substrates[101].
Figure 5.4: XRD θ/2θ measurement of 100/3 nm Au/Cr after rapid thermal annealing. Intense peak at 65° indicates predominantly (110) Au crystallization is observed. Some peaks remain unidentified (marked by *).

These promising results justified cross-sectional studies of the material. HRTEM surveys were commissioned to Liverpool University to gain insight on the hybrid film’s formation. Multiple epitaxial interfaces were observed, in excellent agreement with the schema presented in Fig. 5.2. Received TEM data were processed using free Gatan Digital Micrograph software. Fig. 5.5-a shows on the left, a representative lamella/lift out section taken from the annealed contact, aligned to the plan view HRSEM of the region from which it was excavated. This lamella was inspected using HRTEM, shown on the right.

Three main features are annotated in the lamella as regions of interest (ROI), in Fig. 5.5-b. These are, (1) Regions that showed inward transport of Au into the Ge substrate, (2) Regions where the Au is heteroepitaxial on Ge, but not transported across the Cr interlayer, thus leaving the original interface intact, and (3) Ge island formation in the Au film, indicating outward Ge transport. Fig. 5.5-c shows HRTEM image of ROI 1. A dark, blurred region above the substrate is observed, highlighted using dashed lines. Its position and extent approximately match the description of the original Cr layer. Au appears to have diffused through the Cr and registered with the Ge substrate. The extent of inward Au migration is annotated as a guide, to the mark the second interface. Atomically sharp edges are observed, reminiscent of Au assisted etching of Ge[102][103].
To study crystallinity of Au in the growth direction, Fast Fourier transform (FFT) diffraction patterns of the Au and Ge in HRTEM were obtained (shown as insets), and the observed lattice plane spacing (d-spacing) was measured. Diffraction spots (FFT) from TEM image were chosen in the normal direction of the lattice image. These points were masked and its corresponding image was reconstructed using inverse FFT (IFFT), presented alongside to compare with the HRTEM image. Histograms used to estimate the average lattice spacing from both IFFT images are shown in Fig. 5.5-d. The interplanar spacing correspond to d-spacing of \{001\}Au (4.08 Å) and \{011\}Ge (2 Å). The close lattice match promotes the orientation relationship \{001\}Au //\{011\}Ge we observe. Satellite diffraction spots and higher frequency patterns were observed in the Au FFT, corresponding to smaller real lattice spacings which suggests there are crystalline impurities in the lattice. These are most likely original Cr substitutions in Au, forming epitaxial Au/Cr alloys or Ge impurities that remained unseparated. Fig. 5.6-a. shows the HRTEM of ROI 2, a continuous region of Au with the original Cr interlayer interface preserved. Lattice plane registry \{100\}//\{110\} is maintained, consistent with ROI 1. The HRTEM image FFT and the reconstructed IFFT images are shown alongside the HRTEM image. The Au lattice spacing in the growth direction has been measured (d_{110} = 5.68 Å) from the IFFT histogram shown in Fig. 5.6-b, consistent with Fig. 5.2-b.

The Ge island/crystallite in ROI 3 forms triple interfaces at the left and right edges in view. It is embedded in the (110)Au film, supported by an intact Cr interlayer, as shown in. Fig. 5.7-a-c. The Ge island edges retain remnants of the separation process in which Ge is selectively segregated out of molten Au[94], shown in Fig. 5.7-b. Crystal twinning is observed along the \{111\} Ge plane in the middle of the Ge island cross section, shown in Fig. 5.7-c. This feature was observed in every Ge island which was surveyed from the lamella. Therefore, it is unlikely that the Ge islands are formed by upward Ge transport across the Cr layer i.e. from the substrate volume beneath observed sites of island formation. If this were the case, there would be visible voids or disorder in the Ge crystal structure, which is not observed.

Both Ge island and Ge substrate’s FFT showed no break in symmetry and produced well defined, bright spot patterns as expected in Ge. It appears that the liquid Ge is precipitated laterally out of the Au and segregated into islands during cooling. Ge islands are observed to be epitaxially registered in the Au matrix, twinning along the \{111\} plane, which has the highest co-ordination number in the diamond-cubic type lattice. Fig. 5.7-d. shows HRTEM of the right edge of the Ge island/Au film interface. The FFT pattern is quite noisy on the Au side, probably due to incomplete Ge separation and/or Cr substitutional impurities.
Figure 5.5: TEM survey of 100/3 nm Au/Cr on Ge after RTA. a. Plan view of the 100/3 nm Au/Cr annealed film, superimposed by the FIB excavation cross section. b. TEM lamella extracted for inspection with annotated (1,2,3) regions of interest (ROI). c. HRTEM of ROI 1 showing inward transport of Au, heteroepitaxially registered to Ge. Annotated lines are drawn as a guide to the eye. Reconstructed IFFT images using masked diffraction spots (inset FFT) from the original image are presented alongside. d. Average lattice spacing obtained from histograms of the IFFT images are in good agreement with expected Au and Ge parameters.
Figure 5.6: **a.** HRTEM of ROI 2, as annotated in Fig. 5.5-a. **b.** Semi-continuous heteroepitaxial (011)Au is formed over the original interface Cr. The lattice plane registry can be seen across the interface, annotated using white lines. Au diffraction pattern (right), reconstructed masked IFFT image (left).

Histogram obtained from reconstructed Au IFFT image shows the lattice spacing of Au in the growth direction, indicating predominantly (110)Au, following schematics shown in Fig. 5.2.

in the lattice. However, the orientation relationships are preserved, including the triple interfaces. It is noted that the segregated Ge nanocrystal dimensions are comparable to the initial film thickness. For thicker Au films, e.g. 300 nm Au has average crystallite size > 300 nm (shown later in Results II). While the orientation relationships appear to remain consistent from SEM inspections, the nanocrystal size is on average larger, implying Au mass thickness plays a role in the way the eutectic reaction proceeds. Thick Au specimens were not investigated in HRSEM and HRTEM because they do not exhibit special electrical properties, discussed later in further detail. The focus of this work is on the unique properties of thin hybrid films and not the chemistry of eutectic reactions, but a simplified model can be inferred from the microscopy studies shown so far.
**Figure 5.7:** a. HRTEM of ROI 3 showing a Ge island embedded in the Au film, sharing interfaces with the Cr interlayer and Au film. b. Detailed view of the left island edge shows (< nm) sharp triple interface between Au, Cr and Ge. Remnants of the Ge separation process can be seen across the ordered interface. c. The Ge island is twinned about the {111} plane. Heteroepitaxial orientation relationship to the substrate is preserved across the interlayer. d. The right interface between Ge/Au shows similar crystalline order to its twin on the left. FFT insets are shown for Ge and Au. The Au FFT is quite noisy, possibly due to Ge incorporated in Au, which remained unseparated at the end of short duration annealing schedule.

**Figure 5.8:** Schematic illustrating the likely steps involved in film reorganization
The film reorganization mechanism due to annealing most likely includes the following steps, illustrated schematically in Fig. 5.8:

1. Annealing initiates surface self-diffusion in the thin film (higher at patterned edges, corners). Au diffuses through the thin Cr layer across widespread regions in the film to meet the Ge surface. (Fig.5.5)

2. Ge melts and forms a eutectic interface with Au at \( T_{\text{Au/Ge}} \approx 360^\circ\text{C} \). The \{011\}Ge and \{001\}Au planes form atomic registry. (Fig.5.5)

3. Inward and outward transport of Au and Ge respectively occurs through defects in the Cr layer and at liquid Au/Ge interfaces. Ge is incorporated into hot Au, followed by segregation by selective evaporation process[103]. In this case, Ge islands form within the Au matrix. (Fig.5.7).

4. F.C.C. Au grows in the preferred (110) direction on Ge, in part due to seeding from the Cr layer. The \{100\} crystallization front propagates through the material, twinning in certain areas. In the cooling phase, the molten hybrid film is crystallized, resulting in the observed film pattern of Ge islands. (Fig.5.6)

If the annealing temperature exceeds \( T_{\text{Au/Ge}} \) significantly (> 450°C) or, is allowed to continue for too long (~1 min, even at lower temperatures), the film becomes discontinuous due to hole formation. Hole/void formation in patterned films is primarily driven by surface self-diffusion, which is a highly temperature dependent phenomenon[104]. The dynamics of the eutectic intermixing and nanocrystal separation are complex in nature. If the optimum annealing temperature (360-420 °C) is exceeded, the film breaks apart by surface self-diffusion driven film retraction mechanisms. Fig. 5.9-a shows the plan view of two pairs of circularly patterned 100/3 nm Au/Cr contacts on Ge after rapid annealing. Void formations grow and overlap with neighbouring voids to form even bigger holes in the film, as seen in Fig. 5.9-b. Voids readily form around the peripheral regions of contacts. This is due to high radius of curvature in the thin film at the lithographically patterned edge. Early stages of this process were also seen in Fig. 5.3. Smaller plate like Au formations appear within the holes in Fig. 5.9-c. Ripple patterns can be observed in these islands, preserving ‘snapshots’ of the edge retraction-precursors to hole formation. In the semi-continuous regions of the film (Fig. 5.9-d) the Ge island formation and heteroepitaxy is retained. When the annealing duration is kept short (5s) but the annealing temperature just reaches 450 °C, film de-wetting dominates, forming a patch network of Au
**Figure 5.9:** SEM collage of 100/3 nm Au/Cr film, annealed above critical temperature results in void formation. Plate island formations appear within holes. Insets show close-up views of the highlighted regions. The orthogonal arrangement of Ge islands in the film is preserved.

**Figure 5.10:** HRSEM of flash annealed 100/3 nm Au/Cr. a. Plan view showing extent of coverage. b. Tilted view showing the features and undulation in the film.
platelets with embedded Ge islands. Fig. 5.10-a shows the plan view of the film in HRSEM. In contrast to Fig. 5.3, the film is no longer planar, as seen from the tilted view in Fig. 5.10-b. The process needs to be carefully regulated to obtain desired outcomes.

The optimal process temperature for obtaining unbroken hybrid films is lies in the vicinity of $T_{Au/Ge}$ and is quite close to the low temperature sensing limit of the pyrometer ~ 340° C on the JETFIRST 200 benchtop RTA system. There is additional uncertainty about the actual temperature of the samples lying on the carrier wafer, at thin film contact interfaces, given that the annealing routines used were already kept short on the order of a few seconds and the process temperature is never steady within this duration.

### 5.3. Summary I

A simple method of fabricating extended heteroepitaxial (110) Au/Ge hybrid structures on Ge has been discovered by rapid thermal annealing thin Au/Cr thin films above the Au/Ge eutectic temperature for a short duration, on the order of seconds. The process is highly sensitive to the annealing temperature and annealing duration, and needs to be carefully controlled to exploit fully the benefits offered by this unique material system. HRTEM and HRSEM surveys reveal nanoscale features within the hybrid film- composed of epitaxial Ge nanocrystals, surrounded by metals. Crystallite/ island size is correlated to the initial film thickness and annealing duration. This will play a crucial role in the electronic properties offered by the material, discussed next.
5.4. Results II- Electrical characterization

Figure 5.11: General schematic of a hybrid film element, forming a closed cathode geometry. Electron accumulation is expected in regions with a sharp radius of curvature (ROC) due to the interface dipole between metals e.g. Au/Cr - workfunction (WF) dipole sketched on the left. These regions form geometric ‘triple points’ (encircled)

Hybrid contacts constitute a new class of material due to their novel electrical properties. The materials structure of hybrid films on Ge have been described in the previous section. HRTEM revealed the formation of epitaxial Ge nanocrystals embedded in a thin (110)Au/Cr bilayer matrix. These Ge nanocrystals are isolated from the substrate by an intact Cr interlayer and registered to the [110] directions of the Ge substrate. Ge nanocrystals are encapsulated by metals on five sides to form a closed geometry. This physical description is complementary to metal nano-clusters forming on the substrate, resulting from annealing, or during the growth of very thin (<1 nm) metal films[105]. A simplified/ general cross section schematic is shown in Fig. 5.11. Triple interfaces (encircled) are formed between the Ge nanocrystal edges, the Cr interlayer and the surrounding Au film. These regions are electric field hot-spots because of geometric field enhancement effects.

The electric field is locally enhanced around sharp nanostructures, inversely proportional to their geometric radius of curvature (ROC) [106]. The dielectric breakdown field of most commercially important semiconductors is ~ $10^5$ V/cm. Field strength in excess of this critical value will allow plasma generation within the contact. Tunnelling through energy barriers is enhanced in the presence of large electric fields and this allows high current densities to pass through the semiconductor interface. Au/Cr interfaces in equilibrium form an interfacial charge
dipole equal to the difference in their workfunction (~ 0.8 eV). Their vacuum levels adjust to equalize the Fermi levels and the higher workfunction side (Au) becomes electron accumulated. The charge screening distance in solids is a function of electron number density of the material and is typically < 1 Å in metals[107]. There is practically no potential drop across this kind of interface (metal/ metal). The electric field cannot penetrate the metals beyond this distance in quasi-static conditions. However, the local field strength in the immediate vicinity of their interfacial dipole is significantly enhanced in the Ge nanocrystals due to charge crowding at geometries approaching atomic sharpness (Fig. 5.7). Applied bias disturbs equilibrium and in the limit of small Ge nanocrystals, dielectric breakdown results in generation of hot carrier pairs within the contact.

In metal/Ge contacts, the Fermi level is found pinned close to the charge neutral level/ CNL (ϕ₀), which lies 0.09 eV above the valence band[108]. For n-type and intrinsic Ge, this causes a large upward band bending near the interface leading to carrier inversion near the surface, to maintain charge neutrality. Electrons in the metal occupying energy states close to the Fermi level are usually reflected by the effective Schottky barrier when low doping is used in the semiconductor. Hence, metal contacts to n- Ge typically exhibit rectifying characteristics.

Geometric field enhancements in the hybrid contact allow concurrent Ohmic contacts to low doped (N_A~5.6 × 10^{14} cm^{-3} and N_D ~ 6.4 × 10^{14} cm^{-3}) and moderately doped (N_D ~ 1×10^{17} cm^{-3}) Ge. If the Cr interlayer is metallic, it would screen the enhanced electric field within the Thomas Fermi screening distance (< 1 Å). If it is partially oxidised/ contains atomic impurities etc. the interlayer would add resistance or possibly de-pin the Fermi level. It will be shown later that the FLP condition is unaffected by the rapid annealing process.

Whatever the conductivity enhancement mechanisms may be, they do not alter/ degrade the Ohmic I-V characteristics, normally observed for p-Ge under the FLP condition. The Schottky barrier for holes is small, consistent with the normally observed FLP condition for Ge. Current flows easily because holes overcome the small Schottky barrier at ordinary temperatures. Novel current transport phenomena have been identified using the same contact layers on n-Ge, observed in room temperature and low temperature I-V measurements. The results corroborate the hypothesis of plasma generation in the contact responsible for fascinating carrier transport phenomena operating at the nanoscale. The nature of tunnelling is one dimensional and this is fully embodied in the electrical characteristics of the hybrid material, described next.
5.4.1. Annealing transforms - Ohmic hybrid contacts

Figure 5.12: Semi-log I-V characteristics of as deposited and RTA Au/Cr (100/3 nm) hybrid films (d ~ 300 µm) on a. low doped n-type Ge and b. low doped p-type Ge. Annealing produces ohmic contacts on both substrates using the same fabrication process.

I-V measurements were obtained using a probing station, in a two-terminal, back contacted arrangement (see Chapter 3, section 3.11). Here, probe 1 is in direct contact with the top layer of the patterned area and is used to force an applied voltage bias (V_A) sweep relative to the large area (1 cm²) Al bottom contact (- probe 2 to GND). The probe contact radius is ~ 20 µm. During measurement, the specimens were kept electrically isolated from the stage using a ceramic substrate.

Fig. 5.12-a and Fig. 5.12-b compare the semi-log I-V characteristics of planar Au/Cr thin film contacts and hybrid contacts on low doped n- Ge (N_D ~ 6.4 ×10^{14} cm^{-3}) and p-Ge (N_A ~ 5.6 ×10^{14} cm^{-3}) respectively. Data are shown for square patterned structures with characteristic length (d) ~ 300 µm. Inset shows a schematic of the measurement configuration used. The as-deposited Au/Cr thin film metallization on n- Ge produces rectifying contact, as expected from dominant FLP. Annealing transforms the material, producing Ohmic contacts. The as deposited Au/Cr contacts on p-Ge are Ohmic and remain Ohmic even after annealing.

The FLP position is unlikely to have shifted closer to the Ge conduction band, as it does using Fermi level unpinning methods. Materials that successfully unpin the Fermi level produce Ohmic contacts on n- Ge and rectifying contacts on p-Ge [109], or quasi Ohmic characteristics on both- which is not the case here. Concurrent Ohmic contacts are observed reproducibly on the same samples, and repeatably across several experimental trials.
A linear relationship ($I \propto V$) is observed in the low bias regime (< 0.5 V) regardless of bulk conductivity of Ge.

The hybrid film has a distributed geometry. The feature size of Ge nanocrystals formed in the Au film ranges from 50 nm to < 1 µm, and is influenced by the initial Au thickness and annealing parameters. The embedded Ge islands are in contact with metals on all but one side i.e. the interface to air/ vacuum where oxide formation/ surface adsorption is expected. High concentration of dopants in/ around the Ge nanocrystals is unlikely, given that the starting substrate material is low doped ($N_D \sim 6.4 \times 10^{14} \text{ cm}^{-3}$) and only the upper layers of the substrate volume near the contact interface are involved in liquid transport of materials. Self-assembled Ge nanocrystals observed here are more likely to be pure/ nearly intrinsic Ge.

FLP is assumed by default at all Ge nanocrystal interfaces. It remains uncertain as to whether the Ge nanocrystals segregated in Au have dopant atoms incorporated within them. If dopant atoms were present, they would be ionized at ordinary temperatures, resulting in a positive space charge region inside the nanocrystal. A positive space charge is plausible regardless of donor concentration, based on the theory of surface reconstruction dipoles, mentioned in Chapter 1 (section 1.1.2). The intrinsic/ weakly n-type nature of the Ge nanocrystals under the FLP condition causes carrier inversion below the surface. The inversion layer screens the electric field originating from occupied acceptor surface states[110][21].

At equilibrium, acceptor-type states lying in the band gap, above the Fermi level mostly remain unoccupied. Electrons occupying acceptor type interface states below the Fermi level give rise to negative surface charge[23]. Therefore, a positive image charge is created in the surrounding materials to screen this surface charge, developing p-type character on n-type Ge (like a buried junction). The geometry enhanced Au/Cr interface dipole further modifies the equilibrium charge density distribution in the hybrid film, as sharp points are susceptible to carrier crowding, resulting in enormous local electric field.

The Ohmic I-V data on low doped n-type Ge (n Ge) in Fig. 5.12-a are shown on a linear scale in Fig. 5.13-a, alongside its differential conductance (dI/dV) vs. applied voltage ($V_A$) plot in Fig. 5.13-b. These line-shapes viewed together indicate two distinct conductivity regimes (linear and non-linear). At low voltages, a linear high resistance mode $I$ is observed. As the bias voltage is increased in either polarity the conductance changes non-lineally indicating the onset of other conduction mechanisms. At high forward bias ($V_A > 1.3 \text{ V}$), a dip in dI/dV vs $V_A$ indicates the current is limited by the series resistance of the bulk and high-level injection (HLI) effects at the edge of the depletion region. In contrast, dI/dV continues to increase under large
reverse bias (for the measured data points). A turning point is observed in dI/dV at $V_A \sim -0.1$ V (vertical dotted line), which was also observed across several contacts (different pattern sizes, shapes). This feature suggests that a tunnelling effect dominates in the reverse bias. (See toy model for tunnelling in Chapter 2, section 2.5.2)

An important parameter that governs the magnitude of tunnelling current is the transmission probability across the barrier, which has a decaying exponential dependence on the width of the energy barrier. In a Schottky contact, potential is almost completely dropped across the interface for low and moderate voltages. In first approximation, the width of the barrier can be treated equal to the depletion region width ($W$) i.e. from the contact interface up to the quasi neutral bulk. The applied voltage, doping level and built-in potential all affect $W$. In reverse bias, the width of the Schottky barrier is narrower near the top of the barrier. However, the probability of reverse tunnelling at energies $> \text{few } kT$ above the Fermi level is expected to be quite small at $T \sim 300$ K. Hence, only small contributions from thermionic field emission (TFE) are expected for the doping level used (see section 2.2.4). Control specimens - planar metal contacts to moderately doped n-Ge with $N_D \sim 1 \times 10^{17}$ cm$^{-3}$ are also rectifying. The depletion region is narrower ($W \sim 60 \text{ nm at equilibrium, using built in potential } \sim 0.2$ eV) for this doping level, compared to the low doped case ($W \sim 0.74$ µm for $N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$) but is still too large for tunnelling to dominate, and as a result, diode like characteristics are observed. For increasing Au thickness, using the same annealing schedule, it is observed that the average size of Ge islands in the film increases to µm dimensions, as shown in Fig. 5.14 for 300 nm Au. In this limit, the Ohmic conduction on n-type (n- and n$^-$) Ge is lost and rectification is restored.
Figure 5.14: SEM collage of 300 nm Au/ Cr (3 nm) annealed on Ge. Ge Island segregation is observed but these are considerably larger compared to the small islands seen for 100 nm Au in Fig.5.3 and Fig. 5.7.

Thicker annealed contacts exhibit the same properties as other typical planar metallization on n-Ge. The corresponding contacts to p-Ge are Ohmic regardless of Au thickness or annealing conditions (like Fig. 5.12-b). The orthorhombic shapes of Ge islands indicate that the Au is still (110) orientated. These findings indicate that the FLP condition is un-changed and the conduction mechanism is critically dependent of feature sizes within the contact. HRSEM and HRTEM investigations were not performed because the electrical properties represent the standard case of FLP in Ge.

The case of thin hybrid contacts (≤ 100 nm Au) is quite interesting, and will be the focus of the remainder of this chapter. A supply of hot carriers is made available from the plasma that ensues from dielectric breakdown in Ge nanocrystals. Ge nanocrystals must remain equipotential with the Au film on four sides at equilibrium and under bias (relative to the substrate). Meanwhile the Au/Cr dipole field will penetrate small (intrinsic) Ge nanocrystals completely. Dielectric breakdown creates pairs of hot carriers with energy ≥ E\(_g\). The lifetime of carriers in a plasma largely depends on the mean free path and their recombination cross-section. Larger Ge nanocrystals will be unfavourable in this regard, as the supply of hot carriers will be considerably diminished by scattering and recombination processes.
Figure 5.15: a. Comparison of semi-log I-V characteristics of as deposited and RTA 100/3 nm Au/Cr contacts \((d \sim 300 \mu m)\) on moderately doped n-Ge. Ohmic characteristics are obtained upon annealing as expected, with higher absolute current compared to the low doped case shown in Fig. 5.12. b. Differential conductance of the I-V data shows the conduction modes I and II are present. Mode II is onset at lower forward bias. Inset shows original I-V data on a linear scale.

Tunnelling contribution to the total current precedes over other mechanisms. TFE contribution is normally found to be small using planar metallization on moderately doped n-Ge \((N_D \sim 1 \times 10^{17} \text{cm}^{-3})\), where the reverse current increases only by an order of magnitude in high reverse bias for most metal combinations. The inverted \((p^+)\) surface of n-type Ge behaves like an additional blocking layer for electrons[110][21] in the metal, preventing them from crossing the interface. The applied potential difference is mainly dropped across this \(p^+\) layer and the depletion width does not change significantly in reverse bias. And yet, large non-linear current injection is observed using hybrid contacts, even while using low doped n-Ge. The reverse current increases by four orders of magnitude \((\text{for } V_A = -0.5 \text{ V})\), compared to the control case (Fig. 5.12-a).

Reverse tunnelling current will be enhanced further with increased doping level. Hybrid contacts were fabricated on n-Ge \((N_D = 1 \times 10^{17} \text{cm}^{-3})\) to confirm. The corresponding I-V curves are shown in Fig. 5.15-a on a semi-log plot, comparing as deposited and annealed contacts. Symmetric high conductivity is obtained in either voltage polarity. Reverse current increases by ~3 orders of magnitude \((\text{for } V_A = -0.5 \text{ V})\) after annealing. Fig. 5.15-b shows the dI/dV vs. \(V_A\) plot. Conduction modes I and II are observed, similar to the low doped case (Fig. 5.13-b). Inset shows the I-V data on a linear scale. Higher doping increases the zero-bias conductance, by an order of magnitude. Interestingly, the turning point at \(V_A \sim -0.1 \text{ V}\) is still observed, providing additional confidence in the tunnelling mechanism. The I-V curve shown in the inset appears more symmetric as modes I and II begin to overlap. The influence of minority carriers
in the substrate can be neglected at this doping level and high-level injection is minimized.
Consequently, negative differential conductance (dip) is not observed in the forward bias, as it
was in the low doped case (Fig. 5.13-b).

Inferences:

The hybrid material forms Ohmic contact to Ge without changing the FLP arrangement.
Conductivity is improved with moderate doping. As a result, two major drawbacks of the severe
FLP effect in Ge are bypassed, simply by modifying the contact geometry.

5.4.2. Geometric edge current injection

The path of least electrical resistance must lie along the geometric triple points (Fig. 5.11) in
the hybrid material, based on the idea that electric field strength will be highest in these regions.
Accordingly, the effective current injection cross section of the contact is the total peripheral
length of the Ge nanocrystals in the hybrid contact pattern. It is recalled that the Ge nanocrystals
maintain strong orientation relationships with the [110] substrate directions, forming orthogonal
patterns in Au film (reproduced in Fig. 5.16-a). The total peripheral length of the nanocrystals
is proportional to the characteristic length \( d \) of the contact pattern. This can be confirmed by
inspection of the plan view of the material. A simplified schematic is shown in Fig. 5.16-b.
Constructing projections from the epitaxially registered Ge nanocrystals onto the contact
diameters shows that every length in the material sub-system can approximately be expressed
as proportional to \( d \). Therefore, the complete cross-section for injection must also proportional
to \( d \). This proportionality holds true even if all the nanocrystals are not all sized equally (cubes,
cuboids and their combinations). The orientation relationships (100)Au//[110] Ge are observed
across the entire patterned film. This ensures that the Ge nanocrystal edge lengths are always
proportional to the pattern dimensions. Hence, if the hypothesis of triple point injection is
correct, scaling the I-V data by the contact’s perimeter (\( \propto d \)) should produce a normalization in
peripheral current density \( (J_p) \) using different sized contacts. Hybrid contacts of varying
characteristic lengths \( (d \sim 50-300 \, \mu m) \) were fabricated on n\(^-\) Ge. Their respective I-V
characteristics are shown in Fig. 5.16-c, on a linear scale. Dividing the data by perimeter of the
patterned regions gives the expected peripheral current scaling behaviour, shown in Fig. 5.16-
d. A significant overlap is observed in the measured contact’s peripheral current density \( (J_p) \) vs
\( V_A \) plot. Minor discrepancies in the data are expected, since the film surface receives probing/
Figure 5.16: a. HRSEM of a circularly patterned, extended hybrid film contact. Inset shows the tilted view of the film surface. Vertical Ge nanocrystals are embedded in the Au film. b. Schematic plan view of the hybrid film. Epitaxial nanocrystal edges are projected onto the pattern diameter for two sample locations A and B. The sum of all nanocrystal edges i.e. the triple point cross section, is proportional to the pattern diameter \((d)\) used. c. I-V characteristics of hybrid contacts to low doped n-type \((n^-)\) Ge for various \(d\) sizes. d. Peripheral current density dominates the total current at low applied bias, as indicated from the overlap in the family of curves.

scrubbing damage from the sharp probes used in the measurement. Care was taken to place the forcing contact at the centre of the contact pad to minimize variability, but this becomes challenging while probing structures with dimensions that are comparable to the probe itself (smallest contact \(d \sim 50\ \mu m\), probe diameter \(20 - 25\ \mu m\)). Nevertheless, a satisfactory match is observed in \(J_p\) across the whole data series.

On the other hand, dividing by the pattern area \((\propto l^2)\) did not produce an overlap in either mode I or II. Normally, current scales according to the metal’s patterned area. However, as dimensions reduce, edge effects become significant and devices are often protected using guard-ring structures to prevent fringing fields from causing damage. It is important to note that the field enhancement in the hybrid film is distinct from this fringing effect. Here the electric field enhancement occurs within the hybrid contacts and is localized at triple interfaces. Metals otherwise screen electric field completely (below certain optical frequencies)[111]. The data shown in Fig. 5.16 validate the hypothesis of current injection via triple interfaces in the hybrid
contact and it is concluded that the effective cross section of the hybrid structure has one dimensional/edge character at low voltages.

The sub-nm radius of curvature (ROC) near the nanocrystal provides an enormous geometric field enhancement within the semiconductor nanocrystals. Tunnelling across an energy barrier is favourable in the presence of high electric field but can only occur if there is a density of available/empty states for carriers to tunnel into. Ge is known to have a distribution of acceptor type interface states close to the CNL[112]. The conductive nature of Ge interface states effectively allows a vertical shunt for current[113]. Electron capture into interface states is a likely intermediate step in the conduction mechanism. The Ge interface states on either side of the Cr interlayer will be electronically coupled because their capture cross-sections are comparable owing to heteroepitaxy (Fig. 5.7-c). Therefore, the measured current must predominantly inject from the Ge nanocrystal surfaces.

The fabrication and annealing steps were also tested on Si. (110)Au crystallization and 1-D scaling were both observed. Highly linear Ohmic I-V characteristics are observed at room temperature on both n- and p-Si for low and moderate doping levels, comparable to the Ge work described in this chapter. However, this was not investigated further because Au is known to degrade carrier lifetime in Si. Moreover, the FLP is not as severe in Si. The focus of this chapter is therefore on Ge, rather than Si. However, the current scaling behaviour and film texture on Si support the idea that high conductivity phenomena observed for annealed specimens arise from geometric features in the contact.

**Inferences:**

The discovery of hybrid contacts has broad implications. It has been shown here that vertical interfaces to Ge nanocrystals serve as conduction paths into n type Ge, offering the prospect of scaling to small geometries- one could obtain a small device footprint and contact to low dimensional materials. Process optimization for this design may provide intrinsically superior performance at the nanoscale, where surface effects dominate over bulk properties.
Temperature is a crucial variable that enters most carrier transport equations. By controlling the ambient temperature during measurement, one can identify temperature dependencies of various mechanisms that contribute to the measured property. For Schottky contacts to non-degenerate semiconductors, the reverse current depends mainly on the temperature and the Schottky barrier height. Delocalized electrons in the metal exchange energy with the lattice and thermal equilibrium is maintained via electron-phonon interactions. As a result, the energy distribution of these carriers is affected by the ambient temperature. Below certain critical temperatures, contributions from thermionic emission and thermionic field emission mechanisms become negligibly small, especially on low doped semiconductors.

Heavily doping the semiconductor narrows the depletion region near the contact interface. Electrons at the metal Fermi level can tunnel into the semiconductor’s conduction band through a narrow barrier, provided the Fermi level is aligned with states in the conduction band or via impurity states and traps. This results in Ohmic conduction and is observed when $W < 3$ nm. The doping level required to obtain such junctions is usually of the order $10^{20}$ cm$^{-3}$ [5][114] as the barrier ($W \sim 2$ nm) is almost transparent to electrons at equilibrium. The abrupt change in the potential from the pinned surface in towards the bulk semiconductor creates a large electric field at the interface of the order of $10^6$ V/cm. Tunnelling current demonstrated in these contacts

---

**Figure 5.17**: Select Low temperature I-V data (77 K-300 K) of a $d \sim 300$ µm hybrid film contact to low doped n-type (n$^-$) Ge on a linear scale. Dominant conduction mechanisms are annotated.
demonstrate a weaker temperature dependence. For n-type Ge \( (N_D \approx 6.4 \times 10^{14} \text{ cm}^{-3}) \) the surface electric field is expected to be small\(-10^3\) V/cm and \( W \approx 0.74 \mu m \) is too large for direct tunnelling to be possible. However, hot carriers generated in the Ge nanocrystals will have a minimum energy equal to the bandgap of Ge. Hence, reverse biasing the contact will allow hot electrons to easily tunnel across the Cr interlayer and Schottky barriers, into the substrate. Low temperature I-V measurements support this model. The hybrid geometry provides an interesting example of reverse tunnelling using voltage controlled plasmas generated in the contact. Control (annealed Pt/Cr and as deposited Au/Cr) and hybrid contacts (\( d = 200 \mu m \) and \( 300 \mu m \)) were fabricated on n− Ge for low temperature (77 K–300 K) testing at Imperial College, London. These measurements were performed by Dr. Peter Petrov.

Two terminal I-V characteristics were first confirmed to be reproducible and repeatable on several contacts at room temperature, before cooling the sample down to liquid nitrogen temperature (77 K). Subsequent measurements were taken at higher temperatures in 20 K increments using the cryostat. Select I-V-T data of the hybrid contact are presented in Fig 5.17. The conduction modes I and II that previously appeared symmetric in I-V characteristics taken at room temperature become distinct at lower temperatures. In this temperature range, the reverse current is weakly sensitive to the temperature, whereas in forward current reduces with decreasing temperatures. Thermal current onset is offset to higher \( V_A \) at lower temperatures (outside scale, not shown) and its contribution becomes less important at lower voltages. In other words, mode II in forward bias is wiped out and only excess currents corresponding to the edge scaling current in mode I (Fig 5.13-a) are observed at low temperatures, verified by \( J_p-V \) data overlap. The temperature dependence of reverse current of the hybrid contact and control contact are compared in Fig 5.18 using an Arrhenius plot, for a nominal reverse voltage \( (V_A = -0.3 \text{ V}) \) over temperature range 200-300 K. Blue and red scales are different for control and hybrid contact data respectively. An exponential trend is observed for the control sample, consistent with Schottky emission while temperature insensitive tunnelling behaviour is observed for the hybrid contact.

The activation energy of recombination processes depends on the band-gap of the semiconductor. Hence, at lower temperatures, recombination is weaker and the forward current reduces. The I-V characteristics of the hybrid contact are qualitatively similar to those of a backward diode, also known as backward Esaki/ reverse diode[115]. The backward diode is a special case of the \( (p^+n^-) \) Tunnel diode, where the \( n \) side is not degenerately doped \( (p^+n) \). Backward diodes normally do not exhibit negative differential resistance (NDR) as observed in Tunnel diodes. I-V characteristics of the Tunnel diode and backward diode are schematically
Figure 5.18: Comparing the temperature dependence of reverse current in control and hybrid contacts ($d \sim 300 \mu m$) to low doped n type Ge at a nominal reverse bias $V = -0.3 V$. The hybrid contact allows temperature independent current injection, while the control sample exhibits exponential dependence on temperature. Error bars represent the spread in observed reverse current in 4 contacts.

Figure 5.19: Schematic I-V characteristics of Tunnel diode and Reverse diode. Main current contributions due to different mechanisms have been annotated. The tunnel diode shows NDR. The reverse diode normally does not show NDR when the n- side is low doped. Schematic adapted from textbook ref. [45].

compared in Fig. 5.19 (left) (adapted from textbook ref. [45]). Their operation is described by classic conduction regimes: tunnelling, excess current and thermal (diffusion) current. Excess currents are normally attributed to multi-step tunnelling in addition to recombination processes in the semiconductor, either through defect levels in the bulk or via interface states. Several
possible paths (tunnelling transitions) may exist for the forward excess current, from the conduction band of the \( n \) side (C) to the valence band of the \( p \) side (D), as illustrated schematically Fig. 5.19 (right) [45]. This can occur through local intermediate levels such as interface states or impurity levels lying within the bandgap (following a path like CBD, or CAD). Alternatively, there could exist a dissipative process CABD where electrons lose energy in making the transition between the local energy levels. Finally, multi-step tunnelling tunnelling transitions from C to D are possible (dashed line in Fig. 5.19 (right)) provided there is a high enough density of intermediate levels. Here too, the electrons lose their energy while making transitions between the intermediate levels.

Since the excess current observed in the case of hybrid contacts has one-dimensional/edge character, it is inferred that the excess current conduction occurs via interface states of the Ge nanocrystals and substrate.

5.4.4. Tunnelling spectra and excess current

Non-linear devices are usually characterized by a figure of merit called curvature coefficient (\( \gamma \)) [45], defined as the ratio of the second (\( \hat{G} \)) and first (\( G \)) derivatives of current with respect to applied voltage:

\[
\gamma = \frac{\hat{G}}{G}
\]

When \( G \) in the denominator is replaced by the zero-bias differential conductance \( G_0 \) \((V = 0)\), \( \gamma \) describes the nonlinearity figure of merit of the device element. The quantity \( \gamma \) is the normalized rate of change of conductance. At small applied bias, most of the voltage drop occurs at the Schottky interface and series resistance effects are negligible. The applied voltage corresponds to Fermi level separation between the substrate and triple points/metal(s). Since the Fermi level is pinned close to the CNL (~0.09 eV above the valence band) at equilibrium, applying a forward bias sweeps the Fermi level through the vacant acceptor states lying in the band gap. Conductance changes as the Fermi level crosses or uncrosses allowed electronic energy states.

The low temperature I-V data of patterned hybrid contacts (\( d \) - 200 \( \mu \)m and 300 \( \mu \)m) are used to obtain the tunnelling spectra by plotting the magnitude of curvature \( | \gamma | \) against \( V_A \). The second derivative (\( d^2I/dV^2 \)) data were divided by the zero-bias differential conductance(\( G_0 \)).
These data were then normalized by the ratio of contact pattern radius to account for the edge scaling nature of current at small applied bias. Fig. 5.20 shows these processed data. A consistent overlap between the derived values of $|\gamma|$ is observed in the forward bias and large reverse bias in the breakdown regime, upon normalizing for contact size. The spectral line-shapes are inherent at different temperatures, giving a self-consistent picture of the tunnelling density of states, following eq. (2.109) (See chapter 2). It was previously hypothesized that the turning point in conductance observed at room temperature for $V_A < -0.1$ V marked the onset of hot electron tunnelling. The trends observed in Fig. 5.20 provide additional confidence in this model. While the trends in $\gamma$ vs $V_A$ are reproducible across a range of temperatures, it is observed that the magnitude of curvature ($|\gamma|$) for a given $V_A$ steeply rises as the temperature reduces (comparing vertical scales in the panel). This is expected, because the magnitude of tunnel current is weakly dependent on temperature (Fig. 5.18), whereas the recombination becomes weaker at lower temperatures. Hence, the rate of change in conductance is considerably higher at low temperatures.

These data are further evidence that the Fermi level of the hybrid contact remains pinned near the CNL at equilibrium. In reverse bias, the Fermi level cuts the valence band ($V < -0.1$ V) near the surface, resulting in strong inversion. This will enhance the Cr/Ge interface dipole where

Figure 5.20: Normalized $|\gamma|$ vs $V_A$ at low temperatures reveal evidence of excess currents via Ge interface states lying within the bandgap.
the voltage drop occurs. Higher reverse bias only increases the incident energy of hot electrons at the interface prior to tunnelling. In forward bias, the Fermi level sweeps through interface state energies in the band gap, initiating recombination processes. The acceptor states in the Ge band gap are conductive[116]. The density of acceptor states in the Ge band gap is expected to be highest near the CNL, decaying at higher energies closer to the conduction band[112][117][23].

This trend is qualitatively observed in the experimental data. The first peak occurs at ~ 0.04 eV, the surface state resonance energy $S_{r1}$-$S_{r2}$ of (100)Ge, as reported by Popik et al using low energy electron spectroscopy[22], accompanied by a shoulder at ~ 0.1 eV, which remains unidentified. The second, most intense maximum is observed at ~ 0.19 eV, similar to surface state energies of clean (2x1) reconstructed (111)Ge surfaces, previously reported using scanning tunnelling spectroscopy by Feenstra et al [118] and the $S_6$ state (0.18 eV) on (100) Ge, reported by Popik et al [22]. Although interface state energies may be modified compared to surface states on clean, free surfaces, the $|\gamma|$ vs $V_A$ plot proves to be a useful tool for data visualization and examination of transport mechanisms.

Inferences:

The hybrid contact has I-V characteristics qualitatively similar to a backward diode. One dimensional tunnelling and excess currents flow between coupled Ge interface states, separated by the Cr interlayer.

**5.4.5. Hot electron transport**

The thermal and excess current can be almost eliminated by lowering the sample temperature below the carrier freeze-out temperature of Ge. Control (planar Pt/Cr on Ge) and hybrid contact specimens were fabricated on n$^-$Ge and cleaved down to ~3x3 mm$^2$ for mounting onto leadless chip carriers (LCC). Mounted LCCs were sent to Royal Holloway University of London for cryogenic I-V measurements at liquid helium temperatures. These measurements were performed by Dr. John H. Quilter. The contacts were wire bonded to the LCC and connected to the cryostat’s electrical feedthrough. I-V characteristics of the contacts were obtained after immersing the samples in liquid helium (4.2 K). The control sample (not shown here, but in Chapter 6) exhibited no discernible I-V characteristics at low voltages (comparable to open circuit current) and its measurements were dominated by system noise, as expected for n$^-$ Ge
Figure 5.21: a. Differential conductance-voltage data of a hybrid contact at 4.2 K. Inset shows the I-V data on a linear scale. NDC is observed at \( V_A = -1.5 \) V, followed by nearly ballistic electron transport. b. Schematic Ge band structure adapted from textbook ref. [45], illustrating the inter-valley transfer process from L-X states.

Below carrier freeze-out. In contrast, I-V characteristics of hybrid contacts to n⁻ Ge demonstrate very high conductivity in the reverse bias, confirming non-equilibrium carrier transport phenomenon. Negative differential conductance (NDC) is observed in the reverse bias for \(-2 < V < -1.5 \) V, as shown in Fig.5.21-a. Inset shows the corresponding I-V data on a linear scale. NDC can be understood by considering an electron valley transfer effect in the Ge conduction band from \( L <111> \) towards \( X <100> \) (Fig.5.21-b). The higher conduction band minimum in the Brillouin zone near \( X \) is only 0.18 eV above the conduction lowest band minimum at \( L \). Tunnelling hot electrons are scattered into the higher valley upon thermalization. The conduction band in the relevant Brillouin zone consists of 4 equivalent minima at \( L \) and 6 equivalent minima lying near the zone edge \( \Gamma \rightarrow X \).[119]. The conduction band near \( X \) has a shallower curvature (E-k relationship) than the conduction band at \( L \). Consequently, the effective mass of electrons occupying states in the \( X \) valley is higher and mobility reduces[120]. This phenomenon manifests as NDC in n-Ge. Hot electron transport is demonstrated in low doped n-type (n⁻) Ge at 4.2 K. NDC in Ge Schottky diodes has previously been attributed to hot electrons transmitted across the contact interface by TFE[121]. This mechanism vanishes below certain critical temperatures (>> 4.2 K) and cannot be responsible for the results in the study. Furthermore, super-linear current injection is observed for \( V_A < -2 \) V. The I-V curve in this region follows a power law (\( I \propto V^{2.5} \)), which resembles ballistic transport of energetic hot carriers [122] across the entire low doped Ge substrate. Ballistic carrier transport in materials is normally observed in low dimensional materials.
wherein carriers undergo minimal scattering in certain directions due to confinement effects and observe Newton’s law of motion in special device geometries (e.g. carbon nanotube FETs[123]). Lattice vibrations are significantly reduced at cryogenic temperatures and phonon-carrier scattering is relatively suppressed. This may explain the typical power law I-V characteristics observed in the data using hybrid contacts at 4.2 K (in Fig.5.21-a. inset).

The electrical characterization studies all point towards plasma generation in the contact leading to significant improvements in conductivity due to tunnelling hot electrons. Hot electrons originate from triple points in the contact and scatter into the substrate.

**Inferences:**

Applying reverse bias to the hybrid contact provides hot electron tunnelling current into the Ge conduction band. Injected carriers thermalize in the lattice by scattering. The energy of tunnelling hot electrons increases with the applied voltage, leading to thermalization into higher energy conduction valleys. Electron- lattice scattering is weaker at 4.2 K and the I-V characteristics suggest ballistic carrier transport across the Ge substrate.

5.5. Discussion

The hybrid material serves as a one-dimensional ambipolar contact despite severe FLP in Ge. Conductivity improves due to non-equilibrium carrier transport phenomena occurring in the contact layer. Although significant improvement is observed in transport characteristics owing to hot electron generation in the contact, this technology is not ideally suited to many existing device geometries e.g. MOSFETs, where hot electron injection into the gate oxide, arising from short channel effects is known to compromise device integrity. Nevertheless, from a phenomenological point of view the findings of this chapter shed light on a means to improve conductivity extrinsically.

Dipoles are formed between materials interfaces when their vacuum levels are unequal i.e. these are workfunction dipoles. As a result, one side of the interface tends to be accumulated with electrons and the other side is deficient (−/+). The dipole screening length depends mainly on the carrier density at the surface of the joined materials. The FLP condition in low and moderately doped Ge creates a Schottky barrier which confines electrons in the metal. It has recently been shown that electron accumulation at nanoscale metal geometries raises the Fermi
level in energy[124]. Charge build-up increases the electron potential energy relative to the continuum of available states beyond the Schottky barrier. As a result, resonant tunnelling current flows to the nearest available states when the barrier is sufficiently thin.

The ~ nm radius of curvature at triple points provides enormous geometric field enhancement. The Au/ Cr dipole (−/+ ) field is screened by the Ge nanocrystal surfaces at equilibrium. However, when the hybrid contact is biased against the substrate, high energy electrons at accumulated triple points can tunnel into the Ge nanocrystal, in which they will eventually thermalize. The intrinsic Debye length of Ge is 0.68 µm[125]. Ge nanocrystals smaller than this length scale will be unable to completely screen the coulomb potential from the metals surrounding it on 5 sides. As a result, carriers gain energy from the electric field and eventually strike a hot carrier plasma in the Ge nanocrystal. The electro-acoustic resonant frequency of Ge is ~9.3 GHz.[126][127]. It is inferred that the electron speeds in the presence of field enhancement are sufficiently large for the weak plasma to be sustained in the contact, under steady state conditions. Electrons, being lighter than ions and holes, will have higher temperature and speed in the plasma[128]. Hence, they arrive at the nanocrystal’s surface first, charging it negatively. Holes and ions screen the excess negative charge in the form of a double layer. This phenomenon is identical to Debye sheath formation. At small applied voltage, the acceptor states lying within the Ge band gap are first occupied by electrons (recombination), followed by resonant tunnelling from the edges. Hence, one-dimensional injection characteristics are observed. Increasing the applied voltage creates even hotter electrons which are directly injected into the Ge conduction bands with increasing energy.

At room temperature, electrons scatter in the lattice by electron-phonon interactions and the carrier velocity saturates in high electric fields. At very low temperatures (4.2 K), this effect is weakened as hot electron thermalization in the lattice becomes inefficient. The observation of negative differential conductance at $V_A \sim -1.5$ V i.e. the brim of the conduction band valley at the $L$ point in the Brillouin zone supports the model of plasma charging described above. Hot electrons thermalize into the conduction band near the zone edge $\Gamma \rightarrow X$, and the mobility decreases due to increase in the effective mass of electrons. Further increasing reverse voltage results in nearly ballistic transport.

The hybrid contact structure investigated in this chapter is experimental proof of concept for high speed applications in Ge based devices. New device geometries could lead to applications that would allow the use of hot electron emitter contacts. Hybrid contacts offer a means to overcome high contact resistance, frequently encountered in nanoscale devices[129]. Ge forms a good interface with Si[130][131] and GaAs[132][133][134]. Hence, there is an
opportunity to integrate the hybrid contact structure into existing technology. However, in order to implement these methods in ultra-small devices (sub-10 nm), the process needs to be optimized to control the size of the Ge nanocrystals in the film. Controlling the size of the Ge nanocrystals will allow exploration of other non-equilibrium phenomenon (e.g. microwave generation, light emission). Sharp triple interfaces formed in the hybrid material improve performance, but polycrystalline semiconductor nanocrystals should also be investigated. The test structures used in this chapter are built on thick substrates (0.5 mm) using a back contacted configuration. A greater part of the substrate volume only adds to current spreading and series resistance in the measurement but is not pertinent to operation. Reducing the substrate volume by growing the substrate as required will considerably improve performance by reducing these parasitic elements in small hybrid contacts.

The layout of the hybrid geometry has parallels with the embedded metal nanoparticles approach described in Chapter 1. Both methods use nanostructures and rely on high electric fields arising from triple junctions to form Ohmic contacts to n and p semiconductors. However, it must be emphasized that the hybrid film geometry is a complementary system that proves to be superior when performance on low doped substrates is considered. Here, the triple point field enhancement creates surface plasmas in semiconductor nanostructures and conductivity is improved from the resulting charge transfer. Whereas for embedded metal nanoparticles, carriers are field emitted close to the Fermi level. This limits the use of the approach to heavy doped substrates. These contacts will lose their Ohmic property at cryogenic temperatures due to this condition.

The hybrid contact’s active interfaces are vertical, giving it an effectively one-dimensional current cross section. A similar effect has previously been demonstrated in vertical diamond cathodes, where surface state channels are used to provide field driven hot electrons, emitted along the edge of the cathode[135]. The lateral junctions produced in the film are of crucial importance to the formation of well defined, triple interfaces. Controlling the eutectic reaction would make it possible to grow very small Ge nanocrystals where electron heating effects will be more pronounced. The results discussed in this chapter have a general applicability to many materials. It may even be possible to move away from the bottom-up approach used in this study and towards sophisticated top-down methods to realize similar hybrid structures. Achieving lateral epitaxy using top-down approaches is quite challenging. However, annealing near eutectic temperatures may resolve these issues by thermally healing defects and misaligned interfaces.
5.6. Conclusions

A new method to achieve low resistance metal/Ge junctions has been discovered. Voltage controlled hot electron emitter structures are demonstrated using self-assembled nanomaterials. Two major drawbacks caused by severe FLP, namely doping insensitivity and asymmetric conductivity on $n$ and $p$ substrates, have been bypassed simply by modifying the contact geometry. Ohmic contact is achieved using low doped Ge substrates by employing hot electrons that circumvent the Schottky barrier. This is a significant advance, considering the problem of doping uncertainty in ultra-small geometries (e.g. 2D materials). It is anticipated that hot carrier sources using similar hybrid geometries will advance the state of the art and aid in development of prototypes for future generations of microelectronic and nanoelectronic devices.
“Everything is energy, and that is all there is to it. Match the frequency of the reality you want, and you cannot help but get that reality. It can be no other way. This is not philosophy. This is physics.”

-Albert Einstein
Chapter 6:

Island metal films – hot carrier emitters

Abstract

This chapter explores a dispersed nanostructure contact formed by rapid annealing thin Au/Cr films. A network of large (~1 µm) and small (nm scale) metal islands is formed, interconnected with metal Au(Cr) nanowires on Ge due to annealing. Small metal nanoparticles are susceptible to non-equilibrium electron heating from incident tunnelling electrons. Hot carriers are emitted from these island metal films (IMFs) under nominal applied bias. Hot carrier surface plasmas improve conductivity of the contact, allowing ohmic behaviour at room temperature, down to 4.2 K, where nearly ballistic hot electron and hot hole currents are observed for low doped n-Ge. The electron temperature is estimated to be ~10³ K from emission spectra collected from the IMF in high vacuum. These results will have a wider applicability to many material systems.

6.1. Introduction

In the previous chapter, Ge nanocrystals within the contact were shown to be susceptible to dielectric breakdown at small applied voltages, owing to geometric field enhancements occurring at triple interfaces in the contact. The effect has been confirmed to be non-destructive and presented no hysteresis over multiple measurements performed. Carrier pairs are generated in semiconductor nanocrystals with energy ~ E_g, just sufficient to circumvent the Ge Schottky barrier. Nearly ballistic hot electron tunnelling current was observed in n-type Ge at 4.2 K but no hole current was observed in the forward bias.

In a sustained plasma under DC bias conditions (steady state, see Chapter 2), hot electrons at the periphery are screened by double layer/Debye sheath formation (\(\lambda_D \propto \frac{1}{\sqrt{n}}\)). This is a positive space charge layer which screens the free electrons at the plasma boundary. As carrier concentration \(n\) varies with temperature, its value at 4.2 K is much smaller than the room temperature value \((n \ll 10^{13} \text{ cm}^{-3})\), screening of field excited carriers may occur within the nanocrystal over length scales comparable to the size of the nanocrystal itself (>> 10 nm). This creates a wide barrier and hole tunnelling is forbidden. On the other hand, there is evidence of 1D current scaling over a wide range of temperatures, which is consistent with hot electron
tunnelling from the nanocrystal surfaces within the contact. In this chapter, metal nanostructures are shown to achieve a superior effect. Both hot electron and hot hole currents are observed from IMF contacts on Ge. The screening length in metals is \(<\ 1\ \text{Å}\) owing to their high free carrier density \((n \sim 10^{22}\ \text{cm}^{-3})\). Direct evidence of non-equilibrium carrier transport phenomena is presented in the electrical results section. Ohmic behaviour is observed at room temperature down to 4.2 K in low doped n- and p-Ge.

Lattice spacing in a crystal directly influences hot carrier mean free path[136] and non-close packed nanocrystal formations e.g. (110)Au have highest inter-planar spacings in the growth direction along the reference normal to the substrate. Hot carrier mean-free path in metals is usually \(<\ 20\ \text{nm}\) in close packed crystallization and smaller nanostructures express non-equilibrium phenomena upon electrical and/or optical excitation. The theoretical calculations in ref.[136] suggest (110) crystals will offer the largest mean-free path (20-40 nm) for hot carriers with energy close to the Fermi level \((\pm\ 2\ \text{eV})\), particularly while dealing with intra-band electron-electron interactions (not optical).

Island metal films (IMFs) have previously been investigated mainly on dielectric substrates like SiO\(_2\). This approach exploits the unwettability of dielectric surfaces by metals to assist island formation. A detailed description of IMFs and their exceptional properties can be found in ref.[137] and papers cited therein. Only a few reports have been made for IMFs on semiconductors, and they have somehow not been introduced in mainstream microelectronic technology. This is probably because the conventional method used in preparing IMFs by electroforming is not scalable. However, IMFs seem to have several engineering applications in areas of sensing, catalysis, switching, and energy conversion. IMFs are typically reported from electroforming thin metal films \((<\ 10\ \text{nm}\) thick). Usually Au or Ag is evaporated onto a small gap \((\leq\ 10\ \mu\text{m})\) between two thick contact electrodes \((\sim\ 100\text{’s\ nm})\), shown schematically in Fig. 6.1-a. A high voltage \((20-30\ \text{V})\) is applied between the contacts for 2-5 minutes. Current initially flows in the thin metal with high resistance, prior to island formation (destructive step). Current density of the order of \(10^6\ \text{A/cm}^2\) causes electro-migration in the thin metal layer, accompanied with Joule heating. There is also thermal migration of atoms. Nanoscale percolation channels are formed, composed of sub-10 nm metal islands. The inter-island separation is on the order of nm and tunnelling processes between islands dominate conduction beyond this stage. The thin film is irreversibly transformed into a dispersed material that demonstrates a switching behaviour like semiconductors (low and high resistance states). Once electroforming is complete, the low resistance state is onset at much smaller voltages \((5-10\ \text{V})\) than that needed
Figure 6.1. a. Traditional IMF prepared by electroforming. After IMF is formed, feeding power into the system results in hot electron emission. b. Thermally assembled IMF (this work) formed by rapid annealing thin Au/Cr bilayers. c. Electrically biasing the IMF relative to the substrate (large area back contact) results in hot carrier injection, circumventing the Schottky barrier.

for the electroforming step (20-30 V). Typical I-V characteristics of the IMF are shown schematically in Fig. 6.1-a. Non-linear I-V characteristics are observed when the IMF is electrically biased between contacts. Borzjak et al. (1965) first discovered that the non-linear tunnel current in IMFs is accompanied with electroluminescence and electron emission phenomena[138]. Several decades of work and numerous experiments led to the development of various models to explain these observations, advocating either field emission[139] or non-equilibrium electron heating in islands[140]. The field emission model[141] was found to be inconsistent with some experimental findings - There is poor correlation between conduction current across the island film and emission current into vacuum and this contradicts the main premise of the field emission model, where the emission current is treated as a part of the
conduction current that was diverted towards the collecting anode[142]. The collecting anode voltage does not alter the emission peak energy significantly. Moreover, the electron emission into vacuum was not observed using externally applied electric fields alone (without current excitation). The second model of non-equilibrium electron heating describes the observed phenomena quite convincingly. Power is fed into small metal nanostructures, either electrically or optically, which increases the electron temperature ($T_e$) in the metal. This is accompanied with an increase in conductivity in the IMF, as well as electron emission into vacuum. Hot electron emission originates at IMF surfaces, with energies comparable to the workfunction ($\Phi_M$) of the active nano-islands. The steps leading up to this process are described in terms of ballistic electrons in metal nanostructures exchanging heat with incident tunnelling electrons.

A similar mechanism will also improve conductivity in semiconductors because IMFs emit hot carriers that can easily overcome the Schottky barrier in semiconductor/ metal junctions. The yield of hot carriers depends on the power fed into the IMF. This chapter documents new evidence of IMFs formed by rapid annealing thin Au/Cr bilayers on Ge. In Chapter 5, a 3 nm Cr adhesive layer was used. Here the Cr layer used is 5 nm thick. A thicker Cr layer is used to exploit stresses (N/m$^2$) arising from surface energy mismatch at the bilayer interface. If a thin Au layer (~ 100 nm or less) is evaporated over 5 nm Cr the annealing process yields a network of IMFs on Ge, shown schematically in Fig. 6.1-b. Increasing Au thickness for the same process eventually presents a coalesced continuous metal film (CMF) albeit with significant eutectic events occurring during the annealing schedule. The first results section presents a few material studies describing IMF and CMF systems on Ge. HRSEM surveys, Energy filtered transmission electron microscopy (EFTEM), Electron backscatter diffraction (EBSD) and Scanning Transmission electron microscopy (STEM) experiments (in High angle annular dark/bright field modes/ HAADF[BF]) were done by Dr. Karl Dawson at Liverpool University. Phi-scan X-Ray diffraction experiments were done by Dr. Mikko Heikkilä and Dr. Peter King at the University of Finland, to complement EBSD studies. These data help understand the complex material structure of the thermally assembled IMF on Ge.

6.2. Results I: Material characterization

6.2.1. Annealing results in encapsulated Au/Cr nanostructures

According to Fick’s law of diffusion, the time to diffuse through a material over a small distance is inversely proportional to the diffusivity of the migrating species. Cr atoms typically have diffusivities of the order of $10^{-12}$ m$^2$/s and diffuse into Au quite readily[143], covering a distance of 1 µm in only ~ 0.5 s. At finite temperatures, Cr will almost certainly diffuse into the
Figure 6.2: Top panel: HRSEM of a patterned Au/Cr contact containing IMFs prepared by rapid annealing. Buckled Au clusters and nanowires form within the pattern. Dark regions are Ge. Bottom panel: Abrupt interface is observed in cross section HAADF-STEM. Film folding and retraction processes result in a nonuniform topography.

Au lattice and this process cannot be stopped unless barrier layers are used. This process is further accelerated during annealing, as diffusion processes are highly temperature sensitive. Cr diffusion into Au thin films usually improves adhesion but rapid annealing very thin Au layers also causes film delamination and folded edge formations[144]. Although annealing the
Au/Cr/Ge material system favours (110)Au crystallization, increasing the Cr layer thickness beyond its coalescence limit results in higher internal stresses at the final Au/Cr interface[145]. The intrinsic stress arising from surface energy mismatch is expected to be lower for 3 nm Cr interlayer used in the previous chapter compared to a fully formed 5nm Cr film. Surface energy and surface stress are closely related quantities[146]. At 0 K, DFT computations show that (100)Cr has much higher surface energy (3.9 J-m⁻²) than (110)Au (1.7 J-m⁻²) while experimental measurements performed at the melting temperature of these metals find that the surface energy of Cr and Au are 2.3 J-m⁻² and 1.5 J-m⁻² respectively[147]. The surface energy mismatch causes delamination in thin Au/Cr films under thermal stress. Experiments show evidence of folded Au clusters surrounded by nanostructures that qualify as IMFs in the traditional sense (after Borzjak et al) because these are dispersed media and exhibit non-equilibrium electronic properties. A key difference in this method and traditional IMFs described previously, is the wettability of the substrate. In this study, the as-deposited Cr layer is sufficiently thick (5 nm) to ensure the evaporated film would have coalesced more uniformly — enabling Au/Cr wetting on Ge.

Au was deposited by e-beam evaporation over a 5 nm Cr adhesion layer on patterned Ge substrates, using the standard method described in Chapter 3. Contacts were formed, followed by rapid annealing for 5-10 s at 400-450 °C. Fig. 6.2 shows the process outcome for 100/5 nm Au/Cr close to a circular patterned edge. The initially planar film has retracted during annealing, along with regions where the Ge is segregated in Au (dark regions within wrinkled clusters). The initially continuous film develops holes, exposing the substrate underneath (darker patches). A web of raised Au formations is observed among holes and buckled Au nanowires. The Au film develops conical projections in the substrate normal direction, forming a heap due to expanding holes. The contact surface is not flat and this is observed in the HAADF STEM image shown in the bottom panel. Liquid transport during annealing results in an abrupt sunken interface.

Film folding, bending and retraction are energy minimizing processes, known to occur in several material systems and lead to intricate features arising from self-replicating processes[144][148]. Fig. 6.3(a) illustrates a step (dashed line) undergoing retraction. (image source: ref. [148]). Dewetting occurs at triple interfaces (where the film and ambient meet the substrate), providing a net material flux (J) to minimize the step curvature and forms a mound. (b) Because the curvature of this region is higher than the flatter region ahead, (c) mass transport continues, (d) to eventually form a hole. This rolling process (a-d) repeats at the newly formed
**Figure 6.3:** **Top panel:** Schematics (a-d) illustrating film retraction at sharp edges (e.g. step - dashed line), proceeding into wire formation- reproduced from ref.[148]. **Bottom panel:** photographs reproduced from ref. [149] showing wrinkle formation on an 80 nm thick carbon coating on glass at room temperature in atmosphere. Wrinkles emerge from a single nucleation site and sweep the entire film over time.

edges, to form increasingly intricate structures. Meanwhile, differences in thermal expansion of materials creates stress and causes wrinkle formation. This process occurs in several materials, an example is shown from ref.[149] where thin carbon films (80 nm) on glass were shown to develop wrinkles at room temperature due to internal stresses. The effect of rapid annealing is to accelerate all the above processes- Cr diffusion into Au, edge retraction and wrinkle formation, in addition to selective uptake of liquid Ge from cracks/ defects in the delaminated Cr film. This causes the film to break apart and create a web pattern.
Figure 6.4: Detailed views of the thermally prepared Au/Cr IMF on Ge. a. web of wrinkled Au clusters separated by holes in the patterned film (b). c. Edge retraction forms nanowires at patterned edges (dashed line) and retracted cluster boundaries within the film. A distribution of closely spaced self-similar Au nano-islands is observed at edges and within expanded holes.

Large clusters serve as nodes and typically have prong like protrusions, interconnecting other clusters and nanowires, notably following the lithographically patterned step at the boundary, where the process begins. Hot Au/Cr edges under retraction produce a carpet of nanosized clusters with a self-similar fractal appearance. Detailed views of the thermally assembled IMF are shown in Fig. 6.4. The retracted edges and wrinkled clusters form a semi-continuous metallic entity, while the nano-islands decorate its periphery. When the annealing process stops and cooling begins, the molten crystals reorganize to produce highly (110) oriented Au island metal films (IMFs) on Ge. The final moments of this complex material rearrangement are preserved in the crystallized solid phase, observed in TEM (Fig. 6.5).

HAADF/BF modes in STEM allow observation of z-contrast, which helps identify material interfaces in the specimen. High resolution HAADF measurements of a Au cluster are shown in Fig. 6.5-a, next to an incompletely formed Au nanowire (in the green box). Liquid Ge spills over the Au cluster when the original Cr interface cracks under compressive stress. The mass exchange causes the Au/Cr clusters to sink into the liquid Ge interface. An outline of the original Cr interface (~ 5 nm), before displacement is marked in the image (dashed line).
Figure 6.5: **a.** High resolution HAADF-STEM cross-section of a Au cluster captures the details of material formation. The Au clusters sink into the Ge substrate (~100 nm) displacing liquid Ge out of cracks formed in the original Cr interface. **b.** Cr encapsulation of Au geometries confirmed in energy filtered TEM (EFTEM), by reconstructing images using only electrons corresponding to the Cr L signal. Cr encapsulation occurs on all Au geometries. The migrated Cr causes further deformation in hot nanowire structures and the folding process is seen to progress to form smaller cantilevered nanowires. These observations indicate Cr diffusion in Au is faster than the film retraction process.
If the annealing proceeds above the Au/Ge eutectic temperature ($T_{Au/Ge}$) over an extended period, liquid Ge completely encapsulates Au/Cr clusters[94][150] and imbed the folded clusters (not shown) into the Ge substrate. Hot Ge/Au clusters formed by annealing thin Au/Ge bilayers have previously been shown to form an amorphous Ge shell layer over imbedded Au[94]. Because the Cr layer is subject to cracking (red box), hot Au comes into direct contact with Ge rushing out. An intermixed light interface ($z_{Ge}<z_{int}<z_{Au}$) is marked in the HAADF TEM image. This is not observed in other regions (blue box) where the original Cr interface acts like a barrier. The Au clusters sink into the substrate along with the original interface. It is inferred that all Au clusters with dark Ge spots in Fig. 6.2 have cracked the surrounding Cr layer during formation.

Cr encapsulates all Au structures due to thermally accelerated diffusion. The Cr covered surfaces would have oxidized upon exposure to atmosphere. Energy filtered transmission electron microscopy (EFTEM) results for the cross-section are shown in Fig. 6.5-b. The column on the left shows the unfiltered view and the right column shows the reconstructed image using Cr L intensities only. Two regions (i) Au cluster (prong) from the interior region of the contact pattern and (ii) the nanowire formed at its retracted pattern edge (see Fig. 6.4 for plan view). The Cr signal map clearly shows complete encapsulation of the Au nanostructures.

Interestingly, additional reshaping is apparent within the nanowire itself. Cr diffuses very quickly in Au and reaches the periphery of the clusters, while the film is still undergoing retraction. The thermal stress in these diffused Au/Cr interfaces continues to fold the structure at least until annealing is complete. A rigid cantilever formation is seen above a trail of nanodots (~ 2-10 nm). Closely spaced nanodots decorating clusters/wire formations serve as the active elements in the IMF and their importance will be discussed later in the second results section.

The entire IMF is sinking into the substrate as the annealing proceeds to exchange Ge to the surface. The nano-islands surrounding the cluster and wire boundaries are vital to hot carrier effects but these may be lost under the Ge surface if the rolling process continues (>10 s) at peak temperatures $> T_{Au/Ge}$. Purified Ge crimp layers encapsulate the sinking Au clusters[95]. Ge crimp layers outlining the light Au structures appear in all the HRSEM images shown in this work as darker regions, compared to the Ge substrate outside the contact pattern (see Fig. 6.2).

**Inferences:**

IMF fabrication by rapid annealing is a highly temperature sensitive process and needs to be carefully controlled to prevent nanostructures from completely sinking into the substrate[150].
When this happens, the hot carrier effects are not observed electrically. This level of sophisticated control is not easy to achieve using standard annealing equipment as the annealing trials were already kept short < 10 s at peak temperature. Several trials were necessary to obtain usable IMFs repeatedly. Only electrically active IMF specimens were selected for investigations carried out externally (at Liverpool, R.H.U.L.) and for supporting crystallography experiments at Helsinki University.

6.2.2. Texture and crystallinity of thermally assembled IMFs

![Figure 6.6: a. XRD diffractogram of an IMF contact. The intense peak at 2θ = 65° indicates predominantly (220)Au crystallization. Other identified phases have also been annotated b. XRD phi (φ) scan of the (420)Au plane demonstrating the registration of the IMF to the Ge substrate. (620)Ge plane substrate peaks appear offset 45° to the Au signal, confirming the orientation relationship (100)Au//(110)Ge.](image)

The theta-2theta (0/20) X-ray diffractogram of the Au IMF contact is shown in *Fig.6.6-a*. The (220)Au is the most intense reflection indicating a preferred orientation with (110)Au planes arranged parallel to the (100)Ge substrate. Further analysis with an XRD phi-scan measuring the (420)Au plane (*Fig.6.6-b*) shows clear epitaxial arrangement with peaks occurring every 90° of rotation around the surface normal. (620)Ge substrate contributions to the scan are also seen, offset by 45°. Corroborating field emission gun scanning electron microscopy/ Electron backscattered diffraction (FEG-SEM) / EBSD analysis done at Liverpool (not shown) indicated two strong orientation relationships in the IMF film: [110]Au//[001]Ge and (100)Au//(110)Ge. (EBSD) texture scans confirmed that (110)Au crystals were the dominant orientation over entire patterned areas with some dispersed (111) regions. Despite the distributed nature of the IMFs, heteroepitaxy is observed similar to hybrid films in Chapter 5.
6.2.3. Transition to continuous metal films (CMF)

CMF (300 nm Au) - thin solid film

Figure 6.7: Detailed views of thick (300/5 nm) Au/Cr using an identical rapid annealing process used for the IMF produces a eutectic mixed thin solid film.

The (110)Au crystallinity will enhance hot carrier lifetime. But the formation of nanostructures is necessary for observation of hot carrier effects by current excitation. Thicker Au films may or may not crystallize into predominantly (110) form. The rapid annealing process is quite unpredictable for thicker Au films. On separate occasions, different annealed 300/5 nm Au/Cr specimens on Ge presented distinct results – one specimen had predominantly (110) Au and the other showed no preferred texture (see Fig. S3-a in ref. [43]). There is a considerable internal delamination of Cr and the Ge segregations appear chaotic. However, neither specimen showed hole formations within patterned areas. Nano-island and nanowire formations were not observed within or surrounding the patterned areas. Edge retraction is observed at the pattern boundary, leaving behind a trail of nanodots beyond the new boundary (outside the CMF contact). The process outcome is a eutectic mixed thin solid film that has electrical properties like planar metal film contacts on Ge (shown in electrical results). Fig. 6.7 shows detailed views of the annealed Au/Cr CMF on Ge in HRSEM and cross-section HAADF/TEM. There is evidence of film retraction (dashed line) and liquid transport. Metal nanostructures are absent and hole formations are not observed. Wrinkle formation is observed and the film is raised in places. These regions appear brighter in SEM. The dark boundary and ripples around the contact suggests evidence of the CMF also undergoing a considerable displacement into the substrate, pushing out purified Ge crimp layers.
6.3. Summary I

Material characterization using TEM, XRD and EBSD provides a physical description of the thermally assembled IMF and CMF. Internal stresses at Au/Cr interfaces, in addition to film retraction processes reshape the initially planar metal film. Cracks in the Cr layer allow liquid Ge transport/spillage over the original interface. Even in the annealed CMF case (300/5 nm Au/Cr), there is a significant eutectic mixing as seen in HRSEM and in cross section studies using TEM. A larger part of the contact interface to the Ge substrate appears abrupt, due to liquid transport dominating over diffusion across the Cr barrier layer. Au sinks into the substrate over the course of annealing because of outward Ge transport (above the original Cr interface).

Only thin Au films form IMFs that provide enhanced conductivity. The annealing process needs to be kept short in order not to lose the Au nanostructures beneath the surface. If the annealing process (> $T_{Au/Ge}$) continues $>>$ 10s, the IMFs are lost beneath the surface, along with their associated hot carrier effects. The exact reaction kinetics occurring over the annealing schedule were not studied and this requires further investigation. Extensive simulation work may serve as a guide to improved annealing recipes. Sensitive temperature control may prevent cracking in the Cr layer and therefore, prevent the contact from sinking into the substrate. The nanostructures would presumably still form by retraction and would be saved using such a methodology. The Cr layer would still assist predominant (110) Au crystallization. Moving on to alternative annealing techniques such as pulsed laser annealing will improve results significantly. Further studies are required to controllably reproduce thermally assembled IMFs. The next results section documents novel electrical behaviour provided by successfully prepared IMFs on Ge.

6.4. Results II: Electrical characterization

6.4.1. Hot carrier current – size effects of metal nanostructures

For short annealing routines, the final material depends on the initial metal film thickness. Very thin metal films (<10 nm) on dielectrics are known to form isolated islands (Volmer Weber growth), even during deposition[151]. This occurs alongside delamination and de-wetting processes described in the previous results section. As the film thickness increases, larger clusters form and eventually coalesce into a continuous film. Au thickness plays a crucial role
Figure 6.8: a. Room temperature I-V characteristics of island metal film (IMF) contacts to moderately doped n-Ge ($N_D \sim 1 \times 10^{17} \text{ cm}^{-3}$) and low doped p-Ge ($N_A \sim 5.6 \times 10^{14} \text{ cm}^{-3}$). Ohmic contact is achieved using the same contact material on both substrates. b. Room temperature I-V characteristics of continuous metal film (CMF) contacts using thick Au/Cr annealed contacts to n- and p-Ge. Ohmic characteristics are observed for p-Ge but the contact to n-Ge is rectifying, consistent with FLP in Ge.

in the size distribution of Au islands for annealed Au/Cr bilayers and this directly affects the observed electrical properties of these contacts.

Au/Cr IMF and CMF contacts were fabricated on both n-, n- and p type Ge specimens in each experimental trial to ensure the same conditions were applied to both substrates. Concurrent ohmic contacts are shown in Fig. 6.8-a using patterned structures ($d \sim 300 \mu\text{m}$) containing IMFs on moderately doped n-Ge ($N_D \sim 1 \times 10^{17} \text{ cm}^{-3}$) and low doped p-Ge ($N_A \sim 5.6 \times 10^{14} \text{ cm}^{-3}$). The IMFs formed within the patterns were electrically excited/biased by direct probe contact, additional patterned top contacts, as well as wire bonded top contacts (shown later). The probes used to perform electrical measurements on the IMFs come into direct contact with the network of larger Au clusters. Like results shown in chapter 5, the contacts on p-Ge remain Ohmic after processing while the n-Ge conductivity is modulated exclusively. This again suggests that improved conductivity on n-type Ge cannot be attributed to Fermi level depinning. Instead it is attributed to hot carriers circumventing the Schottky barrier. On the other hand, CMF contacts (Fig. 6.8-b) present characteristics of FLP, with rectifying n-Ge contacts and Ohmic p-Ge contacts. The influence of increasing Au thickness on electrical properties was investigated. The results are shown for three Au thicknesses in Fig. 6.9. Only the n-Ge series shows a change in conductivity, as expected. The p-Ge contacts remain Ohmic regardless of Au thickness and processing conditions, because the FLP condition is unchanged. This suggests the hot carrier production increases for thinner Au layers. The size of the average
Figure 6.9: a. Hot carrier emission over the n-Ge barrier increases for decreasing as deposited Au thicknesses, corresponding to a smaller average island size formed after annealing. CMF contacts are rectifying, as expected. b. Contact to p-Ge is independent of island size and film thickness.

de-wetted clusters must be comparable to the initial film thickness. As the film thickness is increased, larger clusters grow at the expense of smaller ones (Ostwald ripening). Hence, the density of smaller nanostructures required for observable hot carrier effects must decrease. Hence, the reverse current follows a trend against Au thickness (almost linear, not shown), indicated using arrows in Fig. 6.9-a. The transition from IMF to CMF behaviour exclusively on n-Ge confirms that the nanostructures play a crucial role in improving conductivity. However, simply evaporating thin Au films on Ge does not produce Ohmic contacts, or at least there is no report on this in the literature, indicating that the Cr layer also plays a role. As stated in the previous chapter, the Au/Cr interface sustains a permanent dipole owing to differences in metal workfunction, causing electron accumulation on the Au side of the interface. This is likely to be an active element in the functioning of IMFs. Further experiments on metal bilayers using tilted target sputtering may shed light on this topic. The outcome of the rapid annealing process in this work can be visualized schematically according to Fig. 6.10-a. As the initial Au thickness is increased, the final product changes from isolated islands to IMFs and then finally CMFs. As shown in Fig. 6.9-a, only the IMFs exhibit hot carrier effects. This can be understood in terms of the way heat is exchanged in small metal nanostructures.

Normally, the electron and lattice subsystems are in equilibrium. Electron and lattice temperatures reach equilibrium via electron-phonon interactions. For nanoscale metal islands, electron-phonon interactions become limited by the cut-off Debye frequency ($\omega_{D,\infty}$) in the phonon spectrum of the metal. Electron motion becomes ballistic in nanostructures having
Figure 6.10: a. Schematic showing the outcome of rapid annealing on the recrystallized material as the initial Au thickness varies. b. Ballistic electrons undergo specular/elastic reflections in a metal nanoisland of critical dimensions ($a_D$) corresponding to the cutoff Debye frequency of the metal. c. Schematic showing how tunnelling current in IMFs causes non-equilibrium electron heating, resulting in hot electron emission.

critical dimensions below the electron mean free path. The size limit ($a_D$) corresponding to $\omega_{D\infty}$ is sketched schematically for the case of a metal nano-island in Fig. 6.10-b. A simple calculation using the cut-off Debye frequency of Au ($\omega_{D\infty} \sim 10^{13}$ Hz and Fermi velocity ($v_F \sim 10^6$ m/s) shows that $a_D = \frac{v_F}{\omega_{D\infty}} \sim 100$ nm. Consequently, nanostructures smaller than this size would be susceptible to non-equilibrium electron heating effects. Rapid annealing of e-beam evaporated Au thin films (< 100 nm thick) without Cr on Ge produces small Au clusters but they are separated by gaps too large for tunnelling to be an efficient current mechanism. Introducing a thin Cr layer dramatically alters the outcome of annealing. Ensembles of closely spaced nano-islands and nanowires develop within patterned regions on Ge around the edges of holes, wherein hot carrier effects are expressed.

A network of such closely spaced metal islands separated by gaps $d < 5$ nm constitutes an island metal film (IMF). A simple case is shown schematically in Fig. 6.10-c for two metal nano-islands. Under bias, tunnelling electrons arriving at the right-hand metal nano-island undergo
electron–electron interactions with ballistic electrons. The power fed into the receiving island gives rise to hot electrons and holes, broadening the Fermi distribution. Groups of such closely spaced metal islands behave as hot electron \emph{emission centers}[137]. Therefore, when a sufficient potential difference is applied to the IMF, hot electrons are emitted from the metal surface into the lowest available energy states in the semiconductor, or into vacuum. This scenario contrasts the typical case of bulk metal contacts, where the electron and phonon sub-systems remain in equilibrium and the Fermi distribution depends mainly on the ambient temperature, provided the substrate has good thermal conductivity. \textbf{Fig. 6.10-c} shows a special case of equally sized nano-islands capable of exhibiting non-equilibrium electron heating. However, the principle of non-equilibrium electron heating applies to small nanostructures and is equally valid for unequally sized nano-islands of critical dimensions[152].

\textbf{Inferences:}

The size range for IMF hot carrier production has been identified. Nanostructures are capable of non-equilibrium electron heating effects. Closely spaced metal nanostructures/ IMFs below a critical size behave as emission centres. The IMF contact does not change the condition of FLP in Ge and improvements in conductivity are completely attributed to size effects and electron heating in nanostructures. CMFs do not possess the nanostructured arrangements required for evoking hot carriers and retain characteristics of FLP, like conventional planar contacts.

\subsection*{6.4.2. Voltage controlled hot electron emission in IMFs}

Particularly on Ge, since FLP is severe, the distributed nanostructures, as well as the web of clusters will have the Fermi level pinned close to the Ge valence band. Hence, contacts to p-Ge are Ohmic while on the other hand, there is a profound size effect for contacts on n-Ge. The negative surface charge on n-Ge will create a distribution of built in potentials between nanostructures due to screening effects. Consequently, the vacuum level will adjust spatially over the contact, creating electrostatic barriers between neighbouring nano-islands. This is not easy to measure, although techniques like high resolution kelvin probe force microscopy (KPFM)[153] may provide an answer.

Hot electron emission into vacuum is typically observed in IMFs[137] using a lateral biasing setup, shown schematically in \textbf{Fig.6.11-a}. for a single chain of equally spaced nano-islands. The gap between electrodes is typically \textasciitilde 10 \mu m and the gap between islands is small (\textlessthan 5 nm).
Figure 6.11: a. Schematic illustrating potential drop in the IMF for lateral biasing. b. Schematic illustrating potential drop in the semiconductor for vertical biasing (IMF/semiconductor), with only mV potential drop needed vertically for hot electron emission into the semiconductor.

For typical bias voltage (1-10 V) the applied electric field is on the order of $10^3 - 10^4$ V/cm. This field by itself is insufficient to provoke field emission into vacuum. Higher local electric fields may exist between the IMF gaps, thereby allowing tunnel current to flow through the chain. As described previously, electron-electron interactions result in a broadening of the Fermi distribution in the islands. The electron temperature can reach thousands of Kelvin by this mechanism. However, the lattice remains stable (does not evaporate), owing to high thermal conductivity of the substrate and the relatively large surface area/volume ratio of nano-islands. Electron emission into vacuum is a relaxation mechanism and is sustained in the steady state.

It is recalled that the thermally assembled IMF in this work is composed of a web of larger Au clusters, surrounded by smaller nano-islands in hole formations within patterned areas. In the electrical data for IMFs shown in Fig. 6.8-6.9, the larger cluster network is biased relative to the Ge substrate. This picture is simplified in the schematic shown in Fig.6.11-b, where an equally sized island chain is excited vertically, using only one probing contact. The second probe is connected to the Al back contact. In contrast to the lateral biasing case (Fig.6.11-a), here the potential is mainly dropped in the semiconductor. However, the electron heating effect will occur in smaller nanostructures near the cluster boundary, providing the observed hot carrier currents. To test this hypothesis, the IMFs were tested for hot electron emission into vacuum.

Additional Ti/Al (80:20) top contacts shown in Fig. 6.11-a, were patterned over the IMF and CMF contacts on low doped n− Ge to perform control measurements. The gap between the back-to-back top contacts is ~10 µm. This allows lateral biasing of the metal contacts, like the schematic shown in Fig. 6.10-a. The specimens were loaded in our (Thermo Fisher Scientific)
**Figure 6.11:** a. SEM showing additionally patterned Ti/Al top contacts on the IMF. The gap between top contacts is ~10 µm. b. Schematic of the experimental setup used to detect hot electron emission into vacuum by laterally biasing a 10 µm region containing IMF or CMF on Ge. c. Electron emission spectra from IMF and CMF at various applied bias, showing that there is only hot electron emission from the IMF. Inset shows I-V characteristics of the IMF and CMF showing their respective conduction modes. Higher resistance in the IMF case at low voltage is due to tunnelling conduction across islands, prior to the onset of hot electron emission. d. Semi-ln plot of hot electron current in the gap against the reciprocal square root of power (V.I) fed into the film. A linear relationship is observed, consistent with the theory of carrier heating in IMFs.

theta probe X-ray photoelectron spectrometer, fitted with electrical feed-throughs for *in vacuo* electrical measurements. Electrical excitation was supplied by a Keithley (2600) Source Measure Unit (SMU). Measurements were performed (with Dr. Billy Murdoch at SEAL, Newcastle University) at ambient temperature with a background pressure < 1 x 10⁻⁷ mbar. The X-ray and flood gun (charge compensation) sources were disabled during acquisition. The measurement setup is shown schematically in Fig. 6.11-b. Electron emission spectra were collected under electrical excitation of the IMF gap, shown in Fig. 6.11-c. at ambient
temperature \textit{in vacuo} for IMFs and CMFs using a hemispherical electron energy analyzer at various applied biases. Hot electron emission spectra were only observed from the IMF and not from the CMF. The corresponding I-V characteristics for this measurement configuration are shown in Fig. 6.11-c as an inset. The CMF shows low resistance Ohmic I-V characteristics like a bulk metal. On the other hand, the IMF exhibits a relatively high resistance (~33 ohms) linear region for $V_A < 0.5$ V, attributed to tunnelling conduction[154] between metal islands in the gap. Conductivity increases for higher applied voltage, as the electric field within the nanostructured film becomes sufficiently large for hot electron transport to be the dominant current mechanism. Hot electrons are emitted in this non-linear regime, at rates increasing with laterally applied bias. Hot electron emissions are not detected from the CMF (or from the IMF for $V_A < 0.5$ V). The emission spectra peak near the Au workfunction (~ 5.5 eV) using only small applied biases. These data cannot be attributed to field emission (peak energy > $q V_A$) but are consistent with the notion of hot electrons emitted from metal nano-islands. The emission distribution appears Maxwellian with effective electron temperature $T_e$ estimated from the variance ($\sigma = k T_e$) in the energy distribution is in the $10^3$ K range. This is typical of previous observations in metal-IMF-metal arrays[137] and comparable with recently reported electron temperatures obtained from electron fed Au/Cr gap junctions[155].

The electric field corresponding to the onset of hot electron emission into vacuum is approximated by considering Fig. 6.10-a for the IMF region (~ 10 µm) between the two electrodes. The potential remains constant across metal islands and is assumed to drop lineally between metal islands. The minimum voltage for the onset of hot electron emission into vacuum is 0.5 V in this case. Then the electric field ($V_A/10$ µm) for the onset of hot electron emission is ~ $10^4$ V/cm. A comparable electric field is needed vertically through the IMF for the contact, as illustrated in Fig. 6.10-b. By considering the simple depletion approximation, it is inferred that this minimum electric field is already present at the contact interface even for $n^-$ Ge ($N_D \sim 6.4 \times 10^{14}$ cm$^{-3}$). Additionally, due to the FLP position, an inversion layer is formed under the surface, which serves as a two dimensional conduction channel over short distances[21][110]. The contact potential is mainly across to this p-type layer, which is expected to be < 10 nm wide. Hence, the vertical biasing configuration evokes the electron heating mechanism for $V_A < mV$, resulting in Ohmic/ symmetric conduction by hot carrier emission mainly \textit{over the barrier}. This is verified on low doped $n^-$ Ge, shown next.
Inferences:

Hot electrons are emitted from the IMF into vacuum when sufficient power is fed into the film. The emission yield (counts per second/ cps) increases at higher bias. The emission energy is maximum near the Au workfunction, which indicates that the emission occurs from the metal nanostructured surfaces in the IMF. The mechanism of emission is akin to thermionic emission, not field emission. The electron temperature in metal nanostructures is elevated to $\sim 10^3$ K range.

6.4.3. Hot carrier transport

Fig. 6.12-a. compares I-V characteristics of IMF and CMF contacts on low doped n⁻ Ge. The CMF contact is rectifying, as expected. Using the IMF contact, a high conductivity regime is observed (0.008 ohm.cm²), like that seen at higher doping levels (Fig.6.8-a). An inflection in the I-V curve is seen around $-0.6$ V, corresponding to a lower conductivity mode (0.03 ohm.cm²). This larger resistance may be due to the wider space charge region in low doped n⁻ Ge, which has increased from $\sim 100$ nm ($N_D \sim 1 \times 10^{17}$ cm⁻³) to $\sim 0.7$ µm ($N_D \sim 6.4 \times 10^{14}$ cm⁻³). Increased hot electron emission at higher bias overcomes this obstacle by a kind of electrical doping[156][157]. The depletion region is effectively charge neutralized by injected electrons and so conductivity increases. Thus, it can be inferred that hot carrier transport observed here is ballistic in nature, shown schematically in Fig. 6.12-b using energy band diagrams. In contrast, the geometry induced electric field enhancement is minimal in a CMF contact. The absence of Au islands eliminates an important pathway for non-equilibrium carrier heating in the metal and hence, hot carrier transport and hot electron emission into vacuum are not observed.

To further confirm the role of hot carriers in enhancing the conductivity of IMF/semiconductor contacts, cryogenic measurements (in liquid helium, 4.2 K) were taken on IMF and CMF contacts to n⁻ and p-Ge (performed by Dr. John Quilter, RHUL). In Fig. 6.12-c, the I-V characteristics using a CMF contact shows negligible current because of carrier freeze out in Ge at 4.2 K. In contrast, by using an IMF contact there is a significant current, which can only be attributed to hot carrier emission from the IMF, as cooling to this temperature is detrimental to Fermi level de-pinning schemes, resulting in rectifying behavior below 111 K[158]. Symmetric I-V characteristics are observed in forward and reverse bias, as was the case at room temperature. The current is small for $-0.1 < V_A < 0.1$, where fewer carriers from the IMF have sufficient energy to inject into the semiconductor. Inversion layer limited current (ILLC) is
Figure 6.12: a. Room temperature I-V characteristics of IMF and CMF contacts to low doped n⁻ Ge ($N_0$~6.4 × 10¹⁴ cm⁻³). IMF contact shows high conductivity modes in forward and reverse bias, while the CMF contact retains rectifying characteristics. b. Energy band diagram of IMF/ n⁻ Ge for a small applied reverse bias, resulting in ballistic hot electron injection. c. Cryogenic (Liquid helium, 4.2 K) I-V characteristics of IMF and CMF contacts to low doped n⁻ Ge. IMF shows symmetric, inversion layer limited current (ILLC) confirming non-equilibrium carrier transport, while CMF contact shows very low current due to the presence of a Schottky barrier and carrier freeze-out. d. Cryogenic (Liquid helium, 4.2 K) I-V characteristics of IMF and CMF contacts to low doped p Ge ($N_A$≈5.6 × 10¹⁴ cm⁻³). IMF and CMF contact both show identical I-V characteristics. A small Schottky barrier for holes allows tunnelling near the metal Fermi level, resulting in double exponent I-V characteristics.

observed, which the hot carriers easily overcome for $|V_A| > 0.1$ V. The resistance of the depletion region can be neglected at 4.2 K, which explains why the current magnitude (and conductance) at higher voltages is greater than that seen at room temperature. The current sharply increases initially at a rate of 10 mV/ decade. This data can be fitted to a voltage power law (order 2-2.5), which is in qualitative agreement with ballistic electron emission transport across the interface being the main conduction mechanism[159].

The IMF allows voltage controlled hot carrier emission into n⁻ Ge resulting in Ohmic characteristics. Under reverse bias, this corresponds with hot electron emission from the IMF
into the semiconductor, with sufficient energy to overcome the Schottky barrier in n-Ge. Under forward bias there is a current of similar magnitude to that seen in reverse bias. This must result from hot hole emission from the IMF into the semiconductor. An applied bias across the IMF gives rise to both hot electron and hot hole distributions that rapidly establish an equilibrium[160]. I-V characteristics for the corresponding IMF and CMF contacts to p-Ge taken at 4.2 K are identical, as shown in Fig. 5.d. Tunnelling current is observed, as expected from the condition of FLP. These curves fit the functional form: $y = \alpha \sinh(\beta x)$, which is often characteristic of tunnelling. Here, $\alpha$ and $\beta$ are fitting parameters.

6.5. Summary II

Voltage controlled non-equilibrium current transport has been experimentally demonstrated on a strongly pinned semiconductor (Ge) using thermally assembled IMFs. The IMF contact to n-Ge is improved by hot carrier emission, without degrading the already Ohmic p-Ge. Evidence for both hot electron and hot hole transport is obtained using cryogenic measurements on low doped n-Ge. Symmetric high conductivity is observed well below the carrier freeze-out temperature (< 20 K), despite the condition of FLP in Ge because hot carriers can easily circumvent the Schottky barrier. These results will have applicability to a wider range of materials.

6.6. Discussion

IMFs are nano-dispersed solid-state media which possess unique electronic properties. Although the level of control in the fabrication process shown here is far from satisfactory, the performance of IMFs surpasses traditional contact engineering strategies that rely on heavy doping or Fermi level depinning. The main issue encountered here is reproducibility, which may be improved using a more suitable annealing technique like pulsed laser annealing[161]. By adjusting the pulse width and intensity, it would be possible to achieve fine control over the size and distribution of previously templated patterns. In principle, only two closely spaced nano-islands are required for the electron heating effect (with electrical excitation). Tunnelling current from one island to the next will provide the required energy to elevate the electron temperature as required. Such dimer structures could be encapsulated with ultra-thin oxides, polymers etc. to ensure that even nano-islands in contact with one another would be susceptible to electron heating. A thin barrier will be semi-transparent to the incoming tunnelling flux. Nanoimprinting such structures is quite challenging[162], although recent advances in EUV
immersion interference lithography have enabled mass patterning of sub 10 nm structures[163].

Electron-electron interactions (this work) as well as photon-electron[164][165] interactions can be used to create energetic charge carriers that may be harvested over the Schottky barrier and by tunnelling through the Schottky barrier[166]. There is a tremendous opportunity to apply these nanoscale phenomena in catalysis[167] and energy harvesting[168][169]. Bypassing the FLP problem and the need for heavy doping is especially attractive in microelectronics. Once fabrication challenges are overcome, novel designs may allow the realization of ultra-high-speed hot carrier transistors as well.

Carrier scattering is considerably minimized at low temperatures. Very high conductance was observed on low doped n⁻ Ge once the inversion layer is overcome by ballistic carriers, with a subthreshold slope $S = 10 \text{ mV/decade}$. This result has direct applications in the areas of sensing in harsh environments e.g. outer space. The electron heating effect occurs over fs timescales, whereas electron-phonon relaxation i.e. thermalization occurs on ps timescales[136]. Hence, hot carrier switching at optical frequencies is possible.

Scaling down to the sub-nm regime for single electron transistors (SET) is accompanied by a variety of problems[170] and reliability issues. CMOS compatible SET operating at room temperature have been shown previously[171]. The choice of using colloidal Au nanoparticles in a CMOS foundry is debatable due to contamination rising from suspended media and the reliability of tethering nanostructures reproducibly. Furthermore, the overall device footprint is well above the current technology node (7 nm due in 2018). SET are a long way from becoming the commercial standard in consumer electronics and these works are mainly driven by scientific interest to push technological boundaries eventually.

The IMF contacts show impressive results notwithstanding enormous scope for improvements in processing methods and design. Similar effects could also be produced in other common plasmonic metals like Al[172], which has a similar lattice constant to Au ($a_{Al} = 4.046 \text{ Å}$, $a_{Au} = 4.065 \text{ Å}$), in conjunction with other wrinkled 2D electronic surfaces[173] or using combinations of different metals by co-sputtering tilted targets in a slowly oxidizing environment. *In situ* formations of encapsulated metal nanoparticles approaching 2D character may allow the fabrication of interesting IMFs or individual emission centres. Particularly in Si, anisotropic chemical etching could be exploited to “preassemble” sharp grooves in the substrate, enabling chain structure formations within patterned areas, prior to annealing.
6.7. Conclusions

Thermally assembled IMF contacts are realized on Ge, which allow Ohmic conduction at room temperature and nearly ballistic hot carrier emission at cryogenic temperatures. The fabrication process is highly sensitive to the annealing conditions and needs to be carefully controlled in order not to lose the nanostructures essential to the observed effects. IMFs composed of small metallic nanoparticles are susceptible to electron heating effects. A proof of concept is shown i.e. Electrically generated hot carriers readily overcome electrostatic barriers over a wide range of temperatures and this will have a wide applicability to several material systems. Novel hot carrier transport phenomena have been discovered using IMF contacts, applicable to semiconductors and 2D electronic surfaces. Optimizing this new paradigm for metal-semiconductor contacts offers the prospect of improved nano-electronic systems and the study of voltage controlled hot holes and electrons.
“In Physics, what counts, I found, is not what you cover, but what you uncover.”

- Walter Lewin
Chapter 7: 
Outlook and future work

7.1. Outlook – new device elements

This thesis explored metal-semiconductor contact engineering solutions to overcome limitations set by FLP in semiconductors. Ohmic contacts are essential elements in microelectronic device technology and FLP is a dominant effect that governs interface properties. Metal contact properties were studied on Si and Ge, the most important elemental semiconductors in microelectronic device technology. Metal contacts to pure and low doped Si, Ge exhibit non-ideal behaviour i.e. they do not obey the Schottky-Mott theory of barrier height formation, which predicts the height of the Schottky barrier formed at the contact interface is equal to the workfunction difference between the metal and semiconductor. Instead, the Fermi level appears to be pinned at some energy within the band gap of the semiconductor, known as the charge neutral level (CNL) and this condition presents serious challenges in meeting required device specifications, particularly overcoming high contact resistance. The CNL is located ~ 0.6 eV in Si (mid-gap) and ~ 0.1 eV above the valence band in Ge. It is the crossover point between donor and acceptor type interface state density distributions lying within the band gap of the semiconductor[108].

Fermi level depinning provides a means to change the CNL by introducing external surface dipoles and by the passivating action of certain interlayer materials. If the new CNL at equilibrium is close to either conduction or valence band of the semiconductor, the Schottky barrier height formed at the contact interface is reduced for electrons or holes respectively. Ideally, if the Schottky barrier height becomes zero it would result in perfect Ohmic contact to either n- or p-semiconductor while forming an ideal Schottky (rectifying) contact to p- or n-semiconductor respectively. This is rarely ever seen in experiment. The new CNL usually still lies somewhere within the semiconductor bandgap and so the Schottky barrier height cannot become zero.

Conductivity can be improved by heavy doping of the semiconductor or interlayer material (e.g. tuning density of Oxygen vacancies using variable doping[35]) by narrowing the effective
tunnel barrier. Tunnelling near the metal Fermi level becomes favourable when a small Schottky barrier is made nearly transparent to charge carriers in the metal and semiconductor. At these heavy doping levels, carrier transport occurs via tunnelling and this mechanism has so far provided the best Ohmic contacts in the literature. However, when heavy doping is not used the Schottky barrier affects carrier transport across the contact interface, resulting in saturating or non-linear I-V characteristics.

An external electric field can modify the effective Schottky barrier height for an engineered contact interface, allowing tunnel current to improve conductivity on both n- and p-type semiconductors. The action of screening the electric field increases band bending, which narrows the tunnel barrier at the contact interface, allowing multi-step tunnelling processes across interfacial layers. The source of the external field could be engineered in a variety of ways, shown for example using charged interfaces (ALD AlOₓ/ SiO₂) in Chapter 4, and at sharp triple junctions within hybrid contacts in Chapter 5. These engineering methods could be used to form Ohmic contact in several planar device technologies using low doped Si and Ge, among other potential material combinations.

Emergent non-equilibrium phenomena within nanostructured materials enable voltage controlled hot carrier transport across interfaces. Chapter 5 documented new findings of a thermally self-assembled hybrid thin film material. A generic method for realizing Ohmic contact has been discovered, without disturbing the CNL of chemically cleaned surfaces i.e. conductivity is enhanced for n-Ge without affecting the properties of p-Ge. Semiconductor nanocrystalline regions embedded in the hybrid contact are susceptible to dielectric breakdown caused by large local electric field enhancements at triple points in the contact layer. Hot electrons overcome the Schottky barrier and Ohmic conduction characteristics are observed using low/ moderately doped substrates. Cryogenic I-V measurements revealed the mechanism of carrier transport and provided an interesting demonstration of voltage controlled electron valley transfer, resulting from hot electron tunnelling into the Ge substrate. This is a new nanoscale device element which may be operated over a range of temperatures including cryogenic environments (tested down to 4.2 K). A device symbol for the hot electron reverse diode (hybrid contact) is proposed in Fig. 7.1.

The conventional diode symbol has been modified for hybrid contacts to include the main aspects of its unique material geometry, particularly its triple interface and one dimensional current cross-section, as well as its operating principle. Three lines intersect at the cathode, encircled to illustrate the triple point between metals and vertical edges of semiconductor.
Fig. 7.1- Proposed device symbol for hybrid contacts- A triangle points in the forward direction. The small arrow is reversed to indicate backward diodes formed at triple interfaces, drawn as an open circle around the cathode intersection. The horizontal bars represent the band gap of the embedded semiconductor nanocrystals within the metal/cathode. Hot carrier pairs generated at the hybrid contact interface are emitted towards the anode.

nanocrystals. Geometrically enhanced electric field at triple points causes dielectric breakdown in embedded nanocrystals. This creates carrier pairs (solid and hollow circles) with energy comparable to the semiconductor band gap (from broken bonds). Good thermal contact with metals protects the embedded semiconductor nanostructures during operation, preventing disintegration of the lattice. A plasma of excited carriers and ions is sustained in the hybrid contact under bias. When the embedded semiconductor nanocrystals are the same material as the substrate (e.g. Ge-nanocrystals/Ge substrate shown in Chapter 5) their respective energy bands are closely matched, allowing efficient hot electron tunnelling into the substrate plane.

The physical dimensions and bandgap of semiconductor nanocrystals in the hybrid film could be engineered using state of the art fabrication tools because the bandgap of semiconductors is largely an intrinsic property. Potentially, hybrid heterostructure contacts could also be used. Rather than changing the CNL of crystal surfaces, which results in asymmetric contacts (Ohmic/rectifying) on n- or p- semiconductors, this thesis concludes that it may be more convenient to engineer and modify the contact geometry instead. This way Ohmic contacts to semiconductors can be realized regardless of their bulk doping species or concentration. The hot carrier current density depends on the density of vertical edges in the contact layer, which has to be maximized to improve conductivity further. Contact resistance could potentially be improved in a scalable manner without using heavy doping.
Proposed device symbol for IMF contacts: Two representative metal nano-islands are shown as circles, separated by a small gap which allows tunnelling current to flow between islands when applied voltage offsets the electric potential between the islands. The Fermi distributions of the islands are broadened by non-equilibrium electron heating due to tunnelling electrons, resulting in hot carrier emission (arrow) into the available continuum of states (shown as hatched lines).

Distributed nanoscale contact geometries could be used as active elements that potentially outperform planar metallization at the nanoscale in terms of conductivity ($\sigma_{\text{plasma}} > \sigma_{\text{metal}}$). Chapter 6 investigated thermally self-assembled Au island metal films (IMFs) on Ge. Voltage controlled hot carrier emission from IMFs gives rise to Ohmic behaviour at room temperature and hot electron/hole emission at 4.2 K, without changing the CNL. Closely spaced metal nano-islands (IMF) having critical dimensions operate as voltage controlled hot carrier emitters. Below critical nanoscale dimensions, lattice vibrations become ineffective at dissipating energy. Electrons with their small heat capacity exchange heat quickly (on fs timescales), which raise their average temperature, thus broadening the Fermi energy distribution significantly[137]. The effective electron temperature can reach $\sim 10^3$ K. The excited metal clusters are stabilized by the emission of hot carriers into the available continuum of energy states[174]. The applied voltage between the IMF and substrate sets up additional drift field to extract hot carriers. Chapter 6 results demonstrated these phenomena using only electrical excitation i.e. applying bias to thermally assembled IMF contacts on low and moderately doped Ge. The general operating principle of IMFs is captured by the symbol proposed in Fig. 7.2.

The findings in this thesis show the impact of material geometry and material selection on electrical properties of contacts. Engineering nanostructured material geometries offer a means to overcome key limitations imposed by FLP. While these methods offer a means to improving conductivity, their usefulness in current device designs might concern the development of high electric fields near dielectrics as this can compromise gate oxide integrity due to hot electron injection effects. So appropriate isolation technology is required to protect the gate oxides from hot carrier contacts during their operation. Fortunately, metal layers can serve this purpose and it is built into the architecture of hybrid contacts but not the IMFs. As metal films can screen...
electric field below the plasmon frequency, a thin continuous metal layer can protect the
dielectric gate oxide from hot carriers emitted from sharp corners within the hybrid contact
geometry. Further research and development in this field could lead to new designs for
nanoscale devices.

7.2. Future work – bottom up and top down methods

One of the main challenges faced in the works of Chapters 5 and 6 was poor process control.
The interplay between short annealing times and peak temperature is quite complex and it is
difficult to predict how a given set of annealing parameters would affect the process outcome,
without a set of very detailed, careful experiments to study the various processes at play in the
creation of hybrid films as well as IMFs. Process variability in experimental trials needs to be
minimized to improve fabrication protocols. Some of these drawbacks could be addressed by
using spatially resolved infra-red pyrometry, in conjunction with pulsed laser annealing as
described in Experiment - A. Alternatively, top down methods could be used to write
nanostructures as required, described later in Experiment - B.

7.2.1. Experiment - A: Fine-tuned self-assembly, in-situ crystallization

Annealing thin Au/Cr films (e.g. 100/3 nm) on Ge results in the emergence of Ge nanocrystal/
bimetallic hybrid structures by lateral eutectic segregation, forming abruptly contained
geometries with sharp triple interfaces, covered in Chapter 5. With the right combination of
starting materials, techniques and previous insight gained from this thesis, it may be possible
to develop a well-controlled method for synthesis of nanoscale hybrid junctions. A series of
pilot experiments would eventually lead to Experiment – A using state of the art pulse/ probe
laser annealing technology, in conjunction with spatially resolved pyrometry. The instrument
modules operate on the material specimen shown schematically in Fig. 7.3.

The pyrometer monitors the substrate temperature in real time. The energy input required for
the eutectic rearrangement of materials is regulated using a closed loop control system. Pulsed
laser intensity/ annealing duty cycle (ON: OFF time) is modulated using the pyrometer
feedback loop, maintaining optimal annealing conditions during processing. Under the right
experimental conditions, the size and density of the Ge nanocrystals could be controlled
Fig. 7.3- Proposed Experiment – A – Laser pulse/ probe apparatus for controlled synthesis of hybrid materials. An elaborate closed loop system monitors various physical quantities. A pyrometer reads the actual substrate temperature and actively returns data to the controller, modulating the pulsed laser source - raster scanned over thin Au/Cr films on Ge, resulting in epitaxial embedded nanocrystals, as covered in Chapter 5. An optical probe monitors the plasmon shift of the Au thin film, arising from emerging nanocrystalline geometries within patterned areas. This data are collected for post analysis, correlating nanoparticle size/ density and the annealing parameters to establish a standardized protocol for synthesis.

precisely. An optical probe (yellow – UV laser) setup records the bulk and surface energy loss function of thin Au films, similar to the setup shown in ref.[175]. The emergence of Ge nanocrystals would result in a shift in the plasmon response from the hybrid film. This acquired data (intensity, spectral variations over time) would inform the study of reaction kinetics describing the eutectic rearrangement of materials.

The controller code will be iteratively improved with updated look-up tables that translate the substrate temperature (input variable) into signals controlling the power supplied by the laser pulse/probe setup, modulating the annealing duty cycle (output variable). The aim of these experiments is to achieve ultimate process control over the size, edge density of the emerging Ge nanocrystals in the Au/Cr film. The substrates could be preheated prior to laser annealing, maintaining a base setpoint temperature to fine-tune the throughput. The incoming laser pulse train will swing the material interfaces in and out of the liquid phase, thereby allowing sensitive control in the synthesis of self-assembled vertical interfaces (and triple points). Crystallization will occur in-situ, during laser annealing and result in extended heteroepitaxy in lateral and vertical directions (in and out of substrate plane). Either the specimen, or focused pulsed laser
beam head could be raster scanned over device regions requiring Ohmic contact. Variants using different material combinations will also be studied to obtain a wide range of new contact materials. Similar processing could be used for fabrication of various IMFs as well. As such, this experiment will result in the development of an important fabrication tool that is built for purpose.

7.2.2. Experiment – B: Top down fabrication, ex-situ crystallization

Recent advances in nanoscale lithography have made top down fabrication of sub-10 nm features possible, shown for example shown in refs. [176],[177] among other works in literature. A recent report demonstrated “… a straightforward and cost-effective method for fabricating sub-10 nm slit arrays formed in Cr thin film on transparent substrate using photolithography, ALD, and chemical etching.”[178] Large scale patterning of nanoscale structures using photolithography, coupled with other advanced techniques may enable integration of hybrid contacts into state of the art device technology and potentially in mainstream technology.

Semiconductor or metal fillings into e.g. split ring patterns could be superimposed onto a contact test structure. Subsequent low temperature annealing treatment could be used to repair misaligned interfaces, finally producing the required contact geometry. In contrast to Experiment -A, crystallization will occur ex-situ. An idealized example of spiralling ~10 nm split ring patterns within the contact layer is shown schematically in Fig. 7.3. A via is suggested, leading to potential interconnects/ hard contacts used to initiate voltage controlled hot carrier effects in the hybrid contact. This work needs to be verified experimentally to discover potential process issues that may arise in developing the technology. The sequence of materials, and their dimensions need to be carefully selected to achieve highest possible hot carrier throughput i.e. lowest contact resistance.

Likewise, IMFs could be fabricated by exploiting film/ wire retraction as described in Chapter 6, but using ~ 10 nm slit ring metal wires as the starting material template. By using similar laser annealing setup shown in Experiment -A the size and gaps of IMFs could be controlled to deliver nm scale templated IMFs for voltage controlled hot carrier applications, among others.

It is necessary to achieve precise control over whichever fabrication route A, or B is chosen in order to compete towards achieving ITRS requirements, that demand contact resistivity better than $10^{-9}$ ohm.cm$^2$. 
Fig. 7.3- Proposed Experiment – B – Top down fabrication of hybrid contacts for integration into modern process technology. a. Schematic showing a spiralling pattern of semiconductor nano-split rings (blue) embedded in the contact metal (yellow) on the fully processed wafer (gray). Its representative cross section (CS) is shown schematically in b. Triple points form between metal$_1$/metal$_2$/semiconductor nanostructures and are isolated from the substrate by metal$_1$, thereby improving conductivity extrinsically.

7.3. Concluding remarks

Hot carrier technology is an emergent and thriving field in applied science. The research chapters of this thesis present a timely contribution to the field, with demonstration of new contact materials employing non-equilibrium phenomena, distinguished by their unique physical geometries. Experimental demonstration of non-equilibrium electronic phenomena using small voltages, over a wide range of temperatures has many technologically significant implications. New applications and designs are anticipated to emerge from these studies and future works, applicable in the fields of high speed telecommunication, nano-electronics, energy harvesting, active catalysis and sensing. It is highly likely that further research will lead to even more exciting discoveries and the development of other new technologies.

Several experimental leads remain to be investigated e.g extending the present technique to other semiconductors, using smaller contact geometries to verify that the scaling trends continue as per design. A major challenge to this research that remains unsolved, is to realize a precise method of determining contact resistance, as traditional techniques like (C)TLM require that the transfer length is sufficiently small ($L_T \ll d$) to obtain a linear relationship between
measured total resistance and the gap separation ($d_{gap}$). This is of course not applicable to distributed nanostructures, and a considerable spreading resistance is encountered, making the calculation of specific contact resistivity difficult. The value of specific contact resistivity obtained by simply scaling with area is an underestimate.

Using nanoprobe I-V measurements for top down fabricated IMF contacts may provide an answer to this problem by directly probing small gaps between nano-islands in the IMF. Likewise, in hybrid contacts, as the current scales one dimensionally, it is the edge density of embedded semiconductor nanostructures in the contact that determines the contact resistance, and this needs to be included in the electronic model of the contact to determine the true contact resistance. New theoretical formulations are necessary to obtain analytical expressions for contact resistance in terms of island size, island density and spacings, are reserved for future work.
Appendix – Fabrication Procedures

- Wear appropriate PPE while handling dangerous chemicals.

- Ensure that the following chemicals are ready; Isopropyl alcohol (IPA), N-Methyl-2 Pyrrolidone (NMP), Hydrogen Peroxide, 96% Sulphuric Acid, 37% Hydrochloric Acid, 28–30% Ammonia solution and 7:1 BOE (HF : NH₄F = 12.5 : 87.5%). Check that the UltraPure water source (deionized water – 15-20 mega ohm) is available for use. This is a key process liquid and will be frequently needed in various cleaning steps.

- Set Ultrasonic Bath to 85°C; obtain petri dishes and tweezers – rinse petri dishes with IPA then blow dry with N₂. Pour 50ml IPA into beaker (100ml), insert tweezers into IPA solution and place beaker in ultrasonic bath for 5min to clean tweezers, then blow tweezers dry with N₂.

- Handle specimens and glassware with care. They can shatter if dropped. Careful about scratch marks from tweezers on the polished face of the substrates, and chipping around points of contact with tweezers. The substrates need to be picked and placed in several steps throughout processing by hand, so it is useful to practice holding dummy substrates to learn gripping with the correct tweezers (plastic/ ceramic for acids/ alkalis, metal for other).

**Silicon Cleaning Recipe**

**Initial Organic Clean**

1. Pour 50ml of NMP into beaker (100ml). Add samples to NMP, don’t touch any part of samples other than the edges. Put beaker of samples into ultrasonic bath on max power for 10min.

2. After ten minutes, remove the beaker out of the ultrasound bath and pour NMP into solvent waste (leaving samples in bottom of beaker covered with small amount of NMP). Rinse samples and beaker with IPA (maybe 50ml total), then pour IPA into solvent waste (leaving samples in bottom of beaker covered with small amount of IPA). Rinse with IPA twice before filling with IPA to 50ml and putting samples beaker into ultrasound bath for 5min.
3. Rinse a large beaker (500ml) with UltraPure water, then fill it with UltraPure water. Put wipe/plug over the sink to prevent specimens from flushing away during pouring steps.

4. Pour IPA into ‘solvent waste’ container (leaving samples in bottom of beaker covered with small amount of IPA). Then rinse 500ml of UltraPure water over samples in the samples beaker (leaving samples in bottom of beaker covered with small amount of UltraPure water).

Fill 500ml beaker with UltraPure for future use.

**Piranha Clean**

5. Pour 25ml of Sulphuric Acid into samples beaker (using measuring cylinder) and put into ultrasonic bath at 85°C and at max. power as before, leave for 5min.

6. Pour 8ml Hydrogen Peroxide into same measuring cylinder as used in (5), then add this to samples/sulphuric acid solution beaker in the ultrasonic bath (this will bubble, free/nascent O₂), leave this for 10min (grow sacrificial oxide).

**Clean the measuring cylinder** used with 500ml UltraPure water, prior to RCA procedure (below) whilst waiting the 10min. If this is not done, there could be risk of a violent acid/base reaction while preparing SC1/SC2.

**RCA procedure**

Use the rinsed measuring cylinder to prepare SC1, SC2.

7. **SC1**: Add 40ml of Ammonia solution to the beaker (labelled SC1), then add 30ml of Hydrogen Peroxide to this solution – SC1 now prepared.

8. **SC2**: Add 20ml of UltraPure water to beaker (labelled SC2), then add 15ml Hydrogen Peroxide, then 15ml of Hydrochloric Acid.

9. Pour 50ml BOE/BHF into labelled plastic beaker (100ml).

Now there are 3 solutions prepared whilst the samples have been in ultrasonic bath for 10min in Hydrogen Peroxide/Sulphuric Acid solution; these are SC1/SC2/BOE. The solutions SC1 and SC2 decompose very quickly, so do not waste time when using them.
Fill 500ml plastic beaker with UltraPure water again in preparation for usage.

10. First pour the previous samples solution (Hydrogen Peroxide/Sulphuric Acid) into the Acid Waste container, rinse samples with the prepared UltraPure water until the 500ml is spent (leaving samples in bottom of beaker covered with small amount of UltraPure water). Keep the ‘Acid Waste’ bottle open as bottle will expand!!

11. Pour half of the SC1 solution into the samples beaker and place in ultrasonic bath for 10 min.

Whilst waiting the 10min refill (500ml) beaker with UltraPure water again.

12. Next pour SC1 solution down the sink (leaving samples in bottom of beaker covered with small amount of SC1), then rinse with the prepared UltraPure water until the 500ml is spent (leaving samples in bottom of beaker covered with small amount of UltraPure water).

Fill a 2nd glass beaker (100ml) with about 40ml of UltraPure water..

13. So now you have 3 beakers, 1- the samples solution, 2- BOE solution and 3- UltraPure water. Remove samples one by one from sample beaker to the BOE solution (5sec dip in BOE), then transfer straight to the UltraPure water.

14. Pour UltraPure water out from sample beaker (leaving samples in bottom of beaker covered with small amount of UltraPure), then pour half of previously made-up SC2 onto samples – put this beaker into ultrasonic bath again for 5-10min.

Whilst waiting the 10 minutes refill big (500ml) beaker with UltraPure water again.

15. Remove samples beaker from ultrasonic bath and pour the SC2 into the Acid Waste (open top), then rinse with the prepared UltraPure water until the 500ml is spent (leaving samples in bottom of beaker covered with small amount of UltraPure water).

16. Repeat procedures (11-15), using the second halves of both the SC1 and SC2 solutions. Leave samples at end of the procedure in UltraPure water for a few minutes.

17. Remove samples from UltraPure water, place substrate down on dry wipe, blow dry with N₂ gun and place samples into clean sample container.

18. Tidy work area etc.
Germanium Cleaning Recipe

- Handle Ge samples and glassware with care. They can shatter if dropped. Careful about scratch marks from tweezers on the polished face of the substrates, and chipping around points of contact with tweezers. The substrates need to be picked and placed in several steps throughout processing by hand, so practice holding dummy substrates to learn gripping with the correct tweezers (plastic/ ceramic for acids/ alkalis, metal for other).

- Ensure that the following chemicals are ready; acetone, Isopropyl alcohol (IPA), Buffered oxide etch/ Buffered hydrofluoric acid (BOE/ BHF). Do not use ultrasound bath for Ge samples. They are more brittle than silicon and are prone to shatter even using 50 % power (MIN).

- Set Ultrasonic Bath to 85º C; obtain petri dishes and tweezers – rinse petri dishes with IPA then blow dry with N₂. Fill a large beaker with 500ml UltraPure water. Pour 50ml IPA into a small beaker, insert tweezers into IPA and place beaker in ultrasonic bath for 5min at MAX power to clean tweezers. Remove the beaker and dispose IPA in the ‘solvent waste’ bottle. Switch off the ultrasound bath. Rinse the beaker and tweezers with 500ml UltraPure water. Then blow dry tweezers with N₂.

- Set the hot plate to 70º C. Fill 500ml UltraPure water.

**Organic clean**

1. Pour 50 ml acetone in a clean beaker. Add Ge samples into this beaker. Place beaker on hot plate. Wait 10min. Pour acetone into the ‘solvent waste’ bottle. (Leave small amount of acetone at the bottom of the beaker). Careful not to spill any chemicals on the hot plate.

2. Place the hot beaker on a dry surface. Add 20 ml IPA to the beaker and rinse away acetone residues on the samples. Dispose the IPA in solvent waste container. (Leave small amount of IPA at the bottom of the beaker).

3. Add 50 ml IPA to the beaker and place it on the hot plate. Leave for 10min.

4. Dispose IPA into solvent waste container. Leave small amount of IPA covering the samples.
5. Rinse, flush samples with 500 ml UltraPure water.

6. Remove samples from UltraPure water, place substrate down on dry wipe, blow dry with N\textsubscript{2} gun and place samples into clean sample container

**BHF/ UltraPure water - Etch**

7. Prepare a plastic beaker and ceramic/plastic tweezers for BOE etch.

8. Keep two containers filled with UltraPure water ready. Pick and place the samples into the BOE for 90s. Pick sample and quench in UltraPure water, without dropping it. Transfer to the second container. Repeat this for each sample.

9. Dispose UltraPure water from first container. Fill it with 500ml UltraPure water.

10. Dispose UltraPure water from second container, leaving small amount at the bottom. Flush and rinse using the 500ml of UltraPure water from the first container.

11. Repeat step (8-9). UltraPure water dissolves native Ge oxides, creating microroughened surfaces. Remove samples from UltraPure water, place substrate down on dry wipe, blow dry with N\textsubscript{2} gun and place samples into clean sample container.

**Solvent lift-off**

1) Metal coated PR patterned samples are removed from the sample holder by unscrewing the clips in reverse. Place samples in a clean petri dish. Pour ~20ml NMP and warm to 60º C on a hot plate. Wait ~ 10- 15min. The additional PR underneath the film is dissolved in NMP, lifting away metal regions, everywhere but the developed contact windows.

2) Use a fine haired art-brush to gently clear metal debris from the samples in NMP.

3) Transfer samples carefully into another petri dish containing IPA to dissolve NMP residues.
4) Gently brush away remaining metal debris. Dispose remaining IPA and NMP in the ‘solvent waste’ bottle.

5) Rinse samples in 500 ml UltraPure water.

6) Repeat steps (3-5) if necessary. Check under optical microscope for PR residues.

7) Dry samples in N₂ jet on a clean dry wipe. Store processed samples in a clean sample container.

8) Fully processed samples may be cleaved into smaller sections using the technique described in Fig. 3.1, e.g. processed Ge samples used in Chapter 5 are shown in Fig. 3.4-d. cleaved < 4 mm². Smaller cuts should be performed using laser cutting/dicing if required.

**Contact lithography workflow**

All photolithography work is done in a dark room e.g. Fig. (3.2-left). Set the fan oven temperature to 120º C. Place chemically cleaned, blow dried samples into a cleaned petri dish, using clean tweezers. Place the petri dish into a fan oven, preheated at 120º C. Wait 30min. During this time, ensure that a plastic pipette filled with enough AZ 5214-E (Microchemicals Ltd.) photoresist, at ambient temperature is available at the spinning station. Heating samples in the oven for 30min will evaporate solvent and UltraPure water residues from the previous cleaning steps. Remove petri dish containing samples from oven and place on Aluminium desk. Set fan oven temperature to 90º C. Allow dried samples to cool for 15min before spinning photoresist (PR) for patterning. Use the correct chuck holder for the spinning step, appropriate for the size of the samples. This needs to be done to ensure no PR gets stuck on the sample underside and only the top is covered. Follow steps below to begin,

1) Place ~2-3 drops of PR (without air bubbles) in the centre of the mounted sample, aligned to the spinning chuck axis. Use the spinner to spin-coat photoresist on samples at ~ 4000-5000 RPM for 60s. Place the PR coated samples in a clean petri dish. Careful not to scratch curing PR while picking up samples.

2) Place the petri dish in the fan oven, preheated to 90º C to soft-bake the PR for 15min.
3) Remove the petri dish from the oven and allow samples to cool for 15min.

4) Use the Karl-Suss MJB-3 mask aligner (Fig. 3.3-top) to expose the soft baked, PR coated samples to UV light shone through the photomask with the desired pattern. During exposure, the samples (PR) must be in hard contact (Fig. 3.3-middle) with the mask to ensure sharp features are retained in the PR. Exposure time in this step is usually 6-8sec. Cover PR coated samples (prepare to sort exposed and pending samples in advance) in an opaque container between exposures.

5) If using a negative mask, the exposed specimens are then hard-baked in the oven at 110º C for 10min. If using a positive mask this step is skipped. To reverse a negative pattern, expose the hard-baked samples to UV light once more for 16-18sec (without using the contact mask). Use ‘Soft contact’ mode (Fig. 3.3-middle) for this step.

6) Keep 2 containers filled with UltraPure water ready, with clean room wipes and plastic pipettes at hand. Develop the imprinted patterns in the PR using AZ 326 MIF developer (Microchemicals Ltd.) in a clean petri dish (usually ~ 1 min). Use a pipette to flow developer over the samples. Observe patterns develop using a magnifying glass. Dispose excess developer in the ‘developer waste bottle.’ Rinse the petri dish with samples in it in some UltraPure water. Rinse the samples one by one by dipping in UltraPure water in container 1 and store in the second container, by immersing in UltraPure water.

7) Flush away the UltraPure water in container 2. Remove samples from the container with tweezers and place on a clean dry clean room wipe, samples facing up. Dry samples in N₂ jet one by one. Check samples under optical microscope to ensure PR residues within developed patterns are removed (appears clear, not rainbow-like).

8) Include steps (1-7) for additional patterned layers, edge bead removal step if needed (first pattern). This completes the patterning workflow, illustrated in schematic Fig. 3.3-bottom. Tidy work area and switch off equipment. Samples are ready for further processing, deposition etc.
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