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ABSTRACT 
 

Face recognition is a biometric method that uses different techniques to identify the 

individuals based on the facial information received from digital image data. The system 

of face recognition is widely used for security purposes, which has challenging problems. 

The solutions to some of the most important challenges are proposed in this study. The 

aim of this thesis is to investigate face recognition across pose problem based on the 

image parameters of camera calibration. In this thesis, three novel methods have been 

derived to address the challenges of face recognition and offer solutions to infer the 

camera parameters from images using a geomtric approach based on perspective 

projection. The following techniques were used: camera calibration CMT and Face 

Quadtree Decomposition (FQD), in order to develop the face camera measurement 

technique (FCMT) for human facial recognition.   

Facial information from a feature extraction and identity-matching algorithm has been 

created. The success and efficacy of the proposed algorithm are analysed in terms of 

robustness to noise, the accuracy of distance measurement, and face recognition. To 

overcome the intrinsic and extrinsic parameters of camera calibration parameters, a novel 

technique has been developed based on perspective projection, which uses different 

geometrical shapes to calibrate the camera. The parameters used in novel measurement 

technique CMT that enables the system to infer the real distance for regular and irregular 

objects from the 2-D images. The proposed system of CMT feeds into FQD to measure 

the distance between the facial points. Quadtree decomposition enhances the 

representation of edges and other singularities along curves of the face, and thus improves 

directional features from face detection across face pose. The proposed FCMT system is 

the new combination of CMT and FQD to recognise the faces in the various pose.  

The theoretical foundation of the proposed solutions has been thoroughly developed and 

discussed in detail. The results show that the proposed algorithms outperform existing 

algorithms in face recognition, with a 2.5% improvement in main error recognition rate 

compared with recent studies. 
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Chapter 1 : INTRODUCTION 

1.1 CHAPTER OUTLINE  

Camera surveillance and face recognition are useful tools in identifying criminal activities 

and avoiding crime. This problem is part of the grand challenge of face recognition 

variation in pose and camera calibration. Therefore, the surveillance system and the 

processing of the facial matching is a critical research topic for artificial intelligence 

research, at the same time there are justified reasons for automatic attribute analysis to 

take advantage of the benefits of present technologies. Recently there have been many 

advances and developments in communications technology and camera mobility, which 

help in estimating real dimensions from virtual 2-D images. This link between 

communications systems and camera devices makes life much easier, and more accuracy 

is possible due to recent research in computer vision and camera calibration; for example 

in the field of computer vision in cars, scene 360 cameras, GPS, navigation devices in 

ships and aircraft, predictive analytic, building construction and for medical purposes. 

Therefore, this thesis proposes a system of face recognition from various poses. The 

concept is based on a geometric method from various face poses that is efficient in 

handling the range of pose variations within ±60° of rotation, and the method is called the 

Face Camera Measurement Technique (FCMT). The approach aims to calibrate the 

camera for a 2-D image using fixed and robust facial landmarks to ensure the reliable 

estimation of real dimensions. Therefore, the image is decomposed into four equal-sized 

square blocks to use the final retrieval information image as the output in the next step of 

feature extraction and selection. Extensive and systematic experimentation using the 

FERET and ORL database showed that that proposed method consistently outperforms 

single task-based baselines, as well as state-of-the-art methods for the problem of 

variations in pose.  

In this chapter the biometric face recognition technology, which has recently received 

significant attention, is discussed. Biometric systems and their applications are introduced 

with particular reference to facial recognition problems. Then the key technical 

challenges in solving such problems are outlined. Next, the motivation for this study is 

described. Popular subspace learning techniques are reviewed, with a focus on camera 
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calibration from one 2-D image. Finally, the contributions of this study are highlighted, 

and the structure of the thesis is explained. 

 

Figure 1.1: Physiological biometrics  
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1.2 OVERVIEW OF BIOMETRICS SYSTEMS 

A biometrics system can be defined as a system for the measurement of the physical 

characteristics of a person, where these parameters are used to identify the person. Hence, 

such systems are used in security and access control applications. These measurements 

are used to analyse distinctive human characteristics so as to determine people’s identity 

for authentication purposes [1]. The use of biometrics as a method of identification helps 

to avoid the problems related to traditional methods, such as requiring personal 

identification cards, keys or passwords. Thus, biometrics systems use a computer 

technology to identify individuals depending on physiological features, as shown in 

Figure 1.1 and Figure 1.2 

 

Figure 1.2: Behavioural biometrics  

Gait Activity 

Voice

Signature 

Keystroke
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Better authentication techniques became necessary in the wake of heightened concerns 

about security in the world, especially after the terrorist attack of 9/11. Furthermore, 

progress in networking, communication, and mobility has encouraged research into 

biometrics. Hence, biometric systems have now been expanded for use in various 

commercial, civilian, and forensic applications as a means of establishing identity.  

1.1.1 Biometrics Authentication 

The identification of people via biometric systems uses on the characteristics of the body 

or behavioural traits and is increasingly being used instead of, or with other forms of 

identification based on data the user has or knows such as IDs, passwords and PINs. 

Furthermore, such systems can work in conjunction with traditional identification to 

confirm security. The biometric system starts by possessing biometric data collected from 

the subject using sensor models. A typical biometric system operates by comparing the 

recorded person’s features with the biometric data samples in a database to determine the 

identity of the individual (identification) or to authenticate a requested identity 

(verification) [1]. In a biometric identification system, the class label indicates the identity 

of the individual; while in a verification system the class label is a match (genuine) or a 

non-match (impostor). In both modes of operation, a reject label results when the system 

does not match the subject with a valid class. In general, the aim of a biometric 

identification system can be defined as the recognition of an individual by using 

information about certain physical characteristics or personal behaviours that could be 

gathered by the measurement of features in any of the three following groups: 

1 Intrinsic biometrics 

Intrinsic biometrics identify the individual’s genetic make-up, for example from 

fingerprints, iris and sclera patterns. 

2 Extrinsic biometrics 

Extrinsic biometrics involves the individual’s learned behaviour, such as signatures and 

keystrokes. 

 

 



Chapter 1: Introduction 

 

5 

 

3 Hybrid biometrics 

Hybrid biometrics systems are  based on a combination of the individual’s physical 

characteristics, and personal traits such as face recognition.  

In biometric face recognition modalities, the facial recognition system measures and 

analyses the overall structures in the terms of shapes and sizes of features; for example 

the distance between the eyes, nose, mouth, and jaw edges, the upper outline of the eye 

openings, the sides of the mouth, the location of the nose, eyes and areas near the 

cheekbones. 

1.1.2 Measurement requirements 

Nowadays, many applications use biometric characteristics and these have become quite 

popular. These biometrics systems have advantages and disadvantages. Hence, the choice 

of a biometric feature for a precise application depends on a range of factors as well as its 

comparable performance requirements. However, the biological measurements needs to 

qualify for biometric use in biomedical systems, thus, there are seven criteria which have 

been recognised to determine the suitability of physical or a behavioural measurements 

to be used in biometric applications [2].  

1. Universality: Everyone should have the characteristic. 

2. Acceptability: The degree to which people are willing to accept the use of a 

particular form of biometric identification in daily life. 

3. Measurability: the characteristic should be measurable and its measurement 

achievable. Furthermore, the acquired raw data should be open to processing to 

extract representative feature sets.  

4. Performance: The accuracy of features matching should be acceptable. 

5.  Stability: The characteristic should be suitably invariant over a period. 

6. Circumvention: How easily the system can be tricked using artifcal methods such 

as fake fingers for physical features or in simulating traditional behavioural 

functions.  

7. Distinctiveness: The features used should be sufficiently different across 

individuals.  

Moreover, there are other important characteristics of the use of biometrics, such as 

privacy, where the process should not infringe on the privacy of the person.  What is more, 
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with all appropriate biometric characteristics it should be possible to decrease the quality 

of the data to a state that makes it numerically similar to others samples of faces. 

Whereas no biometric characteristics may be ideal because they do not completely meet 

all of the requirements such as accuracy and cost, some are acceptable in practice. Among 

the numerous biometric technologies being considered, the characteristics that best satisfy 

the above conditions are shown in Figure 1.1 and Figure 1.2. 

1.1.3 Modules of biometrics systems 

A) Models classifications 

A biometric system can be classified into two models [3-5]:  

 Enrolment model: this includes training and database preparation.  

 Verification model: this includes a matcher that is matching the authentication and 

share it with the database preparation. Both of the models have to end with a 

decision.  

 

Figure 1.3: the classification of a biometric system. 

 

Biometric system 

 Database Preparation 

Verification Module. Enrolment Module 

Training Matching 

Decision duplicate action Match action 
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B) Models operators  

Logically, from Figure 1.3, a biometrics system for recognition depends on two operating 

models: verification and identification models. In the verification model, the system 

authenticates people’s identity by matching token biometric data with the original data 

stored in a database system. The person who requests recognition calls an identity, for 

example by the use of a password or smart card. The model of decision in the system 

manages one-to-one comparison to determine whether or not the ideal identity is true or 

not. The ideality verification is typically used for positive recognition, where the aim is 

to prevent multiple people from using the same identity [6]. In identification model, the 

system identifies people by searching the original patterns of the users in the database to 

find a match. Consequently, the system uses a one-to-many comparison to establish a 

person’s identity without the subject having to claim an identity [7]. 

C) Biometric system design 

A biometric system is designed using the following four main modeles: 

 Biometric sensor model,  

 Feature extraction model,  

 Matching model (decision-making model)  

 System database model 

The sensor model uses biometric data from an individual such as a fingerprint sensor that 

images the ridge and valley geometrics lines of a user's finger. Meanwhile, feature 

extraction model, acquires the biometric data to extract a set of relevant features. For 

instance, local ridge and valley singularities are based on the position and orientation of 

minutiae points.  

Matching scores generated from the features extracted during recognition when the data 

acquired is compared against the stored templates. The matching model is responsible for 

decision-making as shown in the component in Figure 3, and this is done when the user 

who has claimed an identity is either accepted or rejected based on the matching score 

generated by the matching model.  
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Finally, the system database model is used by the biometrics system to store the biometric 

templates of registered users. During the enrolment model, the biometrics characteristics 

of an individual are first scanned to produce a raw digital of the features [8].   

1.2 BIOMETRIC FACIAL RECOGNITION  

Computer vision and image processing have become capable of recognising individuals 

based on the recognition of human faces. The difference between computer vision and 

image processing in this thesis is that computer vision is involved mainly with feature 

extraction, and image processing is used to enhance the image extraction information. 

Hence, face recognition uses an image of a face in a photograph or video, which is 

converted into features that describe the face’s characteristics. Therefore, recognition 

algorithms use simple geometric models and the science of sophisticated mathematical 

representations to process the matching of individuals. Moreover, face recognition is used 

for both verification and identification (open-set and closed-set) purposes. Facial 

biometrics technology has encountered a number of challenges which need to be 

overcome. The technology of face recognition works with the most public individual 

identifiers without the need to use physical action. For instance, the hand or the finger 

can be placed on a reader but it  can take a long time to process data for a group of people 

so there is no intrusion or delay, and it can also be a source of the transfer of germs. 

Similarly, people may be required  to precisely position their eye in front of a scanner for 

face recognition systems which invisibly take pictures of candidate's faces as they enter 

a defined area. In face recognition, people may be entirely unaware of the process, and 

they do not feel under scrutiny or a violation of their privacy.  On the other hand, problems 

in facial recognition may occur when the face is fully or partly covered, and differences 

in external factors such as illumination and people’s bodily movements may cause 

problems. Hence, the exact position of the fingerprint or iris can be more precise in 

recognition systems than face recognition. To overcome these issues, advances in 

technologies such as a high-resolution camera, can be used in different research that 

focuses on accuracy and facial movements. Mobile devices and the Internet are increasing 

the popularity of facial recognition, and the performance of such systems is improving. 

Many applications have recently been developed to maintain the progress in the field of 

computer vision, such as in biometric authentication, human-computer interfaces, 

commercial security, law enforcement, image and video surveillance, immigration, and 

national and international Identification (ID) systems [9]. 
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1.2.1 Geometrical Facial Measurement   

The complete facial structure is measured by face recognition systems, as well as the 

distance between the eyes, nose, mouth, and jaw edges. These measurements are saved in 

a database and recalled for comparison to identify the person. Human faces have 

numerous unique landmarks and different peaks with valleys that make up facial features. 

Moreover, the human face has about 80 nodal points. The important nodal points on the 

face that have been used in facial recognition technology using image analysis and 

computer vision are as follows [10]: 

 Distance between the eyes 

 Width of the nose 

 The shape of the cheekbones  

 The length of the jaw line 

The measurements from these points identify people in terms of numerical code under 

the title ‘faceprint’, which means that the geometry of each face has unique distances and 

can be measured in actual life using the available tools to do this work. These distances 

can be real numbers that measure the distances in terms of inches, millimetres and 

centimetres. 

1.2.2 Approaches of Face Recognition 

Most current face recognition approaches use one of three methods of algorithmic 

representation: holistic approaches, local feature approaches, and advanced approaches 

called geometrical approaches that use the holistic and local approaches which will be 

discussed in Chapter 5. 

A) Holistic approaches 

The traditional way to identify people in the past was based on facial geometry. In a 

surveillance system, if an unknown face appears more than one time then it is stored in a 

database for further recognition. Meanwhile, face recognition techniques can be divided 

into two groups based on whether the representation of the face uses holistic texture 

features and is applied to either the whole face or specific regions, using the facial features 

of the mouth, eyes, brows, cheeks, and the geometric relationships between them.  
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In face recognition, the tested images of the face regions are compared with others in the 

database based on biometric features that are constant throughout the life of an individual 

regardless of age and environmental conditions. These techniques can be used to identify 

faces despite variations in perspective. One of the best examples of holistic methods is 

Eigenface of PCA [11, 12] and LDA [13]. Likewise, Fisher discriminant analysis [14] has 

been applied to expressly provide discrimination among classes, when multiple training 

data per class are available. Through the training process, the ratio of between-class 

difference to within-class difference is maximised to find a basic set of vectors that best 

discriminate among the classes. Holistic approaches use only limited points of interest 

which do not destroy any of the information in the image and this is one of the main 

advantages of these approaches [15, 16]. The Eigenface approach appears to be a fast, 

simple, and practical method, and has become the most widely used face recognition 

technique. However, it does not provide variance over changes in poses and scales. The 

technology used in these approches are considered to be expensive and require a high 

degree of correlation between the test and training images, and they also do not perform 

effectively under large variations in pose, scale and illumination [17, 18]. 

B) Local approaches 

Local matching approaches have been published which accomplish impressive results in 

face recognition [19-26]. These methods are based on locating several facial features and 

then classifying the faces by comparing and combining the corresponding local statistics. 

Recent surveys devote considerable attention to local matching methods [16, 19]. 

Research into local approaches has developed the robustness of face recognition from 

holistic approaches, such as modular PCA (MPCA), as a substitute for holistic approaches 

for entire images. MPCA establishes multiple-eigenspaces around facial components 

such as the eyes, nose, and mouth to form eigenfeature as shown in Figure 1.4.  

Likewise, holistic methods can become modular, such as in modular FDA, with similar 

gains and losses. These approaches can only alleviate the problems of pose variation to a 

certain extent, because with local facial features, some image distortions brought about 

by pose variations still exist. The benefit of localising image matching is also gained at 

the cost of the extra requirements of feature detection [27]. However, different types of 

methods can be used in these approaches, such as feature-based (physical) methods. Data 

for local features such as eyes, nose, and mouth are gathered by extracting their locations 
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and local statistics (geometric and appearance data), which are then fed into a structural 

classifier. 

Figure 1.4: PCA eigenfeatures for eyes, nose, and the edge of the mouth [25]. 

A big challenge for feature extraction methods is feature restoration. The same when the 

system tries to retrieve features that are invisible due to significant variations, such as 

changes in the postion of the head when matching a frontal image with a profile image 

[6]. 

1.3 THE CHALLENGES IN FACE RECOGNITION AND THIS WORK  

Previous studies have assumed that face recognition is a specific and challenging case of 

object recognition. One difficulty arises from the common issue of recognising objects 

from 2-D images from a side view of the objects where faces appear to be roughly alike, 

and differences between them are quite subtle [16]. Thus, frontal face view is very 

compact in image space, which makes it fundamentally impossible for traditional pattern 

recognition techniques to discriminate among them with a sharp movement of the pose 

face [28]. Furthermore, the human face does not have regular geometrical shapes that 

make it inflexible for testing and comprising in terms of finding unique features 

connecting for the same person. Sources of variation in facial appearance can be 

categorised into two groups:  intrinsic and extrinsic factors [28]. Camera calibration from 

the proposed system involves extracting the intrinsic and extrinsic information of the 

camera from a 2-D image. The intrinsic factor of the face recognition requires the 

information that is measured from the calibration because it is pure to the physical nature 

and independent of the observer. Whereas, extrinsic factors in face recognition are based 
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on the appearance of the face changing according to light conditions and illumination, 

scale and imaging parameters.  

This work focuses on face recognition across pose, and the intrinsic parameters of the 

camera calibration can be used to recognise the intrinsic factor of face recognition that is 

applied on face recognition from fundamental factors. Evaluations of state-of-the-art 

recognition techniques conducted during recent years, such as the FERET evaluations 

[29, 30] are used in this study to demonstrate the results and compare it with different 

methods. 

1.4 WORK MOTIVATION  

The motivation for this work connected the geometrical and mathematical aspects of 

camera calibration methods. As well as, suitable application of face recognition to solve 

the problems caused by various movements across pose.  

1.4.1 Geometric parameters  

The techniques of face recognition and detection widely use the measurements of regular 

features of the face. Thus, the main approaches for face recognition can be classified into 

two categories: appearance based and feature based [31]. Both of these methods are based 

on extracting geometrical parameters to measure the facial parts regions such as nose, 

eyes. (Explained further in Section 1.2.1) 

The geometrical parameters for the face cannot be changed when the head is moving at 

different angles. In other words, this work assumes that human faces in real life have the 

same distances between features and different horizontal poses. Therefore, the changes 

will effect the object view in the video frames and pictures; for example, the distance 

between the eyes can look shorter for a side view compared to the front view.  Therefore, 

another motivating factor for this work is to measure the geometrical facial distances from 

2D face images in actual distance for the real world, or equivalent to it.  The 

measurements from videos and pictures are based on two types of camera parameters: 

intrinsic and extrinsic. The main focus is to infer the parameters of the camera from a 

picture without known information about the camera. Then, from these parameters, a 

mathematical technique is applied to measure real dimensions from a 2-D image. 
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These two types of parameters give information about the camera, and thus information 

for each frame or captured picture. Therefore, these parameters are used to determine the 

depth and orientations of objects in the scene, such as in 3-D approaches. Therefore, 

camera calibration method is used to gather this information in most applications and 

techniques, for example using stereo and mono cameras. Hence, the first motivation of 

this research is to implement and improve a unique method of camera calibration for 

different (square, rectangular and triangular) geometrical shapes. The method is based on 

a geometrical mathematical approach to perspective projection.  

In this work, camera calibration technique is used to infer information from low-

resolution images and to use information from one view of an image to solve problems 

in a different position as in cross-pose face recognition. The system of camera calibration 

builds on a linear system to gain nonlinear information such as in focal length parameter 

as depth in camera calibration. 

1.4.2 Face recognition across poses 

Most of face recognition systems deal with the output of the camera as an image or video 

frame. The process performs the identification or verification of the subject or subjects 

that appear in the camera output picture. The face recognition system is based on the three 

steps shown in Figure 1.5 [32].  

 

Figure 1.5: Face recognition system 

The face detection and feature extraction phases could run simultaneously depending on 

the different methods and purposes of face recognition applications in biometrics, such 

as video surveillance, robotics and control of man-machines. Nowadays, difficulties in 

face recognition techniques arise in handling different poses when the recognition of faces 

is subjective in-depth rotations. Therefore, differences in face image caused by rotation 

are often larger than the inter-person differences used to distinguish between identities 

[27]. Each of the three components that are shown in Figure 1.5 involves challenges that 

motivate the researchers to find the solution to the problems pose variations and to get 

better results. Therefore, the main motivation of this thesis is to develop a new technique 

Face detection Face recognition Face extraction 
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for face recognition based on solving the problems caused by variations in pose. The 

technique proposed requires fewer less complex methods, which tackle the difficulties of 

face tracking from different orientations. Moreover, the feature extraction technique that 

includes detecting the position of the pupils of the eyes and measuring the distance 

between them.  

1.4.3 Quadtree decomposition  

The previous two aspects of the motivation for this work are based on the effect of camera 

parameters on the captured pictures. Whereas, proccesing an extensive database of images 

is affected by the size and dimensions of the images, which can lead to a lengthy process 

which gives less promising results.   

On the other hand, decomposition of an image is a level congruency map of the image 

that constructs a feature structure for the image. The typical way used to compress the 

feature structure is to apply a threshold, reducing an image representation to a simple 

binary structure. Thresholding is subjective and can eliminate much of the valuable 

information in the picture. In this thesis, the improvement from the previous motivations 

encourages the study to find another enhancement for the results. Thus, quadtree 

decomposition is a method that divides a square image into four equal sized blocks. Each 

block is tested to see if it meets some criterion of homogeneity. The test criterion is 

applied to the blocks that are not divided any further. Therefore, the proposed used of 

quadtree depends on determining regions of interest for intensity analysis in images. 

Hence, quadtree decomposition is used to enhance the tracking of face images across 

poses, as will be discussed in Chapter 5. This kind of decomposition has been used before 

in face recognition in different ways. The quadtree decomposition is introduced based on 

observations in the literature [33, 34] where there is high overlap between various parts 

of facial regions, and the relationships between local regions play a major role in 

classification. Zhang et al. used random quadtree decomposition [35] to split templates 

into small non-overlapping regions, while quadtree decomposition templates into 

overlapping areas.  

According to the results of decomposition, face images in the original training data are 

reorganised to generate new samples. Quadtree decomposition has mostly been used to 

control illumination and reduce the dimensional information of images. It has also been 

used in segmentation and for different enhancements in image analysis [36].  Hence, in 
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this work it is used in face tracking with various types of movement that are based on 

pervious enhanced information. 

1.5 CONTRIBUTIONS  

This thesis presents three novel methods representing significant improvements in 

performance regarding face recognition and computer vision. The contributions of this 

thesis can be outlined in five areas: 

1. Implementing and developing the camera calibration system  

The first novel contribution of this work has been to implement the mathematic 

approach of prospective projection to computer vision camera calibration system. The 

new method of camera calibration is distinguished from the rest of the methods in low 

cost requirements for image and camera with high accuracy results. The proposed 

work introduces a linear camera calibration technique, which does not need prior 

information about the camera. The technique is a mathematical approach to 

perspective projection used to infer the main intrinsic and extrinsic parameters of the 

camera. The parameter of the camera has to process to deal with next step of 

measurement technique. Consequently, the proposed technique of camera calibration 

can use low grade of pictures from any camera. Relatively, the results tested different 

pictures that are captured from different distances and resolution.  

2. Camera measurement technique (CMT) 

The novel algorithm developed in this thesis relates to the camera measurement 

technique (CMT) that calculates the depth from 2D images to cover fixed dimensions 

when the object is moving, as is the problem of across pose face recognition. The 

CMT can measure regular objects such as free shapes, and irregular ones such as 

geometrical shapes. It is novel because of the flexibility to determine the difficult 

(sharp) angles in free shapes that are selected manually.  

The geometrical shapes are determined to work fully automatic, and the accuracy of 

the proposed work is based on the selected points to determine the distance between 

the points.  
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3. Face detection  

The new algorithm developed in this thesis enhances the face detection to track face 

views in a various posses. The new method of face detection meets with the aim of 

the system to recognise face views in various poses. The main algorithm uses 

computer vision between two methods: a basic face tracking system and an image 

decomposition system in face quadtree decomposition (FQD). Each method is 

implemented and developed to overcome the problems with popular face detection 

and tracking approaches that encounter difficulties in tracking when a face is in wide 

angle views.   

4. Features selection 

Another contribution of the novel algorithm in this thesis is a step responsible for 

selecting the landmark on the face such as eyes, nose and mouth. The face recognition 

system in this study focuses on two points of interest on the face, which are the centres 

of the eyes. Thus, the selected landmark points will have a challenge against changes 

in facial poses. Hence, the methodology of feature extraction developed in this thesis 

represents a new technique to extract local features to be used in a geometric face 

recognition approach. The technique developed is named FQD, which includes the 

face quadtree decomposition method and detection features. 

5. Face recognition across pose  

This work proposes a new solution for face recognition with variations in pose using 

perspective projection from novel camera calibration method. The contributions are 

based on each other and share the information to feed to the next level of the system. 

This stage of contribution shows the last part of the system that is connected to all the 

previous contributions to get the expected results of face recognition across the pose. 

The proposed novel method is based on CMT and FQD, and is called face recognition 

camera measurement technique (FCMT). The recognition system applies the system 

for each picture, and the picture for each person is compared with gallery (front view) 

picture across horizontal view. Training and testing sets were used in identification 

mode to measure original matching scores. 
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1.6 THESIS STRUCTURE  

This research combines different methods from image processing and computer vision. 

The work achieves an enhancement in face recognition by proposing a novel system of 

biometric face recognition. The system is developed to solve the problems of recognising 

a face in various poses. The contributions proposed in this work cover camera calibration, 

measurement of dimensions from 2-D images (2-5D from 2-D), feature extraction, face 

detection, and face recognition across pose. The work of this study is summarised and 

discusses the new methods in Chapter 3, Chapter 4 and Chapter 5. 

Chapter 1 then introduces the first step of the research in terms of implementing and 

developing the camera calibration system. An overview is given of the proposed method 

of calibration and its core, and then the characteristics are described after the main 

approach of regular perspective projection is explained also.  

After introducing the contributions in the first chapter, Chapter 2 describes the literature 

of the main contributions of camera calibration and face recognition, with a brief review 

of the problems to be solved in each part. Likewise, the classification of the camera 

calibration related by used approach are explaind. Meanwhile, this chapter classifies the 

face recognition and discuss the issues of this study. 

Chapter 3 introduces the first step of the work of implementing and developing the camera 

calibration system. This chapter explains the methodology and the base system of the 

thesis. Starting from the overview of the proposed method of the calibration, then care 

characteristic, after the mean approach of geometrical perspective projection use. To 

approve and support the proposed work, at the end of Chapter 3 shows the test of the 

system and the results in different environments to prove and support the proposed work 

that is obtained in three stages: camera parameters, focal length and application. 

Chapter 4 demonstrates a novel algorithm measurement from camera calibration 

technique, the system of the measurement was tested with the results to support the theory 

of the research system. The statistical approach used by the proposed algorithm based on 

perspective projection is explained. This is followed by a test of system calibration for 

each angle of rotation. After this, dimensions are infered from an image using automatic 

calibration, and the types of shapes of the calibration are explaind.  The results of the tests 



Chapter 1: Introduction 

 

18 

 

are described of the proposed method using pictures captured from the different 

resolutions of mobile camera.  

In Chapter 5, the face recognition system is proposed using the results described in 

previous chapters. It also describes the different approaches to face recognition by 

comparison, and the benefits of the proposed approach are demonstrated. Moreover, this 

chapter proposes a novel method for face recognition from various poses called the Face 

Camera Measurement Technique (FCMT).  The results of the experiments are then 

reported comparing different methods that used the same environment and database to 

deal with the problem of variations in pose. 

Finally, Chapter 6 concludes this thesis by summarising the main points of each chapter, 

discussing the results and suggestions for future work.
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Chapter 2 : CAMERA CALIBRATION AND FACE RECOGNITION 

2.1 CHAPTER OUTLINE  

Face recognition technology has been a fascinating area for the last 40 years, with considerable 

research attention since 1990 [37]. Meanwhile, cameras have become an everyday part of our 

life. Camera and applications are widely used in several areas based on face recognition, such 

as access control, surveillance, driving licenses and passports, image analysis and home 

security. The face recognition from the various poses and geometrical camera calibration are 

connected, and can complement each other. This study aims to detect the essential features of 

the face from 2-D data using and perspective projection of camera calibration. 

The triangulation principle of measuring distance used to be a common practice among 

engineers in ancient times, as seen in the pyramids. These methods are still applicable today. A 

distance-measuring device of this type has been reported, and a modern commercial gauge 

based on this principle has been described [22]. Hence, the proposed work of measuring 

distance technique used geometrical mathematics in camera calibration. The technique applied 

on the face features for recognition purposes, such as ear-to-ear distance was used to identify 

subjects and recognise the individuals [23]. Triangulation has a significant advantage over 

interference techniques, as the absolute distance by optical interferometry to the target is 

measured.  

This chapter links the methodology of camera calibration and face recognition algorithms and 

the common principles between these approaches is included as part of this thesis. Therefore, 

the main methods of camera calibration are reviewed with the recent face recognition 

technology that has received significant attention within this field of study. Biometric systems 

and camera calibration applications are introduced with particular reference to the main 

problems encountered with their use.  

Then the key technical challenges in solving such problems are outlined. The last part of this 

chapter focuses on image decomposition techniques relevant to the methods used in face 

recognition systems. 
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2.2 INTRODUCTION 

Cameras were invented a long time ago; Johann Zahn designed the first camera in 1685, while 

Joseph Nicephore Niepce took the first photograph in 1814 [38]. When cameras were first 

introduced, they were expensive, and large amounts of money were needed to own one. 

However, the pinhole cameras was then intrduced in the late 19th century. These cameras were 

cheap and they became commonly used in everyday life. Pinhole cameras have constant 

distortion that has to be corrected, and from this point camera calibration comes into reserch 

area.  

Camera technologies have improved rapidly, and the research into cameras has recently 

expanded into several areas such as image processing and computer vision. One of the most 

interesting research areas in camera calibration is how to fix the relationship between the 

camera image’s original units (pixels) and real world units, for example, millimetres or inches. 

Therefore, it is a significant step to achieve an accurate representation of reality from 2-D 

images. In actual life, people have a marvellous capability to identify objects regardless of a 

variety of features dimensions geometries, viewpoints, poses and lighting conditions, and these 

skills are the same in principle as those in face recognition [39, 40]. Nevertheless, our brains 

do not have sufficient ability in some respects, for instance in relating and dealing with large 

amounts of data and the aptitude to accomplish multiple recognition tasks rapidly. Hence, the 

examination and understanding of how people achieve facial identification is an essential 

research topic for numerous scientists. These scientists have been trying to overcome the 

weaknesses of the abilities of the human brain. 

However, face recognition has been regarded as an efficient method for subject identification 

and tracking using information such as camera position, orientation, and focal length. This 

information can be obtained from parameters of the camera that is used in face recognition, for 

example when the external parameters selects the orientation of the objects in space and the 

internal information gives the focal length, when the focal length is popular in 3-D 

reconstruction and object orientations the face recognition across pose. Therefore, the study 

system provides knowledge of the scene that can be used for object detection or tracking, which 

makes it suitable for various surveillance systems. There are two main types of approach used 

in face identification; holistic and local approaches. Furthermore, another new method in the 

field of face recognition is called the geometrical approach.  
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This method combines the two types of technique to achieve better results in a different way. 

Hence, the research is extended to include different technique that feed the geometrical 

approach of face recognition from different poses. 

 

Figure 2.1: Axis PTZ IP [41] 

However, camera calibration began to be used widely in pan, tilt and zoom (PTZ) cameras [42], 

as shown in Figure 2.1. These cameras have a significant role in face tracking, and recognition 

at a distance as an active part of visual surveillance systems. Tracking systems using a single 

monocular camera have been extensively applied in the past. Monocular systems use two kinds 

of camera: static and PTZ cameras.  

Static camera tracking systems often use background subtraction methods to obtain information 

about objects in the foreground [43]. Meanwhile, PTZ cameras allow the monitoring system 

[44, 45] to rotate and zoom in and out to maintain an object of interest within the field of view. 

The combination of camera calibration and face recognition methods is relatively new and is 

used to solve problems related to cost, real dimensions, three dimensionality and distance. Face 

images have low resolution when they are captured at a distance, larger than 5 metres, thus 

degrading the performance of face matching. Park et al. [14] addressed this problem by 

proposing an imaging system consisting of a single view and PTZ cameras to acquire high-

resolution face images up to a distance of 12 metres. The proposed system included a new 

coaxial concentric camera configuration of static and PTZ cameras to achieve the distance 

invariance using camera calibration.  

The proposed work uses the standard methodology and uses the parameters of pan, tilt and 

zoom that are used in PTZ cameras, the names of angles have been changed as some parameters 

have not been applied, such as zoom parameter. The proposed system enables the estimation of 

the distance without the need of a mechanical camera that is challenging the high cost of 
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cameras such as PTZ. These two issues require further improvement and have motivated the 

proposition to use camera calibration in face recognition. Moreover, in the last three years, 

several researchers have tried to improve on this work and use the major concept of the link 

between camera calibration and face recognition for specific purposes [46, 47].  

The advantage of the static camera in tracking face systems is that it is easy to operate. 

Meanwhile, PTZ camera monitoring systems can cover a wide field of view and have a large 

scale, which are advantages of these systems. However a significant disadvantage of static 

systems is that it is hugely difficult to acquire high-resolution images of objects interest which 

would be very useful for behavioural analysis and the detection of abnormal behaviour [48]. 

Furthermore, these systems lose the panoramic information concerning motion because it has 

limited view and fixed positions, and it is difficult to obtain information about the object’s 

location in the scene directly. Another problem is the difficulty of foreground extraction because 

of the non-stationary background caused by camera movement [49-51]. These systems 

connecting the camera calibration with face recognition use information from standard camera 

calibration of pan, tilt and zoom cameras, and all recognition is based on real-time processing. 

Also, different types of calibration can use various parameters of the image and can deal with 

large databases without a standard camera. 

2.3 Classification of camera calibration  

Camera calibration is a major step in computational geometry within computer vision 

techniques. While some information regarding the measurement of images can be obtained 

using un-calibrated cameras [52], camera calibration is necessary when metric information 

distances are required. Camera calibration is divided into two phases: 

 Camera modelling deals with the mathematical approximation of the physical and 

optical behaviour of the sensor using a set of parameters.  

 The second phase of camera calibration deals with the use of direct or iterative methods 

to estimate the values of parameters.  

Two kinds of parameters are involved. The fundamental parameters relate to the internal 

geometry and optical characteristics of the image sensor. These basic parameters determine 

how light is projected through the lens onto the image plane of the sensor, such as the camera 

pinhole.  
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Extrinsic parameters measure the position and orientation of the camera in a world coordinate 

system, which provides metric information for the user in virtual coordinate system instead of 

the camera coordinate system.  

Camera calibration can be classified according to numerous different measurements: 

1. Linear and non-linear camera calibration [53, 54]. 

2. Intrinsic and extrinsic camera calibration. Intrinsic calibration is related only to 

obtaining the physical and optical measurements of the camera [52, 55, 56]. Extrinsic 

calibration concerns the measurement of the position and orientation of the camera in 

the scene [57, 58] 

3. Implicit and explicit camera calibration [59]. Implicit calibration is the process of 

calibrating a camera without explicitly computing its physical parameters. While 

implicit calibration can be used in 3-D measurement and image reconstruction. 

4. The geometrical camera calibration [53, 60, 61] is usually performed by imaging a 

calibration object whose geometrical properties are known. Different methods have 

been applied for this kind of calibration using 3-D points, or even a reduced set of 3-D 

points [62]. 

The proposed work deals with geometrical camera parameters using two vanish points 

projections to extract the lines and get the intrinsic and extrinsic parameters that are used in 

geometrics face recognition approach. The method of vanish point in camera calibration has 

become popular in face recognition and usually requires expensive tools, images from un-

calibrated cameras, and complex algorithms. 

2.3.1 Projective geometry and camera calibration 

Projective geometry is an essential tool for modelling and analysis in computer vision. The 

interesting idea of using projection points comes from the imaginary aspect of the perspective 

projection; when these points are in an infinity projective space, there is a possibly to meet other 

points that have the same characteristics, and then these present a new shape in image plan.  

Using vanish points projection has a combinations of results; in terms of these points at infinity 

in a projective space possibly meeting in the same way with other points, and presenting a new 

shape in the image plan.  
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Projective geometry allows short linear algebraic descriptions to be made of the geometrical 

entities and relationships that are faced with vision problems. A general n-dimensional 

projective space is defined by 2+n basis points (points of interest or face features in this study), 

and a point in space is represented by a dimensional homogeneous vector defined to scale factor. 

However, projective transformations of the space are represented by (n+1) × (n+1) 

homogeneous matrices, similarly defined up to scale [63]. There are specific representations of 

geometric entities in one, two and three dimensions and different techniques and approaches 

are used, starting from dividing the projection methods to linear and non-linear (Figure 2.2). 

The following section discusses linear perspectives and projective geometry as used in the 

understanding of computer vision. 

 

Figure 2.2: Classification of geometric projection 

2.3.1.1 The strengths of perspective projection 

The development of linear perspective in art lead to the development of projective geometry as 

a mathematical discipline, starting in the Italian Renaissance of the 15th century [64]. The 

theory of linear perspective was popular between artists, but there remained no standard 

techniques. The individual artist applied his personal technique to represent depth and space as 

well as he could until the beginning of the 15th century when Filippo Brunelleschi invented the 

linear perspective [65]. Thus the artists that followed adopted the concept of linear perspective 

and continued to modify their techniques. For example, Masaccio [66] adopted a single 
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vanishing point to portray perspective and space, as can be seen in Figure 2.3. The main point 

was how to produce an impression of 3-D depth in architectural painting.  

 

Figure 2.3: The Holy Trinity by Masaccio[67]  

Artists have used vanishing points to derive geometrical coordinates from constructions. For 

instance, the projected square can be split into four equal sub-squares or finding the projection 

in a rectangle can be found if two of its sides are known. In Figure 2.4, the perspective projection 

prepared in this basic scene is used to simplify the method of projection that shows the 

landscape and the horizon. Here, the boundaries of the road are set in parallel as lines in space, 

while the others appears as retreat to the horizon direction. The line of the horizon is formed by 

the vanishing directions of the ground plane. The vanishing directions meet at a vanishing point 

when the horizontal parallel lines cross the corresponding horizon, and the lines are stable even 

if they lie at different heights above the ground plane. As well as the directions of vanish points 

from two vertical planes appear to come together in the distance and intersect the line at infinity. 

Moreover, the meeting points of the horizon lines stay constant as the viewer is changing at the 

infinity scene. The road always seems to vanish in the same direction on the horizon, and the 
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stars stay fixed for the viewer during stable movement. Therefore, the lines of vision to 

infinitely distant points are always parallel, because they meet at infinity. 

 

 

Figure 2.4: Landscape and the horizon  

The concept of determining the geometrical dimensions has to be extended to handle 

phenomena at the infinity meeting with the conception of proposed work. In turn, through 

further studies within the field of projective geometry, mathematical investigations have been 

able to explain the principles underlying the technique of linear perspective. Considerable use 

is made of vanishing points and several practically useful geometric constructions can be 

derived; for example, to split a projected square into four equal sub-squares, or to find the 

projection of a parallelogram when two of its sides are known. 

2.2.1 Perspective projection in camera  

The transformation of perspective projection between the paintings and 2D capture pictures 

shows new definitions in perspective projection defined as the following: 

 Centre of projection 

 Focal length 

 Principal point 

 Principal axis 
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The position of the centre of the projection for the camera is at the origin O of the 3-D reference 

edge of the space. From Figure 2.5, the image plane (Π) is parallel to the Y-axis and X-axis 

plane and explains the distance of ƒ (focal length) alongside with Z-axis from O. Also we can 

see that a 3D point P=(X,Y,Z) is projected on the camera’s image plane at coordinate 𝑃𝑐 = (u, 

v). However, the principal point (O) is the orthogonal projection of the centre of the projection 

against Π. When the X-axis corresponds to this projection line, then it is the principal axis.  

 

 

Figure 2.5: Standard perspective projection in camera scene 

Therefore, these points of perspective projection can be used to infer the information concerning 

camera calibration from 2-D [68]. Let (x, y) be the 2-D coordinates of 𝑃𝑐, and (X, Y, Z) are the 

3-D coordinates of P. A direct application of Thale’s theorem [69], as shown in equations  2.1 

and 2.2 calculate x and y: 

x =
fX

Z
 (2. 1) 

y =
f𝑌

𝑍
 (2. 2) 

Where the optical ray, the line joining X and O, meets the image plane. Suppose that ƒ (focal 

length) =1 is the scale different of the image and include a full camera calibration into the model. 
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In homogeneous coordinates [70], represent a 2D point (x,y) by a 3D point (�́�, �́�, �́�) by adding 

a “fictitious” third coordinate. By convention, we specify that given (�́�, �́�, �́�) we can recover 

the 2D point (x,y) as  

x =
�́�

�́�
 

y =
�́�

�́�
 

In Camera Coordinates, equations 2.1 and 2.2 are transformed to equation 2.3 as follows: 

(
�́�
�́�
�́�

) = (

𝑓  0  0  0
0  𝑓  0  0
0  0  𝑓  0

) [

𝑋
𝑌
𝑍
1

] (2. 3) 

The centre of projection of the image coordinates is not the principal point in the 2-D image 

and scaling along each image axis is diffrent. Thus, the image coordinates undertake further 

transformation described by matrix K. Correspondingly, the 3-D coordinate system does not 

usually match with the perspective reference edges, and so the 3-D coordinates aresubject to a 

Euclidean motion defined by some matrix M, that multiplying the affine inhomogeneous 

coordinates of a point by a 2 × 2  matrix M is equivalent to multiplying its homogeneous 

coordinates, giving a new matrix as in equation (2.4): 

(
𝑥
𝑦
𝑧

) ~𝐾 = (

𝑓  0  0  0
0  𝑓  0  0
0  0  𝑓  0

) 𝑀 (

𝑋
𝑌
𝑍
1

) (2. 4) 

Camera calibration uses M to localise the 3-D position and poses and the matrix M is the 

perspective transformation matrix, which relates 3D world coordinates and 2D image 

coordinates. Hence, it will have 6 degrees of freedom, which characterise the extrinsic camera 

parameters. Meanwhile, K is independent of camera position and contains the intrinsic 

parameters of the camera and is represented in a triangular matrix as in the following equation 

2.5 [71]:  

𝐾 =  (
𝑆𝑥   𝑆𝜃   𝑢𝑜

0    𝑆𝑦    𝑣0

0      0     1

) (2. 5) 
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Here 𝑆𝑥and  𝑆𝑦 stand for the scaling along X and Y axes of the image plane, while 𝑆𝜃 represents 

the non-orthogonality between the axes (usually 𝑆𝜃 ≈ 0). The intersection of the principal axis 

and the image plane gives the principal point, and (𝑢𝑜 , 𝑣0) are its coordinates of the principal 

point the intersection of the principal axis and the image plane (x, y). In conclusion, the 

perspective projection model in a homogeneous coordinate system is designated using a linear 

equation, which is useful for the accuracy of the system. Most of the material in this section is 

taken from a tutorial on projective geometry for image analysis [71] in order to briefly introduce 

the working tools employed in the next chapter. The next section describes the pinhole model-

based camera, and its use in projective reconstruction from image correspondences without 

calibration and an approach to subsequent metric reconstruction. 

2.2.2 Pinhole camera model 

One of the most significant uses of a perspective projection is for a perspective model, which 

is the major work of camera geometry or as known, the pinhole camera model. The construction 

of the pinhole camera as shown in Figure 2.6 allows light rays from in front of the camera to be 

focused at the pinhole and to be projected on top of the image plane through the camera. The 

image plane is often considered to lie in front of the camera at the same distance from the 

pinhole, which helps to get the un-reversed image [72]. The distance from the focal point to the 

image plane is the focal length. 

 

Figure 2.6: Pinhole camera structure 
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The principle of current proposed work is based on the sutural of pinhole camera model. Each 

point on the object projected in space from the straight line through the origin centre that is 

located at (𝑋0, 𝑌0, 𝑍0) into the image plane, and the z-axis of the camera frame is perpendicular 

to the image plane [73]. Overall, pinhole camera operation shows the mapping of a 3-D scene 

in a 2-D image and can be summed up by the following two conditions:  

 Close objects are projected to become bigger 

 Distant objects are projected onto the same region. 

These conditions are used for camera calibration to separate between the Euclidean structure of 

the camera scene, and the camera’s zooming features [74]. The geometrical methods of camera 

calibration take a sampling of image scene to solve the parameters in the linear interpolation 

method. Haralick [75] was the first to use the main idea of a pinhole camera; He showed how 

to use the 2-D perspective projection of a rectangle of unknown size, and position it in 3-D 

space to determine the camera visual angles and parameters on the planes of the rectangle. The 

obvious differences between approaches concern the form of the interpolation functions, and 

the mathematical techniques used to derive the parameters, and the main intention of most 

calibration work has been the solution of the back projection from the internal and external 

parameters of the camera. 

2.3 CAMERA AND PROJECTIVE PARAMETERS 

Camera calibration in photogrammetry arranges the coordinates of three 3-D reference points 

and the corresponding positions of their perspective projection, which helps in allocating the 

position of the camera as well as its aspect direction. Photogrammetric methods need the 

internal orientation data in order to describe the metric characteristics of the camera. The 

internal and external camera parameters are inferred from one or more images of a scene. Hence, 

this gives information about three-dimensional points in the world coordinate system. The 

process that is responsible for this transformation is called reconstruction, which uses matched 

points between one or more images to determine a reconstruction up to a projective 

transformation of the valid world points. The calibration of cameras involves computing this 

projective transformation to rectify the reconstruction.  
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One of the most important tasks in computer vision and photogrammetry is based on a problem 

called space resection [76]. In this area, many studies showed clarifications from image views 

such as Koenderink et al. [77] who first showed un-calibrated views of a scene captured with 

cameras allowing for or preserving parallel relationships. The camera calibration determining 

these relationships in the projective transformation of the virtual world points is used to rectify 

the reconstruction of 3D objects. 

However, the estimation of intrinsic and extrinsic camera parameters is based on a camera 

model using a one camera calibration technique. Image analysis and reconstraction of objects 

from their images have been an active area of research to solve some problems of multiple view 

technologies, such as the cost rate, accuracy-complexity and relation to the limited angular field 

of view (FOV) of some cameras [78, 79]. In this thesis, the system calibration of uses a 

calibration technique that drives camera information parameters from one view. In general, this 

technique takes a terminal point as a fixed point and rotates a 1-D object around it.  

However, the geometric model of the pinhole camera still accurately describes the main 

functioning principles of many modern cameras. A simple approach for appropriate parameter 

initialization within this model was proposed in 1999 by Zhang [80] who provided a flexible 

new technique to calibrate a camera easily. The technique required the camera to observe a 

planar pattern shown at least two different orientations.  Later, Zhang [81] extended his work 

to propose a camera calibration method that uses a 1-D object that is considered to be simpler 

than that of the 2-D model plane in structure. Zhang’s calibration approach has been proved 

successful in extensive subsequent research. Moreover, 2-D plane-based calibration techniques 

require the observation of a planar pattern shown in a few different orientations [53, 82]. As 

opposed to Tsai’s technique [22], knowledge of the plane’s motion is not necessary. Because 

almost anyone can design such a calibration pattern by him/herself, as this set-up is easier for 

camera calibration [53]. More recently, Zhang [83] has taken a newer technology into account 

to develop his early camera calibration system. He developed a recalibration technique using a 

special card works with the Kinect. If users find that the Kinect sensor is not responding 

accurately to their actions, then it possible to recalibrate it by showing it the card [83]. The 

Kinect calibration card provides a solution when the Kinect sensor, due to the calibration 

between the IR projector and the IR camera becoming invalid, produces inaccurate depth values. 
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The task of camera calibration is conducted to determine the parameters of the transformation 

between an object in 3-D space, and the 2-D image observed by the camera from visual 

information (images). This transformation involves extrinsic parameters that are responsible for 

the orientation (rotation) and location of the camera, while the intrinsic parameters are 

characteristics of the camera. These parameters inferred from camera calibration are used in 

camera surveillance when static and PTZ cameras need to be calibrated into a common 

coordinate system to communicate with each other [84]. The calibration is performed between 

the pixel coordinates of the static camera, the pan and tilt values from the camera calibration 

and these internal parameters.  

Moreover, calibration is a major step in the reconstruction and recognition of 3-D face images 

in face recognition systems [85]. The next section covers the main points that are related to 

camera calibration with face recognition.  

2.4 Classification of face recognition techniques 

 

Face recognition is a significant task in biometric systems developed for surveillance purposes, 

such as searching for wanted criminals, suspected terrorists, and for home or company 

monitoring. It is a wide area for the researchers to investigate and develop new applications to 

accomplish a progressive step in systems of security. The term face recognition refers to the 

identification, using computational algorithms of an unknown face image. This operation can 

be conducted by comparing the unknown face with the faces stored in a database or one pose 

from different poses. The stage of face recognition can be divided into: face location; feature 

extraction and facial image classification.  

Various face recognition algorithms exist and each has different characteristics depending on 

the purpose of their use in recognition system. Thus, they have advantages and limitations. 

Therefore, it is an open area for research work, and much research has been published on face 

recognition. 

The traditional operation of face recognition algorithms is based on identifying facial features, 

by extracting landmarks or features from an image of a subject's face. For example, the position, 

size, and shape of the eyes, nose, cheekbones, and jaws [16 ]. However, many studies use 

synthesised facial images which are not directly used for face recognition but instead an identity 

subspace is learned from the AAM parameters to distinguish between different identities [86]. 
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Blanz et al. [87] extended 2-D AAMs to 3-D morphable models with densified shape vertices. 

More recently, Mostafa et al. [12] proposed a similar work in which active shape models 

(ASMs) [13] were utilised for facial landmark detection. Promising results were achieved in 

pose-invariant face recognition with estimated model parameters. However, the computational 

cost of fitting such a dense model is high, this prevents this method from being suitable for real-

time applications. Further studies have been undertaken in this field providing an illumination 

model [88] that can extend the proposed study for future analysis. Moreover, the illumination 

model in recognition is more efficient for pose invariant face representation. 

However, dimensionality reduction is significant in facial recognition algorithms so as to avoid 

the overfitting of data, and reduce computational costs due to less complexity. [89]. Dimension 

reduction approaches may use pattern recognition as a process of reducing the number of 

random features under consideration [90]. The process of dimension reduction can be classified 

based on the algorithm used as follows [91]:  

1. Global or local dimensionality reduction 

In global approaches the algorithms are based on preserving the global structure of data samples, 

while local methods preserve the local structure.  

2. Supervised or unsupervised methods. 

Unsupervised dimensionality reduction methods do not use any class information, whereas the 

supervised methods can take advantage of any class information available in the data, and may 

sometimes need further information regarding classes. Al-Shiha et al. [3] have recently 

proposed supervised and unsupervised multi-linear neighbourhood preserving projection 

(MNPP) methods for face recognition to remedy this problem. Their method used 

discriminative feature extraction by extending the original NPP to its multi-linear form, which 

is suitable for use in face recognition and biometric security applications. The method 

effectively circumvents the problems of small sample size and the dimensionality dilemma in 

face recognition tasks compared to other methods such as PCA or LDA.  

3. Linear, multi-linear and nonlinear algorithms 

Linear and multi-linear algorithms are based on the space of data used while nonlinear 

algorithms depend on a mapping transformation function. 
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4. Feature extraction and feature selection. 

Features are extracted by applying a mapping function to the linear or multi-linear dimensional 

data space. Therefore, a subset of the original features are found and selected. However, these 

changes in the size of the initial data space into a smaller space reduce a few dimensions from 

the image. Meanwhile, some data analysis methods such as classification, regression, 

recognition and image retrieval can be conducted in the reduced space more precisely than in 

the original space. However, facial images can be easily obtained with inexpensive fixed 

cameras. Thus, good face recognition algorithms and appropriate reprocessing of the images 

can compensate for noise and slight variations in orientation, scale and illumination.  

2.4.1 Face recognition across poses. 

One of the key challenges encountered in modern face recognition techniques is the 

complication of supervision arising from varying poses that change in depth information during 

rotation.  These changes caused by rotation are often larger than the inter-person differences 

used to distinguish between personal identities. Hence, these techniques based on a fixed 

number of samples per person are supposed to entail less effort in collecting data, and lower 

cost for storing and processing it.  

In current surveys of face recognition techniques [92, 93], pose variation was acknowledged as 

one of the major unsolved problems in research into face recognition. Thus it has attracted the 

attention of many researchers in computer vision and pattern recognition. A recent review of 

face recognition across poses [27] has classified the techniques used in three categories: general 

algorithms, 2-D techniques, and 3-D approaches. In this thesis, the method of face recognition 

algorithms that have been used is a combination 2-D techniques and 3-D approaches as they 

share similar information. In Table 2.1, the classification of 2-D face recognition shows another 

class through different methods.  It also classifies the face recognition across pose for these 

algorithms that are based on 3-D methods. 
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Table 2.1: 2-D techniques for face recognition across pose 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2.2: Face recognition across pose with assistance of 3-D models 

Classification Method 

Generic shape-based methods Cylindrical 3-D pose recovery [109], 

Probabilistic geometry-assisted face 

recognition [110], Automatic texture 

synthesis [111]. 

Feature-based 3-D reconstruction Composite deformable model [112], 

Jiang's method [113], multi-level 

quadratic variation minimisation [114]. 

 Image-based 3-D reconstruction Morphable model [115, 116], 

illumination cone model [117, 118] , 

stereo matching [119]. 

 

Classification Method 

Real view-based matching Beymer's method [94], panoramic view 

[95] 

Pose transformation in image space Parallel deformation [96], pose parameter 

manipulation [97], Active appearance 

models [98, 99], linear shape model [100], 

Eigen light-field [101]. 

Pose transformation in feature 

space 

Kernel methods (kernel PCA [102], kernel 

FDA [103, 104], Expert fusion [105], 

correlation filters [106], local linear 

regression [107], tied factor analysis [108]. 
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There are two main developments in face recognition techniques:  

1. Improving the ability of general face recognition algorithms so that image variation can 

be tolerated.  

2. Designing mechanisms that can eliminate or at least compensate the difficulties 

brought about by image changes such as pose variations according to orginal 

characteristics, such as through 2-D transformations or 3-D reconstructions (Table 

2.2). 

Recent advances toward automatic head-pose-invariant methods have focused more on facial 

expression recognition. These use expressions to select points of interest on the face and to 

recognise it. The methods of facial expression using image expression into the expression 

subspace can then synthesise new expression models [120]. Using the manufactured images for 

individual samples, more accurate estimations can be obtained of within-individual variability, 

which contributes to significant improvements in recognition. However, it can be classified as 

face-shape-based approaches and face-shape-free approaches.  Face-shape-based approaches 

use either 2-D or 3-D face shape models to decouple rigid movements due to changes in head 

position and free movements owing to changes in facial expressions. Methods have been 

proposed which use 3-D facial geometry deformation to recognise facial expressions in 3-D 

images [121, 122]. These methods require high-quality images and 3-D geometrical data, and 

thus will not be widely applicable due to expensive and complex hardware requirements [123]. 

Meanwhile, other methods assume that the 3-D head pose is independent of free facial 

movements [124, 125] .  

2.4.2 The one sample per person problem 

The use of one sample for face recognition can be traced back to when the geometric-based 

methods were popular, where various configurations of features such as the distance between 

the two eyes were manually extracted from a single face image and stored as templates for later 

recognition [93, 126]. Furthermore, these face recognition techniques assume at least two 

samples of the same person are always available. However, many applications in law 

enforcement involve a significant volumes of face images that need more intelligent and less 

complex ways to process face information. Most of these applications are based on appearance 

techniques.  Furthermore, the basis of appearance methods for large training is set by learning 

mechanisms to generate a good performance, thus, partly due to the high-dimensional 

representation of face images [126]. The solution for this problem is for dimensionality 
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reduction techniques to be employed. The most prominent subspace approach in the feature 

extraction process in face recognition is PCA [37] and Fisher’s LDA [127]. Fisherface produces 

discriminant features, whereas PCA (Eigenface) represents the face in expression features of 

low dimensional subspace with maximum data variance. When each n-dimensional face image 

x can be represented as a linearly weighted sum of a set of orthogonal basis 𝑢𝑖  (𝑖 = 1 … 𝑛), then:  

𝑥 = ∑ 𝑎𝑖

𝑛

𝑖=1

𝑢𝑖  ≈ ∑ 𝑎𝑖

𝑚

𝑖=1

𝑢𝑖(𝑤ℎ𝑒𝑛 𝑚 ≪ 𝑛) 
(2. 6) 

However, the LDA-based algorithm is commonly used to be superior to PCA-based ones, since 

LDA gives a low-dimensional representation of the optimised objects whereas PCA offers 

simply object reconstruction [14, 128].  Much research has been published in this field reporting 

several approaches, and different methods as part of the solution for the cross poses problem, 

such as features expression in the previous section and more for the persons features 

themselves. Therefore, the general training set with multiple samples per person [129, 130] is 

applied to extract discriminative features which are subsequently used to identify the people 

who are each enrolled with a single specimen. Meanwhile, another research in this field is 

addressing the problem of one sample being used per person; the problem of considering this 

as an extreme case of one sample per person commonly happens in real scenarios [131]. Hence, 

this issue needs to be addressed so as to make face recognition techniques be appropriate in 

those circumstances. However, it is likely that, for most face recognition technologies, storing 

only one sample per person in the database will have several advantages. All these studies can 

be influenced by the noise and the resolution of the image, and thus the next section reviews 

another part of the proposed system, which is called the decomposition method. 

2.5 IMAGE QUADTREE DECOMPOSITION IN FACE RECOGNITION  

Face locations, detection and feature extraction are three critical stages in face recognition as 

mentioned in section 2.4. Therefore, they are important in face analysis applications, and always 

receive close attention in the design of computer vision and pattern recognition systems. 

However, to define the correct spatial relevance of physiognomic features and the location such 

as face tracking, this is still seen as an excessive challenge. Many studies have been published 

based on improving the accuracy of the selection of the information in both stages by using a 

method for decomposing images. This improvement cannot be made for the face recognition 

approach as it can enhance the information of the picture and assists in getting better results 
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from the stander face recognition methods. However, the problems of PCA and LDA have been 

addressed [132] and both are considered to have a weak ability to cope with local variations 

caused by facial expressions. Multi-sub region fusion methods, which divide the face into a set 

of sub-regions aimed at this issue, reported a better performance.  A local discrimination driven 

face partition method was proposed based on coarse-to-fine quadtree decomposition. Amaral 

et al. [36] have also proposed to reduce the dimensionality of  LBP descriptors to improve 

classification rates. This work is based on quadtree image decomposition algorithms to apply 

task-related spatial map segmentation. Moreover, another kind of decomposition method has 

been developed for face representation and recognition, called the wavelet packet. This was 

first proposed in 1997 [133] and then used by Garcia et al. [134] for face recognition where 

each face image is described by a subset of band-filtered images containing wavelet coefficients. 

An optical image recognition system based on the mechanism of crystal volume holography.  

Wavelets and wavelet packets have recently emerged as powerful tools for signal compression, 

particularly in the areas of image and video compression. Wavelet and wavelet packet-based 

compression algorithms for one-dimensional signals are presented. Along with the results of a 

compressing method that has been proposed and constructed by Ding et al. [135], who considers 

that volume holographic associative storage in a photorefractive crystal has some special 

properties, as shown in Figure 2.7.  

 

 

Figure 2.7: Volume holographic image recognition system [135]  
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The scheme is generally based on an information theory approach that decomposes face images 

into a small set of particular feature images called ‘Eigenfaces’, which are the principal 

components of the initial training set of face images. Therefore, developing this method is in 

cooperation with a previous section of face recognition that can extend into future work of 

proposed system. 

2.6 SUMMARY  

This chapter has presented brief descriptions of the main approaches considered research 

concerning: camera calibration, face recognition and image decomposition. Each section started 

by explaining the basic principles of the processes used. 

The camera calibration is an important part of computer vision and photometric systems, and 

has an important role in camera surveillance and face recognition. This chapter focused on the 

perspective projection approaches and discussed the latest research that is used in face 

recognition that is related to the proposed work. Meanwhile, face recognition needs data for 

internal parameters of camera calibration for use in many applications such as PTZ cameras. 

Furthermore, popular technology in face recognition was discussed and the possibility of using 

it in the proposed method of camera calibration for face recognition across pose was considered. 

Problems with each technique were listed and possible solutions suggested. Finally, the main 

components of systems used to improve the accuracy of face tracking and feature selection in 

the proposed method were described. The first approaches of image decomposition in face 

recognition and the latest publications on this subject were also discussed.   
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Chapter 3 :CAMERA CALIBRATION BASED ON PERSPECTIVE PROJECTION  

 

The method of camera calibration used in this study is based on the perspective projection 

of geometrical shapes. This chapter gives the mathematical details of the existing method. 

First, an introduction explains the calibration matrix for the camera and demonstrates the 

parameters of camera calibration that the system needs to determine the depth and the 

length of the dimensions of the object. The proposed methods used to calculate these 

parameters using vanishing points are then described and tested, before illustrating how 

this approach is utilised. The results of the experiment will be discussed in section3.4. 

Finally, the findings of this work are summarised. 

3.1 INTRODUCTION 

Camera calibration is a very important method in computer vision and image processing. 

Many applications and algorithms use camera calibration as an indispensable step in order 

to obtain the best results. In 3-D reconstruction, camera calibration is used to determine 

a set of camera parameters that describe the mapping between 3-D references and 2-D 

images. There are several research publications [53, 136-138] that refer to camera 

calibration in control point extraction from images, model fitting, and errors originating 

as what the proposed system use at this stage. 

The parameters for camera calibration from the images give information of third 

dimension for the objects, which is considered as a background process of the production 

of the image. Therefore, the processing of camera parameters can be used in measuring 

the distances of the objects from 2-D images in the actual real world. Thus, it can be 

widely used in many applications that are based on geometrical perspective such as 

architectural and medical imaging. Face recognition is one of the many fields that uses 

camera calibration, and numerous used principle face points to recognise the human face 

based on distances between facial features. The calibration methods are different 

depending on the purpose of the field. The best results are based on high requirements of 

the data image, which is related to the cost of the cameras and the complexity of the 

method. The two views of object and stereo camera have been used in purpose of 

reconstruction to get the depth information of the objects [53, 139]. Other approaches use 

more than two cameras [140] to get more accurate results. 
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In this chapter, information about depth is gained using one camera (without prior 

information) for testing, and one for imaging. Moreover, a new system of camera 

calibration is implemented which is based on perspective projections. The novelty of this 

work concerns the different geometrical shapes of camera calibrations with high accuracy 

of information. Hence, in this chapter the mathematics and general concepts are explained 

concerning the use of camera calibration for rectangular, triangle and square shapes to get 

the intrinsic camera parameters. The next chapter will then include further analysis of all 

geometrical shapes utilising the proposed algorithm aiming to give the best results in face 

recognition. 

3.1.1 Camera Calibration Matrix  

Before describing the characteristics of camera calibration, the camera calibration matrix 

needs to be understood. The parameters of a pinhole camera are represented in a 4-by-3 

matrix called the camera matrix. This matrix maps represent the 3-D world scene 

into the image plane [141]. The extrinsic parameters have to be calculated from the matrix 

to represent the 3-D coordinates of the camera in space; the intrinsic parameters represent 

the optical centre and focal length of the camera [142]. The world points are transformed 

into camera coordinates using the extrinsic parameters. The camera coordinates are 

mapped into the image plane using the intrinsic parameters. The following equations 

show the relationship between the characteristics and the coordinates of the camera. The 

1×3 matrix of the 2-D image points are multiplied by a scale factor W in equation 3.1, 

where is the same as world points matrix for 3-D multiply by P that is presented as camera 

matrix as in equation 3.2.  

 )1(3.    

 

 (3. 2) 

 

𝑊[𝑋 𝑌 1] = [𝑋 𝑌 𝑍 1]𝑃 

Image points Scale factor world points 

𝑃 = [
𝑅
𝑡

] 𝐾 

 

 

Intrinsic rotation 

and translation 
Camera matrix Intrinsic matrix 
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3.2 CAMERA CALIBRATION CHARACTERISTICS 

In computer machine vision, camera calibration is the process of determining the internal 

camera geometric and optical characteristics (intrinsic parameters) and the 3-D position 

and orientation of the camera frame within a certain world coordinate system (extrinsic 

parameters) [61]. These parameters are used to calculate the camera matrix. The external 

parameters transfer the information about an object from a 3-D world coordinate system 

to the 3-D camera coordinate system (Figure 3.1). On the other hand, the internal 

parameters characteristics project the points of the objects from the 3-D camera 

coordinates into 2-D image coordinates. 

 

 

Figure 3.1: Camera calibration characteristic. 

In the present study, the system uses these parameters to infer 3-D information from a 2-

D image and measure objects. The camera projection captures 2-D images of 3-D objects 

in the real world.  Then, in a reverse process of backwards projection, the 3-D scene 

structure is recovered from images to obtain the real world dimensions.  These dimensions 

are difficult to infer when the focal length of for the camera is unknown. A camera image 

generates 3-D information from the 2-D image. Hence, the aim is to calibrate the camera 

from known geometric shapes in a 2-D image, and then to infer the real dimensions for 

all objects in an image. The estimation  of 3-D from 2-D images [143] uses a sheet of A4 

paper as a reference to calculate the camera parameters. The following section shows how 

the information for each characteristic from Figure 3.1 is recovered. 
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3.2.1 Extrinsic parameters 

Extrinsic parameters define the location and orientation of the camera reference frame. 

When measurements are made by a particular coordinate system, this is called the frame 

of reference for the representation of objects for example using points, lines and surfaces 

in the real world [144]. These parameters uniquely identify the transformation from an 

unknown camera reference frame and the known world reference frame. These 

parameters determine the translation vector between the relative positions of the origins 

of the two reference frames. Another benefit of using the extrinsic parameters is finding 

the rotation matrix that brings the corresponding axes of the two frames into alignment 

with each other. 

The parameters responsible for the transformations of the coordinate system from 3-D 

world coordinates to 3-D camera coordinates are T and R, as shown in Figure 3.2, where 

T is the position of the origin in the world coordinate system and R is the rotation matrix. 

 

Figure 3.2: Intrinsic parameter transformation 

However, the pinhole camera model is based on the principle of collinearity, where each 

point in the object space is projected by a straight line through the projection centre into 

the image plane. The origin of the camera coordinate system is at the projection centre at 

the location (𝑋0, 𝑌0, 𝑍0) in the object coordinate system, and the z-axis of the camera 

frame is perpendicular to the image plane.  

Rotation is represented using the Euler angles ω, ϕ, and κ that define a sequence of three 

simple rotations around the X, Y and Z axes respectively.  The rotations are performed 

clockwise, first around the X-axis, then the Y-axis that has already been rotated once, and 

finally around the Z-axis that was rotated twice during the previous stages. 
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Figure 3.3: Elements of rotation 

In this study the algorithm employs the main concept of projection with a different aspect 

of novelty that connects with various points in the geometrical shapes from 2-D image. 

Moreover, the elements of rotation for θ, ϕ, and ξ are changed to be 𝜃1, 𝜃2 and 𝜃3 as 

shown in Figure 3.3. The new elementary rotations around the X, Y, and Z axes represent 

the angles of rotation from the corner plane reference. 

When 𝜃1, is responsible for the rotation of the Y-axis, which is rotated around the Z-axis 

by angle call the pan angle in 0˚. Thus, 𝜃2 the abscissa axis of the image plane, is the 

rotated X-axis. Hence, counterclockwise rotates around the X-axis that call the tilt angle. 

Finally, 𝜃3, the ordinate axis of the image, is the rotated X-axis while counterclockwise 

rotates about the y-axis that call the swing angle. 

3.2.2 Intrinsic parameter 

The 3-D in computer vision and 2-D images have a pixel coordinating system that 

correlates the following physical parameters: 

 Focal length  

 Size of the pixels 

 Position of the main points 

 Camera orientation  
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The new researches concentred on the problem of self-calibration of a camera, when the 

focal length from intrinsic parameters is known [145]. The algorithms used two images 

taken from different zoom or views [146, 147]. In other research, a stereo camera was 

used to get two views instead of zooming [148-150]. Denzler et al. [151] used two 

cameras to get information about objects in real time . Meanwhile, there are researchers 

looking for sequences pictures from video frames to get information about the focal length 

[152, 153]. 

In this study, the system uses intrinsic parameters by using the theoretical part of the 

perspective projection of a pinhole camera and estimates the focal length. Since the 

camera parameters started to involve detecting and tracking objects [154], the research 

area in computer vision has become a popular and challenging area. The research 

involved in recognition system of a medical image has encouraged the study to make 

advance steps in the biometric field. The proposed system is based on geometrical 

parameters such as window face tracking and different orientation of the fixed distances 

between the features. Thus this study implements the camera calibration based on 

perspective projection and a unique method is used to estimate the focal length to get 

decent intrinsic parameters. The proposed method uses one picture captured from a mono-

camera from one view. 

The camera model most often used in computer vision is the pinhole camera with a 

perspective projection where image rays pass through a single camera point. Therefore, 

lines in the scene are projected as lines onto the image plane. An interesting property of 

the projective space is that parallel lines intersect at a point on the image, unlike in the 

simple case of Euclidean space where parallel lines never cross. It is convenient to say 

that the point of intersection of parallel lines is placed at infinity and its projection onto 

the image plane is the vanishing point (VP) [155, 156]. 

The literature on the extraction of vanishing points dates back to the late 1970s [157] and 

straddles the fields of photogrammetry, computer vision, and robotics. These points give 

important information on the 3-D structure of the scene and is considered as an important 

concept in computer vision and camera calibration [158]. For example, in feature 

matching of the vanishing point can reduce the search space information [159]. Also, 

another feature includes the matching viewpoint of images by using parallel vanish points 

to recover the image in the 3-D scene [160]. 
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An interesting part to use in the proposed method of camera calibration and measurement 

is the vanishing point, that is used in detection algorithms when the methods of clustering 

line intersections are based on the density of line intersections in a local region [161]. 

These methods are incapable of discriminating between true vanishing points and points 

that naturally arise as the mutual intersection of many lines in the image. Hence, the 

proposed study found the formula that can estimate the intrinsic parameters of the camera 

calibration to get the real world information from the 2-D image. Different kinds of 

algorithms are used to obtain the vanishing points, such as those explained in the next 

sections. 

3.2.2.1 The central vanishing points 

The perspective projection for the principal vanishing point designates a situation where 

only one direction point is needed to draw an entire form or scene. The centre of vision 

that projected from one point of perspective is called a central viewpoint. However, the 

direction point needs a one-point of perspective because the sides of all objects are 

moving away from the image plane in the same direction as seen in Figure 3.4.  

 

Figure 3.4: Vanishing point from one direction. 

In art, where perspective was initially developed, artists used only one direction point for 

everything within the drawing or painting [162]. It was not for several more centuries that 

the understanding and use of more than one direction point entered into the operation for 

most artists. One-point perspective is an active method used in computer vision to obtain 

the parameters of the camera and to determine the 3-D coordinates, as it is easy to 
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calibrate between the camera and scene. Hence, studies have used this method to calibrate 

a camera using 1D object points or lines [163-165].  

Augeas et al. [166] introduced the concept of the self-calibration of a 1D projective 

camera from point correspondences, and described a method for defining the two intrinsic 

parameters of a 1D that a camera requires by the trifocal tensor of three images. The 

central vanishing point is one of the linear systems that is very simple to formulate and 

solve, which is an advantage of using it. Likewise, it does have disadvantages and the 

main problems faced includes the following: 

• it does not provide information about the camera parameters. 

• it cannot be used to model radial distortion[167]. 

• it is hard to impose constraints such as a known focal length. 

• the error function will not be minimised. 

For these reasons, non-linear methods are preferred to define non-linear error parameters 

of intrinsic and extrinsic radial distortion between projected 3-D points and image 

positions. Moreover, the camera parameters are minimised using non-linear optimisation 

techniques to give a higher accuracy of measurement  

3.2.2.2 Two-point perspective  

The second type of perspective uses two points that have the same concept as the previous 

type of one-point perspective, but with two different directions for the two points. The 

point of view of 2-D is based on two vanishing points connected by a horizontal line. This 

kind of perspective is useful when inferring 3-D information from 2-D. Figure 3.5 shows 

the two-point perspectives where it can be observed that two directions of points are 

pointing away from the image plane. V1 is the first vanish point and V2 is the second 

vanish point. 
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Figure 3.5: Two-vanishing point perspective from image plane. 

The direction of the two projection lines which meet at the vanishing points, are looking 

into the distance between the viewpoint and the object at the same corresponding position; 

thus, there will be no difference between the direction point and the viewpoint of that 

object. For example, each window face detection in the proposed algorithm illustrated 

two-point direction from each angle of each corner. In simpler terms, with the direction 

point on the left, we see that part of the object from the left.  Guillen et al. [69] proposed 

the first approach that uses only two vanishing points, which was used to build structural 

scene models. Therefore, Grammatikopoulos et al. [168] used the relationship between 

two vanishing points of orthogonal directions and the camera parameters to find the 

intrinsic parameters using the calibration sphere obtained from several images containing 

two VPs. Lee et al. [169] also used a method to calibrate a camera using two orthogonal 

vanishing points from image streams without assuming that the principal point is known. 

The presented work used two vanishing points from four points that were observed from 

the corner of geometrical shape; each parallel corners give one vanishing point in 

orthogonal direction to another. The connection of these points helps in estimating the 

focal length of the camera, which is then used to infer the rest of the intrinsic parameters 

in camera calibration. 
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3.3 PERSPECTIVE PROJECTION  

Early research in computer vision to solve the problem of perspective projection from 2-

D was conducted by Haralick [75], where the method of projection used assumed that the 

camera lens is the origin and that the lens views down the y-axis. The image plane is a 

known distance f in front of the lens and is orthogonal to the lens optical axis that was 

recovered from the coordinate system based on the four corners of a rectangle. 

The perspective projection (𝑥∗, 𝑧∗) of a 3-D point (x, y, and z) is given by equation 3.3: 

(
𝑥∗

𝑧∗
) = (

𝑐𝑜𝑠 𝛳3 𝑠𝑖𝑛 𝜀

−𝑠𝑖𝑛 𝛳3 𝑐𝑜𝑠 𝜀
) (

�́�

�́�
) 

(3. 3) 

Where 𝑥 ́ is represented in equation 3.4 as follows: 

�́� = 𝑓
𝑥 𝑐𝑜𝑠 𝛳1 + 𝑦𝑠𝑖𝑛 𝛳1

−𝑥 𝑐𝑜𝑠 𝜑 𝑠𝑖𝑛 𝜃 + 𝑦 𝑐𝑜𝑠 𝜑 𝑐𝑜𝑠 𝜃 + 𝑧𝑠𝑖𝑛 𝜑
 

(3. 4) 

and �́� is shown in equation (3.5): 

�́� = 𝑓
𝑥 𝑠𝑖𝑛 𝜑 𝑠𝑖𝑛 𝜃 + 𝑦 𝑠𝑖𝑛 𝜑 𝑐𝑜𝑠 𝜃 + 𝑧𝑠𝑖𝑛 𝜑

−𝑥 𝑐𝑜𝑠 𝜑 𝑠𝑖𝑛 𝜃 + 𝑦 𝑐𝑜𝑠 𝜑 𝑐𝑜𝑠 𝜃 + 𝑧𝑠𝑖𝑛 𝜑
 

(3. 5) 

If the perspective projection (�́�, �́�) is known, then the array of 3-D points having (𝑥∗, 𝑧∗) 

for its perspective projection can be determined [170].  

The system of the project has implemented the method of Haralick and used it after 

making a major change to the purpose and the parameters that were used in the original 

system. One of the main improvement of the system considers from the estimate the focal 

length and uses it to draw the 3-D coordinate system of geometrical shapes as input, and 

L and W are the length and width of the shapes. Hence, a, b, c and d are the parameters 

of the recovered plane which is ax+by+cz+d=0, 𝑅𝜃, 𝑅𝛼and 𝑅𝜎 the three angles of rotation 

are recovered.  
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3.3.1 Two Vanishing Points Used to Infer the Intrinsic Parameters of the Camera  

As a part of camera calibration based on perspective projection, this section will explain 

the major steps required in finding the vanishing points so as to connect them and locate 

the main parameter of the camera, which is the focal length. The system is based on a 

coordinate system that will enable accurate estimates to be made of the objects in the 

images from the 2-D surface of the object [170, 171]. From the four corners of the 

reference triangular, rectangular and square geometrical shapes are used, there are three 

angles of rotation of the camera which are calculated as in Figure 3.6, considering OXYZ 

as the real world coordinate system and O'' X'' Z'' as the image plane coordinates 

(Figure 3.6). The human eye is assumed to be the centre of the coordinate system at O. 

Any point (A) on a plane in space will have its projection on an image plane at B, and 𝜃1, 

𝜃2 and 𝜃3 are the three angles of rotation around X, Y and Z. 

 

Figure 3.6: Camera perspective showing projection of a point in space 

The image plane located between the distance front of the lens and orthogonal to the lens 

optical axis as represented in equation 3.6. Here a = (a1, a2, a3) is the coordinate vector 

of A with respect to OXYZ and b''= (𝑏1'', 𝑏2'') is the projection on the middle plane of the 

transformations as shown in plane projected on O''X''Z''. n is the direction vector of the 

image plane on OXYZ [170, 171]. 
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b" = (
𝑓

(𝑛. 𝑎)
) × 𝑅. 𝑎 

(3. 6) 

where R is the rotation matrix obtained after rotating the axes about Z, X, and Y by 𝜃1, 

𝜃2 and 𝜃3 and n" is the direction vector of the image plane on O''X''Z'' and is given as   

n" = (0, 1, 0). 𝑏" is repeated for all the four corners of the geometrical shape and, from 

these, the three angles of rotation 𝜃1, 𝜃2 and 𝜃3 can be derived [170, 171]. 

3.3.2 Focal Length from Vanishing Points 

Based on Guillou et. al  [69], two parallel lines in the 3-D actual world will converge to 

one point on the image. The two axes of the geometrical reference shape projected from 

the four angles of the geometrical shape has two parallel lines which intersect with each 

other to give V1 and V2 as shown in Figure 3.7. Then from the two vanishing points line, 

the coordinate system can be used to calculate the nearest point to the centre. 

 

Figure 3.7: Coordinate system of the distance between the centres of two vanishing 

points and the centre of the lens 

The four angle of the geometrical shape  

V1 

V2 

Y- Axis of first vanishing point  
X- Axis of second vanishing point  

Equivalent focal length   
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Therefore, the distance from the centres of the origin points (O) of ‘X’ and ‘Y’ to the 

vanishing points (V1,V2) are calculated from equations 3.7 and 3.8 as follows:  

 

𝑂𝑥 =

𝑉𝑥1(𝑉𝑦2 − 𝑉𝑦1)2 

(𝑉𝑥2 − 𝑉𝑥1) − 𝑉𝑦(𝑉𝑦2 − 𝑉𝑦1)

(𝑉𝑦2 − 𝑉𝑦1)2 

(𝑉𝑥2 − 𝑉𝑥1) + (𝑉𝑥2 − 𝑉𝑥1)

 

(3. 7) 

 

𝑂𝑦 =
(𝑉𝑦2 − 𝑉𝑦1)(𝐴𝑥 − 𝑉𝑥1) + 𝑉𝑦1

𝑉𝑥2 − 𝑉𝑥1
 

(3. 8) 

The coordinator system in Figure 3.8 classifies the position of the 𝑂𝑥 and 𝑂𝑦 between the 

two vanishing points and centre of the original point. 

 

Figure 3.8: The nearest point on the vanish line to the original point 

Then from the nearest point, the distance from the centre of the image plane to the centre 

of the image plane projection can be calculated PPo using equation 3.9: 

|𝐏𝐏𝐨| = √(𝑂𝑥)2 + (𝑂𝑦)2  
(3. 9) 

O 

V1 

V2 

(𝑂𝑥, 𝑂𝑦) 
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After this, to determine the focal length, one point for each vanishing point needs to be 

recognised in equations 3.10 and 3.11 as follows: 

V1 is the point of the first vanishing point. 

|V1| = √(𝑂𝑥 − 𝑉𝑥1)2 + (𝑂𝑦 − 𝑉𝑦1)2  
(3. 10) 

V2 is the point of the second vanish point. 

|V2| = √(𝑂𝑥 − 𝑉𝑥2)2 + (𝑂𝑦 − 𝑉𝑦2)2  
(3. 11) 

Hence, the algorithm aims to recover the distance of focal length in front of the lens that 

is orthogonal to the optical lens axis as in Figure 3.8. In face recognation, from the same 

pervious formulations, the algorithm system enables the determination of the same focal 

length for each person cross pose from the images in equation 3.12.  

f = √(V1)2 + (V2)2 − 𝐏𝐏𝐨 (3. 12) 

From the focal length and the image coordinates of the corners of geometrical shapes, the 

three angles of rotation can be calculated.  Considering   𝑷𝟏
 , 𝑷𝟐

 , 𝑷𝟑
 and 𝑷𝟒

   the image 

corners coordinates of the shape (Figure 3.9).  

Likewise,  

𝑷𝟏
 = (

𝒙𝟏
𝒚𝟏

𝒛𝟏

) , 𝑷𝟐
 = (

𝒙𝟏+𝑾
𝒚𝟏        

𝒛𝟏      

) , 𝑷𝟑
 = (

𝒙𝟏       
𝒚𝟏 + 𝑳
𝒛𝟏       

) , 𝑷𝟒
 = (

𝒙𝟏    +𝑾
𝒚𝟏

𝒛𝟏
+ 𝑳

) 

Then the corresponding perspective can be determined from these corners a followings: 

𝑷𝟏
" = (

𝒙𝟏
"

𝒛𝟏
" ) , 𝑷𝟐

" = (
𝒙𝟐

"

𝒛𝟐
" ) , 𝑷𝟑

" = (
𝒙𝟑

"

𝒛𝟑
" ) , 𝑷𝟒

" = (
𝒙𝟒

"

𝒛𝟒
" ) 
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Figure 3.9: Recovered projection points from the corner shape  

 

The two axes of the geometrical reference shape projected from the four angles 

Formally, the swing angles are: 

𝜃2 = tan−1
(𝑃𝑥1

"𝑃𝑧2
" − 𝑃𝑥2

" 𝑃𝑧1
")(𝑃𝑧3

" − 𝑃𝑧4
" ) − (𝑃𝑥3

" 𝑃𝑧4
" − 𝑃𝑥4

" 𝑃𝑧3
" )(𝑃𝑧1

" − 𝑃𝑧2
" )

𝑓((𝑃𝑥3
" − 𝑃𝑥4

" )(𝑃𝑧1
" − 𝑃𝑧2

" ) − (𝑃𝑥1
" − 𝑃𝑥2

" )(𝑃𝑧3
" − 𝑃𝑧4

" ))
 (3. 13) 

 

𝜃1 = tan−1
cos 𝜃2 (𝑃𝑥1

"𝑃𝑧3
" − 𝑃𝑥3

" 𝑃𝑧1
")(𝑃𝑥2

" − 𝑃𝑥4
" ) − (𝑃𝑥2

" 𝑃𝑧4
" − 𝑃𝑥4

" 𝑃𝑧2
" )(𝑃𝑥1

" − 𝑃𝑥3
" )

𝑓((𝑃𝑥1
" − 𝑃𝑥3

" )(𝑃𝑧2
" − 𝑃𝑥4

" ) − (𝑃𝑥2
" − 𝑃𝑥4

" )(𝑃𝑧1
" − 𝑃𝑥3

" ))
 (3. 14) 

 

𝜃3 = tan−1
𝐴(𝑃𝑧3

" − 𝑃𝑧1
")𝐵(𝑃𝑧4

" − 𝑃𝑧2
" ) − 𝐶(𝑃𝑧4

" − 𝑃𝑧3
" ) + (𝑃𝑧2

" − 𝑃𝑧1
")

𝐴(𝑃𝑥1
" − 𝑃𝑥3

" ) − 𝐵(𝑃𝑥2
" − 𝑃𝑥4

" ) − 𝐶(𝑃𝑥1
" − 𝑃𝑥2

" )𝐷(𝑃𝑥3
" − 𝑃𝑥4

" )
 (3. 15) 

 

Where the constants A, B, C and D are: 

𝐴 =
(𝑃𝑥2

" 𝑃𝑧4
" ) − (𝑃𝑥4

" 𝑃𝑧2
" )

(𝑃𝑥1
" − 𝑃𝑥3

" )(𝑃𝑧2
" − 𝑃𝑧4

" ) − (𝑃𝑥2
" − 𝑃𝑥4

" )(𝑃𝑧1
" − 𝑃𝑧3

" )
 (3. 16) 

 

𝑷𝟏
"  𝑷𝟐

"  

𝑷𝟒
"  

𝑷𝟑
"  

𝑷𝟏
  𝑷𝟐

  

𝑷𝟑
  𝑷𝟒

  

Corner selected 

Points projected 

   135mm 

   1
3

5
m

m
 



 

Chapter 3: Camera Calibration Based on Perspective Projection 

 

55 

 

𝐵 =
(𝑃𝑥1

"𝑃𝑧3
" ) − (𝑃𝑥3

" 𝑃𝑧1
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Once the focal length and camera angles are obtained using equation 3.12 the image 

coordinates of the four corner points can be converted into their corresponding 3-D 

coordinates using reverse transformation. Hence, the corresponding 3-D coordinates 

identify the position of the piece of paper in space, and thus the equation for the plane of 

paper can be derived, which will be of the form z = k (constant). It will be the same as the 

equation for flat surface of the object, since the paper lies on it. Now as we know the 

equation for the flat surface, any measurement can be taken on the same plane by finding 

the distance between a pair of points using the distance formula is explained further in 

the next chapter  

3.4  RESULTS AND EXPERIMENT 

In this section, the proposed method of camera calibration experiments is summarised. 

The results show the observed information of camera parameters and the analysis carried 

out to prove the accuracy of the parameters from the proposed method.  

3.4.1 Camera Parameters  

The most important parameters of the camera that are employed in the system are the 

intrinsic parameters represented by Σ, θ, and Φ. These parameters are determined from 

selected angles of rotation that can be observed with fixed and robust dimensions. After 

calculating the estimated focal length, it is used to fix the unknown distance between the 

camera and the object. The first experiment calculated the mean internal parameters of 

the camera from selective images that were affected by Gaussian noise as shown in Table 
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3.1. The selecting of rectangular, square and triangular corner in the 2-D image, each 

point is projected in space as explained in section 3.3. The principal points of calibration 

depend on the accuracy of the selection of each corner of the image selected manually. 

For this experiment, picture a captured from mobile camera GT-I9300 SAMSUNG 

Galaxy III, 2448 × 3264 pixels was used. The camera was set up 80 cm away from the 

calibration photo object shape. The results show slight differences in the values of the 

intrinsic parameters caused by variations in the manual selection of the corners of the 

calibration shapes. The images were affected by Gaussian noise for seven different values 

until they reached 0.750 when the noise covered all the images and did not show any 

shape to calibrate the system.  

However, the automatically fixed points for the corners give the system the same 

parameters without any effect of noise. Table 3.2 shows the results of the experiment with 

fixed automatic selection. 

 

Table 3.1: Intrinsic Camera Parameters from Manual Point Selection 

 

 

    Noise in dB 

 

Real data 

00.0 0.25 0.125 0.250 0.500 0.750 

θ 1.0558     0.9053     1.3751     1.2793     0.7869   1.2547   

Σ 0.4975     0.6339     0.1628     0.2910     0.7659 0.2960 

Φ 1.3228     1.3598     1.1227     1.6025     1.2232    0.9824     

F 3.5438 4.2283     3.0660     4.2283     4.1154     4.5984 
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Table 3.2: Intrinsic Camera Parameters from Automatic Point Selection  

 

3.4.2 Focal Length and Application 

Based on the pinhole camera model (Figure 3.10) there is a relationship between the size 

of the object and distance. The object becomes bigger as the camera becomes closer, 

which means that the internal focal between the lens and the image on the sensor becomes 

smaller.  

 

 

Figure 3.10: The pinhole camera 

When (a) is the original image size of the actual object. Δa is the change in image due to 

the movement of the camera forward or backwards, where d is the original distance from 

the optical centre of the camera to the actual object and  Δd is the change in position due 

to the movement of the camera forward or backwards. Here, f is the focal length of the 

camera, and t is the size of the actual object. From the pinhole imaging principle and the 

mathematics of lenses represented in equation 3.20: 

    Noise in dB 

 

Real data 

00.0 0.25 0.125 0.250 0.500 0.750 

θ 0.1551     0.1551     0.1551     0.1551     0.1551     0.1551     

Σ 1.4129 1.4129 1.4129 1.4129 1.4129 1.4129 

Φ 1.5883     1.5883     1.5883     1.5883     1.5883     1.5883     

F 

 

4.1321    4.1321    4.1321    4.1321    a.  4.1321  

a 
Δa 

d 

t 
t 

f 
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𝑎 + 𝛥𝑎

𝑓
=

𝑡

𝑑 + 𝛥𝑑
 (3.20) 

Equation 3. 21 then substitutes the known distance instead of the focal length to determine 

the unknown distance from the second image. The lens equation expresses the 

quantitative relationship between the objects distance in the real world (do), the image 

distance from the camera (di), and the focal length (f). The equation is stated as follows: 

1

𝑓
=

1

𝑑0
+

1

𝑑𝑖
 (3. 22) 

pictures from four different distances between the camera and the plane of the object as 

shown in Figure 3.6 were captured by the Samsung Galaxy SIII mobile camera with a 

resolution of 8 MP. The manufacturer is focal length for the camera is 4 mm; the first 

results compared the pixels in millimetres based on the original focal length, which gives 

1mm=993 pixels.  

 

Figure 3.11: Four pictuers captured from different distances in cms 

60 cm                                        80 cm 

125 cm                                      200 cm 
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The results shown in Table 3.3 show that in practice the focal length decreases when the 

depth of field increases. When, dc: Distance between the lens of the camera to the plane 

of the object and fc: Internal focal length of the camera. Section 3.3 has explained the 

method used for calibration and how the two vanishing points are used to give focal 

length,  

Table 3.3: The internal focal length of the camera from four distances 

 Distance 

dc 60cm 80cm 125cm 200cm 

fc 4mm 3.3 mm 3mm 2.9mm 

     

which is an important parameter in the proposed method of measurement technique in the 

next chapter. In the following, the practical tests show the coordinate system of the focal 

length for one image from 4 different distances.  

Each distance has two views of the focal  length that shows the two vanishing points and 

the line that connects them with nearest point to the center of the view as explained  in  

section 3.3 and shown in Figure 3.12. 

3.4.2.1  Test of Focal Length Accuracy  

The accuracy of determinaing the focal length is evaluated using selective database as 

four pictures captured from various distances, as in the previous experiment. The camera 

was calibrated to the corners of the object’s shape (square and rectangle), and the internal 

parameter of focal length was calculated from a real picture based on the reference 

measurement. The distance of focal length that was affected by noise was compared with 

real known values to calculate the error for each level of noise. Moreover, the mean error 

and standard deviation were calculated for each level of noise. The results are shown in 

Figure 3.13 where it can be seen that there is a gradual curve between the level of noise 

between 0 and 3, and from main error from 1 to 14, with a fixed standard deviation for 

each level of noise. 
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60cm – view 1 

 

60cm – view 2 

80cm – view 1 

 

80cm – view 2 

 

125 cm – view 1 

 

 

 

200 cm – view 2 

 

200 cm – view 1 

 

 

125 cm – view 2 

 

 

Figure 3.12: Coordinate system of focal length 
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Figure 3.13: Effect of noise (dB) on focal length (mm)  

The x-axis shows seven levels of Gaussian noise from 0 to 0.75 dbs. The y-axis shows 

the mean value and standard deviation of the error in focal length measurement calculated 

based on the difference between the distances of focal length for the four variant distances 

(60, 80, 120, 200cm). The error was at 5mm at zero level noise, and 1mm errors were 

observed more or less for all the four distances. The rate of error increased slightly until 

11mm at the maximum noise 0.75 db. The maximum level of noise made the picture 

extremely blurry and difficult to recognise any objects. The range of the error supports 

the system to deal with pictures from different quality levels, as there is no significant 

error.  

3.4.2.2  Focal Length in Distance 

The proposed method of camera calibration uses a model pinhole camera for two pictures 

captured for the same object plane of reference calibration. One of the images used as a 

reference to calibrate the camera, where the distance between the camera lens and the 

object plane is known. The proposed method of auto-calibration will give the parameter 

of focal length for the second picture as what we expect in the proposed study and shown 

in Figure 3.14. Moreover, the second picture will not have any dimensions or information 

known about the camera that can determine from the same reference. Hence, the proposed 

method of camera calibration determining the unknown distance of any pictures captured 

from a different angle of the camera, as represented in equation 3.22. 

Do

Dx
=

X1

X
 (3. 23) 



 

Chapter 3: Camera Calibration Based on Perspective Projection 

 

62 

 

Do is the real distance for the original reference (2-D image). Dx is the distance between 

the camera and the different image that is calculated from the system. X1 is one dimension 

of the reference that is calculated from the system, X is the dimension of real reference. 

Figure 3.14: The error rate of focal length 

The error for the first distance of 60mm was just 4mm but reached 25mm when the camera 

was 2 metres away. The experiment conducted with manual selection using a free-hand 

mobile camera, which might be more accurate using the automatic method of calibration. 

When pictures have been captured using free-hand movement from mobile cameras, 

this can give rise to different information for each picture, which increases the possibility 

of getting more errors in applications. Therefore, ensuring the fixed movement of the 

camera would significantly reduce the errors of the pictures. 

3.4.3  Discussion  

The proposed method extracts the intrinsic parameters of the camera calibration from the 

2-D images as the first step in proposed system. Each of Σ, θ, Φ and f have the effect for 

the angles rotation from the image plane into space. Therefore, the parameters will have 

the same distances for the dimension affected by camera movement to the image plane. 

The results was tested also under the effect of the Gaussian noise from 0 to 0.75 db as 

shown in Figure 3.13 where it can be seen there were very close error values between the 

variants Gaussian noise as shown in Table 3.3. The results were taken from semi-

automatic selection of the corner object in the image (Table 3.1). Meanwhile, Table 3.2 

shows constant values when the calibration was full- automatic for the geometrical object 
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from the image. Thus, accuracy of the results assumed to be based on selection for the 

four corresponding points of the calibration, which is made slightly different from the 

effect of the noise. 

However, the focal length considers as a main parameter that can solve the problem of 

finding the distance measurement from 2D image [172-175]. Thus, the focal length was 

calculated with the camera parameters shown in Table 3.1 and Table 3.2. Moreover, the 

focal length parameter can be used in applications to determine the accuracy of 

measurement and dimensions reconstruction. The first experiment used focal length to 

calculate the distance between the lens of the camera and the object plane. Based on the 

pinhole camera, the distance between the camera and the object became smaller when the 

object is far to the camera and the results in Table 3.3 shows that the focal length of the 

camera decreased gradually when the distance to the image plane decreases. The distance 

between the lens and the object started at 60 cm when the internal focal length was 4 mm, 

and finished with a distance of 2 metres with focal length measurement of 2.9 mm. The 

intrinsic value of the focal length used in equations 3.4 and 3.5 was used to determine the 

actual distance between the camera and the object. The accuracy of focal length 

determination has been tested by using the distance of focal length in application. The 

mean error and standard deviation of focal length was calculated under the effect level of 

Gaussian noise.  

As shown in Figure 3.13 the plotted results give a gradual increased curve with a fixed 

level of standard deviation for each level of noise. The results indicate an error of 2mm 

in focal length for the first level of noise for the four different positions of the camera. 

The curve of Figure 3.13 is growing slightly until the peak 12mm of the error, when the 

internal differences of the error between the distances are constant into 2mm. These 

results are based on semi-automatic selection of the focal length distances for each 

position of the camera. Therefore, the internal error shows small difference between the 

camera distances 60, 80, 120, 200 cm, compared with the original dimension that gives 

us 0.6% of internal. Meanwhile, the percentage error of the furthest distances gave 4.4% 

in overall error. The error was calculated based on the comparison between the real  

informations from the objects and the calculated informations from the proposed system. 
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The next experiment used the focal length in application of distances after testing the 

accuracy of one side of the dimension. The accuracy of focal length in distance from the 

geometrical shape in the picture shown in Figure 3.14, the result shows the error in 

millimetres compared with the real world distance. As shown in Figure 3.11 the 

relationship between the distance between the camera and object and the error in 

measurement are correspondingly proportional. The error was less than 5mm for the first 

position of the camera at 60 cm and it considered as a minimum error of the experiments. 

Meanwhile, the error was 25 mm when the camera was far away from the object at 2 

metres. In addition, the focal length was tested from different distances and 

provided higher accuracy compared to the real world. The finding of the parameters from 

the proposed method of camera calibration supported the previous theory of the proposed 

study. 

3.4 SUMMARY  

This chapter presents the first work in my thesis and based on these results there are 

further methods that I will incorporate in order to obtain the final results of face 

recognition. The camera calibration method is based on perspective projection and 

determining the parameters of the camera is the first step. The physical and logical 

background of camera calibration was discussed before using the proposed method. This 

method of camera calibration uses the pinhole camera model to infer the camera 

parameters. The experiments and results were tested and compared with different 

scenarios of the camera changing its position.  The method is flexible for use with 

different geometrical shapes as a reference of calibration and allows the object in the 

image to be calibrated without the need to capture it by the user of the system.  Merely 

knowing the dimensions of any object in the picture is sufficient to be able to calculate 

the dimensions of the rest of the objects in the image plane. Also, the use of vanishing 

points helps in inferring the intrinsic parameters such as focal length.  

The next chapter uses the internal parameters of the camera to measure the dimensions of 

objects with regular and irregular shapes.
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Chapter 4 : 3-D INFORMATION MEASUREMENT FROM 2-D IMAGE 

 

Virtual life gives a 3-D view that arises from human stereovision that includes the 

perception of depth, which is a complex process. The eyes connect to the brain estimating 

the measurements of the objects around us by comparing the objects with each other that 

are big, and small, long or short. In recent years the communications network and camera 

mobility have quickly involved, and these developments have motivated the investigation 

of new methods to gain information about object dimensions from a 2-D image.  

This chapter demonstrates the new camera measurement technique (CMT) based on 

camera calibration. The method is supported by the test system and describes the 

experiments conducted using it. It starts with a brief review of popular methods that use 

input images in a high dimensional subspace as part of the proposed method and refers to 

the challenges and dimensionality problems. Furthermore, the statistical approach of the 

proposed algorithm based on perspective projection is explained in Chapter 3. The system 

of calibration is then tested for each angle of rotation and object dimensions are 

subsequently inferred from an image using automatic calibration.  The types of shapes of 

the calibration are explained in Section 4. The results of using the proposed method are 

described using pictures captured from different resolution of mobile cameras that are 

presented and discussed. Finally, the conclusions of the chapter are provided.
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4.1 INTRODUCTION 

Measuring the shape and appearance of physical objects remains one of the most 

challenging problems in computer vision and graphic fields. Methods for measuring the 

shape of real-world objects can be categorised by two geometric approaches when 

identifying a common point seen from different lines of sight, or by photometric 

approaches using multiple light positions.  

The resolution of airborne instruments [176] to the sub-meter level have been increased 

due to recent advances in LIDAR technologies, that opens up the possibility of creating 

detailed maps over a large area. A better framework for handling line-of-sight calculations 

has been developed by using voxelized approach (A voxel representation of a scene has 

spatial data as opposed to the conventional rasterization view) to LIDAR processing that 

allows us to retain detail in overlapping structures more than the current approaches that 

exist [177-179]. Photometric methods for estimating shape have proved useful for this 

task because they directly measure normal surfaces, which are effective for rendering 

applications or recovering reflectance [180]. There has been significant progress toward 

developing general-purpose techniques, but existing approaches still rely on strong 

assumptions about the surface properties of the target object that are not always true in 

practice [181]. Geometrical cues and constraints provide valuable information as to how 

certain image features should be interpreted. For instance, in many human-made scenes 

there exist some straight lines, which are also parallel in 3-D. Once these lines are 

identified, it can infer 3-D structures from 2-D features, and this constrains the search for 

other structures [182]. On the other hand, camera calibration is an important step inferring 

the internal and external parameters of the camera [80]. Intrinsic parameters such as focal 

length, image sensor format and principal point are crucial for applications that require 

accurate metric information, such as depth and dimensional measurements proposed in 

this study from 2-D images. The algorithm focuses on the distance between the sensor of 

the camera and the image plane coordinates, from which the focal length can be calculated. 

Each camera has a value of focal length given by the manufacturer, whereas the proposed 

approach estimates focal length without the need to get information from the camera itself. 

As with existing approaches, the input to the proposed algorithm consists of a single 

image captured by a mono-camera. The camera mobility was used to feed the input of the 

system from different kinds of camera resolutions. The output of the proposed system 

should then include a measure of selective distances in the image. 
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The shapes that were used to measure are regular and irregular, which is coming as an 

output of the proposed new camera measurement technique CMT. The new technique is 

used to infer the dimensions of a real object using an image via the automatic calibration 

of the camera. This method utilises different geometric shapes to make comparisons in 

the calibration, and thus to decrease the degree of error. Various square, rectangular and 

triangular shapes are used to calibrate the camera. Since the position from one of the 

geometrical shapes is known, thus, measurements can be inferred for the objects or plane 

from the image. The technique is based on perspective projection of the parallel lines of 

two vanishing points and explained in Chapter 3. The difference between the parameters 

of the camera manufacturer can affect the accuracy of measurement, such as the 

resolution of the lens. The proposed method achieved high accuracy in distance 

measurement from 2-D images, and even in the worst-case scenario such as when the 

camera has noise, is not in a good position/difficult angle or hand vibrations, can be 

affected by 5% error when the camera resolution was 2MP, and the picture was captured 

from a free hand mobile camera. 

The main contributions of this chapter include the calibration of the camera for three 

different geometrical shapes. A new geometric technique for measuring shapes in an 

actual scene from a 2-D image is then investigated. 

4.1.1 The Challenges  

In general, camera calibration is considered to be an important part of surface 

reconstruction methods. It depends upon the precise values of the image pixels that 

require cameras to be radiometrically calibrated [183] that require high resolution for each 

pixel value and expensive cameras. Furthermore, the complexity of the algorithms, such 

as when determining the camera transfer function by collecting a series of images of the 

same scene at different exposure levels [184-186] was seen as a significant challenge. In 

addition, the use of stereo-camera to obtain depth information from a scene is another 

problem faced when using a mono-camera. Moreover, triangulation methods of 

measurement uses limits of the objects for measurement and more with regular shapes. 

Meanwhile, there are many different approaches that can be more efficient in 

measurement based on free shapes with more curves of incline or decline. The pictures 

from these approaches showed the object lying flat, which is difficult to guess the size or 

depth from different side views.  
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The most challenging in the proposed approach is how to calulate the 2.5-D from the 2-

D image that is lying in space and determine the distance of the depth for the object at 

low cost and good accuracy. For example, the measurement of cells of irregular shapes 

and different sizes for medical purposes. On the other hand, the building reconstruction 

have different regular and trigger shapes and curves, in this area there are different tools 

for measurement that are expensive and have the different subject of studies such as laser 

or ultrasounds.  

4.2 NUMERICAL METHODS  

 

Figure 4.1: Camera perspective showing projection of a point in space. 

The new method proposed a technique to measure the distance and dimensions for the 

objects surfaces from 2-D images. The geometrical approach of perspective projection 

based on camera calibration system has been implemented and used in this method. The 

methodology of the calibration measurement system is based on generating a coordinate 

system which enables accurate estimates to be made of objects in the images. The system 

automatically detects points in space and uses them for the calibration of different shapes. 

For ease of use, a square piece of note paper (square), a rectangular sheet of A5 paper and 

a triangular ruler are used. The shapes are placed on a flat surface, and then from the four 
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corners of the reference shapes all three angles of rotation of the camera are calculated. 

The camera projection is as explained below, in which OXYZ is the real world coordinate 

system and O''X''Z'' are the image plane coordinates (Figure 4.1) The human eye is 

assumed to be at the centre at point O. Any point A lying on a plane in space will have 

its projection on an image plane at B, where 𝜃1, 𝜃2 𝑎𝑛𝑑 𝜃3 are the three angles of rotation.  

Then, the swing angles in 𝜃1, 𝜃2 and 𝜃3 as achieved using equations 3.13, 3.14 and 3.15 

from Chapter 3. The distant measurement equation recover from the image plan points 

when is the plane equation is given by: ax+by+cz+d=0 the three points are: 

𝑎 = 𝑦1(𝑧2 − 𝑧3) + 𝑦2(𝑧3 − 𝑧1) + 𝑦3(𝑧1 − 𝑧2) 4.1) 

 

𝑏 = 𝑧1(𝑥2 − 𝑥3) + 𝑧2(𝑥3 − 𝑥1) + 𝑧3(𝑥1 − 𝑥2); (4.2) 

 

𝑐 = 𝑥1(𝑦1 − 𝑦3) + 𝑥2(𝑦3 − 𝑦1) + 𝑥3(𝑦1 − 𝑦2); 4.3) 

 

𝑑 = −(𝑥1(𝑦2 × 𝑧3 − 𝑦3 × 𝑧2) + 𝑥2(𝑦3 × 𝑧1 − 𝑦1 × 𝑧3) + 𝑥3(𝑦1 × 𝑧2

− 𝑦2 × 𝑧1)); 

4.4) 

After obtaining the four points from the corner calibrated shapes, the system enables you 

to recover the 3D coordinates (xd, yd, zd) of a 2D point (xp, zp) located on the target plane 

After been known a, b, c and d from 4.1, 4.2, 4.3 and 4.4 respectively. The system 

recovered the coordinate system, with the four corner of the rectangle as input and the 

parameter of geometrical shapes reference then feed into the geometrical projection to 

measure the distance. 

𝐴 = 𝑎(x × cos(θ3) − f × sin(θ3) × cos(θ2) + z × sin(θ3) × sin(θ2)) (4.5) 

 

𝐵 = 𝑏(x × sin(θ3) + 𝑓 × sin(θ3) × cos(θ2) − 𝑧 × cos(θ3) × sin(θ2)) (4.6) 
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𝐶 = 𝑐(𝑓 × sin(θ2) + 𝑧 × cos(θ2)) 4.7) 

When the A, B and C the parameters to find the distance of original point, from the 

summation of the three points from the distance of the centre point can be calculated and 

fed into Lambda (equation 4.8) to solve angles of rotations. 

𝜆 = −
𝑑

𝐴 + 𝐵 + 𝐶
 4.8) 

 

𝑥𝑑 = 𝜆(𝑥 × 𝑐𝑜𝑠(𝜃3) − 𝑓 × 𝑠𝑖𝑛(𝜃3) × 𝑐𝑜𝑠(𝜃1) × 𝑠𝑖𝑛(𝜃2)) (4.9) 

 

𝑦𝑑 = 𝜆(𝑥 × 𝑠𝑖𝑛(𝜃3) + 𝑓 × 𝑐𝑜𝑠(𝜃3) × 𝑐𝑜𝑠(𝜃1) − 𝑐𝑜𝑠(𝜃3) × 𝑠𝑖𝑛(𝜃2)) 4.10) 

 

𝑦𝑑 = 𝜆(𝑓 × sin(𝜃2) + 𝑧 × cos(𝜃2)) 4.11) 

When, the Ratio is the distance of the width for the reference over the distance to origin 

point, the distance can calculate as following: 

𝑅𝑎𝑡𝑖𝑜 =  
𝑊

𝑑𝑜

 4.12) 

𝑑𝑜 = √(𝑥𝑑1 − 𝑥𝑑2) + (𝑦𝑑1 − 𝑦𝑑2)
2

+ (𝑧𝑑1 − 𝑧𝑑2)
2
 

4.13) 

And the distance measurement equations in real world is: 

𝐷𝑖𝑠 = √(𝑅𝑎𝑡𝑖𝑜 × 𝑑𝑜) 4.14) 

 

After capturing the image, the first step is to identify the pixel locations of the corners of 

the geometric shape in the computer image. The semi-automatic process is used which 

enables the corners of the reference shape to be chosen. There should be a contrast 

between the shape and the background plane of the object so that the corners are selected 

as accurately as possible. After the equation for the flat surface is obtained, the user can 

select, again manually, the corners of the object and the distances between them are 

calculated. 
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4.3 TEST OF THE SYSTEM 

The previous section has explained that the CMT depends on three angles of rotations 

defined as 𝜃1 the tilt angle 𝜃2 the pan angle and 𝜃3 the swing angle. Therefore, it needs 

to ascertain that changes in these angles do not affect the system different angles of 

capturing the pictures. A full test was conducted for the position of camera when it 

captured the pictures. When, swing and pan angles tested from 0̊ to 180̊ and the tilt tested 

until 2 meter distance away from the camera to the references as the in Figure 4.2. 

Figure 4.2: Distance between camera and references varied from 500 mm to 2m  
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4.3.1 Tilt Angle Variation 

The early experiments of tilt angle has been prepared to verify the system before moving 

to measurement purpose as it will be used in next part of this section. As shown in 

Figure 4.1, the system considers 𝜃1, 𝜃2 and 𝜃3 the tilt angles rotations that are changing 

depending on the camera movement.  The first point of rotation 𝜃1 shows the effect of the 

tilt for the camera when it changes as the distance between the camera and object varies. 

The consequence of tilt angle on the accuracy has been tested by varying the distance 

between the camera and three square triangular and rectangular geometrical shapes from 

600 mm to 2000 mm. The other two angles, 𝜃2  and 𝜃3  were kept at 0˚angle. The 

corresponding changes in measurements from real dimensions are shown in Figure 4.2, 

depending on the differences between the actual length and measured distance by the 

technique. The relationship between the points of the objects corners of the calibrations 

is inversely proportional to image plan in the sensor of the camera, which makes the 

objects become smaller when the camera comes closer to the objects and bigger when it 

moves further away from the objects. The reasons for this relationship are as follows:  

Firstly, when the angle is decreased, the calibrated shape from the image is converted to 

be vertical on the image sensor plane of the camera. The practical experiment on the tilt 

angle found that the projected object from the image became difficult to determine when 

the camera came closer. The reason is the projected image plane of the sensor become 

bigger and then out of the bounders of the camera sensor. Thus, it makes it hard to select 

the corners of the shapes precisely, which offers possible failure to determine the object 

from 2-D images. 

Secondly, to minimise the size of the objects from the image, each pixel of image that has 

been converted in the picture shows the real world in different measurements and the 

same in mirror. Thus, the semi-automatic selection of the measurement from images has 

a risk for human use that affected the inaccuracies in the final distance measurement. 

Hence, the mean error between the real measurements of depth and length and the inferred 

measurements from the 2-D image in the proposed method has a small difference in tilt 

angle.  

The averages were measured between the two dimensions to record the error for each 

shape of calibration, as shown in Figure 4.3. The same results were shown for the 

rectangular shape up to the distance of 1400 mm, and then we see a reduction in error at 
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1800 mm and 2000 mm. Meanwhile, triangular shape has the highest error as compared 

with other shapes, but it showed that it is affected by distance as well. The measurement 

error was increased slightly with distance, which is expected because the corners of the 

objects become unclear. Also, the accuracy of the selected points of dimensions can be 

another reason to achieve this error. This error can be reduced when the selection of the 

corners for the shapes calibration change from semi-automatic to fully automatic. 

 

Figure 4.3:  The average error of the depth and length in tail variation for three different 

geometrical shapes of calibration. 

 

4.3.2 Cross Pose Angle Variation 

Another point that was tested is point 𝜃2 that is the response to the pan angle of camera 

rotation. The difference inaccuracy was measured at angles of 0 and 90 degrees, and the 

distance between the camera and the image plane was measured at 1 metre. Point 𝜃3 is 

held at zero and 𝜃1 = 45 degrees. The change of position with respect to the object comes 

by changing the camera angles of mobile camera that captured the pictures that affects 

the camera perspective of the objects. In Figure 4.4, the practical changing of pan angle 

shows that the camera cannot get the view of the object from angle 0 and 180. Hence, the 
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system of calibration needs to select the corners of the objects that are influencing the 

accuracy of the results. Therefore, the proposed method used clear angles that allowed to 

the camera to capture the object in the scene then get in the process without any effect on 

the object dimensions on the image. Figure 4.5 shows the deviation of inferred 

measurements from the original sizes. The variation in pan angle did not significantly 

affect accuracy since there was no difficulty in identifying the sheet corners. The study 

and practical work on pan angle found the normal distribution of average error for width 

and depth in difficult camera view angles is 0.8 mm, which did not affect the results. 

Hence, average results for width and depth were used to show the differences with 

positions that enabled the system to apply for face as image across pose in further work.  

Evidently, the camera cannot capture the object when the pan angle is between the camera 

image plane 0˚ and 180˚, because the camera view is perpendicular on the geometric 

shape reference in flat space, which mades the angle of vision zero in both angles as 

shown in Figure 4.5.The most interesting part of the test was shown between the angles 

of 40˚ to 140˚ degrees when the results show the same average error.  

Figure 4.4: Changing the pan angle from 0 to 180̊ degrees (left to right),  

𝜃1 = 45 degrees, 𝜃3= 0°  
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These were early practical work that will move the project to the next step and support 

the main system of face recognition across pose in the next chapter. 

 

 

Figure 4.5: Average error for the depth and length with pan angle from 0 to 180̊, for 

three geometrical shapes of calibration. 

4.3.3 Swing Angle Variation 

Variations in error with changes in swing angle, 𝜃3, were also studied, and the results are 

shown below. The pan and tilt angles were fixed at 0 and 90 degrees respectively with a 

distance of 1.5 m between the camera and the image plane. The camera was rotated from 

the same starting position in front of the shapes as shown in Figure 4.6. 
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Figure 4.6: Swinging for the camera around 180̊, when 𝜃1  = 90̊ and 𝜃2  = 0̊. 

However, the views of the image were changed by modifying the swing angle, without 

any significant affect on the accuracy measurement, as it was in the target of the camera 

to capture it. Meanwhile, the measurements on the selected corners on the objects by 

swing angles will change the positions of the points without changing the corners shape 

in the image plane.The deviations were small for both dimensions of depth and length, so 

the average between dimensions  was measured and compared with orignal ones to show 

the error in millimetre as shown in Figure 4.7. The average error between the depth and 

the length of the square was constant in each swing angle except for the angle of 110˚, 

when it was the same as in rectangular shape with an error of 1mm more or less. The 

difference between the averages gained by automatic selection and human selection of 

the calibration points, is minimal. Furthermore, the triangle has more changes and variants 

in measurements, roughly 1mm more than other shapes. The camera orientation while 

taking a photograph and the positioning of the paper on the object plane does not affect 

the accuracy. 
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Figure 4.7: Average error in the depth and length with swing angle varying from 0 to 

180̊, for three geometrical shapes. 

4.4 INFERRING DIMENSIONS FROM AN IMAGE USING AUTOMATIC CALIBRATION 

Different applications may be used to infer 3-D information from 2-D. For example, 

applications concerning the site of the object, and 3-D information concerning the 

position and orientation of moving cameras. Both intrinsic and extrinsic parameters as 

explained in Chapter 3 need to be calibrated. In this project, the proposed system uses the 

measurement technique and face tracking in the next chapter. Moreover, the camera 

calibration needs be accomplished only once. There are different kinds of information 

used in 3-D applications that is concentrated on the position and orientation of the camera 

to get the object information, such as a camera when held by a robot about the target 

world coordinate system [61]. However, there are disadvantages of these  methods 

regarding accuracy, as required by higher resolution images. Other methods use different 

views of an object to get 3-D from 2-D information images [47]. Again there are problems 

associated with such methods, as they require more than one image that depends on the 

contrast to create a 3-D face image. Extensive research has been undertaken [187, 188] 

to find certain visual inputs that act as reference objects.  
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The first step is to implement the Haralick algorithm [75] that operates on relative angles 

from different geometric shapes as shown in Figure 4.8. Further, we will need to 

determine an accurate estimation of the focal length from the vanishing points and camera 

models. Because of its important role in 3-D reconstruction and calibration, the detection 

of vanishing points in a scene has to be active, especially when no human intervention is 

required. One proposed method [189] is based on a geometrical approach in which all 

finite and infinite vanishing points are estimated for an image of a human-made 

environment. The solution is centred on the grouping of line segments that are identified 

in the picture; these represent data on the projective space. The calculation of the third 

vanishing point is not feasible in this work as the possibility of a third pair of parallel 

lines being present in the image is not certain. An approach to estimate the focal length 

using two vanishing points from the projection of a rectangle has also been proposed in 

[190]. This method allows for the calculation of the focal length without the need for 

multiple views of the object. 

The most important step in any 3-D system is the generation of 3-D content. Many state-

of-the-art camera models are specifically designed to produce 3-D models directly such 

as the stereoscopic dual-camera. These cameras utilise the same plane for configuration 

for mono-cameras. Each acquires a single eye’s view, and depth information is computed 

using binocular inequality [191]. A depth range camera is another example. This is a 

conventional video camera enhanced with an add-on laser element, which captures a 

normal 2-D RGB image and a corresponding depth map.  However, the main method for 

the conversion of data is to produce a depth map for each frame of the 2-D image [191]. 

In another study [190], a camera is modelled as a perspective camera  method on the 

surface to make the calibration process easier and not requiring the utilisation of any 

precisely machined device with known geometry, such as a calibration grid. 

4.4.1 Regular Shape 

In order to overcome the challenges of camera calibration and vanishing points, the present 

study proposed an algorithm that uses a simple method to infer the dimensions of objects 

in an image captured from a camera with unknown parameters. The calibration uses one 

regular shape triangular, rectangular or square with a known size of the reference shapes 

as shown in Figure 4.8. This it can then be used to infer the sizes of objects in the image 

plane. In this work, a novel algorithm is used which is based on perspective projection.  
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The implementation of this scientific basis creates a novel technique that enables the 

dimensions of objects to be determined from the real world by using any image taken by 

any camera. 

 

 

Figure 4.8: Three different geometrical shapes. 

4.4.1.1 Rectangle 

This part of the project uses geometrical shape to calibrate the camera and analyse the 

information from  2-D images. Haralick had started to use perspective projection in scene 

according to previous work [75], his calibration was related to three points of perspective 

for different orientations. Haralick algorithm provided information from rectangle shape 

to camera examining route. Experiments conducted to determine the exact 3-D 

coordinates from a rectangle of known size as it is widely known in photogrammetry.  A 

sheet of A5 paper (Figure 4.9) was chosen for use as a rectangular shape in these 

experiments. First of all, the system used the perspective projection of the coordinates of 

three 3-D points to obtain the corresponding positions of the object plan and then it was 

possible to compute the position of the camera. The triangle point system of calbration 

extended from Fischler and Bollesof  to find 3-D points [192].  

 

Figure 4.9: shows size reference paper 110𝑚𝑚 × 148𝑚𝑚. 

On the other hand, the angles of a rectangle should be computable from the standard 2-D 

dimensions which, from these angles, the projection drew in space image plan of 2-D to 

show the 3-D scene. Hence, the advantage of using the known width and length to create 

a new novel algorithm to determine the objects seen from the rectangular to the actual 
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dimension. The measured dimensions could be in units of mm or metres. The technique 

uses the first reference to compare the distance of the objects and measure it. The distance 

that was required for the rectangular is 279 mm for the width and 210 mm for the 

length. Chapter 3 explained the equations and algebric coordinates used in this chapter, 

but it is not complicated because this project simplifies the algebra to the visual scene of 

the mathematics. 

4.4.1.2 Square 

To maximise the benefit from camera calibration to infer the intrinsic parameters, the 

measurment technique used geometrical square shape. One dimension of the 2-D surface 

can be used to derive the other dimension. The same idea of the previous step of using 

the rectangular technique, but with more use in real life. Many of the objects are different 

in shape but can always have standard dimensions geometrically; the four angles are 

selected from the meeting of the length and width in the same distance to draw the 3-D 

scene in space. As a known reference to the further dimension, the system used 2-D note 

paper 135mm × 135mm as shown in Figure 4.10. 

 

Figure 4.10: Size of the reference paper 135𝑚𝑚 × 135𝑚𝑚. 

4.4.1.3 Triangle 

The triangle is the third reference shape used to calibrate the camera and to project the 

angles from 2-D to 3-D. The advantage of using the triangle shape in the proposed method 

is the additional benefit of another geometric shape that has different angles and prospect 

in the projection system. Hence, the new shape gives the proposed system a variety of 

measuring different surfaces of the objects and 3-D reconstruction. However, the use of 

the triangle can be a risk for the purpose of accurate measurement due to the analytical 

methodology used. The four angles of the shape compute to three points in space during 

the projection transformation. While, in the case of the triangular shape there are not 

enough (four) angles to achieve the accurate measurement. Thus, the system uses 

135mm 
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m 
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estimating position on the other side of the third corner to complete the fourth angle. In 

the experiment it used two triangular meters of equal side triangle and the isosceles 

triangle (Figure 4.11). The experiment showed differences 15mm less or more in low 

resolution of the camera in the worse scenario which does not make a difference in the 

reconstruction of the shapes in 3-D, but it can make an effect in the field of measurement. 

 

Figure 4.11: Isosceles triangle and equilateral triangle references.  

The proposed study is assumed to be carefully accurate and the future work is believed to 

work in reconstruction building. Therefore, the work has improved the results of the 

calibration for this shape, which has not been used before in published work. The triangle 

shape can be investigated further in future work in different fields of research but not as 

an active part of a proposed project. Also, the practical work has not used the triangle 

shape in the experiment of face recognition. 

4.4.2 Irregular Shape 

To be able to understand the forms of the world and to make this understanding useful in 

the service of humanity, we need to be able to measure and have knowledge of the 

dimensions of shapes; in other words, the areas related to space and the position, size and 

shapes of things in it. When we know how to apply and understand the relationships 

between shapes and sizes we will be better prepared to use these in our everyday lives. 

Geometry assists in doing that because it provides knowledge of how to deal with 

measurements and the relationships between lines, angles, surfaces and solids. 
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The method proposed in this study uses the calibration of the camera based on a 

geometrical approach which employs perspective projection to measure the surfaces of 

objects. Our life is surrounded by objects of different shapes,  the practical experiments 

on this subject found that irregular shapes are most convenient to use in different fields 

nowadays. Therefore, this study has developed a system of measurement to include 

irregular shapes. The camera calibration takes the previous regular shapes to determine 

the intrinsic camera parameter to feed the CMT and measure the points of selections from 

the image. Previous research has been interested in shapes and sizes, as well as in others 

field of visual abilities. The proposed method of study has included the both of interest 

that concentrate in imaginary space using geometry such as the shapes and size and visual 

information from 2-D images. The diversity in the method of calibration and the 

flexibility of CMT for 2-D for irregular shapes has many advantages in several 

approaches, such as medical uses. The CMT used different free shapes in the experiment 

to explain the ability of covering different areas as shown in Figure 4.12.  

 

 

Figure 4.12: Two different irregular shapes to be measured. 

4.5 RESULTS AND EXPERIMENTS 

4.5.1 Measurement of Dimensions for Regular Shapes   

The method has been developed through computer simulations based on the geometrical 

mathematics used in Chapter 2 to determine real world dimensions from objects in 

images. It has been observed that the accuracy of the technique may depend on camera 

orientation. The deviation of inferred measurements from real dimensions depends on the 

camera angle used. When the camera angle changes, the perspective projection of the 

reference sheet onto the image plane changes as well and affects the accuracy of 

measurements taken. The following experiment measures the dimensions of surfaces by 
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placing different sheets of papers with the selected geometric shapes and a triangular ruler 

at 90৹. The real dimensions of all of the shapes are shown in Figure 4.3 and the images 

were captured using a Samsung mobile Galaxy SIII (GT-i9300), which has a resolution 

of 8 MP. The results are described in detail in Figure 4.13 and  

In another experiment using the calibration of the camera for one shape and the 

measurement of the others, the camera was calibrated for a sheet of A5 paper and then 

the dimensions of the rest of the shapes were inferred (Table 4.1). 

In order to measure the accuracy of the inferred dimensions given, three different kinds 

of cameras were used a Nokia Xpress Music 5220 that supports a 2-MP, a Samsung 

Galaxy Mini GT-S5570 with a 3-MP camera, and a Samsung Galaxy SIII with camera 8 

megapixels. 

Table 4.1: The result of measurement for the geometrical shapes 

From four different distances between the camera and the plane, the error between the 

real dimensions and those obtained with the cameras were measured. Figure 4.14 shows 

the variations in the accuracy of measurements for the four pictures captured by the 2 MP 

camera, taken from four different distances between the camera and the real plane. 

Geometric shapes 

Parameters of the image 

Real dimensions (mm)  CMT Dimension (mm) of image  

A5 paper A 210×148 210×148 

Note-paper B 76×76 76×76 

Card blank C 135×135 135×135 

Triangular  ruler D 145×205 145×205 

A B C D 

Figure 4.13: The results of CMT for the standard size of shapes. 
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The errors in measurement shows outstanding results in that the accuracy of 

measurement, which was within 1 mm when the picture was at a distance of 600 mm from 

the plane (Figure 4.15).  

Figure 4.15: Alteration in error with distance -2 MP. 

In another experiment, the pictures have been captured by 3 MP camera from different 

distances. Whereas, Figure 4.16 shows the minimum and maximum errors in inferred 

dimentions regarding distance. The accuracy shows variation of the width in 7 mm, which 

is considered  as the lowest point of accuracy obtained with this camera. The final 

experiment and results are expressed in Figure 4.16. 

Figure 4.14: Pictures captured from different distances by 2 MP Camera. 
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Figure 4.16: Alteration in error with distance -3 MP. 

Figure 4.17 shows the highest camera resoulution used in the experiments, which is 8 

MP. The practical experiments ensured the accuracy of the dimensions, which can obtain 

a measurement of 5 mm for both width and depth( Figure 4.18). 

Figure 4.17: Pictures captured from different distances by 8 MP Camera. 
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Figure 4.18: Alteration in error with distance -8 MP. 

4.5.2 Measurement of Dimension of Irregular Shapes   

In a further experiment to prove the effectiveness of the method; irregular shapes were 

measured from 2-D images, which gives an excellent opportunity to develop and use in a 

different field. Figure 4.19 shows the measurement for half of a heart as an irregular 

shape. The corner of an A4 paper reference is used to calibrate the camera from known 

dimensions that enables the CMT to calculate the boundaries of the half of the heart.  

Figure 4.19: Measurement of an irregular shape. 

A B 
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The results inferred 280 mm for the half of the heart from the real measurement of 275 

mm. Figure 4.20 demonstrates the measurement of dimensions of two irregular shapes. 

The objects were created using the core painting programme in Windows 7. The results 

from applying CMT on the two images A and B from Figure 4.20  supported the accuracy 

and robustness of the proposed system because the two images have many curves and 

angles. Hence, the measurement of image B shows 358 mm from the real measurement 

335 mm, that shows 6.6% of error and 1% more in image A. 

Figure 4.20: Measurement of two different irregular shapes. 

4.6 DISCUSSION  

The experiments used 2-D images captured from three different cameras. This variation 

does not affect the results of the measurements, because the perspective projection uses 

the object plane of calibration to give the value of focal length used to measure the depth 

of the object. The results of experiments for regular geometrical shape show slight 

differences in accuracy which vary between the geometrical shapes. The rectangle and 

the square give almost the same distance from the reality and it has been used for the 

proposed method. The error in measurement was highest when the camera was farthest 

from the object plane at 2 metres. The error was 10mm between the real object dimensions 

and the measurement using the proposed technique from a low-resolution 2MP camera . 

This error reduced as the experiment changed the camera resolution within different 

mobile cameras, if 3 MP camera was used the error was 7mm, and 5mm was achieved 

when the camera resolution was 8 MP.  
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On the another hand, the results of irregular shapes measurement shows the error in  

distances  between the real dimensions in 2-D and the distances that measured by CMT. 

The percentange of error in measurement was 1.8%, when the calibrated shape has one 

or two direction of the curve as in Figure 4.12. Whereas, the other shapes of measurement 

had 6.6%  and 7.6% of  error when the curves had random boundaries.  

Finally to summarise the results of irregular shapes from the experiments, the Table 4.2 

shows the initial measurement of the 2-D image shapes that were chosen manually. 

Table 4.2: Summary of measurement error 

 

4.7 SUMMARY 

In this chapter, a new flexible automatic technique has been developed to calibrate a 

camera to be used for easily inferring the dimensions of the objects. The technique only 

requires the camera to observe a planar measurement from different geometric shapes. A 

rectangle, square and triangle are used as flat objects to determine the camera parameters 

that enable dimensions of the real objects to be inferred. The system of calibration was 

tested for three angles of a rotation before testing it in the experiments. Tilt, pan and swing 

rotation gave different angles of object rotation and the test showed the accuracy of 

inferred measurements with only small levels of error that did not affect the main purpose 

of measurement. However, the weakest triangle shape in calibration and measurement 

were selected based on the practical test of the shape that shows limitation of use in 

measurement. Moreover, the camera view angles were tested and selected the range of 

possible view. For example, angles of 0˚ and 180˚ in camera pan give no views of the 

object, which prevented the calibration and then measurement of dimensions. As it 

planned from the research to use the calibration system in face recognition cross pose, the 

previous experiment focused on the tilt and pan angles, and the swing that have not shown 

significant problems or large difference in distances. 

Figures Real dimensions Inferred dimension Error in 

mm 

Error Percentage 

MSE 

Figure 4.19 280 275 5 1.8% 

Figure 4.20 (A) 358 335 23 6.6% 

Figure 4.20 (B) 615 690 75 7.6% 
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The calibration depends on the constant pixels of the image, which is influenced by 

changing the resolution of the picture. Many new algorithms and  techniques use a high-

resolution stereo camera to infer the depth of 3-D dimensions from 2-D images.Thus, the 

use of an algorithm faces many challenges related to image resolution, changes in distance 

and shape, and the cost of the technique. The experimental results show that the inferred 

dimensions were highly accurate. The technique allows the use of varying resolutions and 

the results show that the algorithm works with low-grade image quality such as 2MP 

resolution and with good quality, such as 8MP, which provides excellent accuracy in 

inferring real dimensions. The 2MP, 3MP and 8MP cameras used are available at low 

cost for any user. Furthermore, three different geometrical shapes were used to measure 

regular and irregular shapes to give a wide opportunity to accommodate the largest 

possible number of formats that are measured around us. Futhermore, the results tested 

the variant distance of the measurement up to 3 meters to allow the technique to work 

widely in-door for different purposes of measurement. This technique can be applied to 

any image captured from any camera.   

The triangle shape was not used in these experiments as it showed the maximum error of 

the measurement in test part compared with the other geometrical shapes of calibration. 

Also, the project will need the rectangle and square shapes that are used in the window 

for face detection to face recognition. In the next Chapter 5, the research will present the 

new system for face recognition based on the inferring information from intrinsic 

parameters of camera calibration that was achieved in this chapter. 
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Chapter 5 : NOVEL METHOD OF FACE RECOGNITION FROM VARIOUS  

POSES 

 
Camera surveillance and face recognition are useful tools to identify criminal activity and avoid 

crime. The various face poses is a grand problem that is a challenge in face recognition and 

computer vision. In this chapter, a novel method of face recognition from various pose is 

proposed based on a geometrical approach of measurement that is efficient in handling the range 

of pose variations within ±60° of rotation. The method is called the Face Camera Measurement 

Technique (FCMT). 

A unique approach of camera calibration from a 2-D image is demonstrated, using fixed and 

robust facial landmarks to ensure a reliable estimation of real dimensions. In the first part of the 

system, the images need to be decomposed into grayscale before feature extraction and selection. 

The original image is then transformed into a full-face pose in order to accurately estimate the 

distance between the eyes. Finally, recognition can be made more stable against the pose 

differences when the distance between the eyes in frontal picture is compared to all pose 

pictures. Extensive and systematic experimentation using the FERET database showed that the 

proposed method consistently outperforms single-task based baselines, as well as state-of-the-

art methods for the pose problem. 

Different approaches to face recognition are discussed and the benefits of the proposed 

approach are identified. The proposed system of face recognition started with quadtree 

decomposition technique to end with face detection. Comparing different methods and different 

database supports the results, and the system components have been tested for each level of 

progress. 
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5.1 INTRODUCTION 

Recently there have been many advances and developments in communication technologies 

and cameras to estimate real dimensions from 2-D images. This link between the technologies 

make such tasks easier and more accurate due to recent research in computer vision and camera 

calibration [53]. Therefore, face recognition from still images and videos are involved as part 

of this development, based on computer vision methods. The verification of a person’s identity 

is an active research for different purposes, and the most common applications used are in the 

field of surveillance [193]. Moreover, many appearance-based learning methods are used for 

facial recognition. Traditional linear subspace learning techniques for dimensionality reduction 

such as proposed by Haijun et al. [194] represent input data as vectors or 2-D matrices and a 

solution is found by optimal linear mapping to a lower dimensional space. However, Haijun et 

al. technique is inadequate when dealing with sensorial data as it can cause a loss in the natural 

structure identified in the original sensorial data. The technique is also associated with high 

computational costs and memory demands.  

The camera calibration method used in this work measures and projects the image plane into 3-

D. Nevertheless the matching faces with different poses is challenging since it represents a 

change in 3-D space, but there is only the information of 2-D appearances in images of the face. 

One way to recognise a face in various poses is to reconstruct the 3-D shape of an input face. 

Geometric approaches derive the head pose from the geometric configuration of facial features 

depending on how the face is positioned about the silhouette of the head, or how much the nose 

deviates from bilateral symmetry [195] 

 

Figure 5.1: The theory of the proposed method of 3D artificial human face. 

One group of approaches uses the outer corners of the eyes, the outer corners of the mouth and 

the position of the nose [195]. Thus, face images can be matched by identifying various poses. 
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Another technique is a linear subspace-based approach for face recognition where a face image 

can be represented in training as a line as a combination of images. Figure 5.1 shows that the 

geometrical shape of a face is always constant and can move with image reference planes 

without variation. In this chapter, images from the FERET database [29] were used with 

different face images captured from different viewpoints of each person between ±60°. This 

work on face recognition with various poses using coefficients estimated from 2-D face images. 

However, the 2-D face images only reflect the incomplete parts of the 3-D face, and pictures in 

different poses correspond to various parts of the 3-D face. The constant measurement for the 

face during the rotation can be formed as a recognition problem. Consequently, the 

measurement of the distance between the eyes was taken as a parameter to recognise the person 

from the images.  

5.1.1 Face Recognition Approaches 

Three main tasks of face recognition may be named: holistic, local and geometry approaches. 

Such systems compare the image of a tested person with photos of people who have access 

permission to joint used object. The proposed study tested several methods for the above-

mentioned tasks to conclude it in the geometric approach.  

Knowledge of the internal parameters of the camera is a necessary step in 3-D system, as well 

as photogrammetric applications that infer knowledge about faces and locations from images. 

Inferring the dimensions of objects from 2-D images is considered a useful method for camera 

projection to define the internal parameters of the camera [171, 196]. In the same development, 

approaches between camera projection and face recognition have been used recently to identify 

the distance [44, 197-199]. However, much of the analysis used for this area depends on 

illumination, rotation (pin, tail) and different ages for the same person. Camera calibration and 

applications have received significant attention [200, 201]. Patch correspondences based on 2-

D affine transformation enhanced by Ashraf et al. [202] provide parameters to facilitate face 

images across pose to give 3-D geometric information. Research to identify novel approaches 

that directly measure the similarity between patches with the basic idea, ridge regression and 

lasso regression are explored by Annan Li et al. [203] using coupling bias and variance in the 

regression for different poses. There are three main approaches to face recognition within this 

field of research, which challenge the various facial orientations; a holistic, local and geometric 

approach as it has been explained in Chapter 1.  
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5.1.1.1 Geometrical Approaches 

This study proposed a new approach to face recognition, which is geometrical. It is a 

combination of both holistic and feature extraction approaches. 3-D Images are used in 

geometrical methods when the image of a person's face is caught in 3-D. The information of 

the face enable the proposed method to follow the curves of the eye sockets and select the main 

interesting points such as the pupils. Even a face in profile would serve in depth information 

and feature measurements, which gives it sufficient information to construct a full face [204, 

205]. Usually, the 3-D system in face recognition uses many steps to achieve the recognition 

such as detection, position, measurement, representation, and matching. The proposed approach 

used similar information that used a 3D system without the need to reconstruct the faces, with 

minimum face view requirements. The novelty of this work is that the calibration of the camera 

from 2-D images is used to measure the distances between the facial features, with changes to 

the depth being managed by the system.  

On the other hand, these approaches are practical in facial expression recognition [206-209] 

that is based on the unique points in the special region on the face. For instance, Figure 5.2 

shows the first experiments that have been done in this work in real time, based on the distance 

between three points ear to ear. Conversely, matching faces from different poses in 2-D images 

is challenging since a pose varies in 3-D space but only information from the 2-D appearance 

is given of images of the face. One-way to recognise a face across poses is to reconstruct the 3-

D shape of an input face. Geometric approaches calculate the information of the face when it 

moves across pose from the geometric configuration of facial features when the face is 

positioned about the profile of the head, and the shape of the nose deviates from bilateral 

symmetry [195]. 

 

Figure 5.2: Harvesting dimensions ear to ear from three difference points. 

A 

B 

C 
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Another group of approaches uses the outer corners of the eyes, the outer corners of the mouth 

and the position of the nose [210]. The most similar method for the proposed method was 

presented by Annan Li et al. [211] and was further improved using face representation by 

coupling bias and variance in the regression for different poses. Therefore, the proposed method 

has been tested and compared with Blanz and Vetter [116], Ashraf et al. and Annan Li et al. 

This works based on various pose face recognition using coefficients estimated from 2-D face 

images as can be seen in Figure 5.3. However, the 2-D face images only reflect incomplete 

parts of the 2.5D face and images in different poses correspond to various parts of the 2.5D 

face. The camera calibration in proposed approaches measures and converts the dimensions 

from a 2-D plane to 2.5D. 

 

Figure 5.3: Concept of the proposed method with front, left and right side references of 

various poses from FERET database. 

5.2 FACE TRACKING AND DECOMPOSITION 

The proposed system of face recognition is built from three reliable algorithms that are used to 

obtain accurate information for facial points. These three algorithms are: 

 camera calibration,  

 dimension measurement, 

 face tracking and recognition. 
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Previous chapters have explained the first two algorithms related to the camera calibration and 

the technique for measurement. This section, introduces the first part of the system, which is 

called face quadtree detection FQD. The method is a fusion method between face detection and 

quadtree decomposition image. The algorithm of face detection is based on quadtree areas of 

the face to get the best results compared with other methods such as Viola-Jones [212-214]. 

5.2.1 Quadtree Decomposition  

Quadtree decomposition is a method that divides a square image into four equal sized blocks. 

Each block is tested to see if it meets some criterion for homogeneity. The test criterion is 

applied to the blocks that are not divided any further. Therefore, the proposed use of quadtree 

depends on determining regions of interest for intensity analysis in images [215-217]. In 

Figure 5.4, the early results of using decomposition shows one sample of the ORL database, 

when the algorithm was applied, then the CMT showed the measurement between the eyes for 

two different images. For example, when S(k,m) is nonzero, then (k,m) is the upper-left corner 

of a block in the decomposition, and the size of the block is given by S(k,m). By default, 

quadtree decomposition splits a block unless all elements in the block are equal.  

Figure 5.4: The process of features measurement applied with Quadrature 

decomposition and retrieval information image to the original. 

The results showed that quadtree decomposition for images reduces the error of tracking by 

half, compared to the results obtained from the Viola-Jones algorithm. However, tracking the 

face is the initial part in recognition problems and is a mechanism to calibrate the camera. The 

testing of the quadtree decomposition algorithm on still images gives high performance for face 

tracking and the selection of landscape points on the face. As shown in Figure 5.4, the ORL 

database [218] was initially used for 40 people, each having ten different images with different 

        Original image                     Quadrature decomposition          Quadrature decomposition             CMT measurement  

                                                                                                                        results 
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expressions, poses, or features. Furthermore, from the 400 face images was compared the effect 

of quadtree decomposition on the face tracking and the selection of faces. When face tracking 

by the Viola-Jones algorithm was analysed, there was an unsuccessful result where the system 

could not detect 60 pictures out of 400. Whereas, only 2 pictures could not be detected with our 

fusion proposed methods of FQD. To ensure the comparison was fair, the results were tested 

with 100 subjects from the FERET database with each analysis having nine images of the face 

with different poses ±60°. The benefits of the fusion of these algorithms include giving lower 

error in the tracking results and more accurate selections of landscape points. The FQD method 

is based on the accuracy of the dimensions gained in CMT.  

5.2.2 Face Tracking 

The proposed method of face recognition considered the Viola-Jones algorithm as a useful 

method for face tracking [212-214]. The proposd system has implemented, developed, and 

enhanced the Viola-Jones algorithm further so that the facial landmarks are selected 

automatically. The classification of proposed method of tracking is qualified by extracting 

features from 2D images. These extracted features are then fed into the face to detect it. The 

proposed method of face tracking used viola et al. [219] and cascade classifiers used to train 

the classifiers defines the smallest region containing the object. When the detector 

incrementally scales, it is the input image that is used to locate target objects. At each scale 

increment, a sliding window, whose size is the same as the training image size, scans the scaled 

image to locate objects.  The algorithm is flexible and adapts to facial poses with different 

angles for the tracking in ±60°. Morever, the algorithm was enhanced to use any size of the 

image with colour and grayscale images in sharp angle of view. The results tracking for each 

view of the face is dependent on the geometrical mathematics. 

 

Figure 5.5: Example of face tracking. 
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Furthermore, the human face have different inclines and declines areas that can affect the 

measurement plane between two points, thus the proposed system of CMT has addressed this 

problem and proved it by measured 3D shape. The results were compared to the original 

dimensional distances, and the concept was demonstrated in the cube shape as shown in 

Figure 5.6. Meanwhile, the early example from the results in Figure 5.5 shows the accurate 

tracking for 6 images across poses for one object taken from ORL database. 

Figure 5.6: Three side of calibration for cube (A, B, C) shows the frontal and two sides of 

view. 

5.2.3 FQD 

The propose method of face recognition is based on a problem of face recognition across poses. 

Therefore, from the previous implementation of the quadtree image decomposition algorithm 

and face tracking that developed from algorithm viola et al. [219] that is based on four stages: 

Haar Feature Selection, Creating an Integral Image, adaboost training and cascading classifiers. 

The proposed algorithm used both algorithms combined into one algorithm, called Face 

Quadtree Decomposition (FQD). The automatic measurement of CMT based on the selected 

points of the face to improve the feature points on the face, as the proposed system can affect 

the accuracy of finding the same point when the face is rotated using quadtree decomposition, 

which is explained in Figure 5.4. The FQD selects the points of interest that the system uses in 

face recognition such as the eyes, nose and mouth. Whereas, the FQD covered all the detection 
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for the face features and used the pupils as the main selection points to build the system of 

recognition as shown in Figure 5.7.  

Figure 5.7: The output of  FQD on one object from FRET database. 

The performance of the Viola-Jones algorithm after the face quadtree decomposition algorithm 

achieved high accuracy of the box face tracking, and decreased the error of tracking to 1%. This 

part was successfully used as a base for our calibration to fix the overall face dimensions 

because some images gave an error of tracking. Also, the auto selection of the landscape face 

points for pupils was more robust with the change of the face orientation.  The best tracking 

performance was achieved for the more challenging angles of tracking at +60° and -60°. 

Previous tests for the CMT showed that the accuracy in the worst case scenario from a long 

distance to 3m, for the low-resolution camera, 2 MP, was 94% which is accurate for our 

purposes [196]. Our new method uses a novel technique in camera calibration CMT that 

measures the 2.5D from 2-D images [196] and facial tracking to recognise the face under 

changing orientations cross angles ±60°. The method used camera calibration with face tracking 

while it crossed facial orientation to get the actual dimensions, and the measurement was from 

two landmarks of fixed points- the pupils of the eyes. 

5.3 FCMT 

After tracking the face and selecting the main facial points on of interest accurately, these 

features are used with the CMT technique for each image and object across poses. The new 

system of Face Camera Measurement Technique FCMT is based on the measurment of the 

distance between a person’s pupils across pose angles between -60 to +60. These distances are 

maseared in mm [220]. The window of faces measured based on the actual life in researchers 

of inter-papillary distance (IPD), the distance between the centres of the pupils of the two eyes. 

The Table 5.1 shows the average between pupiles distance for male and female personnel in 

the USA army[220, 221].  
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Table 5.1: IPD values (mm) [219] 

Gender Sample size  Mean  

Male 1771 64.7 

Female 2205 62.3 

In practice, any image chosen from the database has to be firstly pre-processed with FQD to 

track the face and select the corners of a window of the face. Afterwards, FQD automatically 

selects the two points of the pupils of the eye. The output image received from this is then used 

by the CMT to determine the internal camera parameters for camera calibration. The inter-

papillary distance can be measured by CMT to give a unique identification for every person. 

The window of face detection for each individual is used with different orientations, and                                                 

Figure 5.8 shows the steps of the FCMT system. 

 

 

 



Chapter 5: Novel Method of Face Recognition from Various  Poses 

100 

 

 

                                                Figure 5.8: The FCMT system. 
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5.3.1 Physical and Mathematical Model of FCMT  

The camera calibration is a necessary step in 3-D computer vision in order to extract metric 

information from 2-D images [222]. Furthermore, automatic face recognition systems compute 

a similarity score calibration between an official enquiry [197]. Hence, this paper presents a 

novel method to track and recognise the faces of an individual from a single still image across 

poses. The first step of the FCMT is to generate a coordinate system of perspective projection 

from Haralick algorithm [75], that operates on the corner of  geometric shapes from the 2-D 

images. The geometric face box is used to calibrate the camera, as shown in Figure 5.9. The 

Viola-Jones tracking algorithm [28-30] is applied after enhancement to fit the system as 

explained in the previous section. The general idea is to generate a coordinate system that will 

enable accurate estimates to be made of the cropped face box from various poses in images. 

The system detects a point in space automatically by calibrating the geometric face box. Then, 

from the four corners of the box, three angles of rotation in the plane are projected. The camera 

projection is explained below, in which OXYZ is the real coordinate system and O''X''Z'' are 

the image plane coordinates as shown in Figure 5.9. The human eye is assumed to be the centre 

of the coordinate system at O.  

 

Figure 5.9: Camera perspective showing projection of a point in space. 

 

 

𝐎" 
  

 

𝐙" 
  

 

𝐘" 
  

 

𝐗" 
  

 

𝜽𝟏 
  

 

𝜽𝟑 
  

 

𝜽𝟐 
  

Y 

X 

Z 

B 

Z’ 

X’ 

Y’ 

A 



Chapter 5: Novel Method of Face Recognition from Various  Poses 

102 

 

Any point A lying on a plane in space will have its projection on an image plane at B and θ1, 

θ2 and θ3 are the three angles of rotation. This method allows the calculation of focal length 

without the need for multiple views of the object.  From the basic system explained in Chapter 

3, the focal length and image coordinates of the corners of the geometrical face box, the three 

angles of rotation can be calculated [18].  

5.3.2 Coordinate System of Camera Perspective  

The mathematical modelling was conducted using Matlab. Figure 5.10 shows the coordinate 

system for the CMT system that is based on two vanishing points in space. The vanishing points 

come from the Y-axis to meet at the first vanishing point. From the side of the axis comes the 

second vanishing point from the X-axis. The connecting line between the two vanishing points 

is used to find the point closest to the centre of the image plane PPv from equation 5.1: 

𝐏𝐏𝐯 = √(Ax)2 + (Ay)2  (5. 1) 

 

Figure 5.10: FCMT coordinator system. 
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Where PPv is the distance from the centre of the image plane to the centre of the image plane 

projection. Then from PPv and the two-point axes we can find the equivalent focal length of 

the face box. Accordingly, we can determine the same focal length for each person across pose 

images. 

5.4 FACIAL DATABASE  

Two standard facial databases, the ORL [223]and FERET [30, 224], were used to evaluate the 

effectiveness of the proposed FCMT method for face recognition across poses. Details of the 

facial databases and the pre-processing method used have been described in Sections 5.2 and 

5.3.  Experimental studies of performance in face identification were applied on the ORL 

database and with further progress with FERET. Only experiments with FERET images have 

been used for the cross pose test, these and experiments were carried out to show the efficiency 

and effectiveness of the proposed method. All of the experiments were software undertaken 

using an Intel(R) Core TM i5 CPU processor with 3.20GHz and 8.00 GB memory and 

MATLAB [225]. In the experiments, all of the training and experimental external data were 

fixed into same dimensional tensors via the learned subspaces when the dimensions of each 

image sample varied depending on which database has been set without any specific dimension. 

The ORL and FERET databases contain only 2-D data. All facial images from the two databases 

were automatically cropped and normalised to ensure that all images were of the same size.  

For face tracking, the images were applied directly to 256x256 greyscale matrices for the 2-D 

methods by using FQD. There were some tests to illustrate the results for each database using 

a certain number of training samples per subject in each different experiment. All of the images 

in both databases have been utilised after training for testing and identification. The training 

and testing sets were used in identification mode to measure genuine matching scores. 

Therefore, there were three subsets for each database: for modulation (decomposition), training, 

and testing as one step and the last step of recognition (matching). The training and testing sets 

were used to evaluate the performance of the FCMT in identifying and recognising each image 

in the next step of the system. 
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5.5 RESULTS AND EXPERIMENTS 

5.5.1 Real-time Face Recognition  

The first experiment on face recognition used CMT for individual people in real time. Manual 

selection from the computer vision system was employed to determine the point- to-point 

distance between the two ears. 

It has been observed that the accuracy of the technique may depend on the camera orientation. 

The deviation of inferred measurements from real dimensions depends on three points in ears 

because, as the camera angle changes, the perspective projection of the reference sheet onto the 

image plane changes and this affects the accuracy of the measurements taken. The following 

experiment measures the dimensions between ears for different people in ages, colour and 

gender by calibrating the camera on a piece of a note-paper as a reference. 

The real dimension of all the shapes is shown in Table 5.2: Results  from the images captured 

using a Samsung mobile Galaxy SIII (GT-i9300) camera that has a resolution of 8 MP. As 

shown in Error! Reference source not found., the experiments conducted with images of 

males and female between 28 to 42 years old from different ethnicities. 

 

From the four corners of the geometric reference shape the camera calibration and CMT were 

applied to calculate the dimensions in actual life based on based on the manual use of FQD 

points selected. In this case, the system used front face images taken with a real camera to obtain 

the dimensions of the faces and to determine the point distance between the ears.  

 

 

Figure 5.11: The experiment of real-time face recognition for different subjects 
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Each ear has 3 points as shown in Figure 5.12: 

 Point A: The distance between the helices of two ears (Top of the ear) 

 Point B: The distance between the antihelices of the two ears (Middle of the ear)   

 Point C: The distance between the lobe of the two ears (End of the ear)  

 

Figure 5.12: Names of ear points. 

The measured distances between the three points across the face shows the difference between 

each point and the variants points to give the accurate recognition for faces. The results are 

described in detail in Figure 5.13 and Table 5.2. 

Table 5.2: Results of the actual distances and CMT 

Figure 5.13, shows the difference between the estimated results and the true distances between 

the pairs of the three points shown in Table 5.2. The accuracy of the three variables points A, 

B, C, and the results show high levels of recognition. 

Subject 

The real distances  Distances from CMT 

Point  A Point B Point C Point  A Point     B Point C 

1 174 163 147 172 161 142 

2 145 140 130 143 143 126 

3 195 185 177 190 180 173 

4 180 170 140 176 176 146 

A  Helix 

 

B  Antihelix 

 

C  Lobe  
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Figure 5.13: Accuracy of face recognition based on CMT 

The dimensions inferred by the proposed method are accurate within 5mm. This approach 

shows that the different features of the human ear can be used for biometric recognition. The 

results of the distance between the three points on the ear (A, B, C) indicates that they are unique 

from one person to another. Whereas, point B was more prominent than the rest of the results 

of measured distances on the ear. Also, there is little difference in subject number 2 between 

the points A and B.  In summary, the accuracy of face recognition is 95% and the images were 

captured from a portable camera. These results were from an early experiment that has been 

carried out in face recognition using CMT.  The acceptable error of the proposed system is the 

maximum error that is 5mm. 

5.5.2 Face Tracking   

5.5.2.1 FQD with the ORL Database  

The results of the experiments on quadtree image decomposition in FQD showed that the 

images reduce the error of tracking to half of that obtained by the results from the Viola-Jones 

algorithm. Tracking the face is the initial stage of the task recognition and is used as a 

mechanism to calibrate the camera. The testing of the quadtree decomposition algorithm with 

still images gives high performance for face tracking and the selection of landscape points on 

the face. Figure 5.14 shows images from the ORL [218] database for 40 persons, each with ten 

different images with different expressions, poses, or features. From the 400 face images the 

effect of the FQD on the face tracking for each person was compared.  
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Figure 5.14: Sample of ORL database facial image. 

The performance of face tracking from Figure 5.15 shows that it is the false face tracking by 

Viola-Jones algorithm showed a reduction of 60 pictures from 400. 

 

Figure 5.15: Performance in tracking faces using images from the ORL database for 40 people 

where for each person there are 10 different pictures. 
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While the proposed method of development FQD was reducing only two pictures from the 

entire database. To provide a more optimal scenario regarding computational efficiency, the 

images were fitted to 256x256 pixels. This experiment was achieved using 40 people, for both 

the training and test faces.  

5.5.2.2 FQD with the FERET database   

To make sure that the performance of FQD was unbiased for more than one database; FQD was 

tested with 100 different subjects from the FERET (Figure 5.16) database with each subject 

having nine images of the face across poses ±60°.  

Therefore, as shown in Figure 5.17 the red plot shows the error of tracking faces for the Viola-

Jones algorithm where there are more than 100 false recognitions from 900 images. Meanwhile, 

the green line represents the FQD results showing only one falsely recognised image from the 

900 images. The advantage of the fusion of these algorithms is to give less error in tracking 

results and a more accurate selection of landscape points. The proposed work is based on the 

accuracy of the dimensions that infer the camera projection method. 

 

 

 

 

 

 

Figure 5.16: Sample of FERET database facial images. 
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Figure 5.17: Performance in tracking face images from the FERET database, of 100 people 

where person has 9 pictures in different poses. 

5.5.3 Face Recognition 

The second achievement of the results of this step for face recognition comes after face tracking 

and interesting point selection on the face from FQD. The face recognition in the last step of 

the system presented in FCMT is applied to each image from the database to measure it, and 

find the unique distances of the features for each person.  

5.5.3.1 Face Recognition Error Rate 

The results of FCMT experiments were compared with these of Annan Li et al. [211], who used 

the same environment as our system without any effect of illumination or expressions. Also, 

Annan Li achieved best results compared with the rest of the methods such as Blanz and 

Vetter[116] and Ashraf et al. The algorithm of FCMT tested 100 subjects, out of the 200 

subjects in the FERET database each of whom has nine images. The FERET pose database used 

the yaw angle of 0˚, 60˚, 40˚, 25˚, 15˚, -15˚, -25˚, -40˚, and -60˚. Meanwhile, a randomly 

selected subject was used to test the FCMT algorithm and prove the results. Figure 5.18 shows 

the recognition error rates for each pose angle for comparison. The green curve shows the 

present results, while the red curve shows those of Annan Li et al. 
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Figure 5.18: Performance of FCMT compared to typical cross-pose face recognition methods 

on the FERET database. 

The recognition rate for the FCMT method gradually increases from an angle of -60° until 

peaking at an angle of 0° (front face).  Annan Li’s results begin at a lower recognition rate of 

86% and peak at 100% recognition at the front face. From 0° angle to +60°, the green curve of 

FCMT gradually decreases, while Annan Li’s curve decreases and then rises again before 

decreasing sharply to a lower rate of recognition. The closest results to the proposed method is 

compared with Blanz and Vetter, but it lacks stability in both side of the angle, as we can see 

in ±20° angles in Table 5.3. In general, the proposed method gives results with a symmetrical 

curve indicating equal results for plus and minus angles of rotation, while the previous method 

gives very different results for rotation around the ±60° poses. Moreover, the average between 

the angles ±60° was calculated to explain the performance of our system as the mean average, 

and the results are shown at mean squared error (MSE) as following:  
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Table 5.3: The error percentage in recognition between ±60°angles 

The results shown as main error scores significantly outperforms the proposed FCMT in terms 

of accurate recognition at all angles.  The proposed method gives more consistent performance 

for the same rotation with the two databases tested (FERET and ORL). Finally, the proposed 

system integrates the two CMT and FQD algorithms. The performance comparison analysis 

shows that the FCMT is a more efficient and robust method because it gives the highest 

performance in various poses. The reason for this may be that it is more robust to changes in 

general conditions with regard to the image capture procedure.  It can be observed by comparing 

the physical theory of our system, as it measures the same distance for faces in different jaw 

angles that are considered fixed in real life. 

5.5.3.2 Confusion Matrix of Recognition Rate Based on Pupils Distance 

Having applied FCMT and comparing the results for face recognition with those of another 

method, the pose is assumed to be known from the previous experiment.  

The algorithm tested 100 subjects out of 200 subjects in the FERET database each with nine 

images. Meanwhile, a randomly selected subject was used to test the algorithm. The gallery 

pose is the frontal of face pose that is compared with the rest of the poses. The rest of the pose 

is non-frontal that includes the poses around the gallery.  

When, there are nine possible poses in total of the head cores pose in horizontal ±60°. The 

experimental results of FCMT and feature poses representation are plotted into 9 × 9 confusion 

matrices as shown in Table 5.4. In this table, “EP” denotes the estimated pose poses, and “RP” 

denotes the real poses.  In the experiments, the facial landmarks are also automatically labelled 

by FQD. As can be seen from Table 5.4, the recognition performance is also affected the 

difference between gallery and real pose. Each image from the database was tested with it and 

Methods 

Average Recognition rate (%) 

MSE 

±60° ±40° ±20° ±15° 

FCMT 88.5 97.5 98 98.5 95.62 

Annan Li et al. 82.5 90.5 97.5 96.5 91.75 

Ashraf  et al. 37 60 85 91.5 68.37 

Blanz and Vetter 91 91.5 93.5 96.5 93.12 
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then with the rest of the pictures based on the unique number of the measurement that was 

calculated by FCMT. The main range of the distance for the face features is measured by 

millimetres between 50 and 65 mm; this range is too short and might result in over similarity 

between the objects. 

Therefore, the system used to measure by decimals numbers 1.000 between 0.50 extra for the 

similar images to make it unique for the entire object across pose and with the rest of the images. 

There will be a vast number of probabilities that can be used in a large database of 

measurements in millimetres. These numbers are divided into decimals for more accurate 

results for each pose. The approximate mean error percentage was calculated to show minor 

similarities in the database. The error shows little similarity between the pictures and the same 

error for both sides of the matrix that support the results, when the results were compared 

horizontally and vertically. 

5.5.3.3 Face Recognition rate per person across poses 

The confusion matrix tested the recognition results per each pose starting with the same pose 

and then with the rest of the pose. The results were taken before from the first measurement by 

CMT in the range between 50.0 and 65.0 mm before adding any decimal numbers (0.000) to 

reduce the similarity between the subjusts. 

Table 5.5 shows the results in the confusion matrix for each person across 9 poses at angles 

from -60˚ to 60˚. When views are compared for different poses, it gives 100% recognition of 

the same reproducible measurement between the features. Comparing with the rest of the poses 

gives a slight difference in percentage error across pose.  Each image was tested with itself and 

then was tested with the rest of the pose. The test algorithm based on yes or no, scoring 0 or 1 

respectively .When it is not the same number, the number was marked as number one, and the 

same marked as zero. 
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Table 5.4: Confusion matrix of recognition rate and relative mean error for each vector, 

Horizontal (H) and Vertical (V). 

 

After all the images were measured, each pose calculated the percentage of the recognition rate 

and show it in Table 5.5.  

 

 

 

  RP 

EP  

-60 -40 -25 -15 0 5 25 40 60 Main 

Error 

(V) 

-60 94.38 94.65 95.88 96.25 97.39 96.04 96.05 94.63 94.48 4.5 

-40 94.54 92.68 94.08 94.77 94.59 94.42 93.82 93.92 95.68 5.5 

-25 95.86 94.08 92.68 93.29 93.05 93.21 92.99 92.87 97.26 6.0 

-15 96.23 94.77 93.29 92.08 92.73 93.21 92.6 93.81 98.04 6.0 

0 96.37 94.67 93.05 92.73 92.14 92.79 92.75 93,42 97.72 6.0 

15 96.01 93.91 93.12 93.3 92.83 91.58 92.42 93.88 97.97 6.0 

25 96.02 94.42 92.99 92.6 92.67 92.42 92.06 93.74 97.91 6.0 

40 94.44 93.92 92.71 93.71 93.42 93.88 93.74 91.34 95.9 6.0 

60 94.4 95.86 97.31 97.95 97.85 97.97 97.91 95.89 93.66 3.5 

Main 

Error 

(H) 

4.5 5.5 6.0 5.0 6.0 6.0 6.0 6.0 3.5 
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Table 5.5: Face recognition rate per person across poses   

 

 

 

 

 

 

 

 

 

     RP 

EP 

 

-60 

 

-40 

 

-25 

 

-15 

 

0 

 

15 

 

25 

 

40 

 

60 

-60 100 92 91 95 74 91 96 93 95 

-40 92 100 91 93 92 97 92 90 97 

-25 91 91 100 85 87 92 87 91 98 

-15 95 93 86 100 81 87 85 89 100 

0 74 92 85 81 100 80 83 91 96 

15 91 97 92 87 81 100 83 91 97 

25 96 92 87 85     83 83      100 89 95 

40 93 90   91 89     91 91 89      100 97 

60 95 97   98 100 96     97 95 97 100 
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5.6  SUMMARY  

In this chapter, a new solution is proposed for face recognition in various poses using 

geometrical approach for camera calibration. The novel method is based on the combination of 

CMT and FQD, and is called the FCMT. 

First integration and enhancement were used to prepare the images to apply the measurement 

technique. The method used for tracking faces was enhanced and the features of the face across 

poses were automatically selected with a new algorithm entitled FQD. The results of experment 

show that this method is more accurate and successful when using FQD as in section 5.2.3. As 

common face feature used for recogntion tasks, the distance between the eyes was used to 

identify people across poses. Also, the results of projection measurements that were 

transformed from 2-D images showed a fixed distance for different poses. The second part of 

the proposed method presented in this chapter to complete the system is the FCMT technique. 

After images have been pre-processed with FQD, the CMT uses the output image to determine 

the internal camera parameters for camera calibration. Furthermore, the two landscape points 

of the eyes can be measured by CMT to give a unique identification for every person. The 

window face detection for each individual is used with different orientations. Experiments were 

applied to the real-time face in section 5.5.1, with other features of the face (ear to ear) the 

points selected manually and the camera setup to automatic. The system used captured images 

to do the experiment, and the experiment successfully met with the technical part of the system. 

The study is aware that the database should be reliable and have many subjects, but in this case, 

the system was tested with the real-time picture in order to support the next experiment.  

The results of the experiments conducted show that the proposed approach significantly 

improves recognition performance when the testing face pose angles are wide. Therefore, the 

proposed system is more efficient and robust and showed the highest performance with images 

from the FERET database compared to a previously reported method. Therefore, the results 

indicate that the proposed method is close to that of the state-of-the-art methods. 
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Chapter 6 : CONCLUSION AND FUTURE WORK 

This chapter summarises the research presented in the thesis. The contributions made of facial 

recognition and computer vision by the proposed system are briefly discussed and summarised. 

However, there are further questions to be addressed in the future work, and recommendations 

are made concerning potential research directions with the aim of achieving more efficient 

feature fusion techniques in different fields, such as building reconstruction and medical science. 

1.1 CONCLUSION 

Computer vision and face recognition have been researched for decades, and while humans can 

easily recognise sounds and images, no machine vision system has yet been designed that can 

operate accurately without actual measurement and prespective of viewing distance or image 

noise. This thesis presents research conducted to improve on pattern and face recognition using 

camera calibration. However, research to design more robust automatic facial recognition 

systems is challenging due to a significant appearance variability of human faces, insufficient 

data and the complexity of pattern distribution. This section briefly outlines the major findings 

achieved and contributions made in this thesis. 

The work in this thesis has satisfied the aims of the research set out in Chapter 1. Chapter 2 

represented a literature review of the main contributions that were mentioned in Chapter 1 to 

classify the camera calibration, including the main basics of geometric approaches.  The main 

method used perspective projection, which was historically used in painting and more recently, 

in the use of image and video. Amongst the methods of face recognition, the thesis focuses on 

the main problem that is related to face recognition across pose. The proposed method also 

provides a solution to the one sample per person face problem. The decomposition image will 

be described at the end of this chapter as the final contribution, highlighted with previous studies 

and the solution that is provided in the field of the study. 

The first contribution of this thesis described in Chapter 3 is a flexible, new, automatic 

technique that has been developed easily to calibrate a camera manually and automatically. The 

technique is based on the perspective projection of two vanishing points from the object in the 

2-D image. The technique only requires a captured picture from any camera, then it can observe 

the information of the image. Rectangles, squares and triangles were used as flat objects to 

determine the camera’s intrinsic and extrinsic parameters.  The previous work carried out on 

camera calibration was described to explain the proposed work of camera calibration. The 
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experiments and results were tested and compared with different scenarios of a camera 

changing in position.  

The internal parameters of the calibrations were then used to measure the dimensions of objects 

with regular and irregular shapes. In Chapter 4 a novel technique was developed to infer 

accurate object dimensions from a 2-D image. The previous information of the camera 

calibration enables the measurement technique (CMT) to determine the actual 2.5D from the 

image. The system of calibration was tested for three, tilt, pan and swing angles of rotation 

before applying it in the experiments. The results showed high level of accuracy of the 

measurements with minimal error that did  not affect the measurement purposes. The technique 

is considered to be flexible to measure free shapes, and regular geometrical shapes have been 

tested to suit the facial requirements in measurement. The technique allows the use of varying 

camera resolutions; and test results indicate that the algorithm works  with low-level image 

quality of 2MP resolution and with good quality 8MP resolution, both providing excellent 

accuracy in cameras used inferring the real object dimensions. The 2MP, 3MP and 8MP 

cameras are available at low cost for any user. Furthermore, the algorithm uses three different 

geometrical shapes to measure the regular shapes and irregular shapes, which gives a wide 

opportunity to accommodate the largest possible number of formats measured surrounding us. 

 Chapter 5 is the main part of this thesis that links computer vision with biometrical facial 

recognition. Three approaches devided by the research were  described in this chapter including 

face tracking, image decomposition and FCMT. 

After applying the quadtree image decomposition to enhance the image, the FQD tracked the 

faces automatically and selected the feature face points. The main proposed method is achieved 

to complete the system in FCMT technique. The images were pre-processed with FQD and the 

output image from the CMT technique in Chapter 4 was used to harvest the internal parameters 

of camera calibration. Furthermore, the two landscapes of the eyes can be measured by CMT 

to give a unique identification for every face on different views across pose. The results show 

the recognition error percentage for every single angle for comparison. From -60° to 60° angle 

of face rotation, the main error recognition rate shows the significant improvement in our 

proposed method compared with different methods that used the same database and more 

complex methods. Moreover, the results take the confusion matrix of recognition rate and the 

estimated mean error for each vector, Horizontal (H) and Vertical (V). The error shows little 

similarity between the pictures and the same error for both sides of the matrix, which supports 

the results when compared horizontally and vertically.  



Chapter 6: Conclusion and Future work 

118 

 

In conclusion, this thesis has proposed a solution to the problem of pose variations in face 

recognition by using the novel method of camera calibration. As a current landscape face point 

was used to recognise the face, the work focused on the distance between the eyes compared 

with the face window that was detected from the face tracking method to identify people. The 

result of camera calibration for the image enables the projection of the picture plane into 2.5-

D. The perspective projection allows the holistic dimensions of the face to be fixed in different 

orientations. Experiments show that this approach significantly improves recognition 

performance when the pose angles are large. The analysis of the proposed system demonstrates 

its higher effectiveness as well as robust performance with images from the FERET database, 

as well as the use of ORL to improve the enhancement in face tracking from FQD. The results 

indicate that the proposed method gives performance close to that of state-of-the-art methods.  

6.2 FUTURE WORK 

Based on the work presented in this thesis, there are several possible finder directions that can 

be investigated. Each proposed contributions has intrusting future work rather than the main 

proposed work, as the following:   

- The new method of camera calibration used one view of image from mono camera 

which proved as an acceptable solution for the same purposes and low cost compared 

with expensive cameras such as stereo cameras. Moreover, camera calibration is an 

important part of computer vision and 3-D reconstruction. Therefore, the information 

extracted from various views helps in the reconstruction of 3-D shapes, the views can 

capture by camera or even from frame video can be used to reconstruct the depth as 

shown in Figure 6.1 . The focal length and other camera parameters are applied already 

in different algorithms in 3-D reconstruction systems. The purpose of the 3-D 

reconstruction have wide use and keep improving side by side with the development of 

the technology of portable camera. The most appropriate field of this technique will be 

reconstruction building that uses in architecture and objects reconstruction. 
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 Meanwhile, face recognition across poses from the 3-D face recognition is an attractive 

approach in face recognition. Thus, it will be unique and more robust when using it with 

proposed method. Figure 6.2  shows experiment on face reconstruction. 

 

 

The second contribution of the proposed system which could be more interesting and unique in 

future work is applying the CMT technique on any captured image to determine the 

measurements which is giving exact dimension of real word.  

 

Figure 6.1: 3D reconstruction from 2 views image ( right and left) 

Figure 6.2: the 3D reconstruction of face recognition from one view using ORL 

database. 
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Figure 6.3: MCT future work. 

Figure 6.3 shows two pictures: a) civil engineer carrying out a survey to measure the distances, 

b) indoor CMT technique to measure the distances. The accuracy of the system was determined 

in chapter 4 under the effect of noise and low quality of the camera and was about 95% accurate. 

Morever, CMT can be applied in a medical image as it has wide attention  areas to measure the 

cancer cells and bones length from x-ray ray images.   

- The proposed method of FCMT can be developed to minimise the error in accuracy and 

to provide a robust system that can be applied in different applications. The 

recommended future work for the proposed system is to use more than two facile 

features when the landmark points are increased.  

(a) 

(b) 
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Figure 6.4: FQD applied for three points. 

Some of the future work in face recognition has been started with early experiments. 

Hence, the FQD selected more than 6 points per face such as pupils, nose and mouth as 

shown in Figure 6.4. As well as, the free cross face rotation considers the horizontal 

cross pose face recognition, the future work in this enhancement was applied by FQD 

and FCMT as in Figure 6.5 and will be an open area for the researcher to improve it and 

use it for different purposes from head pose image database [226]. 

The detection features of FQD technique were enhanced from the Viola-Jones algorithm and 

has a specific method that can deal with more points with further accuracy. The face recognition 

expression has been vastly improved recently, and it has the basics that can apply for this work 

including the landscape points, and the measurements for the expressions such as happiness or 

sadness, which can lead to a complete system in the future for face recognition. Finally, the first 

work carried out on face recognition FCMT that uses the ear-to-ear distance was unique as it 

used in the real camera measurement for faces. In the future, the algorithm can be applied to a 

real video camera

Figure 6.5: FQD free poses points detection. 
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