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Abstract

In recent years, Finger Textures (FTs) have attracted considerable

attention as potential biometric characteristics. They can provide

robust recognition performance as they have various human-specific

features, such as wrinkles and apparent lines distributed along the

inner surface of all fingers. The main topic of this thesis is verifying

people according to their unique FT patterns by exploiting signal

processing and machine learning techniques.

A Robust Finger Segmentation (RFS) method is first proposed to

isolate finger images from a hand area. It is able to detect the fingers

as objects from a hand image. An efficient adaptive finger

segmentation method is also suggested to address the problem of

alignment variations in the hand image called the Adaptive and Robust

Finger Segmentation (ARFS) method.

A new Multi-scale Sobel Angles Local Binary Pattern (MSALBP)

feature extraction method is proposed which combines the Sobel

direction angles with the Multi-Scale Local Binary Pattern (MSLBP).

Moreover, an enhanced method called the Enhanced Local Line Binary

Pattern (ELLBP) is designed to efficiently analyse the FT patterns. As

a result, a powerful human verification scheme based on finger Feature

Level Fusion with a Probabilistic Neural Network (FLFPNN) is

proposed. A multi-object fusion method, termed the Finger

Contribution Fusion Neural Network (FCFNN), combines the

contribution scores of the finger objects.

The verification performances are examined in the case of missing FT

areas. Consequently, to overcome finger regions which are poorly

imaged a method is suggested to salvage missing FT elements by

exploiting the information embedded within the trained Probabilistic

Neural Network (PNN). Finally, a novel method to produce a Receiver



Operating Characteristic (ROC) curve from a PNN is suggested.

Furthermore, additional development to this method is applied to

generate the ROC graph from the FCFNN.

Three databases are employed for evaluation: The Hong Kong

Polytechnic University Contact-free 3D/2D (PolyU3D2D), Indian

Institute of Technology (IIT) Delhi and Spectral 460nm (S460) from

the CASIA Multi-Spectral (CASIAMS) databases. Comparative

simulation studies confirm the efficiency of the proposed methods for

human verification.

The main advantage of both segmentation approaches, the RFS and

ARFS, is that they can collect all the FT features. The best results

have been benchmarked for the ELLBP feature extraction with the

FCFNN, where the best Equal Error Rate (EER) values for the three

databases PolyU3D2D, IIT Delhi and CASIAMS (S460) have been

achieved 0.11%, 1.35% and 0%, respectively. The proposed salvage

approach for the missing feature elements has the capability to enhance

the verification performance for the FLFPNN. Moreover, ROC graphs

have been successively established from the PNN and FCFNN.
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Chapter 1

General overview of biometrics

and background for the thesis

1.1 Introduction

The term ‘biometric’ is currently widely used to indicate a way of recognizing

people. It has been explored for many years in different applications. Examples of

these applications are security systems, recognizing people and forensic

investigations. Many biometric characteristics within the human body have been

separately investigated such as the iris [15, 16], sclera [17, 18], face [19, 20],

palmprint [21, 22], voice [23, 24] and Finger Texture (FT) [25–27]. Furthermore,

various studies have also exploited more than one biometric characteristic such as

[28–31]. In this chapter, the following points will be considered:

• General overview of the fundamentals of biometrics, and

• Background of the thesis.

The fundamentals of biometrics will firstly be described. Two basic types

physiological and behavioural will be introduced, with brief illustrations of

common characteristic examples. The concept of how to consider a personal trait

as a biometric characteristic will be explained by highlighting the biometric

specifications. Then, the three modes of a biometric system will be stated, these

are enrolment mode, verification mode and identification mode. Finally, the

essential perceptions of the four biometric fusion strategies will be demonstrated.

On the other hand, the second part of this chapter will focus on the targets of this
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thesis. Thus, the FT subject and its utilities will be illustrated. The aims with the

objectives will be given. The contributions will be highlighted. Finally, the

organization of the thesis will be outlined.

The rest of this chapter will include: Section 2 which presents the basic concepts of

biometrics, Section 3 which illustrates the targets and configurations of the thesis,

and Section 4 will summarize the chapter.

1.2 Biometrics

1.2.1 Biometric Characteristic Types and Specifications

Biometric recognition can be considered as one of the most important parts of a large

number of authentication systems and technologies to allow secure access. Examples

of some technologies which can employ a biometric characteristic to authenticate

the automatic access are mobile phones, laptops, private computers and Automated

Teller Machines (ATMs) [32]. Efficient biometric systems that are using more than

one biometric characteristic can be found specifically in some high security buildings.

Without biometric recognition such products and buildings can be easily attacked

by unlicensed or unauthorized people.

In general, biometric characteristics can be categorized into two types as follows:

1. Physiological biometrics: this type of biometric refers to the physiological

traits within the human body such as fingerprints, iris print and palm print.

Fig. 1.1 shows different examples of physiological biometric traits.

2. Behavioural biometrics: this type of biometric points to the behavioural

traits of the individual style such as signature, keystroke and voice. Fig. 1.2

demonstrates various examples of behavioural biometric traits.

The physiological biometrics are usually more accurate and reliable, whereas the

behavioural biometrics may be affected by the emotional feelings such as sickness or

tension [33]. Brief descriptions of common physiological and behavioural traits are

illustrated as follows:

• Fingerprint: this is a well known biometric, it refers to the unique patterns of

the skin surface at the top of each finger [30,34–36].
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Figure 1.1: Different examples of physiological traits of a human body, where each
trait can be used as a physiological biometric characteristic
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Figure 1.2: Various examples of behavioural traits of a personal style, where each
trait can be utilized as a behavioural biometric characteristic

• Iris: the iris texture is formed from the muscle structures of the iris, it can be

found in the coloured area of an eye between the pupil and sclera, and it was

widely used for personal recognition [15,37,38].

• Hand Geometry: the hand geometry mainly considers the general

specifications of the hand shape such as the lengths of fingers and the widths

of fingers and the palm [39,40].

• Face: this trait has been used in different fields such as face recognition [41],

face expression recognition [42] and face detection [43], because it includes

various objects and rich textures.

• Palm: the palm surface of the hand consists of a reliable structure of features,
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these features are ridges, wrinkles and lines [44, 45], so, any of these features

can be exploited in the case of personal recognition.

• Ear: the shape of the ear is employed to verify people in secure telephone

systems, where ears are usually used for the phone call purposes [46,47]. More

information regarding ear recognition can be found in [48].

• DeoxyriboNucleic Acid (DNA): this trait has an interesting sequence of

beneficial codes, it has been utilized efficiently in forensic investigations to

recognize suspected people [32,32].

• Retina: retina is located inside the eyeball on the back surface, it has

exclusive patterns of vein structures which can be employed in terms of

personal recognition [33,49].

• Signature: this trait depends on the human style of providing a certain

signature, where different features can be considered such as the graphic

shape of the signature and the distribution density of its handwriting pattern

[50,51].

• Keystroke: the tone of the keystroke is different among individuals, thus, this

has been considered as a biometric characteristic too [52,53].

• Voice: this biometric trait has been analysed and adopted in the case of speaker

recognition by many publications such as [23,24,54].

• Gait: each person has a certain gait, so, the manner of walking could be

exploited in identifying or verifying people [55, 56].

A number of specifications are required for each physiological or behavioural trait

in order to be considered as a biometric characteristic. These specifications are

highlighted as follows [32]:

• Stability: the biometric patterns have to be stable and permanent.

• Uniqueness: the features of the trait must be unique and vary between any

two individuals.

• Collectability: this means that the collected biometric features should be

valuable and measurable.
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• Popularity: the trait should be popular or non-exclusive for certain

individual(s).

In addition, the biometric systems are highly preferable to have the following factors

[32]:

• Suitability: this refers to the acceptability as a user-friendly biometric system.

• Implementation: the biometric system has to be highly applicable and reliable.

• Circumvention: the biometric system should be difficult to avoid by fraudsters.

Therefore, it is necessary to consider the previous points to establish a robust

biometric system.

1.2.2 Biometric Systems

Basically, any biometric system consists of a sequence of operations starting from

acquiring a biometric characteristic, pre-processing operations such as

segmentation, extracting features and generating output decision according to the

identity matching method [57].

A biometric system is generally recognized as an identification system or a

verification system. In fact, a biometric system can be designed to work in one of

three modes as will be detailed below:

• Enrolment mode: this is an initial step of any biometric system, where a

template is created by storing features of the enrolled biometric characteristics.

The enrolment mode is working as one-after-one policy. That is, each input

has to be treated separately and independently starting from the capturing or

scanning step and ending with distinctly saving its extracted features in the

template. See Fig. 1.3a.

• Verification mode: in this mode a user claims his identity. So, the similar

operations of biometric acquiring, pre-processing and feature extraction are

implemented. Then, the resulting feature vector will be matched with the

same claimed identity vector. This module is known as a one-to-one matching.

Finally, the identity decision is to confirm or reject the claim. Fig. 1.3b shows

the general operations of the verification mode.
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(a) Enrolment mode, there are no comparisons in this mode as it just to store the features
of the current enrolment input inside the template
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(b) Verification mode, in this mode a comparison is achieved by matching the features of
the current input with the features of a claimed stored vector inside the template
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(c) Identification mode, in this mode a comparison is achieved by matching the feature
vector of the current input with all of the stored feature vectors inside the template

Figure 1.3: The main operations of the enrolment, verification and identification
modes. The parameter N represents the total number of the processed biometric
enrolment vectors and the parameter Q represents a specific stored vector in the
template
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• Identification mode: like the prior operations of the verification and enrolment

modes, the identification will extract the feature of the input biometric trait.

However, a one-to-many matching will be implemented between the extracted

feature vector and all of the stored vectors in the template. In this mode, the

user cannot provide his identity. A decision is established by assigning the

identity of the user or rejecting his/her membership to the biometric system.

The main operations of the identification mode are demonstrated in Fig. 1.3c.

1.2.3 Biometric Fusion Types

To enhance the error performance of a single-modal biometric system, which employs

only one biometric characteristic, a fusion between multiple biometric characteristics

is usually applied [58–60]. The fusion between multiple biometric characteristics in

one biometric system is called a multi-modal biometric system [61]. Generally, there

are four levels of fusion: sensor level fusion, feature level fusion, score level fusion

and decision level fusion [62]. Fig. 1.4 depicts the topography or the architecture of

the four fusion levels and they can be described as follows:

1. Sensor level fusion: this is the first level of fusion or combination as it performs

at the sensor level. With this type of fusion more than one sensor should be

provided to a biometric system. The basic idea here is that each sensor can

collect certain features, thus, by combining the acquired biometric data more

information will be analysed in the biometric system. It can be seen from Fig.

1.4a that the sensors will capture various biometric data and these data will

be fused before the input information stage. Then, the remaining operations

will be carried out after the combination step.

2. Feature level fusion: this is the second level of fusion. It can be implemented

after the feature extraction step, where the input information can be analysed

by using different feature extraction methods. Consequently, the resulting

features are combined after applying several treatments such as normalizing

the information and reducing the overall size. In this case more extracted

features will be considered in the biometric system. See Fig. 1.4b.

3. Score level fusion: this is the third combination level. It refers to the fusion

between the scores of the employed matchers, where various scores can result
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(a) Sensor level fusion by combining the outcomes of two or more sensors, each sensor can
capture a different biometric characteristic. However, same operations are used to analyse
the input information after the fusion
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(b) Feature level fusion by combining the outcomes of two or more featured vectors, various
biometric characteristics can be processed by using different methods before the fusion;
whereas, the same remaining operations after the fusion are performed
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(c) Score level fusion by combining the outcomes of two or more matcher scores. Again,
different characteristics and different analysing methods can be used before the fusion,
whilst the same decision operation is implemented after the fusion
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(d) Decision level fusion by combining the outcomes of two or more decision outputs. This
is the last fusion method after various operations, where the outputs can be obtained
immediately after the fusion

Figure 1.4: The common four biometric fusions of multi-modal biometric systems.
The parameter N in all sub-figures represents the number of employed biometric
characteristics
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1.3 The Background for the Thesis

from multiple matchers. Therefore, combining these scores can improve their

overall effects on the decision operation. A general topography of a score fusion

for a multi-modal biometric system is given in Fig. 1.4c.

4. Decision level fusion: this is the last fusion level and it is also the last operation

of a biometric system. The output of the biometric system here is the final

indication of the combination between all of the available decisions. So, there

is no operation or process after this step. A general diagram of a decision

fusion is demonstrated in Fig. 1.4d.

It is worth mentioning that any fusion level can be used for a single-modal biometric

system by employing only one characteristic such as in [5, 63]. Nevertheless, they

are usually used in a multi-modal biometric system.

1.3 The Background for the Thesis

1.3.1 Aims and Objectives

Inner finger surface texture has drawn considerable attention over about the last

10 years. It has similar patterns as in the palm. These patterns are known as FT,

and they mainly include wrinkles and principal lines. It has been considered that

the FTs are reliable and unique between individuals or even between identical

twins [64]. Furthermore, there are many advantages of using the FTs. For

example, they have rich information, they are resistant to emotional feelings, and

their patterns are stable and reliable [64]. They are distributed on the inner

surface of the five objects or fingers. So, they can be found on the inner surface of

the thumb, index, middle, ring and little. Figs. 1.5 and 1.6 show the basic parts of

a hand and the main locations of the FTs, respectively.

A biometric verification scheme based on the FTs is proposed. Fig. 6.5 shows the

general block diagram of the suggested scheme. It consists of multiple operations

and two phases: training and testing. Several operations are related to the similar

functions in both phases. Whilst, the switches are designed to be used together to

swap between the phases. The verification operations are started by entering a

hand image and the learning phase will be started first. Then, the finger

segmentation will be carried out. The Region of Interests (ROIs) of the five finger
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Figure 1.5: The basic hand parts (palm face), these are a single palm and five fingers.
The five fingers are a thumb, index, middle, ring and little finger
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of FTs 

Figure 1.6: The main positions of the FTs. Essentially, they can be found in the
inner hand surface of the five fingers
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Figure 1.7: The main block diagram of the proposed finger verification scheme; the
switches are used simultaneously to change between the training and testing phases

images will be extracted. Hereafter, the feature extractions will be performed to

each ROI finger image. Finally, an Artificial Neural Network (ANN) technique is

employed in the case of verification.

During the testing phase, all the above operations are repeated, but for new hand

images. Also, by taking into account using the trained weights in the ANN. The

last step is to obtain the verification decision and comparing different processing

approaches.

The aim of this study is to work intensively with the FTs and exploit hand fingers

in the task of human verification. Furthermore, this work will contribute to this

growing area of research by addressing the previous drawbacks from the prior work

such as [25, 58]. In addition to proposing beneficial approaches which can enhance

the verification performance. Various comparisons are performed to demonstrate

the ability and efficiency of the proposed methods. Supporting results are provided

for three databases in order to evaluate the suggested approaches. These databases

are Indian Institute of Technology (IIT) Delhi Palmprint Image Database (Version

1.0) [65, 66], Spectral 460nm (S460) from the CASIA Multi-Spectral (CASIAMS)

Palmprint image database (Version 1.0) [9] and The Hong Kong Polytechnic

University Contact-free 3D/2D (PolyU3D2D) Hand Images Database (Version 1.0)

[67] for the resolutions of high, low and very low, respectively.

1.3.2 Thesis Contributions

There are several important areas where this study makes original contributions:
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1.3 The Background for the Thesis

1. Finger Segmentation:

• A Robust Finger Segmentation (RFS) method to collect the five finger

images from a hand image is established. In this approach, each finger

is considered as an object by adopting multiple image processing steps.

Furthermore, the RFS is suggested to include more FT features to the

segmented fingers by containing the information of the lower knuckles as

this could reduce verification error rates.

• An Adaptive and Robust Finger Segmentation (ARFS) method is

presented. This approach is suggested to be adapted to different hand

alignments such as rotations and translations. Useful strategies have

been proposed to segment the five finger images as objects from a free

positioning hand image such as using scanning line, adaptive threshold

and adaptive rotation. More FTs are also suggested to be contained in

the segmented finger images.

2. Feature Extraction:

• A new descriptor called the Multi-scale Sobel Angles Local Binary

Pattern (MSALBP) is designed. This operator has been created by

utilizing the Sobel vertical and horizontal edge angles of the FTs.

Subsequently, a Multi-Scale Local Binary Pattern (MSLBP) has been

applied to the resulting image. Instead of using the histogram features a

simple and efficient statistical calculation is described to collect the

variances of the extracted features. It is worth mentioning that each

stage of this descriptor has been evaluated.

• An enhanced feature extraction method is proposed called Enhanced

Local Line Binary Pattern (ELLBP). The basis of this approach is to

analyse the vertical and horizontal patterns, which are the main

patterns in the FT, according to the Local Line Binary Pattern (LLBP)

calculations. Consequently, a combination between the vertical and

horizontal codes are computed according to the weighted summation

rule. Likewise for the MSALBP, statistical calculations are exploited to

describe the feature vector. Every stage in this method has also been

evaluated.
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3. Finger Fusions:

• A beneficial verification structure is designed and implemented based on

the Feature Level Fusion and the Probabilistic Neural Network

(FLFPNN). To illustrate, the five finger images are segmented, their

ROIs are separately extracted, the features were collected for each ROI

and a feature level fusion is implemented. Subsequently, a Probabilistic

Neural Network (PNN) is used to process the fusion features.

• An innovative multi-object fusion method named the Finger Contribution

Fusion Neural Network (FCFNN) is proposed as a score level fusion.

The PNN is enhanced here to obtain the finger contribution scores by

establishing an additional hidden layer called a contribution layer. After

that, a summation fusion is calculated to combine these scores together.

Finally, the output decision are generated depending on the resulting

fusion.

4. Missing FT Elements and Salvage Approach:

• Verification performance is evaluated for missing FT elements (a small

or a big part of a finger, or even a full finger). So, this study is going

to answer this question: if a part or full finger is accidentally removed,

how this will affect the verification rate? as to the best of the attained

knowledge no publication has explored this issue.

• A novel approach is described to enhance the verification rates in the

case of missing a part or full FT by salvaging features embedded in the

trained PNN. As due to the fact that the values of the training vectors

will be stored in the PNN as weights, this inspired the idea of salvaging

the missing feature values.

5. Receiver Operating Characteristic:

• The aim of this contribution is to present a novel approach to generate the

Receiver Operating Characteristic (ROC) graph from a multi-class PNN.

This is accomplished by obtaining score values, which are necessary to

produce the ROC curve, from the PNN. Hereafter, the False Acceptance

Rate (FAR) and the False Rejection Rate (FRR) are calculated for each
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1.3 The Background for the Thesis

class. Then, the relationship between the FAR and (1-FRR) is applied

in the ROC graph after averaging all of their values.

• A new approach to establish the ROC curve from a FCFNN is

presented. The previous contribution is developed to be utilized in this

neural network. Again, the most important factors to be collected from

the FCFNN are the score values. Subsequently, the FAR and FRR are

computed for each class. Finally, the ROC graph is obtained from the

relationship between the average values of the FAR and the average

values of the (1-FRR).

Supporting results and comparisons are provided for three databases in order to

evaluate the suggested approaches. In addition to a large number of experiments,

which have been applied.

1.3.3 Thesis Outline

This thesis is organized as follows:

Chapter 1: introduces biometric recognition and provides a general overview of the

main two biometric types (the physiological and behavioural biometrics), the

specifications of the biometric characteristics and systems, the essential biometric

system types (the verification and identification modes) and the biometric fusion

types (sensor level fusion, feature level fusion, score level fusion and decision level

fusion). Moreover, the aims, objectives, contributions and organization of the

thesis are highlighted.

Chapter 2: presents various characteristics related to the finger such as fingerprint,

Finger Geometry (FG), Finger Veins (FV), Finger Outer Knuckle (FOK) and

Finger Inner Knuckle (FIK). Then, a significant consideration is provided for the

FT characteristic. After that, a related literature review is detailed for different

stages of the FT biometric system (finger segmentation and ROI extraction,

feature extraction, multi-object fusion and performance measurements).

Chapter 3: describes the attributes of the databases that offer the FT patterns.

These databases are the PolyU3D2D Hand Images (Version 1.0), the Hong Kong

Polytechnic University Contactfree 3D/2D (Version 2.0) (PolyU3D2DV2), the IIT

Delhi Palmprint Images (Version 1.0), the CASIAMS (S460) Palmprint images

(Version 1.0) [9], the Hong Kong Polytechnic University Finger Image (PolyUFI)
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(Version 1.0) and the Hong Kong Polytechnic University Low Resolution

Fingerprint (PolyULRF) (Version 1.0). Later, the performance measures are

justified.

Chapter 4: demonstrates the finger segmentation approaches. First of all, the main

points of the fingers in a hand image are specified. Hereafter, the two segmentation

approaches are described. These are the RFS and the ARFS methods.

Consequently, extracting the ROIs from each finger image is illustrated. Supported

results and comparisons are discussed.

Chapter 5: explains the feature extraction contributions. Firstly, a theoretical part

is given for the basic Local Binary Pattern (LBP) and some of its enhancement

methods or updated versions such as the MSLBP, Improved Local Binary Pattern

(ILBP), Simplified Local Binary Pattern (SLBP), Three-Patch Local Binary

Pattern (TPLBP), Four-Patch Local Binary Pattern (FPLBP), LLBP, Gradient

Directional Pattern (GDP), Improved Local Binary Pattern Neighbours (ILBPN),

Local Gradient Coding (LGC) and Local Gradient Coding-Horizontal Diagonal

(LGC-HD). Subsequently, the two suggested feature extraction approaches are

detailed. These are the MSALBP and the ELLBP. Evaluations are applied for

each approach. Then, extensive comparisons are recorded with updated LBP

versions approaches in the case of verification performance.

Chapter 6: clarifies the finger fusions, Missing FT Elements and Salvage Approach.

The principles of the ANNs are given. After that, the two suggested finger fusion

methods are explained, which are the FLFPNN and FCFNN. Then, the missing

FT parts are suggested and salvaging the missing information approach is

proposed. The results are discussed for evaluating the two finger fusion methods,

examining the missing FT features and applying the salvage approach.

Chapter 7: concludes the thesis by briefly clarifying the main outcomes of this

study. Subsequently, this chapter provides recommended future work, which is

related to this thesis.

Appendix A: describes generating the ROC curve from a PNN and from the

FCFNN. The challenge of this approach is firstly highlighted according to prior

studies. The essential parameters of the ROC graph are presented. How to

produce the ROC graph from the PNN is explained. Then, how to establish the

ROC graph from the FCFNN is illustrated.

Moreover, almost each chapter has an introduction section and a summary section.

17



1.4 Summary

These sections are to review the context of that chapter along with their main

considerations.

1.4 Summary

As a summary of this chapter, two main parts were included. These were the general

concepts of biometrics and the background of this thesis. Relating to the first

part, biometric recognition was defined. The main types of biometric characteristics

were illustrated, where there are two essential types physiological and behavioural.

Brief descriptions of common characteristics were given. The major specifications

that should be provided in any biometric characteristic and biometric system were

denoted. Furthermore, the three modes that a biometric system can be assigned

to any one of them were demonstrated as enrolment, verification and identification.

Then, the common fusion styles between multiple biometric characteristics were

highlighted as sensor level fusion, feature level fusion, score level fusion and decision

level fusion.

On the other hand, the subject of this thesis was assigned for the FT biometric

characteristic. So, some significant attributes of this phenomenon were revealed.

The aims of the thesis were also illustrated in this chapter. The contributions were

clarified for different stages of the FT verification system. Furthermore, the overall

organization of the thesis was reported.

In the next chapter, various biometric characteristics which are available in any

finger will be described. However, more concentrations will be provided for the

FTs. The related literature review of each part of a FT verification system will be

provided.
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Chapter 2

Finger Characteristics and

Relevant Literature Review

2.1 Introduction

Rich characteristics can be observed in each single finger. First of all, they hold

the most famous biometric which is the fingerprint. In addition, other attractive

biometrics embedded in a finger are the Finger Geometry (FG), Finger Veins (FV),

Finger Outer Knuckle (FOK), Finger Inner Knuckle (FIK) and Finger Texture (FT).

An overview of these different finger pattern types will be presented. Then, more

focus will be given to the FT, as this is the subject of this thesis, and relevant

literature review will be provided. So, in this chapter:

• Descriptions of common finger biometrics or characteristics will be

demonstrated, and

• Critical analysis of the relevant FT literature review will be given for each step

of the personal recognition system.

Each one of the finger characteristics has unique features. Their pattern structures

remain stable throughout a human’s life. Also, one of the most interesting

attributes in any finger characteristic is that its features are different not just

between the individuals, in fact among the fingers too. On the other hand, each

type requires special considerations in terms of acquiring the biometric image

pattern and suggested verification/identification procedure.

In the case of the FT literature review, few works have utilized the FT as a
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2.2 Various Finger Characteristics

biometric type. The idea of using this important biometric only appeared

approximately one decade ago. Because an FT recognition system is generally

compromised within the following steps: finger segmentation and FT collection;

feature extraction; matching classifier (multi-object fusion could be used in this

stage) and recognition performance, related work will be reviewed for each step.

The rest of this chapter is organized as follows: Section 2 highlights and illustrates

common finger characteristic types. Section 3 considers the relevant literature

review of FT recognition systems and Section 4 summarizes this chapter.

2.2 Various Finger Characteristics

2.2.1 Fingerprints

Fingerprints have been studied for many years and can be considered as the first

effective physiological biometric. They have been employed in many biometric

fields such as classification [68], verification [69], identification [70] and

multi-modal recognition [71]. Fingerprints are constructed from different pattern

forms. These patterns consist of beneficial features such as valleys/ridges,

core-points and minutiae [72]. Fig. 2.1 demonstrates various fingerprint images,

where the fingerprints that belong to the same subject have similar patterns and

the fingerprints that belong to the different subjects have different patterns.

The most important advantage of this biometric compared with other finger

patterns is that its traits can be collected without requiring a certain finger to be

presented. This facilitates the forensic investigations of crimes [73–78].

However, biometric systems based upon fingerprints have obstacles. For example,

it has been reported that recognition rates of fingerprints are generally reduced

when the individual becomes older [35]. Furthermore, it has been noticed that

fingerprint patterns may vanish for elderly people especially those suffering from

diabetes [79]. Therefore, this will cause erroneous results in biometric systems.

2.2.2 Finger Geometry

The geometry of fingers is an important part of hand geometry as described in [80–

82]. Several recent studies considered FG alone as a type of biometric characteristic

such as in [83–85]. Generally, to extract the geometry feature of a single finger
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Figure 2.1: Samples of fingerprint patterns. Each row shows images belonging to
a subject and each column shows different acquired images. These images can be
found in Set B of Database 2 in [2]

multiple widths in determined locations along with the finger length are utilized in

verification/identification systems. These common features of FGs are demonstrated

in Fig. 2.2.

The following issues should be considered with the FG characteristic: an appropriate

binarization threshold for a hand image is required [86], pegs or restrictions in

the acquisition device can influence the measured shape of any finger(s) and the

security level of FG systems may not be high [84]. To increase the performance of

the FG, additional biometrics are generally employed in the proposed recognition

schemes. For instance, single finger patterns of FV and FG were fused together in

[87]. Another example, the palm print was combined with the FG in [28,88,89].
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2.2 Various Finger Characteristics

 

Figure 2.2: Common finger geometry features of the four fingers, where these are
for each single finger: multiple finger widths in assigned locations and finger length
[3]

2.2.3 Finger Veins

FV is a biometric pattern located inside the skin of a hand. This provides a high

degree of confidentiality as it is so difficult to steal or use without a human’s

awareness. Furthermore, it can be only acquired when the individual is alive and

this increases the spoofing difficulties of this biometric type [10]. Such a biometric

requires a specific Near-InfraRed (NIR) environment. Fig. 2.3 describes a simple

acquisition device of FV. It consists of NIR Light-Emitting Diodes (LEDs), a

camera and NIR filter. The advantage of the white acryl in this figure is to

equalize the lighting of the LEDs and to support the finger location [4]. Moreover,

it has been cited that changing the position of the camera around a finger offers

different views of veins and this can be beneficial to capture various FV patterns

[90].

One of the main FV biometric problems is the difficulty of capturing distinct vein

features. Therefore, invisible patterns or wrongly located fingers can increase the
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Figure 2.3: Example of an acquired FV environment [4]

false recognition performance [91].

Samples of FV images belong to the same person from the Hong Kong Polytechnic

University Finger Image (PolyUFI) database (Version 1.0) [92] are given in Figs.

2.4, 2.5, 2.6 and 2.7.

It can be explained that available FV acquiring devices offer capturing one image

for a single finger at a time such as [4, 10, 87, 93, 94], except in [90] where two

camera devices have been used to simultaneously collect two finger images (one

from each hand). The index finger, and sometimes the middle finger, is usually

used in these devices. Furthermore, some of the captured FV images cannot cover

the whole finger as in [87,94]. So, not all of the possible FV patterns for all fingers

are provided. Therefore, it could be argued that the obtained recognition

  

Figure 2.4: FV image of an index finger
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  Figure 2.5: FV image of an index finger shows parts of veins disappeared because
of over illumination

 

Figure 2.6: FV image of a middle finger

 

 

  Figure 2.7: FV image of a middle finger shows parts of veins disappeared because
of over illumination

performance can be enhanced if more patterns of veins were included. In addition,

a question can be raised: what about amputating a certain finger?. In this case the

biometric system could be useless for that individual.

2.2.4 Finger Outer Knuckle

FOKs are unique and reliable patterns. They exist in the dorsal finger surface

positioned on the joint locations between the phalanxes. Principally, the FOK

which is located between the distal and intermediate phalanxes contains the
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‘minor’ features and the FOK which is positioned between the intermediate and

proximal phalanxes includes the ‘major’ features [95]. The FOK pattern is

believed to be distinctive and varies between the fingers rather than the

individuals. One interesting observation which should be stressed is that the FOK

offers different texture views according to various bending degrees. That is,

bending the fingers around a handle knob of a door reveals valuable features [96].

Whereas, bending a finger around a peg to approximately 120◦ by using a special

acquisition device offers clearly exploited textures [97, 98]. On the other hand,

unbending fingers provides completely different FOK patterns [99].

Now, several recent publications, such as [97,98,100–102], have employed the Hong

Kong Polytechnic University Finger-Knuckle-Print (PolyUFKP) database [103] to

develop a new biometric identifier based on the FOKs. The acquiring device of this

database, which has been designed to collect the FOK image, has a single peg with

a specific angle to restrict the finger in suitable bending degrees (as mentioned,

approximately 120◦). Some Region of Interests (ROIs) images of bending FOK

patterns are exhibited in Fig. 2.8.

 

Figure 2.8: Some ROI images of the FOK ‘major’ pattern from the PolyUFKP
database as shown in [5]

There are several difficulties associated with this database. First of all, if a certain

acquiring finger is wrongly located in the capturing device, it could lead to an

incorrect verification decision as explained in [97]. Secondly, the database has been

collected to include only ‘major’ features for just two fingers (middle and index

fingers), so, it includes limited features and overlooks many useful outer knuckles.

On the other hand, biometric systems have been designed in [99, 104, 105] to

capture FOKs in an unbending situation by using a camera, which is located at

25



2.2 Various Finger Characteristics

the top of an acquisition device. The ‘major’ features of three fingers (index,

middle and ring) are collected in [104] and also the ‘major’ features of four fingers

(index, middle, ring and little) are extracted in [99], whilst, all the ‘minor’ features

were neglected. More concentration was considered for the ‘major’ features of just

middle fingers in [105], as in the Indian Institute of Technology Delhi Finger

Knuckle (IITDFK) database (Version 1.0) [6]. See Fig. 2.9.

 

 

 

 

 

Figure 2.9: ‘Major’ features of three different individuals [6]; each row represents
a ‘Major’ feature of a participant and each column represents offered samples from
the different participants

Similarly, just the FOK of the middle finger was used, but employing the ‘minor’

and ‘major’ features in [95]. The reason beyond focusing on the middle finger as

explained in [105] is that it provides satisfactory constancy during capturing the

finger dorsal image and it also has a wide pattern area. Now, middle finger images

have been provided as a database within the Hong Kong Polytechnic University

Contactless Finger Knuckle Images (PolyUCFKI) database (Version 1.0) [106]. In

this database, a long time interval of (4-7 years) between two sessions was recorded

to collect the finer images. The reliability of the FOK patterns for the middle

finger has been investigated and confirmed in [95]. Nevertheless, again it can be

argued that using FOK pattern(s) of a single finger is(are) not enough because this

26



2.2 Various Finger Characteristics

finger may be accidentally amputated.

The drawbacks of the unbending FOK patterns can be described as follows: firstly,

their designed systems require a particular environment with fixed specification

measurements [99,104,107]. To explain, acquiring the dorsal finger images requires

a large box, a camera located at the top of the box, a hand position that is

assigned at an appropriate distance at the base of this box, suitable lighting inside

and an open slot to allow any size of a hand to go through it. Furthermore, the

finger pose changing can directly influence the dorsal FOKs [108]. An additional

problem which can be considered is that the FOKs do not have a normal

protection like the inner FTs as they are located on the outer surface of a finger.

2.2.5 Finger Inner Knuckle

FIKs represent the flexion wrinkle patterns of the fingers that are clearly seen on

the inner surface. Three knuckles can be recognized in each one of the main fingers

(index, middle, ring and little), namely from the finger base: lower knuckle, middle

knuckle and upper knuckle. So, the upper knuckle is the nearest knuckle to the

nail, the lower knuckle is positioned on the base of the finger and obviously the

middle knuckle is the FIK between the upper and lower knuckles. Fig. 2.10

illustrates the names and locations of the FIKs within a finger.

 

Upper knuckle 

Middle knuckle 

Lower knuckle Finger base 

Figure 2.10: The locations of the three inner knuckles: upper, middle and lower

It is noteworthy stating that the prior work of this subject has excluded the inner

knuckles of the thumb. One can argue that a thumb has rich FIKs especially the

lower one. Moreover, to the best of the obtained knowledge not all of the three

FIKs (the upper, middle and lower knuckles) were employed in the previous
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studies except [109]. For example, just the middle knuckle of middle fingers has

been utilized in [8]. The advantages of using the middle knuckle were explained in

the same paper as it has a richer pattern than the upper knuckle and in

comparison to the lower knuckle it is further stable. Also, the middle knuckles

have been considered for three fingers (index, middle and ring) in [60] and for the

four fingers in [110]. Middle and upper knuckles of the four fingers have been

employed in [111], where a mobile camera was used to acquire hand images under

different conditions such as different backgrounds and lightings. On the other

hand, lower knuckles of the four fingers have been exploited in an innovative palm

segmentation in [112]. Then, this work has been extended to collect the lower

knuckles in order to be used as a biometric in [113] and they have been fused

together with the palm print in a multi-modal biometric identification approach

[114].

In the case of obtaining the FIK images, all the mentioned works have established

their own database, so, they are not available. In contrary, a database was created

from contactless fingers restricted by a backplate and a peg. The details of

establishing this database have been described in [7], where parts of FIKs (the

middle knuckles of ring and middle fingers) have been collected. From the same

database, only the middle knuckles of the middle fingers were used in [115] and

just the middle knuckles of the ring fingers were employed in [116]. So, a single

FIK was considered from one or two fingers by [7, 115, 116]. Various patterns of

inner middle knuckles are given in Fig. 2.11.

 

Figure 2.11: Samples of middle FIKs as demonstrated in [7] show various patterns
of inner middle knuckles
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The FIK has significant facilities over other biometrics, these are: it is easy to

extract as it essentially consists of vertical lines; it has simple features and it can

be recognized from low contrast and low resolution pictures [8]. In addition,

comparing to the FOK it is less influenced by the finger pose and more stable [109].

On the other hand, the FIK studies have problems with: focusing on a limited

number of knuckles; completely ignoring all thumb knuckles and neglecting rich

textures of phalanxes, which are close to the ROIs of the used FIK(s).

2.2.6 Finger Texture

The inner surface of the finger has various rich patterns. These are: ridges, visible

lines and skin wrinkles. The ridges require higher resolution images than the lines

and wrinkles. So, the visible patterns of the flexion lines and wrinkles have simple

and effective features [8]. The main features of the inner finger surface are

expressed in Fig. 2.12.

 

Figure 2.12: Various patterns that formed the inner surface of a finger: ridges,
visible lines and skin wrinkles as given in [8]

Basically, the essential FT parts are phalanxes and knuckles. Three types of

phalanxes can be recognised, these are a distal phalanx at the top of the finger

holding the nail, an intermediate phalanx in the middle of the finger and a

proximal phalanx near the base of the finger. The inner knuckles which create the

clearly visible lines of the finger involve the upper knuckle between the distal and

intermediate phalanxes, the middle knuckle between the intermediate and

proximal phalanxes and the lower knuckle at the base of the finger. The FTs can

offer a robust recognition performance as they have different patterns in each part.

The principle parts of the FT of a single finger are demonstrated in Fig. 2.13.

All the FT patterns (excluding the ridges) can be obtained from low cost devices
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Distal phalanx 

(Holding the nail) 

Intermediate phalanx 

Proximal phalanx 

Upper knuckle 

Middle knuckle 

Lower knuckle 

(The finger base) 

Figure 2.13: The fundamental parts of FTs of a single finger

and contactless hand images. Moreover, the ridge images for full FT regions are

not available as a database, thus, they have been discarded.

There are many facilities that encourage the use of the FT as a powerful biometric.

That is, they have rich information; unique between individuals or even between

identical twins; easy to access; can be acquired without contact; resistant to

tiredness and emotional feelings; their features are reliable and stable [64]; are

clearly visible; so, they require an inexpensive low resolution camera (or scanner)

to capture their images; they have normal protections as they are located in the

inner surface of the fist [44] and it has been highlighted that FTs will not change

over time, even for individuals who play racket-based sport such as tennis, despite

such people physically using their inner fist muscles to grasp the racket [117].

FT based biometrics have attracted significant attention such as in [117, 118]. The

FT characteristics are distributed among the five fingers. So, the five fingers of a

hand can contribute together to give precise recognition decision. If an accident

happens to any finger, there will still be four fingers present and they can be

gathered to give good recognition performance. Therefore, a multi-object

biometric system based on the FTs of the finger objects can be created.

In contrast, this subject requires more investigations as it was not always fully

employed and it is usually combined with other biometric such as the palm print.

More explanations will be given in the next section, which includes the literature

review of this phenomenon.

There are some drawbacks regarding employing the FT as a biometric
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characteristic. These are as follows: skin disease, dirty inner finger surface and

amputating a part or full finger. Nevertheless, the amputating issue is considered

in this thesis.

2.3 Related Finger Texture Literature Review

2.3.1 Segmenting Fingers and Extracting their Textures

The idea of employing the FTs probably started by Ribaric and Fratric [117],

where this study introduced a multi-modal biometric system by using eigenfinger

and eigenpalm characteristics. In this publication a scanner device was used to

acquire high resolution hand images. So, the hands of the participants were

located in a specific position with small limitations for finger translations. In this

study a fixed ratio size of the FT is considered in each finger. This means that not

all the FT regions were covered because the fingers have different sizes.

Ferrer et al. [29] proposed a low cost fusion system between the palm, hand

geometry and FTs. The hand images were acquired from a commercial scanner

with a resolution of 150 dpi. A simple contour was utilized after the image

binarization by using the Otsu threshold [119]. Then, cartesian coordinates of the

contour were converted to polar coordinates in order to calculate the locations of

the tip and valley points of the fingers from the middle point of the hand base,

where a hand was located in a specific location. The ROIs were the full finger

images except parts of the lower knuckle patterns, which were ignored. The thumb

was not considered too. Noticeably, not all patterns of the FTs were applied, high

resolution images were employed and the most important thing is that a fixed

location was used to acquire the hand images which did not allow free translations

or orientation movements to be examined.

Ying et al. [120] adopted a hand parts segmentation method called Delaunay

triangulation. The basic idea of this method is to simulate the hand image in a

group of triangles to avoid the circular shapes. This study investigated the effects

of different hand poses. It could segment the palm print and the five fingers of

normally stretched hand parts (completed hand area should be included in the

image) and failed with the others. This is due to how successfully the hand contour

is established. This work discarded the lower knuckles, where the ROI of a FT was
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determined by specifying 80% from a finger area. Besides, each ROI had different

resizing area according to the mean sizing for the certain finger and this is not

applicable because it had been calculated according to a specific group of images.

Pavesic et al. [118] established a study to fuse the fingerprints with the FTs for

each finger. The authors also used a scanner acquisition device to collect part of

hand images. So, they used high resolution part hand images located in a limited

space, which allowed just small finger movements. The thumb was neglected with

parts of upper and lower knuckles of the four fingers (index, middle, ring and

little). Furthermore, the authors assigned each finger a fixed ratio size of the FT

region, which may cause parts of the finger width to be cancelled.

Michael et al. [44] proposed a finger segmentation method based on the projectile

approach, where a system was designed to track the five fingers from the hand

video stream. Similarly, Michael et al. [45] presented the same segmentation

method, however, it was implemented for only four fingers (index, middle, ring and

little). The main problem of the projectile approach is that it could not detect very

small distortions, rotations and translations as reported in [121]. Furthermore, the

authors cited that larger rotation movements cannot be discovered too and they

considered these would be unnatural behaviour for their acquisition device [44].

Kanhangad et al. [58] suggested a method to segment the four fingers based on the

following steps: applying the Otsu threshold [119] for the binarization, employing

opening morphological operations, implementing a simple contour, specifying tips

and valley points for the four fingers by using the local minima and local maxima,

determining four points in both sides of each finger to specify the finger

orientations and then extracting the FT regions for only four fingers by using a

largest adaptive inner rectangle technique. This process is useful for some

transformations in the image plane as cited by the authors. Thus, it is not efficient

for various hand rotations. The lower knuckles were discarded and they involve

important features as confirmed in [25].

Bhaskar and Veluchamy [64] suggested a multi-modal biometric verification system

based on feature fusion between the FTs and palm prints. This study used the

Indian Institute of Technology (IIT) Delhi Palmprint Image Database (Version 1.0)

[65, 66], but did not mention segmentation either for the palms or for the fingers.

Moreover, it did not describe the partitioning of both training and testing sets.

From the literature, a simple contour operation was usually applied. Then, the
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main finger points (tips and valleys) were determined based on the local minima

and local maxima process. Obviously, these operations are not appropriate to

address segmenting the fingers from the noise which may occur and from the hand

images under various positions. Also, so far it can be noticed from the literature

that there are serious issues about extracting just parts of the FTs. These

weaknesses are required to be addressed and they are considered in Chapter 4 of

this thesis.

It is worth highlighting that the first author’s publication regarding the finger

segmentation can be found in [25], where a method was proposed to extract the

full regions of the FTs from the four fingers based on the traditional contour. This

publication confirmed that increasing the collected FT patterns would increase the

performance of the biometric recognition by using the Hong Kong Polytechnic

University Contact-free 3D/2D (PolyU3D2D) Hand Images Database (Version 1.0)

[67].

2.3.2 Prior Work on Feature Extraction

In the case of feature extraction, Local Binary Pattern (LBP) types have been

found as efficient methods to be utilized. Essentially, they have been widely used

in the face texture recognition such as [122]. However, they are also convenient to

be adopted in the FT approach. This section will highlight the literature of the

LBP method and the related prior work that has been stressed in comparisons.

The LBP method was firstly introduced by Ojala et al. [123] as a promising

method for texture analysis. The main idea of the LBP operator is that each 3× 3

neighbourhood pixels of an image, also known as an operator, are thresholded by

the pixel in the centre. This will produce a binary or logical expression in each

neighbourhood pixel. Then, this binary code is converted to a decimal value, which

will represent the new centre value and it will be within the range of [0, 255] [123].

Consequently, the LBP was developed by Ojala et al. [124], where it was enhanced

to consider multiple grayscale resolutions. In addition, rotation invariant micro

textures were analysed and uniform LBP patterns were determined. However, the

important characteristic which has been utilized in this thesis is the Multi-Scale

Local Binary Pattern (MSLBP) or as called in the paper the multiresolution

grayscale. After that, many approaches have been suggested to develop the
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performance of the LBP method.

Jin et al. [11] proposed the Improved Local Binary Pattern (ILBP) operator for

face detection. The key idea of this operator is including the centre pixel in the

LBP function and assigning a high significant weight to its value. In this case the

information of the centre pixels were exploited as they could be very important.

Tao and Veldhuis [125] described a Simplified Local Binary Pattern (SLBP)

operator as an applicable method to solve the illumination variation problems.

This method was applied and evaluated in a face verification system. Its operation

was suggested to remove any multiplication weight from the LBP function.

Therefore, it was reported to be very quick, easy to implement and produces

directionless textures.

Complicated LBP methods have been proposed by Wolf et al. [12] called

Three-Patch Local Binary Pattern (TPLBP) and Four-Patch Local Binary Pattern

(FPLBP) respectively. These two novel operators were used for the face matching

between pairs of images, to classify them into belonging or not belonging to a

certain person. The two methods have been proposed to apply the LBP process for

a patch of pixels instead of a small matrix of pixels. The TPLBP indicates three

patches of pixels and the FPLBP refers to four patches of pixels. The global

textures will be maintained while the micro textures are mistreated and this seems

to be a major problem. Furthermore, increasing the number of patches (from three

to four) disregards more small features.

Petpon and Srisuk [126] derived a Local Line Binary Pattern (LLBP) from the

original LBP by considering lines of pixels in horizontal and vertical directions

only. Then, similar LBP operations are applied to each vector. To combine the

obtained LBP codes from the horizontal and vertical pixels an amplitude equation

was implemented. This structure was employed for a face recognition issue, where

face characteristics were analysed as vertical textures, horizontal textures and then

a combination between the vertical and horizontal textures.

Ahmed [127] has suggested a descriptor that is called Gradient Directional Pattern

(GDP). He applied this descriptor for recognizing facial expressions. This study

was aimed to overcome the sensitivity of the LBP towards illumination changes

and noise in the face expression image. The operations of this descriptor start with

using an average filter of size 5 × 5 pixels, separately detecting horizontal and

vertical edges by convolving the face image with the Sobel operators, calculating
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the angles of the gradient directions in degrees, implementing a GDP operator

after setting up a threshold to suppress undesired information, partitioning the

face image into determined block sizes, computing the histogram of each partition,

concatenating the resulting vectors to one feature vector, employing a support

vector machine to classify the expression and computing the recognition

performance by utilizing the cross-validation technique.

The Improved Local Binary Pattern Neighbours (ILBPN) structure was proposed

by Liu et al. [116] to analyse FIKs. This scheme consists of the following steps:

Gabor filtering, mean filtering and feature analysing by applying a special LBP

operator, which consists of a horizontal vector only. Then, uniform values from the

resulting image have been established for each pixel and binary images have been

produced for each uniform value. Limited features have however been utilized in

this publication, because just middle knuckles of ring fingers were utilized.

Tong et al. [13] developed an operator termed Local Gradient Coding (LGC) and

derived an additional operator named Local Gradient Coding-Horizontal Diagonal

(LGC-HD). Both operators were examined in the case of facial expression

recognition. The LGC operator idea is to implement a gradient difference around

the centre pixel. So, three main directional differences are expected: gradients

around the vertical, horizontal and diagonal. Then, these gradients are used to

compute the LGC code according to calculating the original LBP code. The

authors investigated the effects of the vertical gradients and they noticed that their

influences were not significant to their employed database. Furthermore,

considering their analyses will be time consuming. Therefore, the LGC-HD has

recommended to reduce the analysing time and enhance the expression recognition

performance by removing the redundant information. It is true that the LGC-HD

reported better performance than the LGC in [13] according to the presented

application, but this might not work well with other applications. Both operators

have been used for comparison purposes in this thesis.

The GDP method is inspired in terms of employing the gradient directions of the

edges. On the other hand, some essential drawbacks can be investigated. For

example, the threshold that is used in the GDP operator may remove some

important information and it is empirically tuned or discovered for each database,

so, it is not adapted to an undesired input image. Furthermore, employing the

histogram to collect the feature vector has problems of establishing a very long
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vector and as highlighted in [116] effective spatial data can be wasted by applying

this method. The LLBP method seems to be suitable for analysing the FT

features as they generally compromise vertical and horizontal patterns.

Nevertheless, the combination between the codes of both horizontal and vertical

features can be enhanced. These issues will be illustrated in Chapter 5, where two

feature extraction methods are proposed.

2.3.3 Literature Review of Multi-Object Fusion

Although extensive work has been carried out for single-modal biometric systems,

no intensive study exists to concentrate on the inner finger surface textures as a

multi-object biometric prototype. Generally, several studies have documented FTs

as a part of multi-modal biometric recognition.

Ribaric and Fratric [117] presented a first investigation about combining FTs with

palm prints in the case of human identification. In this work, the contribution rate

of each finger was calculated and a score fusion between the five fingers and palm

was implemented. This fusion was based on the weighted summation rule.

After that, a combination of palm, FTs, and hand geometry was used to produce a

low cost multi-modal biometric recognition system by Ferrer et al. [29]. In this

study, different types of fusion were evaluated: decision fusion with the voting rule,

score-level fusion by the weighted summation and feature fusion based on the

two-dimensional convolution. It was recorded that decision fusion obtained the

most satisfactory results.

Ying et al. [120] evaluated two fusion methods between FTs of five fingers and the

palm print. The first method was based on the feature level fusion termed holistic,

where all the regions of the FTs and palm print were exploited in the same feature

extraction method. The second combination method was suggested to use a

weighted summation rule as a type of score fusion, where hand parts (palm print

and FT of each single finger) were processed separately then the score fusion was

obtained after applying the Hamming distance matcher. Finally, the score fusion

was found to perform better results than the holistic method.

Nanni and Lumini [128] suggested a fusion of multiple matcher scores by using the

summation rule. Two different processes were applied to the same FT, then, fusion

between the matching scores in the final processing stage is applied. Firstly, the
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proposed approach was implemented for middle fingers by considering that the full

segmented finger image is the FT region. Subsequently, ring fingers were

augmented to improve the recognition performance.

Pavesic et al. [118] produced a comparison study for fingerprints and the FT

surface based on principal component analysis, the most discriminant features and

regularized-direct linear discriminant analysis. The authors chose eight regions

from four fingers (index, middle, ring and little) to be used in both verification and

identification. The two main regions were the digitprints, which representing the

FT of each finger, and the fingerprint, as the upper regions of each finger. Then,

the score fusion of all the employed finger parts was considered according to the

weighted summation rule. In terms of feature extraction, the best results were

reported for the regularized-direct linear discriminant analysis method.

Michael et al. [44] illustrated a robust recognition system by combining the FTs of

the five fingers and the palm print in the case of verification. No standard resizing

was used for the FT regions. An automatic tracking algorithm was implemented to

acquire the hand images from a device with a real-time video camera. In this work

the FTs were combined with the palm print to achieve a robust verification.

Again, a score fusion was utilized, but by applying the Support Vector Machine

(SVM) technique with the Radial Basis Function (RBF) to implement the

combination between the FTs and the palm print. Before that, a matching was

applied by using the Hamming distance for the palm print and Euclidean distance

for the FTs. Likewise, Michael et al. [45] applied the same fusion method, but

excluding thumbs.

Kanhangad et al. [58] employed the FTs as a part of a fusion study between palm

print, hand geometry and finger surfaces from 2D and 3D hand images to enhance

the contactless hand verification. The weighted summation rule was also utilized

in this work in terms of score fusion.

Zhang et al. [129] proposed a score fusion method by using the summation rule.

The fusion was performed between two types of biometrics, the palm print and FT

of only the middle finger. The image of the segmented middle finger was treated as

the FT region. A two dimensional wavelet technique was employed to collect the

features of both biometrics. The wavelet coefficients of approximation, horizontal

details and vertical details were collected separately for each biometric. An average

filter was applied just to the palm print coefficients of the horizontal and vertical

37



2.3 Related Finger Texture Literature Review

details. Consequently, feature level fusions were implemented on all coefficients of

each biometric. Then, the score fusion was executed after the matching operations.

Kumar and Zhou [10] examined vein and texture images for just two fingers (index

and/or middle) in two experiments, where different numbers of subjects were

employed for the personal identification. The major problem of this work was that

the database was acquired for a small region of the fingers. In addition, just two

fingers were employed (the index and/or the middle finger). This could be the

reason why the authors used two innovative types of score fusion termed holistic

and non-linear, both of which are mainly based on the vein features.

From the previous literature, it can be observed that the FTs have been used as a

part of a multi-modal biometric scheme. In addition, limited FT features have

been utilized as illustrated in Section 2.3.1. It can be argued that reliable

biometric recognition approaches can be fully established by employing all the FT

patterns of the five fingers and exploiting them in a fused multi-object prototype.

This will reduce the cost of providing an additional acquiring device and

establishing an extra applicable algorithm for including another biometric trait to

be combined with the FTs. Fusion between multi-objects of FTs will be described

in Chapter 6.

2.3.4 Related Work on Performance Measurements

The main classifier in this thesis is the Probabilistic Neural Network (PNN). It has

been noted that there is a serious problem regarding establishing the Receiver

Operating Characteristic (ROC) graph from this multi-classifier network alone.

This is because the score values are not available in this network and these values

are important to construct the parameters of the ROC curve, as will be explained

in Appendix A. There is no prior work which could clearly consider this matter as

shown next.

To start with, a new strategy to produce an ROC for an Artificial Neural Network

(ANN) is proposed by Woods and Bowyer [130]. The essential idea of this work is

to utilize the bias in the hidden layer to give positive and negative offsets and

calculate the ANN outputs as scores. The problem of this study is that their

contribution is just for a Multi-Layer Perceptron (MLP) neural network, which

was designed for only two classes. The topology of this network should have one
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input bias for only the first hidden layer, no bias connections for the other layers

and a single output neuron.

Orr [131] evaluated the possibility for death following cardiac operation by

employing a PNN. The author took advantage from the Probability Density

Function (PDF) inside the neural network and predicted the postoperative death.

A commercial software called “NeuroShell 2” was applied to construct the PNN

and collect the ROC graph. However, the depicted ROC curve was not smooth

and it was designed for a PNN with only two classes.

In Ooi et al. [132] a signature verification model was created by using the PNN.

An interesting method named “strengthening” was used to strengthen the effects

of signature templates. The key idea of this method is slightly varying the

signature feature values according to a Gaussian distribution in order to increase

the probability of the original data. This was the reason of how the ROC graph

could be established, where the PNN was executed for many times with various

information after the strengthening process. So after the re-executions, the output

values were developed or, in other words, the score values were constructed.

Sharma et al. [133] proposed a modified PNN for the iris classification purpose.

The resulting network was named Parzen PNN (PPNN), where the Parzen

approach [134] was combined with the PNN. The heart of a PPNN is about

partitioning the training data by using the Parzen window, then, applying these

subsets to the PNN and considering their PDFs for each class. The network has

the same PNN structure. Nevertheless, the output layer was modified to classify

the information according to maximum function instead of employing the

‘winner-takes-all’ rule. It appears that the output values were utilized as score

values to produce ROC and Cumulative Match Curve (CMC) graphs. The major

problem of this method is increasing the network processing units. Therefore, an

additional operation called kernel discriminant analysis was implemented in order

to decrease the overall size of the input features.

Similarly, Joshi et al. [135] employed the PPNN for periocular

identifications/verifications. The authors also used an additional feature reduction

process after applying Gabor filter called the direct linear discriminant analysis.

Again this was due to the long sequence of data resulting from the Parzen window.

The outputs of the PPNN were utilized to establish ROC and CMC graphs.

According to the authors the final results were collected from these graphs. It can
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be observed that there are big differences between the recorded results of the

identifications and verifications. Generally, the reported accuracies of the

identifications were significantly worse than the recorded accuracies of the

verifications. This is due to the output (or score) values of the PPNN, where

disparities among them can be found. So, the influence of these disparities or

variances clearly appeared in the identification comparisons between the values.

Almaadeed et al. [136] suggested an approach to identify speakers. Briefly, the

approach consists of two parts: wavelet analysis for feature extraction and ANNs

for classifications. The authors collected the ROC parameters by applying a

combination of multiple neural networks. Those were the General Regressive

Neural Network (GRNN), Radial Basis Function Neual Network (RBFNN) and

PNN. A voting process was applied to the decision of the three neural networks

and there values were utilized as scores. Obviously, this suggestion increases the

complexity of the system.

It is worth mentioning that many other publications employed the PNN in the case

of biometric recognition without establishing the ROC curve such as [40,137–147].

It is clear that there is no specific method to construct the ROC graph from the

multi-classifier PNN unless employing a combination process technique, which will

cause more complexity and be time consuming. So, a novel method is presented to

address producing the ROC curve from a PNN. In addition, generating the ROC

graph has been developed in this thesis to also include a suggested innovation

classifier named the Finger Contribution Fusion Neural Network (FCFNN).

Specifically, addressing producing the ROC graphs will be clarified in Appendix A.

2.4 Summary

As rich textures exist in each finger, various features can be observed. The first

very old and well know biometric is the fingerprint. While, other finger

characteristics were recently investigated such as FG, FV, FOK, FIK and FT.

Each one of these biometrics has valuable features. On the other hand, each

characteristic has benefits and drawbacks. So, a general overview of the common

finger characteristic patterns was provided.

Moreover, relevant literature review related to the FT as a type of biometric was

stated. It can be noticed that the FT has not been intensively and thoroughly
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studied before. As with each step of the personal FT recognition there are

noticeable problems, the related prior work of each step was described. Firstly, for

the finger segmentation and ROI extraction, the majority of the previous studies

considered limited areas of the FT regions. In addition, many publications

completely ignored the textures of thumbs. Secondly, FT patterns lacked a

beneficial feature extraction model that can efficiently collect its horizontal and

vertical features. Thirdly, usually the FTs were combined with supported

biometric characteristic(s) and construct biometric structures of multi-modal.

Whereas, in this thesis it has been demonstrated that this trait can be used alone

as multi-objects by considering the FT of each finger as a single object. Finally, for

the performance measurement, it can be investigated from previous studies which

exploited the PNN classifier alone that they could not construct the ROC graph.

This issue is considered and solved in this thesis.

The next chapter will explain the available databases of the FTs. Due to the fact

that there are limited numbers of provided FT databases, full hand images in the

palm print databases have been used.
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Database Overview

3.1 Introduction

This chapter concentrates on introducing the databases of inner finger surfaces from

which the Finger Textures (FTs) are extracted. Although personal recognition based

on FTs has had growing importance there are no specific databases for the full

regions of FTs. Therefore, hand images which are acquired generally for their palm

prints have been employed since FTs can be extracted from the fingers of these

images. Moreover, the performance measures will be clarified in this chapter. In

this study, three databases have been employed:

• The Hong Kong Polytechnic University Contact-free 3D/2D (PolyU3D2D)

Hand Images Database (Version 1.0) [67].

• Indian Institute of Technology (IIT) Delhi Palmprint Image Database (Version

1.0) [65, 66].

• Spectral 460nm (S460) from the CASIA Multi-Spectral (CASIAMS) Palmprint

image database (Version 1.0) [9].

Each of the used databases has specific characteristics and resolutions. Furthermore,

the environment of acquiring the hand images in each database has been exclusively

designed as will be described.

The remainder of this chapter is composed of: Section 2 describes the databases

of the FTs and their challenges. Section 3 explains the basis of calculating the

performance measures. Section 4 summarizes the chapter.
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3.2 The Databases of the Finger Textures

3.2.1 The Hong Kong Polytechnic University Contact-free

3D/2D Hand Images Database (Version 1.0)

In this database, a commercially available 3D digitizer, Minolta VIVID 910 is used

to capture 3D and corresponding 2D hand images. The database consists of 1,770

images from 177 different people, where each person has contributed 10 images.

All the images are in colour and no fixed position or restrictions were imposed.

The same indoor environment has been used with a black background to collect

image data from the palm side. The images were captured in two sessions and five

images were collected at each session. The time between the two sessions ranges

between one week (only for 27 participants) to three months. The age range for

the participants is between 18 to 50 years from students and staff with multiple

ethnic backgrounds and both genders. Furthermore, the participants have been

asked to take off rings or jewellery and they have been asked to make small

movements or slightly change the hand position after each acquisition. All images

are of type bitmap. Each hand image has a resolution of 640 × 480 × 3 pixels and

the participants were asked to locate their hands far from the scanner to

approximately 0.7m [67]. Therefore, the hand images in this database can be

considered as very low resolution. Examples of hand images belonging to the same

subject are given in Figs. 3.1, 3.2, 3.3 and 3.4. Small hand movements can be

observed between these figures.

A second version of this database named The Hong Kong Polytechnic University

Contactfree 3D/2D Hand Images Database (Version 2.0), simply denoted

PolyU3D2DV2, is available. This version considers the different poses of the

hands. This database is not completely provided as only the data which has been

collected from the first sessions can be downloaded, so it is not employed. On the

other hand, another available database which have considered various poses of

hand images will be explained in the next section .

3.2.2 IIT Delhi Touchless Palmprint Database (Version 1.0)

The IIT Delhi Database has basically been established to overcome the variation

of the hand location drawbacks of other palmprint databases, where restricted
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Figure 3.1: Example of a hand image from the PolyU3D2D database

 

  
Figure 3.2: Example of a hand image from the PolyU3D2D database for the same
subject as in Fig. 3.1 with a translation of approximately 0.2cm to the left
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Figure 3.3: Example of a hand image from the PolyU3D2D database for the same
subject as in Fig. 3.1 with a translation of approximately 1cm to the left

 

  
Figure 3.4: Example of a hand image from the PolyU3D2D database for the same
subject as in Fig. 3.1 with a translation of approximately 1.75cm to the left

45



3.2 The Databases of the Finger Textures

environments were designed to acquire palmprint hand images with fixed poses

determined by pegs. It can be claimed that using the pegs to capture a hand

image is very uncomfortable as the users are obliged to put their hand into specific

location. The Biometric Research Laboratory in IIT Delhi/New Delhi/India has

therefore designed a peg-free environment to capture groups of hand images and

utilized different variations in order to expand the researching area in terms of

trustworthy palmprint recognition. It was assembled over the period July/2006

until Jun/2007 from the IIT Delhi staff and students. This database has been

provided as an open access database for the research area since October 2007. A

simple design was facilitated to collect the data from the participants in a

contact-free manner with high variations of movements. An indoor environment

has been utilized to collect hand images from 235 participants between the ages of

12 and 57 years. Both genders were present in their hand images. An open camera

was used to view the hand image before the capturing operation. The camera lens

was surrounded by fluorescent lighting in a circular shape. A bitmap format is

used to store the hand images [65]. The IIT Delhi database can be considered as

high resolution coloured data, where each hand image has the size

(1200 × 1600 × 3 pixels). The IIT Delhi Database consists of 1,603 right and left

images. Just the right images have been focused upon in this thesis as the

PolyU3D2D consists of just the right hand images. This will establish fair

comparisons. In addition, asking the users to put both hands in the acquisition

device is awkward and using two capturing environments will be expensive.

However, not all measurements have enough samples to cover the neural network

training and testing requirements. In particular, 888 right hand images have been

used from 148 people, where each person has participated 6 images.

This database can be considered as the most challenging one in terms of the FT

studying area, because it includes hand images with various postures according to

[66, 148]. Figs. 3.9, 3.10, 3.11, 3.12, 3.13 and 3.14 show hand image samples with

abnormal situations such as bending finger(s) because of restricted space and

distorted hand image.

Moreover, ring jewellery can be found on one or two fingers of hand images in this

database which, as mentioned, has been generated basically for palmprints.

Nevertheless, these exist in all samples of the corresponding participants. In other

words, they appear as parts of the FT for the participant who wear the ring(s).
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Figure 3.5: Example of a hand image from the IIT Delhi database

 

  

Figure 3.6: Example of a hand image from the IIT Delhi database for the same
subject as in Fig. 3.5 with a rotation of approximately 10◦ to the left
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Figure 3.7: Example of a hand image from the IIT Delhi database for the same
subject as in Fig. 3.5 with a rotation of approximately 20◦ to the right

 

Figure 3.8: Example of a hand image from the IIT Delhi database for the same
subject as in Fig. 3.5 with a rotation of approximately 30◦ to the right
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Figure 3.9: Sample of a hand image from the IIT Delhi database showing a middle
finger bent to the back because of restricted space

 

 

Figure 3.10: Sample of a hand image from the IIT Delhi database illustrating a
middle finger more significantly bent to the back because of restricted space
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Figure 3.11: Sample of a larger hand image from the IIT Delhi database
demonstrating a middle finger bent to the back because of restricted space

 

 

Figure 3.12: Sample of a large hand image from the IIT Delhi database with bent
middle, index and ring fingers to the back
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Figure 3.13: Sample of a hand image from the IIT Delhi database with a bent
thumb and a rotated hand of approximately 25◦ to the right direction, where a
small amount of texture from the thumb has been lost

 

 

Figure 3.14: Sample of a hand image from the IIT Delhi database illustrating a
distorted hand image because of instability during the capturing operation
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Figure 3.15: Example of a hand image from the IIT Delhi database showing a gold
ring appearing in the ring finger

 

 

 

  

Figure 3.16: Example of a hand image from the IIT Delhi database demonstrating
a silver ring in the middle finger
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Figure 3.17: Example of a hand image from the IIT Delhi database with gold and
silver rings on the ring and middle fingers

 

 

Figure 3.18: Example of a hand image from the IIT Delhi database showing two
gold rings appearing on the ring and middle fingers
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Examples of hand images where gold or silver rings exist can be found in Figs.

3.20, 3.21, 3.22 and 3.23. It is expected that their presence may affect the personal

verification performance when using the FTs as a biometric, thereby representing a

useful user case.

3.2.3 CASIA Multi-Spectral Palmprint Image Database

(Version 1.0)

In this database, multi-spectral light sensors have been used to capture different

features for the hand images. Principally, the skin of an inner hand surface shows

various characteristics if different light spectra are applied. This is due to the

penetration of the given spectrum. Therefore, identifiable patterns can be noticed

under the skin of the inner hand surface after using a specific spectrum of lighting

such as the veins. A multi-spectrum acquisition device was created to capture six

types of patterns as hand images, see Fig. 3.19. These images have been made

open access to expand the studies of biometrics. The participants hand is free to

move in the acquisition device. It is peg-free as there are no limitations to the

 

Figure 3.19: A demonstration of the multi-spectral hand image acquisition device
for the CASIAMS database as given in [9]
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location of the hand. However, the participants were expected to open their hands

inside the acquisition box. A dark background (mainly black) was used. A Charge

Coupled Device (CCD) camera was located at the bottom of the device and the

lighting was equally distributed. A controller circuit was created to automatically

activate the spectrum lighting. The specific ID of the individual was given as the

name of each image file, where useful information is understandable from these

names. A total of 100 users contributed with their right and left hand images. Six

samples were captured in two sessions. That is, three samples in session one and

after more than one month in session two an additional three samples were

collected. Multi-spectral wavelengths, which were generated by the provided

lighting, were used to capture six image patterns at one certain time. The utilized

spectra had the wavelengths of 460nm, 630nm, 700nm, 850nm and 940nm. In

addition to the white illumination. So, the total number of the provided CASIAMS

images in this database was 7,200 right and left hand images. These were stored as

Joint Photographic Experts Group (JPEG) images and they all are 8-bit grayscale.

In the case of resolution, these touchless hand images can be considered as low

resolution as each hand image has the size 576 × 768 pixels. The participants had

been permitted to make determined hand movements in order to increase the

reliability of the palmprint biometric studies, which utilized this database.

Samples of the six multi-spectral hand images belonging to the same person or

subject are shown in Figs. 3.20, 3.21, 3.22, 3.23, 3.24 and 3.25, where each figure

represents a hand image acquired by applying a specific spectrum of light [9].

In this study, right hand images of S460 from the CASIAMS database are

employed, because the spectrum wavelength 460nm contains the FTs as stated in

[149, 150]. Furthermore, it is a good opportunity to study the specifications of the

FTs under a spectral light. The wavelength 460nm represents a visible blue

spectrum, where its wavelength value is between 492nm−455nm and this range is

for the blue colour spectrum as given in Table 3.1 [151].

Table 3.1 shows the offer wavelength of the multi-spectral lighting types. The

applied lights: 630nm and 700nm belong to the red spectrum; 850nm and 900nm

are included in the near infra-red spectrum; and the white is the visible white light

that combines all the visible spectrum colours.
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001_r_460_01 

  

Figure 3.20: Sample of a right hand image from the CASIAMS database for the
wavelength lighting 460nm, where the outer texture of the skin is clarified

 

 

 

 

001_r_630_01 

 

  

Figure 3.21: Sample of a right hand image from the CASIAMS database for the
wavelength lighting 630nm, where the inner veins and outer texture of the skin are
shown
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001_r_700_01 

 

  

Figure 3.22: Sample of a right hand image from the CASIAMS database for the
wavelength lighting 700nm, where the inner veins and outer texture of the skin are
shown

 

 

 

 

001_r_850_01 

  

Figure 3.23: Sample of a right hand image from the CASIAMS database for the
wavelength lighting 850nm, where the inner veins of the skin are demonstrated
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001_r_940_01 

  

Figure 3.24: Sample of a right hand image from the CASIAMS database for the
wavelength lighting 940nm, where the inner veins of the skin are demonstrated

 

 

 

001_r_WHT_01 

 

 

 

 

 

 

Figure 3.25: Sample of a right hand image from the CASIAMS database for the
white lighting, where the outer texture of the skin is clarified
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Table 3.1: The wavelengths and frequencies of the visible spectrum colours

Colour Wavelength (nm) Frequency (1012 Hz)
Red 780− 622 384− 482
Orange 622− 597 482− 503
Yellow 597− 577 503− 520
Green 577− 492 520− 610
Blue 492− 455 610− 659
Violet 455− 390 659− 769

3.2.4 The Hong Kong Polytechnic University Finger Image

Database (Version 1.0)

The Hong Kong Polytechnic University Finger Image (PolyUFI) database (Version

1.0) is probably the first database that considers the FTs of fingers. However, the

principle idea beyond establishing this database is to collect a wide range of Finger

Veins (FV) images. An acquisition device to capture both the FT and FV images

was designed. The architecture of this device is illustrated in Fig. 3.26. This image

capturing device was used in The Hong Kong Polytechnic University campus to

accumulate the database. The time period of acquiring the data was generally

between April-2009 to March-2010. Both genders male and female, were

considered in this project, and 156 people provided their finger images. Each

image is of a bitmap type and the total number of finger images was 6264. The

ages of the participants were under 30 years, which were appropriately 93% of

overall subjects. Two sessions were organized to simultaneously capture the FV

and FT images with an average interval equal 66.8 days (minimum one month and

maximum more than six months). Twelve images were acquired in each session (6

images for the FV and 6 images for the FTs) from only the index and middle

fingers respectively. So, in each session 24 images were collected for both fingers.

The left hands were only used in this database. Samples of FT and FV images are

given in Figs. 3.27 and 3.28 respectively [92].

Many drawbacks can be investigated in this database. First of all, it contains very

small regions of FTs. Secondly, just two fingers were employed in this database.

Thirdly, part of fingerprints are captured together with a small part of FTs.

Fourthly, just the upper knuckles are fully present. Fifthly, as mentioned this

database was established fundamentally for FV and in [10], where the database

was reported, a fusion method has been mainly exploited depending on the vein
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Figure 3.26: Representation of the FV and FT image capturing device [10]

 

 

 

 

 

 

 

     

  

Figure 3.27: Samples of FT images from the PolyUFI. Each FT image belongs to a
subject

 

 

 

 

 

 

 

 

   

Figure 3.28: Samples of FV images from the PolyUFI. Each FV image belongs to a
corresponding subject to FT image in the previous figure

patterns. Therefore, a comprehensive study cannot be established for the FTs by

using this database. It is neglected in the practical contributions of this work.

Part of PolyUFI database can be found in [152], where it is known as The Hong

Kong Polytechnic University Low Resolution Fingerprint (PolyULRF) Database

(Version 1.0). It composes of only the FT images of the index finger. This
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database was investigated in [153] as it consists of very low resolution FT images

(∼ 50 dpi) and obtained promising results in terms of identification. Again, only a

small part of the index finger image was employed, so, one can argue that this is

not enough to achieve best performance or represent a comprehensive study.

3.3 Performance Measures

As mentioned, three databases have been employed in this work: PolyU3D2D

database [67], IIT Delhi Database [65] [66] and S460 from the CASIAMS

palmprint database [9]. A total of 8850 finger images acquired from 1770 hand

images has been employed for the PolyU3D2D database, where each person has

contributed 10 images. For the IIT Delhi Database, 4440 finger images have been

utilized from 888 hand images. Each person has participated with 6 images.

Furthermore, 3000 finger images extracted from 600 hand images within the

460nm wavelength part of the CASIAMS database have been used. Also, each

person has contributed 6 images. The reason for using the spectral number 460nm

is because it consists of the texture patterns according to [149,150].

The following process has been implemented on all the 2D right hand images in all

the three databases: 5 samples for each person or subject have been utilized in the

training phase following [25, 58]; the remaining samples have been used in the

testing stage and all the five finger images (thumb, index, middle, ring and little)

have been considered in this thesis.

Subsequently, Region of Interests (ROIs) of the five finger images have been

extracted and image resizing is equally normalized to cover their textures in the

later processing. In this study, the size of each ROI is empirically selected equal to

30 × 150 after any applied feature extraction function. Then, the resulting image

has been partitioned into non-overlapping blocks of equal sizes. Statistical

calculations have been applied and a one dimension vector has been prepared for

each ROI finger image. So, five feature extractions have been used as the input

vector to any employed classifier. Two multi-classifiers have been evaluated, these

are: the Feature Level Fusion with Probabilistic Neural Network (FLFPNN) and

Finger Contribution Fusion Neural Network (FCFNN). Both of them will be

illustrated in Chapter 6. The output of each classifier is aimed to generate the

verification decision, where each neuron in this layer refers to a person. The
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number of output values of the applied classifiers is equal to the number of the

output neurons and this is the same as the number of subjects. This equalled 177

neurons in the PolyU3D2D database, 148 neurons in the IIT database and 100

neurons in the CASIAMS (S460) database, where these are exactly equal to the

number of people who provided their images in each database. The output

decision values are set as logic ‘1’ for the winner and ‘0’s in all other nodes and

there should always be a winner. This procedure is known as the winner-takes-all

rule. The number of the failed samples has been counted and recorded for each

feature extraction method. To illustrate, when any class is wrongly set to ‘0’

another class will be activated to ‘1’ at the same time. Thus, it is always possible

to calculate a false rejection state equal to a false acceptance state in the output of

the used multi-classifiers. Consequently, the False Rejection Rate (FRR) is

computed equal to the False Acceptance Rate (FAR) and this principally

represents the Equal Error Rate (EER) value.

Due to the limitation of calculating the FAR and FRR values in the

winner-takes-all rule for the employed multi-classifiers, a novel method to extract

FAR and FRR values and establish a relationship between them is proposed. This

method is illustrated in Appendix 1 of the thesis.

3.4 Summary

In this chapter, the available FT databases were reviewed. In particular, three

databases have been utilized each with a substantial number of finger images: the

PolyU3D2D database contains 8850 finger images; the IIT Delhi Database involves

4440 finger images and the CASIAMS (S460) includes 3000 finger images extracted

from 1770 hand images; 888 hand images and 600 hand images respectively.

Other FT databases were highlighted, namely the PolyU3D2DV2 and PolyUFI.

Both of these databases have not been considered in the later studies in this thesis

because of their limitations. That is, the PolyU3D2DV2 has not been completely

provided and the PolyUFI contains part of FTs for just two fingers.

In terms of pre-processing measurements, normalizations of the input and output

vectors of the applied multi-classifiers have been fairly calculated. All the databases

have been divided into two parts; one part is used in the training phase and the

other in the testing phase. This will ensure that the neural networks will test new
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finger images which have not given before. The assigned neuron will output a logic

‘1’, while ‘0s’ will appear at the other output neurons. The EER value, which is the

main parameter of measuring the verification performance, has been calculated.

The next three chapters will explain the contributions of this thesis by using the

employed databases and utilize the EER performance measurement mentioned in

this chapter.
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Chapter 4

Finger Segmentation and

Extracting the Region of Interest

4.1 Introduction

The first stage of personal recognition based on Finger Textures (FTs) is segmenting

the fingers then extracting the Region of Interest (ROI). All the following stages will

depend on how FTs can be successfully collected. Therefore, any failure in this stage

may certainly lead to a wrong recognition decision. Two approaches are suggested

to address the Finger Segmentation issue:

• A Robust Finger Segmentation (RFS) method, and

• An Adaptive and Robust Finger Segmentation (ARFS) method.

The RFS method is described in this chapter, where each finger is considered as an

object. In particular, a robust approach is introduced to extract the five finger

images (thumb, index, middle, ring and little) based on an object detection

method. An ARFS method is also proposed to address the problem of variation in

the alignment of the hand. As such, it can be adapted to different hand alignments

such as rotations and translations. A scanning line is suggested to detect the hand

position and determine the main specifications of the fingers. Furthermore, an

adaptive threshold and adaptive rotation step are exploited.

In the case of extracting the ROIs, a useful method based on an adaptive inner

rectangle which has been suggested in [58] is employed. That is, the largest inner

rectangle can be obtained adaptively to collect as many features as possible. This
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approach has been cited to be the best method in collecting the FTs from the

different sizes of fingers, more features are thereby collected from each finger [25].

Then a fixed ROI procedure is applied to all finger surfaces.

The rest of the chapter is organized as follows: Section 2 considers identifying the

main points of the fingers. Section 3 explains the proposed segmentation

approaches. Section 4 illustrates extracting the ROI. Section 5 demonstrates the

results and discussions. Finally, Section 6 summarizes the chapter.

4.2 Main Points of the Fingers

It is important to specify firstly the main finger points (tips and valleys).

Secondly, other points can be determined from the boundaries, such as the

symmetric or reference point before the index finger and the symmetric or

reference point after the little finger. The hand image with the essential points is

demonstrated in Fig. 4.1. In this figure {T0, T1, T2, T3 and T4} represent the tips

for the thumb, index, middle, ring and little fingers respectively. Whereas, the

points {V0, V1, V2 and V3} are given for the valleys between the fingers as follows:

V0 is the valley point between the thumb and index, V1 is the valley point between

the index and middle, V2 is the valley point between the middle and ring, and V3 is

the valley point between the ring and little. The symmetric or reference point

before the thumb is marked as R0, the symmetric point before the index finger is

marked as R1 and the symmetric point after the little finger is marked as R2. The

set points {R0, R1 and R2} can be specified in such a way that the length of the

straight line T0-V0 is equal to the length of the straight line T0-R0; the length of

the straight line T1-V1 is equal to the length of the straight line T1-R1 and the

length of the straight line T4-V3 equals the length of the straight line T4-R2. A

detailed description of this method is found in [117,118].

Additional points have been determined in the finger base to specify the finger

direction. The finger base is defined as the line between the two valley points or

between the valley and symmetric points around the finger. See the following

equations below [25]:

V R3––x =
V R1––x+ V R2––x

2
(4.1)
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Figure 4.1: A hand image boundary with the essential points: tips, valleys and
symmetric points where {T0, T1, T2, T3 and T4} represent the tips, {V0, V1, V2 and
V3} represent the valleys and {R0, R1 and R2} represent the symmetric

V R3––y =
V R1––y + V R2––y

2
(4.2)

where V R3 represents the centre point of the base line, V R1 and V R2 represent a

valley and a symmetric point or two valley points, and x and y represent the x axis

or y axis coordinate respectively.

These equations could be repeated between each two valley points, or even between

a valley and a symmetric point to specify the new point in the centre base of a finger

length. The finger length is defined as the length between the tip and the centre

point of the finger base line [117,118].

The ground truth of the finger segmentation basically depends on the finger base

and finger tip [60,129,154,155]. However, before extracting the finger image in this

thesis additional pixels have been included to cover the full patterns of the lower
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knuckles, which have important features as it has been confirmed in [25]. The length

of these pixels have been empirically determined for each database.

4.3 Proposed Finger Segmentation Approaches

4.3.1 Robust Finger Segmentation Method

The extraction of the FT pattern from a hand image is not a straightforward

procedure. Therefore, different image processing algorithms are employed to

extract the five fingers (thumb, index, middle, ring and little finger) from a hand

image. In this chapter, the RFS segmentation method is proposed to explore the

fingers as objects. Then, the finger segmentations can be carried out after

specifying the main finger points, which are mentioned in the previous Section 4.2.

The image preprocessing steps begin by reading the colour image and subsequently

converting it to an 8-bit grayscale image denoted as I(x, y) : Z2[0, 255]. An

example converted grayscale hand image is given in Fig. 4.2.

Henceforth, it is translated to a binary image by using a threshold τ . The

binarization process is represented by Equation (4.3) [156,157]:

B(x, y) =





1 if I(x, y) > τ

0 if I(x, y) ≤ τ
(4.3)

where B(x, y) is the resulting binary image, I(x, y) is the grayscale image and τ is

the threshold. It has been observed that it is better for the value τ to be adaptive

as this will preserve the hand image area rather than the finger objects. For The

Hong Kong Polytechnic University Contact-free 3D/2D (PolyU3D2D) Hand

Images Database (Version 1.0) [67] and Spectral 460nm (S460) from the CASIA

Multi-Spectral (CASIAMS) Palmprint image database (Version 1.0) [9] the

threshold value is adapted between 0.1 and 0.17, and for the red channel of the

Indian Institute of Technology (IIT) Delhi Palmprint Image Database (Version

1.0) [65, 66] the threshold value is adapting between about 0.21 and 0.3. To justify

choosing the threshold value for a grayscale hand image in any database, several

steps can be utilized as follows:

1. Initializing the threshold τ to a small value.
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2. Applying the binarization process.

3. Carrying out the operations of detecting finger objects.

4. If the finger objects are incorrectly specified, the τ value must be slightly

increased. Then, go to step 2 and repeat all the above operations.

5. If the finger objects are correctly determined, then the segmentation operations

can be continued.

There will still be, however, some binary noise outside the hand region as shown in

Fig. 4.3. So, the following steps can be used to remove them [158]:

1. Specifying the white areas.

2. Calculating the size of each area.

3. Deleting all white areas except the largest one which represents the hand.

The resulting image is then denoted as B(x, y), see Fig 4.4. Thus, the complement

will be defined as B̄(x, y) : Z2 {1, 0}. Nevertheless, there may still be some

unexpected noise connected to the hand image as shown in Fig. 4.5.

To overcome the effects of this remaining noise the ‘majority’ filter morphological

operation is applied to the complement of the binary image. This filter can be

represented according to the following equations [159]:

Bmajority(q) = MAJ[SE.B(q)] (4.4)

MAJ(z) =





0; if a majority of the elements of z = 0

1; if a majority of the elements of z = 1
(4.5)

where B represents the binary image, q represents the image coordinate, MAJ

represents the majority process, SE.B(q) represents the blocking set, the SE

represents the structuring element which is a kernel matrix with a fixed number of

pixels equal to 2M + 1 and z = [Z1, Z2, ..., Z2M+1] refers to arbitrary binary pixels.

The SE size is equal to 3× 3 and 2M + 1 is equal to 9.

In other words, it is performed by converting the black pixels with the majority
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white neighbourhood to logical one [160, 161]. The complement image after the

‘majority’ morphological filter is given in Fig. 4.6.

In the case of specifying the main point of the thumb, another scanning operation

is performed for the complement image B̄(x, y) until two areas are detected: a

small area, which represents the thumb, and a large area for the rest of the fingers

with a part of the hand as shown in Fig. 4.7. The tip point of the thumb can be

determined as the furthest top side point from the object. On the other hand, the

valley point can be specified simply by assigning the separating point between the

two objects.

Another scan can then be executed to verify the four finger objects (index, middle,

ring and little). Empirically, this was performed by cropping the hand area to two

fifths of its total length. Each object could be assigned by a fixed pixel value or

one colour. So, the four finger objects could be represented by four different

colours with a black background as shown in Fig. 4.8. Hereafter, the tip points

will be assigned where each point can be defined as the furthest left point from the

object, see Fig. 4.9.

Similarly, the background is converted into colour objects to specify easily the

 

Figure 4.2: Original grayscale hand image
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Figure 4.3: Converted binary image from the grayscale image

 

Figure 4.4: Binary image after deleting the small white noise areas
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Figure 4.5: Image complement of the previous binary image

 

Figure 4.6: Image complement after the ‘majority’ morphological filter
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Figure 4.7: Thumb object with the tip and valley points

 

Figure 4.8: Four finger objects each object assigned by a specific integer value
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Figure 4.9: Four finger objects with the tip points

 

Figure 4.10: Background objects assigned by specific colours with the valley points
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Figure 4.11: Original hand image with the tips and valleys points
 

 

 

 

 

 

 

Figure 4.12: An example of a hand image with its segmented fingers
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valley points. Each tip point is extended to be a border between the two objects as

given in Fig. 4.10. From this point the valleys have been assigned between the

fingers, where each valley point can be denoted as the furthest right point from the

object. A hand image with all tips and valley points is given in Fig. 4.11.

Henceforth, after specifying the main points of the fingers (the tips and valleys)

and considering the symmetry in the opposite side of the valleys around the

terminal fingers (little, index or thumb), the centre points of the base line can be

calculated according to Equations (4.1) and (4.2). Then, the original hand image

will be combined with the pure black background as this is more robust than using

the original background. See Equation (4.6):

Inew(x, y) =





0 if B(x, y) = 0

I(x, y) if B(x, y) = 1
(4.6)

Then, this image needs to be rotated. The best rotation angle to be established is

based on the finger length. Consequently, the finger direction angle in degrees can

be calculated according to the following equation:

γ = r (tan−1
| Tip––y − V R3––y |
| Tip––x− V R3––x |

× 180/π) (4.7)

where γ is the orientation angle of a finger and r is for the sign of the angle (1 or

-1).

Equation (4.7) will be used for each finger in order to determine its direction to be

extracted in a separate image. An example of a hand image and segmented fingers

is shown in Fig. 4.12.

The proposed finger extraction is appropriate for contactless (peg-free) hand images,

where it can deal efficiently with the translation and scaling of the hand images. In

addition, it maintains the finger images rather than the hand image.

4.3.2 Adaptive and Robust Finger Segmentation Method

The ARFS method has been inspired from the RFS method and it is suggested to

address the problems of different hand alignments. In this section, the full process

of FT segmentation will be described by using the IIT Delhi database [65]. The
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4.3 Proposed Finger Segmentation Approaches

reason for focusing on this database is because of its specifications, as it involves

unrestricted hand images that have various orientations, scalings and translations

[66,148]. However, the method is capable of working with other databases.

First of all, the hand images of the IIT Delhi database have a small difference over

the hand images of the other two databases, that is, they are rotated by 90◦ in the

clockwise direction. Simply, this has been solved by rotating any hand image from

this database by 90◦ in the counterclockwise direction at the beginning of the

segmentation process. This will allow similar operations and calculations to be

used for any input hand image.

Consequently, the coloured hand image has been converted to the grayscale level,

but the red channel from the coloured image is still required for the next process

(binarization). Practically, it has been noticed that applying the threshold to the

red channel is more effective than applying it to the blue or green channels. This is

due to the skin colour on inner surface of the hand, where it is commonly related

to the red spectrum colour, see Fig. 4.13.

Experimentally, utilizing an adaptive threshold, which refers to adaptively

changing the threshold as described in Subsection 4.3.1, has been found to give

better results than using a fixed or Otsu threshold. The binarization process is

represented by Equation (4.8) [156,157]:

B(x, y) =





1 if Ir(x, y) > τ

0 if Ir(x, y) ≤ τ
(4.8)

where B(x, y) is the resulting binary image, Ir(x, y) is the separated red channel

image from the source coloured image and τ is the threshold.

Then, similar operations of preserving the hand image by removing the small

white noises and employing the ‘majority’ filter which have been described in

Subsection (4.3.1) are applied in the ARFS method.

The next important step is finding the hand specifications which involves: the four

fingers and the anchor point. The anchor point will be the lower valley point

between the thumb and index finger, as long as the main fingers are located in the

reference or normal direction. The key idea of this stage is proposing a scanning

line to recognize the hand attributes. The scanning line has the following facilities:

it can move to any part of the figure according to the scanning requirements; it
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The binarization process (applying the threshold ()) 

Figure 4.13: Applying a binarization threshold to the red, green and blue channels
of a coloured image

consists of a set of points, so, it has the ability to detect specific points located in

narrow places; it can efficiently detect separated objects and it analyses the correct

direction of the hand.

Moreover, an adaptive rotation has been implemented in order to locate the hand

image in an appropriate position. The adaptive rotation is denoted as adaptively

adjusting the rotation of the hand position angle. It is worth mentioning that it is

not important for the adaptive rotation to be implemented with small steps by

changing a small angle, instead, a suitable step angle can be used to reduce

computation time.

There are two styles of rotation: ‘loose’ and ‘crop’ [162]. The first rotating style
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‘loose’ has been chosen to be used instead of the second style ‘crop’. This is

because the ‘loose’ style preserves the image contents and adapts the image size

accordingly. Whereas, the second style ‘crop’ eliminates the image according to the

original image size, which might cause some parts of the image to be removed. The

new coordinate of the rotated images to the specific angle θ is denoted as (x′, y′).

Different specifications can be detected by the scanning line during the adaptive

rotation as given in Figs. 4.14, 4.15, 4.16 and 4.17. However, the main attributes

are the four longest fingers with the anchor point. Consequently, the scanning line

can cause a significant number of scans to detect all the other main points (finger

tips and valleys).

The grayscale hand image is combined with the pure black background. So,

Equation (4.9), which is the modified version of Equation (4.6), can be used after

rotating the grayscale image to the right direction:

Inew(x′, y′) =





0 if B(x′, y′) = 0

I(x′, y′) if B(x′, y′) = 1
(4.9)
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Figure 4.14: Wrong three objects each with an assigned colour
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Figure 4.15: Wrong five objects each with an assigned colour
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Figure 4.16: True four objects represent the four fingers
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Figure 4.17: The anchor point (the valley point between the thumb and index finger)

 

 

 

 

 

 

 

 

 
Figure 4.18: Sample of a hand image with all tips and valley points
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where Inew(x′, y′) is the new grayscale image containing the hand with the black

background and I(x′, y′) is the original grayscale image. A sample of a hand image

with its tips and valleys is given in Fig. 4.18.

Symmetric points can also be calculated, as mentioned in Section 4.2, to describe

the following locations from the top: before the thumb finger, before the index

finger and after the little finger. The same operations which have been performed

in the RFS method are considered here to determine the finger orientation. Then,

the finger orientation angle can be computed based on the finger length direction

according to Equation (4.7). This process should be repeated for each finger.

It is worth illustrating that the resulting images of the finger segmentations by using

the ARFS are similar to the resulting segmented finger images of the RFS method.

This is because the ARFS is derived from the RFS, so, all the finger points specified

by both methods are the same. Therefore, the extracted ROIs are also the same.

4.4 Extracting the Region of Interest

In the case of the ROI, a useful method has been utilized based on the adaptive

inner rectangle. This method has been reported in [58], where an adaptive inner

rectangle was applied to extract the ROI for just the four fingers (index, middle,

ring and little). However, in this publication the lower or third inner knuckle was

not considered and thus important features of the FTs are avoided. This knuckle

contains important textures according to [25]. A further modified model for the

adaptive ROI rectangle is applied here, where more features can be collected for each

finger from the ROI areas. All the five fingers including the thumb are considered

in this study. The lower knuckles are employed according to [25]. This method is

found to be more efficient than extracting the ROIs in [117,118] as they considered

that the ROIs have specific ratios between the width and length of the fingers. It is

believed that there is no universal fixed proportional ratio between a finger’s length

and width. Furthermore, the proposed ROI extraction approach in [44,45] partially

includes the lower knuckle and over covers the finger width, where parts of the

background are collected in the ROIs because of the finger geometry.

After specifying the ROIs, a fixed resize has been applied to each finger image in

order to normalize them into fixed sized vectors. Empirically, the normalization

resize is considered equal to 30×150 after any updated Local Binary Pattern (LBP)
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4.4 Extracting the Region of Interest

type. An example of segmented finger images with their extracted ROIs according

to the adaptive inner rectangle method are shown in Fig. 4.19.

  

 

 

 

 

 

  

    

   

   

    

 

 

Figure 4.19: Segmented finger images with their extracted ROIs according to the
adaptive inner rectangle method. From the top: the first row is for the thumb; the
second row is for the index finger; the third row is for the middle finger; the fourth
row is for the ring finger; the fifth row is for the little finger. From the right: the first
column is for the segmented finger images; the second column is for the extracted
ROIs according to the adaptive inner rectangle method; the third column is for the
fixed resize of the ROI images
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4.5 Results and Comparisons

A comparison has been established between the two finger segmentation methods

(RFS and ARFS) and other prior work. This comparison is illustrated in Table

4.1, where a summary of related publications stated in Chapter 2:Section 2.3.1 is

shown.

Various methods were compared with the proposed approaches as demonstrated in

Table 4.1, where it shows that the proposed ARFS approach can carry out the

various degrees of translations, scalings and orientations. Whereas, other methods

can just recognize slight rotation and translation movements and various scaling

sizes as in [25, 58]. Other finger segmentation approaches were designed to hand

images located in specific positions such as [117, 118], where a scanner device was

used to collect the hand images. In this case, just small translations could be

detected, while, the orientations and scaling movements were not allowed.

According to [44] the projectile approach can recognise small movements with a

fault tolerance for the translations and orientations, but it could manage the large

translations. In the case of orientations, the projectile method can address

reasonable large orientations as the authors considered that big orientations are

unnatural alignments for the users to their acquisition design. Different scaling

sizes can be managed by the projectile method. Same approach was presented in

[45] but only for four fingers.

It is worth highlighting that one of the main differences between the RFS and

ARFS is the adaptation of investigating the finger objects. The RFS method

explores the four finger objects by determining the beginning of the hand area.

This is calculated directly by two fifths of the total length of the hand area as

shown in Figs. 4.8 and 4.9. That is why the RFS can detect different alignments of

the hand translations and scaling. On the other hand, the scanning line strategy in

the ARFS model is adaptively moving. By scanning the hand images from the

beginning of the four finger objects, it can recognise the orientation alignments of

the hand in addition to the translation and scaling alignments.

In the case of resolution, the suggested segmentations are robust for different

resolution levels high, low and very low. That is, the IIT Delhi database can be

considered as high resolution coloured data, where each hand image has the size

(1200× 1600× 3). The contactless CASIAMS hand images are low resolution, each
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with the size (576 × 768). While, the PolyU3D2D can be considered as a very low

resolution coloured images, because its images have the size (480 × 640 × 3) and

the participants were asked to locate their hands far from the acquisition device to

a distance approximately equal to 0.7m [67]. On the other hand, specific database

resolution was used in other publications, where the segmentation methods were

designed for their utilized database. Furthermore, a limited number of fingers was

segmented in several studies as in [25, 45, 58, 118], while, a full number of hand

fingers was considered in the others. Another point to be mentioned is that the

suggested segmentation methods are robust in extracting the fingers after

efficiently eliminating the hand image noises by utilizing the adaptive threshold.

That is because the fixed threshold works better for high resolution hand images

with pure black background as in [117,118], where their data were acquired from a

touch scanner. Furthermore, the Otsu threshold, which is proposed in [119], does

not maintain the full hand object rather than the fingers in the images. That is

why additional opening morphological operations were required in [58] after the

binarization process. While, these operations were not required after using the

other types of the threshold like the fixed threshold in [117, 118] and the adaptive

threshold in the suggested segmentation approaches.

The suggested finger extraction strategies have fewer points and less complexity,

where 4 points have been used in this work including the essential points to detect

the finger orientation compared with 9 points established in [58] and 10 points

defined in [117,118]. In contrast, assigning more points is more likely to be used in

the high resolution images as in [117,118]. Also, using the adaptive inner rectangle

area suggested in [58] for each finger is already covering the features of the wide

finger area.

In the case of extracting the ROIs, a comparison summary of related work for the

finger images of right hands is shown in Table 4.2. The majority of the ROI

extracting approaches collected just part of the FTs. For instance, the distal

phalanx was excluded and the upper knuckle was partially included in [118].

Whereas, they have been considered in all other compared methods. The lower

knuckles were partially included in [117, 118] and not included in [58]. This caused

some important FT features to be lost. In addition, the thumb is neglected in

[25, 45, 58, 118] which could perform enhancements to their final results. In [117]

the length of ROI was specified to be five sixths of the length of the finger and the
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Table 4.1: Comparison summary between the suggested segmentation methods and related work

Comparison Proposed Proposed Ribaric and Pavesic Kanhangad Michael Michael Al-Nima
domain RFS ARFS Fratric [117] et al. [118] et al.[58] et al. [44] et al. [45] et al. [25]*

Detecting Small and Small and Small Small Small Small (with Small (with Small
hand large large translations translations translations fault tolerant) fault tolerant) translations
translations translations translations and large and large

translations translations

Detecting Small Small and — — Small Small (with Small (with Small
hand orientations large orientations fault tolerant) fault tolerant) orientations
orientations orientations and reasonable and reasonable

large orientations large orientations

Detecting hand Small and Small and — — Small and Small and Small and Small and
scaling large scaling large scaling large scaling large scaling large scaling large scaling

Database High, low High, low High High Very low Low Low Very low
Resolution and very and very resolution resolution resolution resolution resolution resolution

low resolutions low resolutions

Number of Five Five Five Four Four Five Four Four
segmented fingers fingers fingers fingers fingers fingers fingers fingers
fingers

Binarization Adaptive Adaptive Fixed Fixed Otsu — — Adaptive
threshold threshold threshold threshold threshold threshold threshold

Number of 4 4 10 10 9 Changeable Changeable 4
assigned
points

* This was the first author’s paper relating to verifying people by utilizing the FT features. It used the traditional contour method as a basis to segment
the four fingers from a hand image.
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Table 4.2: Comparison summary between the exploited ROIs extraction method and prior studies

Comparison Proposed Proposed Ribaric and Pavesic Kanhangad Michael Michael Al-Nima
domain RFS ARFS Fratric [117] et al. [118] et al.[58] et al. [44] et al. [45] et al. [25]*
Distal Include Include Include Not Include Include Include Include
Phalanx include
Upper Include Include Include Partially Include Include Include Include
knuckle include
Lower Include Include Partially Partially Not Partially Partially Include
knuckle include include include include Include
Finger Include Include Not always Partially Include Over Over Include
width include include include include
Strategy Adaptive Adaptive Fixed Fixed Adaptive Projectile Projectile Adaptive

inner inner proportional proportional inner inner
rectangle rectangle strip strip rectangle rectangle

Excluded None None None Thumb Thumb None Thumb Thumb
ROI

* This was the first author’s paper relating to verifying people by utilizing the FT features. It employed the adaptive inner rectangle strategy
[58] to extract the FT regions from the four fingers. However, the lower knuckles were also included.
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ROI’s width was assigned to have a fixed ratio with the ROI’s length; this ratio

was determined empirically for each finger. It can be argued that the ratio between

the ROI length-width is not fixed between individuals, that is, the proportional

ratio for the length-width of the person who has long and fat fingers does not equal

to the proportional ratio of the person who has the same long but thin fingers.

Similarly, in [118] the ROI length was determined after dividing the finger length

by 1.5 and the ROI width was assigned after dividing the finger width by 2.3. So,

in [117] the full finger’s width was not always collected. On the other hand, in [58]

an adaptive inner ROI rectangle has been suggested to fit in the finger length and

width, but in this work the lower knuckles and the thumbs were not included as

mentioned before. The ROIs in [44,45] have a drawback in collecting the widths of

the fingers. That is selecting the outer rectangle in the ROI of each finger instead

of the inner rectangle, which causes parts of the backgrounds relating to the finger

form geometry to be collected. In the contributions of this chapter, a modified

model of the adaptive inner rectangle has been employed, where more features

have been proposed to be collected for each finger from the ROI areas. Some

studies ignored the ROI of the thumb [25,45,58,118], while, it has been considered

in the two suggested segmentation approaches.

In addition important features of the lower knuckles are included in the ROI of all

fingers and this has decreased the error rate of the FT biometric verification as

given in Table 4.3, where a comparison according to the state-of-the-art is given.

Kanhangad et al. [58] have employed a Competitive Coding (CompCode) method,

as a feature extraction, with the Hamming Distance (HD), as a matching metric

between the testing vectors and the templates, to the PolyU3D2D database. High

Equal Error Rate (EER) value equal to 6% was benchmarked in this publication.

From Table 4.3 it is clear that using more features will increase the successful

performance of the verification. This issue has been recorded in different feature

extraction methods as in [25] for the four fingers, where a new feature extraction

method has been applied named Image Feature Enhancement (IFE). Generally,

the EERs after adding the third or lower knuckle are better than the EERs

without this important feature such as in the IFE based exponential histogram the

EER percentage has been reduced from 5.42% to 4.07%. Similarly, adding the FTs

of the thumb will enhance the verification performance compared with using just

four fingers.
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Table 4.3: The EER results for four fingers without inner knuckles, four fingers with
inner knuckles and five fingers with inner knuckles

Method Additional Database EER EER EER
factors (4 fingers (4 fingers (5 fingers

without inner with inner with inner
knuckles) knuckles) knuckles)

CompCode Hamming PolyU3D2D 6% — —
[58] distance

For flat PolyU3D2D 5.54% 4.07% —
histogram

IFE [25] For exponential PolyU3D2D 5.42% 4.07% —
histogram
For bell-shaped PolyU3D2D 12.66% 7.01% —
histogram

Suggested P=8, R=2 PolyU3D2D 1.02% 0.79% 0.68%
MSALBP P=16, R=2 IIT Delhi — 2.03% 1.35%

P=8, R=2 CASIAMS(S460) — 5% 2%
Suggested N=17 PolyU3D2D 0.68% 0.45% 0.34%
ELLBP N=17 IIT Delhi — 3.38% 1.35%

N=7 CASIAMS(S460) — 2% 0%

All of the aforementioned work in Table 4.3 adopted the same database (the

PolyU3D2D). However, in this work two additional databases have been used (IIT

Delhi and CASIAMS (S460)). The results in the table are recorded taking into

account that the best parameters or factors are considered for the suggested

feature extractions, where these parameters achieve the verification percentages

that will be confirmed in the next chapter. These results are consistent with the

state-of-the-art as there are improvements in EER values after increasing the FT

features by including the lower knuckles. In addition, all the five fingers have been

applied for the verification evaluation. This reveals that better FT verification

performance can be attained after including more features.

4.6 Summary

In this chapter, two finger segmentation approaches were presented. The first

approach is called the RFS. This segmentation method represents each finger as an

object. It maintains the hand image before the segmentation process is carried

out. The second segmentation approach is called the ARFS. This method is

inspired from the RFS and it is suggested to address the alignment problems of the

hand image.

Detailed explanations about the drawbacks from the prior work were given. A
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description of the essential finger points was provided. Then, both segmentation

methods were illustrated and demonstrated. An adaptive inner rectangle is

explained and employed to extract the ROI for five fingers. Intensive comparisons

were established between the proposed segmentation approaches and other reliable

publications. Additional comparisons were presented for extracting the ROIs.

Finally, verification performance comparisons according to the state-of-the-art

were reported and they confirmed that using more FTs would increase the

verification performance.

After segmenting the fingers and extracting their ROIs, a feature extraction stage

will be carried out in the next chapter.
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Chapter 5

Feature Extraction

5.1 Introduction

Feature extraction plays an effective role in any biometric system. So, it is important

to consider this aspect in the thesis. Due to the fact that the Finger Texture (FT)

has been recently explored as a biometric characteristic, there is no specific feature

extraction technique that can efficiently analyse the main FT features (horizontal

patterns from the wrinkles and vertical patterns from the visible lines). In this

chapter, two main contributions are proposed in terms of feature extraction:

• A new feature extraction method called Multi-scale Sobel Angles Local Binary

Pattern (MSALBP), and

• An enhanced method named Enhanced Local Line Binary Pattern (ELLBP).

Briefly, MSALBP firstly detects the Sobel vertical and horizontal edges from the

FT. Then, it combines them according to their direction angles. A Multi-Scale

Local Binary Pattern (MSLBP) is fused with the resulting image. The resulting

appearances are formed into non-overlapping blocks and statistical calculations are

implemented based on the Coefficient of Variance (COV) to form a texture vector.

The texture vectors of the five fingers (thumb, index, middle, ring and little) are

concatenated and used as inputs to an Artificial Neural Network (ANN). On the

other hand, the ELLBP is an enhanced version of the Local Line Binary Pattern

(LLBP). It is based on fusing the vertical and horizontal textures according to the

weighted summation rule, which is useful to describe the FTs. Again, the resulting

ELLBP images are blocked, then the COV is calculated for each block and the
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feature vector is prepared for the ANN. A Probabilistic Neural Network (PNN) is

applied to both approaches as a multi-classifier to perform the verification.

Extensive experiments have been carried out to validate the proposed methods.

The organization of this chapter after the introduction is as follows: Section 2

explains the basic Local Binary Patterns (LBP) method. Section 3 illustrates some

modified LBP methods. Section 4 describes the proposed feature extraction

approaches. Their evaluations, results and discussions are given in Section 5.

Finally, the summary of the overall chapter is declared in Section 6.

5.2 Basic Local Binary Pattern

The basic LBP was firstly introduced in [123] as a method of texture analysis. It

has been used in various fields such as face recognition [41], face expression

recognition [122] and object detection [163]. Fundamentally, the image is first

divided into 3 × 3 sub-blocks. In each sub-block a comparison is carried out

between the value of the center pixel and the values of its surrounding 8 neighbour

pixels. The result of this comparison is a logical number; if the center value is

smaller than the neighbour pixel value then a ‘0’ is assigned to this location and if

the center value is greater than or equal to the neighbour pixel value a ‘1’ is put in

this location. After that, a weighted sum equation is applied to convert the binary

number to the decimal code. An example of the LBP code is shown in Fig. 5.1.

The following equation can be considered to calculate the LBP code [123]:

LBP =
7∑

p=0

s(gp − gc)2p (5.1)

where: gc is the center pixel of the 3 × 3 sub-block, gp is the p-th circular

surrounding neighbour pixels and the LBP transformation function s is denoted as:

s(x) =





1, x ≥ 0

0, x < 0
(5.2)

The resulting LBP image is usually divided into non-overlapped blocks. The

histogram is calculated for each part and the histogram bins are concatenated to

produce a single vector, which is considered as a feature vector of the original
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Figure 5.1: An example of computing the LBP code for a 3× 3 window

image. However, some recent papers suggested to use the resultant image of the

LBP directly instead of generating the histograms such as [25, 116, 126, 164]. Also,

utilizing the histograms may result in losing important spatial information [116].

Moreover, the LBP feature vector based histogram is generally too large [42]. In

this work the generated image codes have been used as the basis for texture

patterns and a statistical calculation is employed to collect the features.

Although it has been confirmed that one of the best feature extraction methods

which is illumination invariant is the LBP method, different enhancements are

given for this effective method.

5.3 Enhanced Local Binary Patterns

5.3.1 Multi-Scale Local Binary Patterns

To modify the LBP, Ojala et al. in [124] proposed an MSLBP operator

MSLBPP,R using a circular neighbourhood of pixels having different spatial

sampling P and different radius R. The LBP values for the re-sampled pixels

which are not located on the original grid are calculated by using the bilinear

interpolation [124]. Fig. 5.2 shows different MSLBP operators.

Hence, the original LBP Equation (5.1) has been modified to the following MSLBP
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Figure 5.2: Different MSLBP operators, from the left MSLBP8,1, MSLBP16,2 and
MSLBP24,3

equation [124]:

MSLBPP,R =
P−1∑

p=0

s(gp − gc)2p (5.3)

where gp is the p-th gray level of the sampled value, gc is the center value and the

transformation function s(x) is defined as in Equation (5.2).

5.3.2 Improved Local Binary Pattern

Jin et al. [11] suggested that the centre pixel in the basic LBP may provide important

information. Therefore, an Improved Local Binary Pattern (ILBP) was described

to include the centre pixels according to Equation (5.4) [11]:

ILBPP,R =
P−1∑

p=0

s(gp − ḡ)2p + s(gc − ḡ)2P (5.4)

where: ḡ is the average of the gray values for the pixels in the sub-block matrix

and

s(x) =





1 , x > 0

0 , x ≤ 0
(5.5)

As it can be seen from Equation (5.4) the centre pixel has the largest weight and
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Figure 5.3: An example of computing the ILBP code for a 3× 3 window according
to [11]

the threshold comparison is performed with the average value. An example of the

ILBP is given in Fig. 5.3.

5.3.3 Simplified Local Line Binary Pattern

Tao and Veldhuis [125] proposed a Simplified Local Binary Pattern (SLBP)

method to overcome certain illumination problems. Simply, it is assumed that

there should be no direction weights to calculate the LBP code. Thus, the image

pixels will collect values between 0 to 8 as shown in Equation (5.6) [125]:

SLBP =
7∑

p=0

s(gp − gc) (5.6)

where s(x) is defined as in Equation (5.5).

One advantage of the SLBP is that the same SLBP code can be calculated from

any direction as it is shown in Fig. 5.4. In otherwords, it is dimensionless [125].
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Figure 5.4: An example of the SLBP operator

However, the variances among the SLBP code values are too small (between 0 to 8)

and this may cause insufficient collected information to describe the textures.

5.3.4 Three-Patch Local Binary Pattern and Four-Patch

Local Binary Pattern

More advanced LBP methods have been suggested by Wolf et al. [12] called

Three-Patch Local Binary Pattern (TPLBP) and Four-Patch Local Binary Pattern

(FPLBP) respectively. Fig. 5.5 and Fig. 5.6 illustrate the TPLBP and FTLBP

operators, respectively. Generally, the TPLBP in Fig. 5.5 is consists of a w × w

patches, a centre patch with a centre pixel and organized S = 8 surrounded

patches forming a circle shape around a radius r. A parameter α is chosen in order

to determine the certain patches, which are specified to take apart in the

calculations. A distance function is calculated between the values of any two

surrounded patches and the values of the centre patch, from this description the

name of the Three-Patch Local Binary Pattern is inspired. This operation will be

considered in generating the TPLBP code [12]. On the other hand, the FPLBP in

Fig. 5.6 is consists of two groups of patches each with a size of w × w are

distributed in two circles around radii r1 and r2. Each circle has the same number

of S patches and has the same pixel centre. A distance function is generated

between the values of two symmetric patches from the outer circle and the values

of two symmetric patches from the inner circle in a clockwise direction, from this

concept the name of the Four-Patch Local Binary Pattern is used. This operation

will be utilized in producing the FPLBP code [12].

The TPLBP and FPLBP codes can be calculated according to the following

equations, respectively [12]:
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5

C3C1

CPC0 C4

C6

C2

C5C7

r
α

w

w

TPLBPr,8,3,2(p) =
f(d(C0, Cp)− d(C2, Cp))2

0+
f(d(C1, Cp)− d(C3, Cp))2

1+
f(d(C2, Cp)− d(C4, Cp))2

2+
f(d(C3, Cp)− d(C5, Cp))2

3+
f(d(C4, Cp)− d(C6, Cp))2

4+
f(d(C5, Cp)− d(C7, Cp))2

5+
f(d(C6, Cp)− d(C0, Cp))2

6+
f(d(C7, Cp)− d(C1, Cp))2

7

(a) (b) (c)

Fig. 2. (a) The Three-Patch LBP code with α = 2 and S = 8. (b) The TPLBP code
computed with parameters S = 8, w = 3, and α = 2. (c) Code image produced from
the image in Fig. 1(b).

Where Ci and Ci+α mod S are two patches along the ring and Cp is the central
patch. The function d(·, ·) is any distance function between two patches (e.g., L2

norm of their gray level differences) and f is defined as:

f(x) =

{
1 if x ≥ τ
0 if x < τ

(2)

We use a value τ slightly larger than zero (e.g., τ = 0.01) to provide some
stability in uniform regions, similarly to [15]. In practice, we use nearest neighbor
sampling to obtain the patches instead of interpolating their values, as this
speeds up processing with little or no effect on performance.

Once encoded, an image’s signature is produced similarly to that of the
CSLBP descriptor [15]. The image is divided into a grid of none-overlapping
regions and a histogram measuring the frequency of each binary code is com-
puted for each such region. Each of these histograms are normalized to unit
length, their values truncated at 0.2, and then once again normalized to unit
length. An image is represented by these histograms concatenated to a single
vector.

3.2 Four-Patch LBP Codes

For every pixel in the image, we look at two rings of radii r1 and r2 centered on
the pixel, and S patches of size w×w spread out evenly on each ring (Fig. 3). To
produce the Four-Patch LBP (FPLBP) codes we compare two center symmetric
patches in the inner ring with two center symmetric patches in the outer ring
positioned α patches away along the circle (say, clockwise). One bit in each
pixel’s code is set according to which of the two pairs being compared is more
similar. Thus, for S patches along each circle we have S/2 center symmetric pairs
which is the length of the binary codes produced. The formal definition of the

Figure 5.5: The main diagram of the TPLBP operator [12]

6

C10

C21

C25

C14

α

α

c20

c22

c23

c24

c26

c27

c11

c12

c13

c15
c16

c17

r1

r2

FPLBPr1,r2,8,3,1(p) =
f(d(C10, C21)− d(C14, C25))2

0+
f(d(C11, C22)− d(C15, C26))2

1+
f(d(C12, C23)− d(C16, C27))2

2+
f(d(C13, C24)− d(C17, C28))2

3

(a) (b) (c)

Fig. 3. (a) The Four-Patch LBP code. Four patches involved in computing a single
bit value with parameter α = 1 are highlighted. (b) The FPLBP code computed with
parameters S = 8, w = 3, and α = 1. (c) Code image produced from the image in
Fig. 1(b).

FPLBP code is as follows:

FPLBPr1,r2,S,w,α(p) =

S/2∑

i

f( d(C1i, C2,i+α mod S)−

d(C1,i+S/2, C2,i+S/2+α mod S))2
i

(3)

The final image signature is produced by using the same two-step normalization
procedure described in Section 3.1.

4 Face same-not-same classification

The Labeled Faces in the Wild (LFW) dataset has two versions: the original
version and the funneled version, in which images are automatically aligned using
the method of [22]. In all of our experiments we use the funneled version only.
We plan to add the results on the original images in the future. There are also
two proposed pair matching benchmarks. We report results on the benchmark
protocol called “image restricted training”, for which public results are available
for the algorithm of [5] on the LFW web-site (http://vis-www.cs.umass.edu/
lfw/results.html).

The image restricted pair matching benchmark is a challenging one. It con-
sists of 6000 pairs, half of matching subjects and half not, which are divided into
10 equally sized sets. The benchmark experiment is repeated 10 times. In each
repetition one set is used for testing and nine others are used for training. The
goal of the tested method is to predict which of the testing pairs are matching,
using only the training data (the decision is done one pair at a time, without
using information from the other testing pairs).

We test the performance of descriptor based methods on this benchmark, and
focus on two questions: (1) How well do these methods perform compared to the

Figure 5.6: The main diagram of the FPLBP operator [12]

96



5.3 Enhanced Local Binary Patterns

TPLBPr,S,w,α(p) =
S∑

i

f(d(Ci, Cp)− d(Ci+α mod S, Cp))2
i (5.7)

FPLBPr1,r2,S,w,α(p) =

S/2∑

i

f(d(C1i, C2,i+α mod S)

−d(C1,i+S/2, C2,i+S/2+α mod S))2i

(5.8)

where: Ci and Ci+α mod S are the two patches along the surrounding circle, Cp is

the centre of the patch, d(., .) is the distance function between the two patches and

f is denoted according to a specific threshold τ as:

f(x) =





1 if x ≥ τ

0 if x < τ
(5.9)

Examples of the TPLBP and FPLBP are given below [12]:

TPLBPr,8,3,2(p) = f(d(C0, Cp)− d(C2, Cp))2
0 + f(d(C1, Cp)− d(C3, Cp))2

1

+f(d(C2, Cp)− d(C4, Cp))2
2 + f(d(C3, Cp)− d(C5, Cp))2

3

+f(d(C4, Cp)− d(C6, Cp))2
4 + f(d(C5, Cp)− d(C7, Cp))2

5

+f(d(C6, Cp)− d(C0, Cp))2
6 + f(d(C7, Cp)− d(C1, Cp))2

7

(5.10)

FPLBPr1,r2,8,3,1(p) = f(d(C10, C21)− d(C14, C25))2
0

+f(d(C11, C22)− d(C15, C26))2
1

+f(d(C12, C23)− d(C16, C27))2
2

+f(d(C13, C24)− d(C17, C28))2
3

(5.11)

As it has been demonstrated in Figs. 5.5 and 5.6, Wolf et al. [12] suggested dealing

with a patch of sub-blocks instead of using the pixels of the sub-blocks to produce

the texture image. The main drawback in such operators is that they will lead to

losing the micro textures from the original images. Increasing the number of patches

from three to four rather than increasing the radius between the patches could lead

to losing more textures and wasting effective features.
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5.3.5 Local Line Binary Pattern

A Local Line Binary Pattern (LLBP) which is suggested in [126] is an efficient

method to analyse horizontal and vertical textures. This operator considers the

patterns in both horizontal and vertical directions. See Fig. 5.7 where a matrix of

pattern values is given; horizontal and vertical vectors are specified then analysed

and a final LLBP code is produced from the results of the horizontal and vertical

patterns calculations. The LLBP values can be calculated according to the following

equations [126]:

LLBPh(N, c) =
c−1∑

n=1

s(hn − hc)2(c−n−1) +
N∑

n=c+1

s(hn − hc)2(n−c−1) (5.12)
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Figure 5.7: An example of the LLBP operator with the vector length of 15 pixels
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LLBPv(N, c) =
c−1∑

n=1

s(vn − vc)2(c−n−1) +
N∑

n=c+1

s(vn − vc)2(n−c−1) (5.13)

LLBPm =
√
LLBP 2

h + LLBP 2
v (5.14)

where: LLBPh represents the horizontal direction value, LLBPv represents the

vertical direction value, LLBPm represents the magnitude value between the

horizontal and vertical directions, N is the vector length in pixels, c is the position

of the centre pixel =
⌈
N
2

⌉
where d.e denotes the ceiling operator, hc represents the

centre of the horizontal vector, vc represents the centre of the vertical vector, hn

represents the pixels along the horizontal vector, vn represents the pixels along the

vertical vector and s(x) represents the same function as in the LBP, namely

Equation (5.2).

Moreover, Petpon and Srisuk [126] illustrated that the best results can be obtained

for the vector lengths of N = 13, 15, 17 or 19; because they roughly cover the

possible patterns to the maximum grayscale value (255).

5.3.6 Gradient Directional Pattern

Ahmed [127] has generated a robust method called the Gradient Directional

Pattern (GDP). It is less sensitive to noise than the LBP. In this descriptor the

Sobel angle orientations are considered in degrees. It utilizes a comparison

tolerance function with the center pixel in the LBP operator. See Fig. 5.8, where

an examples of a 3× 3 matrix is shown, a comparison is implemented between the

value of the centre pixel ± a tolerance threshold (22.5), a binary code is

established from the previous comparisons and a GDP code is computed as a

decimal value from the binary code. The following equations are considered in the

GDP operator [127]:

GDP =
P−1∑

p=0

s(GDp, GDc)2
p (5.15)
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s(GDp, GDc) =





1, GDc − β 6 GDP 6 GDc + β

0, otherwise
(5.16)

where: GDp represents the direction of the surrounding pixels in the sub-block

kernel, GDc represents the centre pixel value of the sub-block kernel and β is the

determined threshold.

The essential problem in this work is that the comparison function based on the

tolerance in Equation (5.16) causes loss of texture from the image. In particular,

if the comparison value is more or less than the center pixel ± the tolerance, this

 

 30 170 40 

60 50 90 

170 20 80 

 

1 0 1 

1 50 0 

0 0 0 

Comparing the centre pixel 

with 𝛽 = 22.5 

Binary code = 01100001 

GDP code = 134 

Figure 5.8: An example of computing a GDP code
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value would be set to zero, where it might have a texture. Moreover, the value of

β was denoted as a user-specified tolerance and it was found empirically in [127].

In this work, the GDP operator has been simulated and used in the comparisons.

The best β values for the three employed databases have been determined here after

many experiments.

5.3.7 Improved Local Binary Pattern Neighbours

Liu et al. [116] have suggested an Improved Local Binary Pattern Neighbours

(ILBPN) method to analyse inner knuckle prints. The ILBPN is followed by

calculating uniform LBP values for each pixel. Then, binary images have been

generated for each LBP uniform value. So, a massive number of binary images

have been generated, where for each sample 59 binary images were stored in the

template and the same number of binary images was produced for each sample

during the testing stage. These binary images were used as the basis of the

matching and recognition decision. In this study, the important part of this

descriptor for the comparison is the ILBPN approach.

The ILBPN operator has been described as a horizontal window of 9 pixels. The

pixel value in the middle will be recalculated based on the LBP method. A simple

8 9 1 9 6 0 2 5 9 

 

Comparing with     threshold = 6 

 

1 1 0 1  0 0 0 1 

  1     2     4     8           16  32  64  128  

     Calculating the decimal code      with the equivalent weights 

 
         ILBPN code = 1+2+8+128 

                               = 139 

a 
 

Figure 5.9: An example of the ILBPN operator
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example of the ILBPN operator is demonstrated in Fig. 5.9. In this example a

horizontal vector of pattern values of pixels is given. It consists of 9 pixels. So, the

centre pixel is located in position 5. The value of this pixel is used as a threshold.

Any pixel with a greater or equal value to this threshold is set to ‘1’, otherwise it

equals to ‘0’. Converting from binary to decimal is computed according to specific

weights. Finally, the decimal code is used as an ILBPN code.

This operator is more likely to be used for the patterns in a vertical direction as

illustrated in [116].

5.3.8 Local Gradient Coding and Local Gradient Coding-

Horizontal Diagonal

The authors in [13] have proposed a Local Gradient Coding (LGC) operator based on

the gradient difference around the centre pixel. It has been designed by computing

the gradient between the horizontal vectors, the gradient between the vertical vectors

and the gradient between the diagonal as described in Equation (5.17):

LGCP,R = s(g1 − g3)27 + s(g4 − g5)26 + s(g6 − g8)25+

s(g1 − g6)24 + s(g2 − g7)23 + s(g3 − g8)22+

s(g1 − g8)21 + s(g3 − g6)20

(5.17)

This operator uses the transformation condition function as in Equation (5.5).

Moreover, the authors have found that reducing the features by neglecting the

vertical gradients does not affect the facial expression recognitions of their

employed database. So, in the same work they have suggested the Local Gradient

Coding-Horizontal Diagonal (LGC-HD), where the following equation has been

considered for just the horizontal and diagonal gradients [13]:

LGCP,R = s(g1 − g3)24 + s(g4 − g5)23 + s(g6 − g8)22+

s(g1 − g8)21 + s(g3 − g6)20
(5.18)

The gradient pixel positions are illustrated in Fig. 5.10. A simple mathematical

example of the LGC is demonstrated in Fig. 5.11 based on the gradient pixel

positions, where all the possibilities of the gradients (the vertical, horizontal and
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diagonal) around the centre pixel are considered.

 

 

g1 g2 g3 

g4 gc g5 

g6 g7 g8 

Figure 5.10: The gradient pixel positions in the LGC kernel [13]

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

𝐿𝐺𝐶8,1= 𝑠(39 − 4)2
7
 + 𝑠(65 − 9)2

6
 + 𝑠(17 − 82)2

5
 + 𝑠(39 − 17)2

4
 + 𝑠(70 − 27)2

3
 + 𝑠(4 − 82)2

2
 + 𝑠(39 − 82)2

1
 + 𝑠(4 − 17)2

0
 

            = 𝑠(35)2
7
 + 𝑠(56)2

6
 + 𝑠(-65)2

5
 + 𝑠(22)2

4
 + 𝑠(43)2

3
 + 𝑠(-78)2

2
 + 𝑠(-43)2

1
 + 𝑠(-13)2
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            = (1)2
7
 + (1)2

6
 + (0)2

5
 + (1)2

4
 + (1)2

3
 + (0)2

2
 + (0)2

1
 + (0)2

0 

            = 216 

39 70 4 

65 3 9 

17 27 82 

Figure 5.11: A simple mathematical example of calculating the LGC code

In this study, both operators (the LGC and the LGC-HD) have been examined and

applied in the comparison.

5.4 Proposed Feature Extraction Approaches

5.4.1 Multi-scale Sobel Angles Local Binary Pattern

In this approach, the features are extracted from each finger using a new proposed

descriptor. This descriptor is constructed based on multiple processing stages as

shown in Fig. 5.12.

The proposed feature descriptor which is called MSALBP is designed to produce

an effective feature extraction for the FTs. It starts by filtering the finger images

103



5.4 Proposed Feature Extraction Approaches

 

Outputs & 

comparisons 

Template 

from Train  

FT  

image 

Vertical 

edges 

Horizontal 

edges 

Angle 

direction 
MSLBP Blocking 

Variances 

vector 
PNN 

 

MSALBP 

Figure 5.12: The block diagram of the suggested scheme for the MSALBP feature
extraction and the verification operation

with the Sobel operator masks, where each operator mask is related to a direction

(vertical or horizontal). Both direction operators are shown in Fig. 5.13a and Fig.

5.13b, respectively [165].

 

 

+1 +2 +1 
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-1 -2 -1 

(a)

 

 

-1 0 +1 

-2 0 +2 

-1 0 +1 

(b)

Figure 5.13: The Sobel operator masks: (a) The horizontal edge detection operator
and (b) The vertical edge detection operator

The sign directions of the Sobel operators are empirically determined to obtain

consistent performance and make fair comparisons. To combine the horizontal and

vertical features of an image, let Gx be the convolved image with the vertical edge

detection mask and Gy be the convolved image with the horizontal edge detection

mask. Both filtered images can be fused together by using one of the following

equations [165]:

|G| =
√
Gx2 +Gy2 (5.19)

θ = atan2(Gy,Gx) (5.20)

where |G| represents the amplitude of the gradient, whereas θ represents the angle
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direction of the edges and atan2 represents the four-quadrant inverse tangent

described in [166] but used in Matlab for the range of [−π, π].

It has been cited that the amplitude/magnitude equation is not robust to provide

directional information as in a phase/angle calculation [167, 168], whereas angle

features can efficiently describe the gradients of certain patterns with less

sensitivity to the pixel level values than the amplitude features. In this work, the

angle direction matrix has been chosen to generate the new MSALBP operator. It

attained better results than the amplitude as will be demonstrated in the results

and discussion section.

Fig. 5.14 shows examples of the five FT images with their horizontal edges,

vertical edges and the MSLBP8,2 images of the angle images.

 

 

 

 

 

 

 

                 

 

                 

 

                  

 

                

 

                

 

 

 

 

 

Figure 5.14: Image analysis of the MSALBP operator: Each row represents a ROI
of a finger; from the top: thumb, index, middle, ring and little finger respectively.
While, the first column is assigned for the original FT images, the second column
shows the horizontal edge images, the third shows the vertical edge images and the
last row represents the MSLBP8,2 of the angle images

Henceforth, the following equation can be used to fuse the operator with the edge

angles direction image, resulting in a modified version of the MSLBP:

MSALBPP,R =
P−1∑

p=0

s(gtp − gtc)2p (5.21)

where s(x) is as in equation 5.2; gtp and gtc represent the p-th neighbour and the

center pixels of each sub-block after the Sobel angle direction image, respectively.
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In order to obtain the best implementation for the FT patterns, different values of

radius and neighbour parameters have been examined.

Each input image is partitioned into non-overlapped matrices with a fixed size of

5 × 5. The COV value is calculated for each block according to Equations (5.22),

(5.23) and (5.24), respectively [169]:

Mbl =
1

n

n∑

i=1

bli (5.22)

STDbl =

√√√√ 1

n− 1

n∑

i=1

(bli −Mbl)2 (5.23)

COVbl =
STDbl

Mbl

(5.24)

where: n is the number of pixels in each block, bl is a block of 5 × 5 pixels, i is

the pixels’ pointer in each block, Mbl is the average value of the block pixels, STDbl

is the standard deviation value of the block pixels and COVbl is the coefficient of

variance of the block pixels.

The COV value has the following advantages: it reduces the image size, where

each image block has been reduced to one value; it is easy to calculate; it efficiently

describes the variances between the pixel values [26]; all values are small and positive;

the variances between the features for the same subject are well described and the

variances between the features for different subjects are well described [27].

All COV values of all fingers are arranged into a 1D vector. This vector is then

applied as the input to the PNN to classify the variances between the data.

It is true that this is not the first time the Sobel method is used with the LBP as in

[127,170,171]. However, the structure is different, where in [170,171] the Sobel edge

images were used with different operator directions and then each of their vectors

were concatenated together to construct the feature vector. This resulted in very

large vectors, where in [170] the feature vector size was equal to 2124 values and in

[171] the feature vector size consisted of 4248 values. The GDP in [127] was covered

in Section 5.3.6 and its operator is applied in this work for the comparison.
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5.4.2 Enhanced Local Line Binary Pattern

Due to the fact that the textures of the inner finger surfaces mainly consist of

vertical and horizontal patterns, the LLBP operator is developed as an efficient

method to describe these features termed the ELLBP.

The main problem in the LLBP can be found in its amplitude Equation (5.14). As

mentioned in Subsection 5.4.1, the amplitude computations are not appropriate to

provide directional information as in the gradient (or phase) calculations. They

can be influenced by noise, brightness and range value according to [172],

therefore, it cannot give effective description of image textures. On the other hand,

fusing the vertical and horizontal vectors according to the weighted summation

rule is efficient to describe the FTs. Thus, Equation (5.25) is suggested to be used

instead of Equation (5.14):

ELLBPm = ((v1 × LLBPh) + (v2 × LLBPv))/2 (5.25)

where v1 and v2 are the directional strengths (v1+v2 = 1); these two parameters can

be used to control the density of the two directions. The reason for dividing by 2 is

to get the average value between the weighted summation of the values calculated

from the vertical and horizontal lines; this covers the possible patterns from the

minimum grayscale value (0) to the maximum grayscale value (255). However, this

can be neglected because of using the COV calculations, but in the ideal operator

it is better to be used.

An example is depicted in Fig. 5.15, where FT data acquired from a small region of

a single finger is analysed according to the ELLBP method. In this figure; true pixel

values of the small FT region are enlarged; a middle pixel is selected to be analysed

and a size of 17 pixels is determined from both horizontal and vertical directions;

the vertical and horizontal vectors are acquired then analysed separately considering

the same central pixel and finally, the ELLBP code can be calculated by using the

suggested new equation.

As three databases have been employed in the later evaluation and each one of them

consists of different characteristics, so, it is not easy to establish the v1 and v2 values.

For instance, the CASIA Multi-Spectral (CASIAMS) Palmprint image database

(Version 1.0) [9] is a low resolution database acquired by using electromagnetic
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Figure 5.15: A demonstrated example of the suggested ELLBP (N=17)

spectrum sensors, while The Hong Kong Polytechnic University Contact-free 3D/2D

(PolyU3D2D) Hand Images Database (Version 1.0) [67] is a very low resolution

database acquired for hands located at a long distance from the capturing device. It

has been investigated that for choosing the values of v1 and v2 the following useful

idea can be utilized:

Dividing the training patterns into training and validation parts. Then, the weighted

summation will be examined in the training phase according to the partitioned parts.

After that, the best values can be used during the testing phase. This idea has been

inspired from [173], where three novelties to acquire the weighted summation values

have been introduced. All of these methods were based on using only the training
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data. However, massive calculations have been applied in [173] to collect the precise

values of the weights.

Samples of the ELLBPs for five finger images are given in Fig. 5.16. Similar COV

computations which have been described in the MSALBP (Subsection 5.4.1) are

applied to the ELLBP image after dividing it into non-overlapped blocks of equal

sizes. The computed COV values are organized into a 1D vector for the PNN step.

 

 

 

 

 

 

 

                 

 

                 

 

                  

 

                

 

                

 

 

Figure 5.16: Example of five ROI finger images and their ELLBPs: the first column
in the left represents ROI of each finger and the last column represents the ELLBP
image for each finger. While the first row is for the thumb, the second row is for
the index finger, the third row is for the middle finger, the fourth row is for the ring
finger and the fifth row is for the little finger

5.5 Results and Comparisons

5.5.1 Evaluating the Suggested MSALBP Feature

Extraction

This subsection investigates different aspects in the proposed MSALBP with the

traditional PNN. After the Sobel direction filters two output components can be

computed: the amplitude and angle. The angle has been selected as it gives the

best results in terms of the Equal Error Rate (EER) as shown in Table 5.1.

This table clearly indicates that using the Sobel angle directions in the MSALBP

gives better results than using the amplitude. This is because the amplitude is

affected by the illumination, imaging contrast and random noise from the
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Table 5.1: Sobel amplitude values versus Sobel angle directions

PolyU3D2D database
Sobel combination method LBP parameters EER
MSALBP (amplitudes) P=8,R=1 2.15%
MSALBP (angles) P=8,R=1 0.79%

IIT Delhi database
Sobel combination method LBP parameters EER
MSALBP (amplitudes) P=8,R=1 10.14%
MSALBP (angles) P=8,R=1 2.03%

CASIAMS (S460) database
Sobel combination method LBP parameters EER
MSALBP (amplitudes) P=8,R=1 8%
MSALBP (angles) P=8,R=1 5%

acquisition device while the angle directions is not. So, the angle patterns have

more effective information than the amplitude patterns.

Secondly, the MSALBP is tested under different block sizes: 3 × 3, 5 × 5, 7 × 7,

9 × 9, 11 × 11, 13 × 13 and 15 × 15. The best block size is found to be 5 × 5 as it

achieves the best EERs as given in Figs. 5.17 and 5.18 and varying the blocking

size to more than or less than the suitable size will increase the verification error

rate.
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Figure 5.17: The performance of the MSALBP8,1 by using various blocking sizes

The next evaluation aims to find the best parameters for the proposed MSALBP.

Following [174], the testing parameters are: (P = 8 , R = 1), (P = 8 , R = 2), (P

= 16 , R = 2), (P = 16 , R = 3) and (P = 24 , R = 3) respectively.
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Table 5.2: The verification performance of the different MSALBP parameters

PolyU3D2D database
Reference Parameters EER

P=8 , R=1 0.79%
P=8 , R=2 0.68%

Suggested approach P=16 , R=2 0.79%
P=16 , R=3 1.02%
P=24 , R=3 1.58%

IIT Delhi database
Reference Parameters EER

P=8 , R=1 2.03%
P=8 , R=2 2.03%

Suggested approach P=16 , R=2 1.35%
P=16 , R=3 4.05%
P=24 , R=3 2.70%

CASIAMS database (S460)
Reference Parameters EER

P=8 , R=1 5%
P=8 , R=2 2%

Suggested approach P=16 , R=2 4%
P=16 , R=3 4%
P=24 , R=3 9%

It can be observed from Table 5.2 that using the MSALBP with a multi-scale of P

= 8 and R = 2 parameters yielded the best verification performance for the

PolyU3D2D and Spectrum 460nm (S460) from the CASIAMS databases compared

with the other parameters such as P = 16, R = 2 and P = 16, R = 3. Whereas,

applying the MSALBP with a multi-scale of P = 16 and R = 2 parameters

attained the best verification performance for the Indian Institute of Technology

(IIT) Delhi Palmprint Image Database (Version 1.0) [65, 66]. The fluctuating

results in the EER values of the IIT Delhi database are due to the faulty acquired

images as explained in Chapter 3. The general rule here is that increasing the

radius R to more than 2 will miss micro-textures, whereas, decreasing the radius to

1 will include the micro-textures and the embedded noise as well. On the other

hand, the number of surrounded pixels P is relating to the amount of processed

information and this is the reason that the high resolution images in the IIT Delhi

database required more surrounded neighbourhoods than the low resolution images

in the S460 of CASIAMS and PolyU3D2D databases. It has been observed

previously that reducing the number of the surrounding neighbourhood pixels and

raising the value of the radius have the drawback of missing textures to some

degree and whilst having a benefit of reducing the analysed data [174].
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The best blocking size has been examined again after determining the best

MSALBP parameters. Fig. 5.18 shows the performance of the different blocking

size after using the MSALBP with its best parameters for each database.
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Figure 5.18: The performance of the best MSALBPs by using various blocking size,
where the MSALBP8,2 has attained the best features for the PolyU3D2D and S460
from the CASIAMS databases and MSALBP16,2 has the best features for the IIT
Delhi database

It is obvious from Fig. 5.18 that the best blocking size is still 5 × 5 as it has

attained the best performance in all three databases. So, this blocking size has

been confirmed to be the preferable choice.

5.5.2 Evaluating the ELLBP

The first essential part to be addressed in the ELLBP is the values of v1 and v2 in

the weighted summation Equation (5.25). As mentioned, to solve this issue the

training vectors were divided into training and validation patterns. Then, the

weighted summation values were examined according to the partitioned vectors.

This method has been executed in the three databases, where for each person four

training patterns have been utilized for the training and one pattern has been

applied for the validation, to calculate the best values of v1 and v2. This is shown

in Figs. 5.19, 5.20 and 5.21.

Because each database has different specifications this caused variation in the

weighted summation values of v1 and v2. For instance, the CASIAMS database is
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Figure 5.19: The performance of the different vertical and horizontal weights (v1
and v2, respectively) in the ELLBP(N=17) for the PolyU3D2D database
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Figure 5.20: The performance of the different vertical and horizontal weights (v1
and v2, respectively) in the ELLBP(N=17) for the IIT Delhi database
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Figure 5.21: The performance of the different vertical and horizontal weights (v1
and v2, respectively) in the ELLBP(N=17) for the CASIAMS (S460) database

low resolution data and it is basically acquired under different spectral light

sensors.

It can be seen from Figs. 5.19, 5.20 and 5.21 that the optimum values of v1 and v2

have different values between the three databases according to their specifications.

Tuning these parameters by decreasing or increasing from the optimum value

would influence the EER percentage to go far from its best performance. In both

PolyU3D2D and IIT Delhi databases the vertical textures required increasing v1

and reducing v2, this is due to the clarity and effectiveness of the vertical knuckles

versus the horizontal textures. On the other hand, increasing the horizontal

texture by increasing v2 and reducing v1 effects the EERs in CASIAMS (S460)

database; because this caused the horizontal features to dominates the vertical

features. Sometimes, more than one v1 and v2 values have reported best EERs as

in the PolyU3D2D databases. In this case any of these values can be used.

Performances which have been recorded in [26] are considered in this work, that is,

the performances of the weight values close to v1 = 0.8 and v2 = 0.2.

In the case of blocking size, similar results to the MSALBP have been obtained in

the ELLBP (N=17). That is, the best blocking size of the ELLBP (N=17) can be
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Figure 5.22: The performance of the ELLBP (N=17) by using various blocking sizes

considered to be equal 5× 5 as this is obvious in Fig. 5.22 for the PolyU3D2D and

IIT Delhi databases. However, unexpectedly the CASIAMS (S460) database has

obtained unstable blocking results and this is due to the specifications of the FT in

this database, where a blue light has been used in acquiring the hand images.

Therefore, the FTs acquired by a spectral colour light expose different features

from the FT specifications acquired by a normal light, as mentioned in Chapter 3.

This leads to the next investigation of examining the different vector sizes of the

ELLBP.

All the employed databases have been examined for various length of the ELLBP.

Table 5.3 has been established to evaluate the effect of the ELLBP lengths on the

FTs.

From this table, the ELLBP with the length N=17 has the best performance in the

PolyU3D2D database. There is also another possibility with N=13, however, this

length is not suitable in the IIT Delhi database. On the other hand, various

changes in the ELLBP length for the IIT Delhi database almost achieve the lowest

EER value. So, in general the FT images acquired under normal lightings can

obtain the best EER when the length of the ELLBP is equal to 17 pixels.

Furthermore, this length can cover the all possibilities of the grayscale values

(0-255). Moreover, the very low resolution images would be influenced by tuning

the ELLBP length as the small textures in such images are not clear enough to be

considered. Whereas, the high resolution images might achieve the least EER even
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Table 5.3: The EER results for ELLBP lengths of the all databases by using the
PNN classifier

ELLBP EER of EER of EER of
length PolyU3D2D IIT Delhi CASIAMS

Database Database (S460) Database
N=19 0.68% 2.03% 2%
N=17 0.34% 1.35% 3%
N=15 0.45% 1.35% 2%
N=13 0.34% 2.03% 2%
N=11 0.68% 1.35% 0%
N=9 0.79% 1.35% 0%
N=7 0.79% 1.35% 0%
N=5 1.24% 2.03% 3%
N=3 10.28% 8.11% 17%

after adjusting the length, because different size of textures are able to be analysed

in such images. Again, the ELLBP with the length of N=17 seems to be the best

choice for the acquired images by using the normal light.

Also, it can be seen from Table 5.3 that the S460 images from the CASIAMS

database are clearly affected by the tuning length of the ELLBP. The reason for

this is that the sensor light of the wavelength 460nm has enhanced the small

horizontal textures of the FTs and this caused the small length of the ELLBP

vector to be better. Surprisingly, the best EER here has been benchmarked to 0%.

Nevertheless, choosing the best length for this type of the database is confusing,

where the lengths: N=7, 9 and 11 pixels are compared in terms of the minimum

EER. To overcome this issue a novel classifier termed Finger Contribution Fusion

Neural Network (FCFNN) has been assigned to carry out the decision of the best

ELLBP length of CASIAMS (S460) images. The FCFNN approach will be

explained in Chapter 6 and the reason for using this method is that it can

efficiently describe the contribution of the fingers in relation to the EERs. The

relationships between the ELLBP lengths and their EERs by using the FCFNN

technique is given in Table 5.4.

A nice and clear gradient can be observed in this table, where the ELLBP with the

length of 7 pixels is the best EER at 0%. While, all other lengths have higher EER

percentages. From this point, the blocking chart can be constructed again to

obtain the best blocking size as shown in Fig. 5.23.

Obviously, Fig. 5.23 has again confirmed that the best blocking size to be assigned
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Table 5.4: The EER results for ELLBP lengths of the CASIAMS (S460) Database
by using the FCFNN classifier

ELLBP EER of CASIAMS
length (S460) Database
N=19 12%
N=17 6%
N=15 3%
N=13 3%
N=11 1%
N=9 1%
N=7 0%
N=5 4%
N=3 34%
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Figure 5.23: The performance of the ELLBP (N=7) for the CASIAMS (S460) by
using various blocking size

is 5× 5 in addition to the blocking size of 7× 7, but this one cannot be considered

as the best choice in the other databases. Furthermore, the best blocking size for

the MSALBP was found consistently to be 5 × 5. Therefore, the blocking size of

5 × 5 pixels is the best choice as it has achieved the best EER performance in all

three databases and in both feature extraction approaches.

5.5.3 Texture and Timing Comparisons with Related Work

In this study, comparisons between different LBP types have been established for

the three databases, where each type has been simulated then implemented. For
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Table 5.5: Comparisons between the verification performance of different LBP types
for the FTs of the three databases

PolyU3D2D database
Reference Method Parameters EER
Jin et al. [11] ILBP P=8 , R=1 0.79%
Tao and Veldhuis [125] SLBP P=8 , R=1 1.47%
Wolf et al. [12] TPLBP w=3, r=2, S=8, α=5 and τ=0.01 1.47%

FPLBP w=3, r1=4, r2=5, S=8, α=1 and τ=0.01 9.38%
LLBP N=19 1.24%

Petpon and Srisuk [126] LLBP N=17 0.68%
LLBP N=15 0.79%
LLBP N=13 0.68%

Ahmed [127] GDP τ=4 1.36%
Liu et al. [116] ILBPN N=9 10.17%
Tong et al. [13] LGC n/a 1.24%

LGC-HD n/a 1.36%
Proposed MSALBP P=8 , R=2 0.68%
approaches ELLBP N=17,v1=0.8,v2=0.2 0.34%

IIT Delhi database
Reference Method Parameters EER
Jin et al. [11] ILBP P=8 , R=1 2.70%
Tao and Veldhuis [125] SLBP P=8 , R=1 2.70%
Wolf et al. [12] TPLBP w=3, r=2, S=8, α=5 and τ=0.01 6.76%

FPLBP w=3, r1=4, r2=5, S=8, α=1 and τ=0.01 15.54%
LLBP N=19 4.05%

Petpon and Srisuk [126] LLBP N=17 2.70%
LLBP N=15 2.70%
LLBP N=13 2.03%

Ahmed [127] GDP τ=4 2.70%
Liu et al. [116] ILBPN N=9 29.05%
Tong et al. [13] LGC n/a 3.38%

LGC HD n/a 5.41%
Proposed MSALBP P=16 , R=2 1.35%
approaches ELLBP N=17,v1=0.7,v2=0.3 1.35%

CASIAMS (S460)
Reference Method Parameters EER
Jin et al. [11] ILBP P=8 , R=1 9%
Tao and Veldhuis [125] SLBP P=8 , R=1 31%
Wolf et al. [12] TPLBP w=3, r=2, S=8, α=5 and τ=0.01 31%

FPLBP w=3, r1=4, r2=5, S=8, α=1 and τ=0.01 45%
LLBP N=19 5%

Petpon and Srisuk [126] LLBP N=17 8%
LLBP N=15 6%
LLBP N=13 6%

Ahmed [127] GDP τ=2 6%
Liu et al. [116] ILBPN N=9 58%
Tong et al. [13] LGC n/a 22%

LGC HD n/a 22%
Proposed MSALBP P=8 , R=2 2%
approaches ELLBP N=7,v1=0.2,v2=0.8 0%
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applying fair comparisons, the same resize has been considered for each Region of

Interest (ROI). That is, the resize has been normalized to 30 × 150 pixels after

implementing any LBP function to a certain ROI. In addition, similar blocking size

normalization, feature vector preparation and neural network method have been

implemented to all LBP types, as in Table 5.5.

The Receiver Operating Characteristic (ROC) curves for the three databases have

been generated by following the novel approach in [27]. The three ROC graphs are

depicted in Figs. 5.24, 5.25 and 5.26. The details of producing the ROC curve

from the PNN can be found in Appendix 1.

It can be investigated that the ILBP which was suggested to include the centre

pixels in the basic LBP attained EER values of 0.79%, 2.70% and 9% for

PolyU3D2D, IIT Delhi and CASIAMS (S460) databases respectively as it provides

more information. In contrast, the EER values for the SLBP is far from the best

performance percentages (more than double) in the PloyU3D2D database and the

CASIAMS (S460) database, where they achieved 1.47% and 31% respectively,

because theses databases have low FT information regarding to their low

PolyU3D2D database 
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Figure 5.24: ROC curves of various LBP types which have been used in this study
for the PolyU3D2D database (The Y-axis scale is reduced to make the figure more
clearer)
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Figure 5.25: ROC curves of various LBP types which have been used in this study
for the IIT Delhi database
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Figure 5.26: ROC curves of various LBP types which have been used in this study
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resolutions. It yielded a value of 2.70%, which is equal to the EER value of the

ILBP and twice the best recorded EER in the high resolution IIT Delhi database.

This is due to how it is describing the features where the pixel values are between

0-8 and this seems insufficient in calculating the variances between the features.

Moreover, the TPLBP and the FPLBP attained very high EERs in almost all the

three databases such as 6.76% for the TPLBP and 15.54% for the FPLBP with the

IIT Delhi database, and 31% for the TPLBP and 45% for the FPLBP with the

CASIAMS (S460) database. The main problem here is that when the operators

are applied to the FT images, they lose micro-texture information. This is because

TPLBP and FPLBP use patches of sub-blocks instead of pixels to generate their

code values. According to their design, they may not capture micro-textures from

the images. Also, increasing the radius between the neighbour patches and the

center pixel will increase the error rate value and this is why the FPLBP has

recorded higher EERs than the TPLBP in all three databases. The LLBP achieved

a reasonable performance, due to the fact that it considers the vertical and

horizontal lines in its operator and this is appropriate for the main features of the

FTs. Since the best lengths of the LLBP vectors are (N=13, N=15, N=17 and

N=19) as suggested in [126], all of these lengths have been considered in this work.

For example, the LLBP of the lengths N=19, N=17, N=15 and N=13 obtained the

EER values of 1.24%, 0.68%, 0.79% and 0.68% respectively for the PolyU3D2D

database, and the LLBP of the same ordered lengths achieved 4.05%, 2.70%,

2.70% and 2.03% respectively for the IIT Delhi database. Although the LLBP

operators are the closest methods to the ELLBP approach, their results are still

far from those achieved with the ELLBP. It can be also noticed that the GDP

operator has attained poorer results than the proposed MSALBP and the ELLBP.

As mentioned in Section 5.3.6, important textures might be lost in this method

because of the tolerance function condition. This method can work reasonably in

the high resolution database IIT Delhi where the ERR value achieved 2.70%, but

its calculations are influenced by the micro-textures in the low resolution database

as in the PolyU3D2D database as the ERR value was equal to 1.36%. Also, this

can be observed in the CASIAMS (S460) database as it has obtained a high EER

value of 6%. Overall the three databases show that utilizing the ILBPN produces

inferior results. That is, 10.17%, 29.05% and 58% for the PolyU3D2D, IIT Delhi

and CASIAMS (S460) databases, respectively, are reported. The ILBPN has been
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basically designed for the inner knuckle patterns and this could be the reason why

it achieved the largest EERs. The LGC and the LGC-HD types which are

considered as new types of LBP obtained poorer performances according to their

operations of considering the local gradients around the textures. This is

expectable as they are taking into account the gradients of the textures around the

centre pixel and this is not appropriate for the FT characteristics specifically the

diagonal gradients, which have smaller influence than the horizontal and vertical

gradients. It is noteworthy that the ERRs of the LGC and the LGC-HD have

equal values of 22% in the S460 from the CASIAMS database. As it has been

previously mentioned that the images of this database have been acquired under a

colour light, which affected the specifications of the hand images. So, the

horizontal textures in the FTs have dominated the vertical textures. This can be

checked by returning back to the choosing of the v1 and v2 values in the ELLBP,

where the horizontal weight in v2 has collected higher value than the vertical

weight in v1.

It is clear for all three databases that the suggested approaches have generated

noticeable improvements in the EER values. The proposed MSALBP feature

extraction attained the second best results of 0.68% and 2% in the PolyU3D2D

and CASIAMS (S460) databases respectively compared with the ELLBP; whereas,

it obtained the best EER of 1.35% in the IIT Delhi database. This confirms the

efficiency of this descriptor as it considers the gradient angles of the textures and it

uses the determined parameters P and R in its feature extraction, where these

parameters concentrate on the most rich features to be processed. On the other

hand, the ELLBP method has benchmarked the superior performance of the EERs

over all three databases. This is due to its ability to fuse the vertical and

horizontal features in collecting the ELLBP codes. In this approach, remarkable

values can be observed for different resolution of database images, where in the

PolyU3D2D databases has attained 0.34% and this value is obviously a half than

that of the second best reported value 0.68% in the MSALBP and in some lengths

of the LLBP. Also, in the IIT Delhi database it has produced 1.35% and this EER

value is the lowest verification value, which has been recorded in the comparison

table. Finally, the ELLBP has achieved a best verification in the CASIAMS (S460)

database by producing 0% and this is further evidence about the ability of the

ELLBP in terms of FT feature extractions.
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The timings of the operators are also investigated in this study. All the recorded

computational time were conducted on a 3.2 GHz Intel Core i5 processor with 8

GB of RAM. See Table 5.6 for the timing comparison between the different

employed LBP operators.

Table 5.6: Averaged timing comparison between the different LBP operators for a
single finger

Reference Method Parameters Time (sec.)
Jin et al. [11] ILBP P=8 , R=1 0.08
Tao and Veldhuis [125] SLBP P=8 , R=1 0.03
Wolf et al. [12] TPLBP w=3, r=2, S=8, α=5 and 0.007

τ=0.01
FPLBP w=3, r1=4, r2=5, S=8, α=1 0.007

and τ=0.01
LLBP N=19 0.078

Petpon and Srisuk [126] LLBP N=17 0.07
LLBP N=15 0.063
LLBP N=13 0.06

Ahmed [127] GDP n/a 0.05
Liu et al. [116] ILBPN N=9 0.034
Tong et al. [13] LGC n/a 0.05

LGC-HD n/a 0.05
MSALBP P=16 , R=2 0.004

Proposed MSALBP P=8 , R=2 0.002
approaches ELLBP N=17 0.06

ELLBP N=7 0.04

It is appeared from Table 5.6 that the timings vary between some LBP types and

are comparable between the others. It depends on the processing time of each

function. The ILBP has recorded a higher time than the others as it considered

additional information (the center pixels) in its process. The SLBP has reported

the reasonable fast processing time; because its operation is simple and it ignored

the weights of converting the binary codes to the decimal codes. Both the TPLBP

and the FPLBP have shorter time than all others except the MSALBP approach;

because in their processing they work with patches of sub-blocks instead of small

sub-blocks in pixel levels. The LLBPs of the lengths (19, 17, 15 and 13) are

gradually decreased according to the lengths of the processed vectors. The GDP

process has reported a comparable time with the ELLBP but slower time than the

MSALBP as it has comparisons with a tolerance in its binary transformation

condition for each basic sub-block of pixels. The ILBPN has stated approximately
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a half time than the LLBP and ELLBP (N=17) times due to using just horizontal

vectors in its function compared with using both vertical and horizontal vectors in

the LLBP and ELLBP (N=17) computations. Likewise the GDP, the LGC and

LGC-HD has recorded the similar time. They work with the basic sub-blocks of

pixels as they calculate the differences between specific pixels. Furthermore, it can

be noticed that the LGC and LGC-HD have reported the same time as these

functions have the similar general steps of computing their codes. In the case of

the suggested approaches, the MSALBP has declared the best calculation time as

it efficiently calculate the useful information taking into accounts the suitable

micro-textures to be analysed and the basic LBP process to be followed.

Expectedly, when the P parameter of the MSALBP was equal to 16 the timing has

almost required double processing time than when the P parameter was equal to

8; this is because the number of the processed pixels were doubled. The ELLBP

with the length of N=7 has obtained faster processing time than the ELLBP with

the length of N=17, where this is due to the number of processing pixels in each

horizontal and vertical vectors. The ELLBP has reported a comparable time with

the LLBP which can be considered as the closest method to the ELLBP. In

addition, it has a competitive time with the ILBPN, SLBP, LGC, LGC-HD and

GDP and faster time than the ILBP. It is true that the ELLBP has shown a slower

time than the FPLBP, TPLBP, however, they have benchmarked far results of

EERs from those achieved by the ELLBP.

5.6 Summary

To summarize, this chapter concentrated on feature extraction and one of the most

attractive methods in this field is the LBP. So, a brief description of this method was

given. After that, an overview of enhanced LBP types was provided such as ILBP,

SLBP, TPLBP, FPLBP, LLBP, GDP, ILBPN and LGC. Then, the new suggested

approaches were explained. The first approach was for the MSALBP descriptor,

which is a combination of multiple processes starting from the Sobel vertical and

horizontal operators; filtering the FT image of these operators separately; combining

the resulting images into one image of angle direction values; applying the MSLBP

to the angle direction image; blocking and calculating the COV for each block. The

second approach was for the ELLBP, which is an enhanced version of the LLBP. In
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the ELLBP a fusion between the vertical and horizontal vectors was suggested based

on the weighted summation rule. Then, similar blocking and statistical analysis of

the MSALBP was applied to the ELLBP.

Extensive experiments were performed to evaluate both approaches. Furthermore,

many comparisons were adopted with related work, and the two suggested feature

extraction methods achieved important performance enhancements in the case of

the EERs and timings. In general, the MSALBP was found to be the best feature

extraction technique for FT biometric systems which required the fast operating

time. Whilst, the ELLBP is the best feature extraction for the FT biometric systems

which required precise verification decision.

The next chapter will consider the fusion between fingers in both directions: feature

level fusion and score level fusion. Then, missing FT elements will be assessed for

both fusion levels. Consequently, a novel method to salvage the missing information

will be explained.
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Chapter 6

Finger Fusions, Missing Finger

Texture Elements and Salvage

Approach

6.1 Introduction

After constructing the feature texture vectors, they are used as inputs to an Artificial

Neural Network (ANN) for verifying people. Hence, fusions between the feature

vectors can enhance the verification performance. Moreover, evaluating the finger

fusion methods in the case of finger amputations is worth investigating and this was

never mentioned in prior studies. Hereafter, a method to salvage the missing data

can be proposed. Thus, four major contributions are considered in this chapter:

• A powerful human verification scheme based on a finger Feature Level Fusion

with the Probabilistic Neural Network (FLFPNN) will be described.

• An innovative Finger Contribution Fusion Neural Network (FCFNN) method

will be suggested, implemented and evaluated.

• The verification performance will be evaluated for limited Finger Texture (FT)

views or even with missing fingers.

• A novel approach will be suggested to enhance the error rates after the missing

FTs have been salvaged from the features embedded in the trained FLFPNN

and FCFNN.
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Firstly, a PNN has been applied as a multi-classifier to perform the verification

based on the feature level fusion of the five fingers (thumb, index, middle, ring and

little). This FT fusion method is the FLFPNN. Then, a multi-object fusion method

approach named FCFNN is designed and explained. This approach is inspired from

the contribution of each finger; where the contribution score of any finger in terms

of personal verification is not equal to the contribution score of the other fingers.

Moreover, experiments have been included to examine the verification performance

with missing finger elements. For example, removing a distal phalanx, or a distal

and an intermediate phalanxes or even a full finger image. An approach has also

been suggested, implemented and analysed to increase the verification performance

rates in the case of such missing elements.

The remainder of this chapter is organized as follows: Section 2 describes the general

specifications of the ANN. The main procedure of the FT verification fusions will

be described in Section 3. Section 4 illustrates the proposed missing FT features

together with the salvaging approach. The results, discussions and comparisons will

be included in Section 5. Finally, the summary of this chapter will be given in

Section 6.

6.2 Artificial Neural Network

An ANN is a famous training subject in artificial intelligence. It can be used

efficiently for various applications. In recent years, it has found widespread

application in different fields biometric verification, identification and classification

are examples [25, 133,147].

The basic idea of the ANN is simulating a biological neural network to represent a

non-linear structure suitable for classification or implementing simple functions.

An ANN is usually utilized to address a specific application. Fig. 6.1 demonstrates

a biological neural network and a simple neural network [175].

The ANNs are divided according to their architectures into two categories:

single-layer and multiple layer ANNs. The words “single” and “multiple” are

principally referring to the number of connection layers between the main neuron

layers. Examples of a single layer and multiple layers ANNs are given in Figs. 6.2,

6.3 and 6.4.

On the other hand, there are two main types of the ANNs according to the
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6.2 Artificial Neural Network

The source of the biological NN is: http://home.agh.edu.pl/~vlsi/AI/intro/ 
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Figure 6.1: A biological neural network and a simple neural network. The biological
neural network is shown at the left [14] and a simple neural network is demonstrated
at the right
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Figure 6.2: A single layer ANN consisting of an input layer, an output layer and a
single layer of connections
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Figure 6.3: A multiple layer ANN which consists of an input layer, a hidden layer,
an output layer and two layers of connections
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Figure 6.4: A fully-connected multiple layer ANN which consists of an input layer,
a hidden layer, an output layer and three layers of connections

training style, supervised training and unsupervised training. Fundamentally, the

term “supervised” refers to networks that require targets in training, whilst,

unsupervised networks do not require targets. In both cases, the aim of any

learning or training is to update the learning weights inside the ANN in order to

accomplish a successful relationship between the inputs and the desired or

expected outputs. Moreover, there are two essential phases in the ANNs, which are

known as the training and the testing phases. During the training phase, the ANN

learns by using determined input samples. The learning weights after the training

process are stored in order to be applied in the testing phase. Subsequently, during

the testing phase the ANN is collecting unseen samples and utilizing the stored

weights to construct its output decisions [175].
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6.3 Finger Fusions

6.3 Finger Fusions

6.3.1 Feature Level Fusion with the Probabilistic Neural

Network

For the case of finger fusion, the FLFPNN method has been used, where a

powerful verification structure was exploited and implemented based on the

feature level fusion and the PNN technique. This structure is depicted in Fig. 6.5.

It starts from collecting a hand image, segmenting the five fingers (thumb, index,

middle, ring and little) to separate images and applying a feature extraction

process to the Region of Interest (ROI) of each finger image. Hereafter,

establishing and collecting a single variance feature vector is applied as a feature

level fusion for the fingers of each input hand image. Consequently, a

multi-classifier Probabilistic Neural Network (PNN) was used effectively to verify

people.
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Figure 6.5: The main diagram of the suggested FLFPNN verification system; the
switches should be used together to swap between the training and the testing phases

The feature level fusion procedure was described and performed in [176–178]. It

consists of three main stages: normalization, selection and concatenation [176]. For

the data normalization stage, the resize of each ROI has been appropriately chosen

for all fingers to be equal 30 × 150 after implementing any Local Binary Pattern

(LBP) function. Each finger has been divided into non-overlapped square cells

each with 5× 5 pixels as illustrated in Chapter 5 and following [25]. Henceforth, to

extract the FT features and reduce the feature vector size, a statistical

computation called the Coefficient of Variance (COV) has been applied to each

cell. Subsequently, all the COV values for all five fingers have been concatenated

to perform one single vector. Let:
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6.3 Finger Fusions

FFing = {COV1,F ing , COV2,F ing , COV3,F ing , ... , COVm,Fing} (6.1)

where FFing represents the variances of the FTs, Fing refers to one of the five

fingers (Fing = 1, 2, ..., 5), COV denotes the COV value and m is the number of

COV values in each finger. By concatenating these vectors, a single 1D vector

F = [F1,F2,F3,F4,F5] has been established to represent the full features of one

sample.

A PNN is considered as a multi-classifier ANN. It is also termed as a multiple

layer neural network as it consists of three connection layers distributed between

the main neural layers: an input layer, pattern layer, summation layer and decision

layer. Principally, the PNN utilizes the following Probability Density Function

(PDF) [175,179]:

fA(x) =
1

(2π)l/2σl
1

mA

mA∑

i=1

exp

[
−(x− xAi)

T (x− xAi)

2σ2

]
(6.2)

where xAi represents the ith input training pattern from the class A, l represents

the dimension of the input vectors, mA is the number of training patterns in class

A, σ is a smoothing parameter for the Gaussian distribution function and (.)T is

the transpose operator. In this work, mA has been considered to be the same for

each class, which is denoted as p, and c denotes the number of classes.

The node outputs of the pattern layer are computed according to the following

Equation (6.3) [175,180], which is also known as a Radial Basis Function (RBF):

Zi,j = exp

[
−(x−wi,j)

T (x−wi,j)

2σ2

]
, i = 1, 2, ..., p , j = 1, 2, ..., c (6.3)

where Zi,j represents the output of a pattern node, x represents the input vector

x = [x1, x2, ..., xn]T and wi,j is the ith vector of class j, so, the training vector can

be represented as wi,j = [w1, w2, ..., wn]T .

The summation layer will calculate the probabilistic values from the pattern layer

for the same input vector to each class by using the following equation:
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6.3 Finger Fusions

Sj =
1

p

p∑

i=1

Zi,j, j = 1, 2, ..., c (6.4)

where Sj represents the summation layer values.

The decision layer will follow a competitive rule called the winner-takes-all rule.

This rule can be represented in the following equation (6.5):

Dj =





1 if Sj = max

0 otherwise
, j = 1, 2, ..., c (6.5)
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Figure 6.6: The general form of the PNN with the concatenated five finger feature
input vector of the five fingers. It includes input, pattern, summation and decision
layers
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where max represents the extracted maximum Sj value.

Basically, during the training phase the PNN aims to create the weights wi,j to

establish a non-linear relationship between the inputs and the targets. As mentioned,

the weights will be stored after completing the training. Then, these weights will be

used in the testing phase to predict the outputs according to the input patterns. In

the PNN the weight values are generated exactly equal to the training input values.

There are some important advantages of using the PNN [52]: it has a very short

training time; it does not require more than one iteration; it is not degraded by

local minima in the cost function as in the backpropagation neural network; it has

a flexible structure, where it is easy to add or remove training data; and one of the

most interesting advantages of this network is that the input training patterns will

be saved in the connection weights between the input and the pattern layers.

However, it could be argued that this type of ANN has drawbacks as it requires

memory and it has slow execution time in the testing phase. But this is not a major

problem because of the availability of fast computers with large memories [181].

The general form of the PNN is depicted in Fig. 6.6. In this figure the feature level

fusion method based on concatenating the finger feature vectors is used in the input

layer.

6.3.2 Proposed Finger Contribution Fusion Neural Network

After analysing the standard PNN, it can be noticed that the information of the

input layer will be shared in the output. Therefore, each finger will have the same

contribution opportunity if the traditional PNN is used. The finger contribution

scores are important due to the fact that each finger has a different contribution

according to [117]. From this point it can be argued that the performance of the

verification can be enhanced during the testing phase after including the

contribution score of each finger. Fig. 6.7 illustrates the skeleton of the proposed

fusion method. It consists of: an input layer, pattern layer, contribution layer,

summation layer and decision layer. Hence, an extra layer called the “contribution

layer” is proposed to be inserted so that different contributions can be acquired

from each finger.

This method imposes that each finger should use a separate PNN during the
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Figure 6.7: The proposed FCFNN method including the contribution layer

training phase to benchmark its contribution scores within the established weights

in the pattern layer. On the other hand, during the testing phase a score fusion

can be implemented after the contribution layer, where each finger will determine
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its contribution score. Next, the contribution score values for the fingers are fused

together using the sum fusion rule. After that, the score fusion of all fingers will be

fed to the decision layer.

Therefore, Equation (6.3) can be modified as follows:

ZFing
i,j = exp

[
−

(xFing −wFing
i,j )T (xFing −wFing

i,j )

2σ2

]
, i = 1, 2, ..., p , j = 1, 2, ..., c

(6.6)

The score values are fused together according to Equations (6.7) and (6.8) as

shown below:

COFing
j =

1

p

p∑

i=1

ZFing
i,j , j = 1, 2, ..., c (6.7)

Sj =
5∑

Fing=1

COFing
j , j = 1, 2, ..., c (6.8)

where Fing represents the finger object and COFing
j represents the contribution

nodes in the contribution layer.

Nevertheless, Equation (6.5) is still the same in the FCFNN, where the winner-takes-

all rule is the basis of the output decision. In the PNN, during the training phase

the FCFNN aims to build the wFing
i,j weights which are stored after training. These

weights will be utilized in the same network during the testing phase to examine the

input patterns and produce the predicted FCFNN outputs.

Flexibility is one of the main advantages of this proposed method. Thus, if any

person accidentally lost any finger it will be easy to remove the connections of the

lost finger or only ignore its computations from the FCFNN.

Also, the FCFNN has the same PNN advantages namely: flexibly modifying the

number of trainees taking into account that the finger feature vectors do not require

the concatenation part to be considered; it does not iterate to establish the matching

weights between the inputs and their targets and it is also not degraded by local

minima as in the backpropagation network. In addition, it has the ability of saving
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6.4 Missing FTs and salvaging data approach

the training feature vectors of all input fingers and it computes the distance from

the input vectors of the fingers to the stored training patterns during the testing

stage. The last specifications can be utilized in salvaging the missing data as will

be explained in the next section.

6.4 Missing FTs and salvaging data approach

Missing finger parts have also been investigated in this work, where this can be

considered as a new investigation in the case of FT patterns. To the best of the

author’s knowledge, no publication has previously explored this issue until

Al-Nima et al. [26]. The missing FT elements have been considered as zero inputs

to the neural network according to [175] and according to the black background in

the finger segmentation, see Chapter 4:Equation (4.6). Empirically, the first

quarter of the ROI represents approximately missing the distal phalanx and the

first half ROI represents approximately missing the distal and the intermediate

phalanxes in the four fingers (index, middle, ring and little). Whereas, the first

third part of the ROI represents approximately missing distal phalanx for the

thumb. The verification performance will be expected to be reduced after

amputating a part of a finger or even a full finger from the inputs. Therefore, an

approach is suggested to salvage the missing elements by taking advantage from

the following distance in the RBF Equation (6.3):

dist =
[
(x−wi,j)

T (x−wi,j)
]
, i = 1, 2, ..., p , j = 1, 2, ..., c (6.9)

where x is the input vector and wi,j represents the ith vector of class j.

Briefly, each node in the pattern layer in the PNN already saves the full training

FT patterns during the training phase. Hence, to describe the salvage approach,

the following justification can be described:

Assume: x′q = xb when xb 6= 0 (b = 1, 2, ..., n).

Similarly, w′u,v = wi,j when wi,j corresponds to the x′q (i = 1, 2, ..., p)

(j = 1, 2, ..., c).

Also, dist′ represents the distance in Equation (6.9) excluding the missing values.

They can be represented as shown in Equation (6.10):
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6.4 Missing FTs and salvaging data approach

dist′ =
[
(x′ −w′u,v)

T (x′ −w′u,v)
]
, u = 1, 2, ..., p , v = 1, 2, ..., c (6.10)

Under the assumptions of clear quality images: the salvaging approach assumes

that the stored weight pattern, which can be identified among the different classes

according to the minimum dist′ value, will generally salvage or rescue the missing

data. In other words, xb = wi,j such that the dist′ value is the minimum and xb = 0

for b = 1, 2, ..., n.

From this point, one of the three possibilities that can be achieved:

1. The closest pattern of the same class may be confirmed. In this case the

missing elements will be salvaged to the same person.

2. The closest pattern may be from a different class, but the probability functions

and summations in Equations (6.3) and (6.4) respectively will not define the

false class. In this case the salvaged missing elements will be from a different

person or class. However, the probability functions of the other weighted

patterns from the same class will dominate the wrong decision and it will not

be indicated. Instead, the right verification will still be attained.

3. The closest pattern from a different class may be confirmed and the probability

functions and summations in Equations (6.3) and (6.4) respectively will verify

the false class. In this case the wrong verification decision can be achieved.

The salvage method has an effective performance and will be verified in the next

section. It is noteworthy that the proposed salvage approach could be exploited in

many biometric applications, where good quality images are observed. A simple

example of the salvage process applied to a PNN is given in Figs. 6.8, 6.9, 6.10 and

6.11.

The salvage approach has been modified at the first time in this thesis to be

utilized in the FCFNN. As for the PNN, the FCFNN also stores the input training

vectors in the connection weights between its pattern and input layers. So,

Equation (6.9) can be re-written as Equation (6.11) for the FCFNN:

distFC =
[
(x−wi,j)

T (x−wi,j)
]
, i = 1, 2, ..., p , j = 1, 2, ..., c (6.11)
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Figure 6.8: Step one of a salvage example clarifying a simple training of a PNN
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Figure 6.9: Step two of a salvage example clarifying a testing phase, the EER has attained 0%
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Figure 6.10: Step three of a salvage example clarifying a testing phase with missing half number of elements, the EER has been increased to
33.33%
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Figure 6.11: Step four of a salvage example clarifying a testing phase with the salvage process, the EER has been decreased to 0%

141
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where distFC is the calculated distances in the FCFNN, x is concatenated between

the finger input vectors x=[x1, x2, x3, x4, x5] and also wi,j here is concatenated

between the finger weight vectors wi,j=[w1
i,j, w2

i,j, w3
i,j, w4

i,j, w5
i,j]. Furthermore,

Equation (6.10) can be modified to be:

dist′FC =
[
(x′ −w′u,v)

T (x′ −w′u,v)
]
, u = 1, 2, ..., p , v = 1, 2, ..., c (6.12)

where dist′FC is the distance in Equation (6.11) excluding the missing values, x′ is

equal to x but without the missing elements and w′ corresponds to x′.

Similar assumptions, analyses and possibilities can be obtained when using the

salvage in this network. However, the only difference is when the contribution

layer generates a wrong response and thereby significantly affects the verification

decision.

6.5 Results and Discussions

6.5.1 Evaluating the finger fusion methods

The suggested fusion methods, with the FLFPNN and the FCFNN, have been

examined and evaluated. Both have two phases, in the first phase their neural

networks will be learned for specific training patterns while in the testing phase

they will give decisions to the vectors which have not been seen before.

Furthermore, they can be considered as multi-object fusions. The FLFPNN

structure has been applied in the previous chapters. Comparisons are performed

between the FLFPNN and the FCFNN methods in this chapter. The three

databases which have been employed are The Hong Kong Polytechnic University

Contact-free 3D/2D (PolyU3D2D) Hand Images Database (Version 1.0) [67],

Indian Institute of Technology (IIT) Delhi Palmprint Image Database (Version

1.0) [65, 66] and Spectral 460nm (S460) from the CASIA Multi-Spectral

(CASIAMS) Palmprint image database (Version 1.0) [9]. Table 6.1 shows the

differences between the two fusion methods in terms of the EER. The parameters

of the feature extractions have been considered according to their best

achievements as highlighted in Chapter 5.
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6.5 Results and Discussions

Table 6.1: Verification performance comparisons between the FLFPNN and the
FCFNN using best feature extraction achievements

PolyU3D2D database
Feature extraction Finger fusion Parameters EER
method method
MSALBP FLFPNN P=8 , R=2 0.68%
MSALBP FCFNN P=8 , R=2 0.23%
ELLBP FLFPNN N=17,v1=0.8,v2=0.2 0.34%
ELLBP FCFNN N=17,v1=0.8,v2=0.2 0.11%

IIT Delhi database
Feature extraction Finger fusion Parameters EER
method method
MSALBP FLFPNN P=16 , R=2 1.35%
MSALBP FCFNN P=16 , R=2 2.03%
ELLBP FLFPNN N=17,v1=0.7,v2=0.3 1.35%
ELLBP FCFNN N=17,v1=0.7,v2=0.3 1.35%

CASIAMS (S460)
Feature extraction Finger fusion Parameters EER
method method
MSALBP FLFPNN P=8 , R=2 2%
MSALBP FCFNN P=8 , R=2 2%
ELLBP FLFPNN N=7,v1=0.2,v2=0.8 0%
ELLBP FCFNN N=7,v1=0.2,v2=0.8 0%

A significant performance has been recorded for the PolyU3D2D database in Table

6.1 after using this proposed FCFNN method, where the verification error rate has

been reduced from 0.68% to 0.23% for the Multi-scale Sobel Angles Local Binary

Pattern (MSALBP) feature extraction and from 0.34% to 0.11% for the Enhanced

Local Line Binary Patterns (ELLBP) feature extraction. Whereas, for the IIT

Delhi database a slight increase in the EER value of the MSALBP is observed

after applying the FCFNN as it has unnatural located fingers in some hand images

as explained in Chapter 3. Therefore, it can be declared that the FCFNN is more

sensitive to the input pattern than the FLFPNN. This is because the FCFNN is

working based on each finger contribution performance, so, problems in locating a

finger in an appropriate form could influence its contribution score. For instance,

bending a finger during the image acquisition step. However, it seems that there is

no serious drawback of using the proposed FCFNN method as the difference

between the errors for the MSALBP is not big and it can be seen that in the same

database the ELLBP has obtained the same EER values in both fusion methods.

The EERs for the FCFNN with the CASIAMS (S460) database are attained with
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6.5 Results and Discussions

the same values in the FLFPNN as these are the best results which could be

achieved for both finger fusions and feature extraction methods. Another

observation in the results of Table 6.1 is that overall the results of utilizing the

ELLBP feature extraction method is better than the results of applying the

MSALBP feature extraction. Thus, the ELLBP has confirmed its ability as a

feature extraction in attaining the best EER values to obtain the FT specifications

comparing with the MSALBP and other tested LBP types, see Chapter 5:Table

5.5.

To produce a comprehensive study, Receiver Operating Characteristic (ROC)

graphs have been produced for the PNN in the FLFPNN method as illustrated in

the novel approach of [27]. Furthermore, in this thesis generating the ROC graphs

has been extended to include the FCFNN method too. The details of establishing

the ROC curves from the PNN and from the FCFNN are given in Appendix 1. By

utilizing the two proposed feature extractions Figs. 6.12 and 6.13 show the ROC

graphs for the PolyU3D2D database, 6.14 and 6.15 show the ROC graphs for the

IIT Delhi database, and 6.16 and 6.17 show the ROC graphs for the CASIAMS

(S460) database.

It can be reported from the ROC graphs that the FCFNN method in general

achieves acceptable performance compared with the FLFPNN. Secondly, the

ELLBP feature extraction has attained better results than the MSALBP; this is

due to its ability in analysing the vertical and horizontal textures of the FTs.

6.5.2 Evaluating the missing FTs and the salvage approach

This work intends to answer these questions: what will happen in general to the

verification performance if a part or full finger is accidentally removed and how the

negatively affected verification error can be enhanced?. Each of the three used

databases has a specific resolution namely, the IIT Delhi, CASIAMS (S460) and

PolyU3D2D have high, low and very low resolutions, respectively. Different

features can be observed in each database according to the hand acquisition

environment. Tables 6.2 and 6.3 show how missing parts of a finger or even a full

finger would affect the verification performance after utilizing the FLFPNN

method for the two proposed feature extractions MSALBP and ELLBP. Also, they

show the enhancements in the EER values which could be obtained after applying

144



6.5 Results and Discussions

the salvage approach. Different experiments have been applied in these tables:

missing the FTs of the distal phalanx from each finger, missing the FTs of the

distal and the intermediate phalanxes from each finger except the thumb and

missing the FTs of a whole finger.

To analyse Tables 6.2 and 6.3 in the case of missing a part or full finger for the

FLFPNN method, the EER values have, as expected, been increased after

enlarging the missing feature area. It appears that missing a distal phalanx will

affect slightly the error rate; missing distal and intermediate phalanxes will

significantly affect the results and missing a full single finger can lead to the wrong

verification decision. Moreover, the proposed salvaging method has confirmed its

ability to enhance the verification performance, where dramatic improvements can

be found in the tables for the two feature extractions and the three employed

databases. Example from Table 6.2, missing the distal thumb in the PolyU3D2D

has increased the EER to 1.92% and this percentage has been reduced to 0.68%,

which is equal to the best recorded value, after applying the salvage. Similarly,

removing the distal thumb in the IIT Delhi and CASIAMS (S460) databases has

PolyU3D2D database (MSALBP(2,8)) 
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Figure 6.12: The ROC curves of the MSALBP(P=8,R=2) feature extraction with
the FLFPNN and for the PolyU3D2D database (The Y-axis scale is reduced to make
the figure clearer)
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PolyU3D2D database (ELLBP(17)) 
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Figure 6.13: The ROC curves of the ELLBP(N=17) feature extraction with the
FLFPNN and for the PolyU3D2D database (The Y-axis scale is reduced to make
the figure clearer)

IIT database (MSALBP(2,16)) 
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Figure 6.14: The ROC curves of the MSALBP(P=16,R=2) feature extraction with
the FLFPNN and for the IIT Delhi database
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IIT database (ELLBP(17)) 
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Figure 6.15: The ROC curves of the ELLBP(N=17) feature extraction with the
FLFPNN and for the IIT Delhi database

CASIA database (MSALBP(2,8)) 
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Figure 6.16: The ROC curves of the MSALBP(P=8,R=2) feature extraction with
the FLFPNN and for the CASIAMS (S460) database
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CASIA database (ELLBP(7)) 
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Figure 6.17: The ROC curves of the ELLBP(N=7) feature extraction with the
FLFPNN and for the CASIAMS (S460) database

attained 6.08% and 10% respectively before the salvage, and 4.05% and 3%

respectively after the salvage. These improvements are increased with more

missing FT area. For instance in Table 6.3, removing the distal thumb in the

PolyU3D2D database has recorded 0.79% before the salvage and 0.45% after the

salvage, so, this has reported an improvement in the percentage change of 43%.

Now, comparing this with removing the full thumb in the same database obtained

2.49% before the salvage and 0.57% after the salvage, namely a percentage change

of 77%. However, some cases have not been affected by the suggested salvaging

method such as missing the distal phalanx from the middle finger in the

PolyU3D2D database in Table 6.2 and missing the distal phalanx from the thumb

in the IIT Delhi database in Table 6.3, because these regions have not been able to

change substantially the verification performance. Furthermore, using the

proposed salvage method may affect the results to be slightly better than the best

benchmarked EER values in Table 6.1. This is due to the quality of the salvaged

part, which might be better than the missing testing part such as salvaging the full

little finger in the PolyU3D2D database in Table 6.2, where the EER has achieved

0.45% after the salvage, and salvaging the distal phalanx from the middle finger
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Table 6.2: EERs before and after the suggested salvaging method for the MSALBP
feature extraction with the FLFPNN

MSALBP(P=8,R=2) of PolyU3D2D database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 1.92% 0.68%
Distal phalanx from the index finger 0.90% 0.68%
Distal phalanx from the middle finger 0.68% 0.68%
Distal phalanx from the ring finger 0.68% 0.68%
Distal phalanx from the little finger 0.68% 0.68%
Distal and intermediate phalanxes from the index finger 1.13% 0.79%
Distal and intermediate phalanxes from the middle finger 1.02% 0.68%
Distal and intermediate phalanxes from the ring finger 1.47% 0.68%
Distal and intermediate phalanxes from the little finger 1.02% 0.68%
Thumb 23.62% 0.68%
Index finger 7.57% 1.02%
Middle finger 5.42% 0.79%
Ring finger 4.07% 0.79%
Little finger 4.18% 0.45%

MSALBP(P=16,R=2) of IIT Delhi database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 6.08% 4.05%
Distal phalanx from the index finger 4.05% 2.70%
Distal phalanx from the middle finger 4.05% 2.03%
Distal phalanx from the ring finger 4.05% 2.70%
Distal phalanx from the little finger 3.38% 2.03%
Distal and intermediate phalanxes from the index finger 5.41% 4.73%
Distal and intermediate phalanxes from the middle finger 6.76% 2.70%
Distal and intermediate phalanxes from the ring finger 8.78% 2.70%
Distal and intermediate phalanxes from the little finger 8.78% 2.70%
Thumb 35.14%* 2.70%
Index finger 18.24% 4.05%
Middle finger 22.30% 2.70%
Ring finger 44.59% 4.05%
Little finger 52.70% 2.70%

MSALBP(P=8,R=2) of CASIAMS (S460) database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 10% 3%
Distal phalanx from the index finger 5% 5%
Distal phalanx from the middle finger 5% 3%
Distal phalanx from the ring finger 2% 2%
Distal phalanx from the little finger 5% 3%
Distal and intermediate phalanxes from the index finger 12% 6%
Distal and intermediate phalanxes from the middle finger 14% 2%
Distal and intermediate phalanxes from the ring finger 8% 2%
Distal and intermediate phalanxes from the little finger 11% 4%
Thumb 69% 5%
Index finger 42% 7%
Middle finger 27% 5%
Ring finger 26% 4%
Little finger 22% 7%

* ROIs of a thumb have been manually corrected for a user who bended this finger
during capturing some samples of his/her hand images.
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Table 6.3: EERs before and after the suggested salvaging method for the ELLBP
feature extraction with the FLFPNN

ELLBP(N=17) of PolyU3D2D database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 0.79% 0.45%
Distal phalanx from the index finger 0.45% 0.34%
Distal phalanx from the middle finger 0.45% 0.23%
Distal phalanx from the ring finger 0.45% 0.34%
Distal phalanx from the little finger 0.68% 0.34%
Distal and intermediate phalanxes from the index finger 0.68% 0.45%
Distal and intermediate phalanxes from the middle finger 0.68% 0.34%
Distal and intermediate phalanxes from the ring finger 1.24% 0.45%
Distal and intermediate phalanxes from the little finger 1.24% 0.34%
Thumb 2.49% 0.57%
Index finger 3.16% 0.68%
Middle finger 3.62% 0.45%
Ring finger 3.28% 0.45%
Little finger 2.82% 0.45%

ELLBP(N=17) of IIT Delhi database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 2.03% 2.03%
Distal phalanx from the index finger 2.70% 1.35%
Distal phalanx from the middle finger 3.38% 1.35%
Distal phalanx from the ring finger 2.70% 2.03%
Distal phalanx from the little finger 1.35% 1.35%
Distal and intermediate phalanxes from the index finger 4.73% 1.35%
Distal and intermediate phalanxes from the middle finger 2.03% 2.03%
Distal and intermediate phalanxes from the ring finger 3.38% 2.70%
Distal and intermediate phalanxes from the little finger 3.38% 1.35%
Thumb 4.73%* 3.38%
Index finger 8.78% 1.35%
Middle finger 8.78% 1.35%
Ring finger 8.78% 2.70%
Little finger 10.14% 2.03%

ELLBP(N=7) of CASIAMS (S460) database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 7% 1%
Distal phalanx from the index finger 4% 0%
Distal phalanx from the middle finger 2% 0%
Distal phalanx from the ring finger 1% 0%
Distal phalanx from the little finger 5% 0%
Distal and intermediate phalanxes from the index finger 10% 1%
Distal and intermediate phalanxes from the middle finger 7% 1%
Distal and intermediate phalanxes from the ring finger 10% 2%
Distal and intermediate phalanxes from the little finger 13% 1%
Thumb 60% 1%
Index finger 43% 3%
Middle finger 41% 1%
Ring finger 63% 4%
Little finger 40% 1%

* ROIs of a thumb have been manually corrected for a user who bended this finger
during capturing some samples of his/her hand images.
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for the same database in Table 6.3, where the EER has obtained 0.23% after the

salvage.

It is worth mentioning that the FLFPNN is influenced by the values of the feature

extractions, which are used as inputs to the PNN. After analysing Tables 6.2 and

6.3, it can be noticed that the ELLBP feature extraction is more robust against

the illuminations than the MSALBP feature extraction. To clarify, missing one of

the terminal fingers (thumb or little finger) significantly affects the verification

performance in the MSALBP, where the lighting is located closer to one of these

end fingers than the remaining four fingers. Fig. 6.18 shows the illumination

distribution in hand images according to the acquisition environment for the

PolyU3D2D database.

 

Figure 6.18: Hand images in the PolyU3D2D database show the illumination
distribution and the thumb appears to be brighter than the remaining fingers because
of the acquisition lightning environment

From Table 6.2 the EER value after missing the thumb in the PolyU3D2D

database is 23.62% and it shows a big difference from the EER of missing any

other fingers; the EER value after missing the little finger because of the hand

alignment issue in the IIT Delhi database attains 52.70% and it gives a big

difference from the EER of missing any other fingers, and the EER value after

missing the thumb in the CASIAMS (S460) database is 69% and again this is a big

difference from the EER of missing any other fingers. The reason for this is that

the MSALBP feature extraction depends on the horizontal and vertical edges

which can be detected by using the Sobel method. Therefore, in appropriate

degrees increasing the brightness to any finger will reveal more details and more

edges can be detected, which is important in the case of missing FTs. On the

other hand, these differences are not observed in Table 6.3 as the EER values of

using the ELLBP feature extraction show reduced variation between the

verification results after removing any finger. This is because the ELLBP is more
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robust than the MSALBP in terms of the illumination variances.

An additional point which is worth highlighting is that the EER percentages of the

missing FT elements by using the ELLBP in the CASIAMS (S460) database are

generally higher than the EER percentages of the missing finger elements in the

two other databases such as in missing the thumb where 60% is recorded for the

CASIAMS (S460), 4.73% for the IIT Delhi database and 2.49% for the

PolyU3D2D database. The reason for this is that the length of the ELLBP in the

CASIAMS (s460) database is equal 7, while in the other two databases is equal to

17. So, when the length of the ELLBP is short it will generate small values and

this will cause small variances then large EER verification values. On the other

hand, when the length of the ELLBP is considerably increased it will generate

large values and this will cause large variances then small EER verification values.

Now, to examine the FCFNN method in the same cases of missing a part or full

finger then applying the salvage approach, Tables 6.4 and 6.5 are fairly established.

These tables show that the EER values in the FCFNN for the missing elements

before using the salvage are generally better than the EER values in the FLFPNN

for the same corresponding cases. In addition, it can be noticed that the

contribution between the fingers in the FCFNN could maintain the results, where

missing a small part or a large part of the FTs from a single finger would obtain

close EER results for the same corresponding finger. The verification performance

might be enhanced after using the salvage process. However, the effects of the

salvage are more obvious in missing small FT areas than the large areas. In other

words, utilizing the salvage approach in the FCFNN is different from using it in

the FLFPNN. To explain that, in the FCFNN when the missing area is increased

the enhancement of the EER values is generally reduced and this can be found

clearly by using the ELLBP feature extraction. As an instance from Table 6.5,

missing the distal phalanx from the ring finger in the CASIAMS (S460) database

has recorded 4% and 0% before and after the salvage respectively; missing the

distal and intermediate phalanxes from the same finger has obtained 4% and 2%

before and after the salvage respectively, and missing the full ring finger has

attained 4% and 4% before and after the salvage respectively. By computing the

improvements in the percentage change the following results can be noticed: 100%,

50% and 0% for missing the distal, the distal and intermediate and the full ring

finger respectively. In contrast, this observation is reversed in the FLFPNN as
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Table 6.4: EERs before and after the suggested salvaging method for the MSALBP
feature extraction with the FCFNN

MSALBP(P=8,R=2) of PolyU3D2D database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 0.34% 0.45%
Distal phalanx from the index finger 0.68% 0.57%
Distal phalanx from the middle finger 0.68% 0.34%
Distal phalanx from the ring finger 0.45% 0.11%
Distal phalanx from the little finger 0.34% 0.23%
Distal and intermediate phalanxes from the index finger 0.68% 0.57%
Distal and intermediate phalanxes from the middle finger 0.68% 0.34%
Distal and intermediate phalanxes from the ring finger 0.45% 0.45%
Distal and intermediate phalanxes from the little finger 0.34% 0.34%
Thumb 0.34% 0.68%
Index finger 0.68% 0.68%
Middle finger 0.68% 0.45%
Ring finger 0.45% 0.45%
Little finger 0.34% 0.45%

MSALBP(P=16,R=2) of IIT Delhi database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 2.70% 2.03%
Distal phalanx from the index finger 2.03% 2.70%
Distal phalanx from the middle finger 2.03% 1.35%
Distal phalanx from the ring finger 2.70% 2.03%
Distal phalanx from the little finger 2.70% 1.35%
Distal and intermediate phalanxes from the index finger 2.03% 3.38%
Distal and intermediate phalanxes from the middle finger 2.03% 3.38%
Distal and intermediate phalanxes from the ring finger 2.70% 2.03%
Distal and intermediate phalanxes from the little finger 2.70% 2.70%
Thumb 2.70%* 3.38%
Index finger 2.03% 2.70%
Middle finger 2.03% 2.03%
Ring finger 2.70% 2.70%
Little finger 2.70% 4.05%

MSALBP(P=8,R=2) of CASIAMS (S460) database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 2% 3%
Distal phalanx from the index finger 5% 4%
Distal phalanx from the middle finger 5% 3%
Distal phalanx from the ring finger 2% 2%
Distal phalanx from the little finger 5% 3%
Distal and intermediate phalanxes from the index finger 5% 6%
Distal and intermediate phalanxes from the middle finger 5% 2%
Distal and intermediate phalanxes from the ring finger 3% 2%
Distal and intermediate phalanxes from the little finger 6% 4%
Thumb 2% 5%
Index finger 5% 7%
Middle finger 5% 5%
Ring finger 3% 4%
Little finger 6% 7%

* ROIs of a thumb have been manually corrected for a user who bended this finger
during capturing some samples of his/her hand images.
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Table 6.5: EERs before and after the suggested salvaging method for the ELLBP
feature extraction with the FCFNN

ELLBP(N=17) of PolyU3D2D database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 0.34% 0.34%
Distal phalanx from the index finger 0.34% 0.11%
Distal phalanx from the middle finger 0.23% 0%
Distal phalanx from the ring finger 0.23% 0.11%
Distal phalanx from the little finger 0.45% 0.11%
Distal and intermediate phalanxes from the index finger 0.45% 0.45%
Distal and intermediate phalanxes from the middle finger 0.34% 0.23%
Distal and intermediate phalanxes from the ring finger 0.23% 0.34%
Distal and intermediate phalanxes from the little finger 0.45% 0.23%
Thumb 0.34% 0.57%
Index finger 0.45% 0.68%
Middle finger 0.34% 0.45%
Ring finger 0.23% 0.45%
Little finger 0.45% 0.45%

ELLBP(N=17) of IIT Delhi database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 2.70% 2.03%
Distal phalanx from the index finger 1.35% 1.35%
Distal phalanx from the middle finger 2.03% 1.35%
Distal phalanx from the ring finger 2.70% 1.35%
Distal phalanx from the little finger 4.05% 1.35%
Distal and intermediate phalanxes from the index finger 1.35% 1.35%
Distal and intermediate phalanxes from the middle finger 2.03% 1.35%
Distal and intermediate phalanxes from the ring finger 2.70% 2.03%
Distal and intermediate phalanxes from the little finger 4.05% 1.35%
Thumb 2.70%* 3.38%
Index finger 1.35% 1.35%
Middle finger 2.03% 1.35%
Ring finger 2.70% 2.70%
Little finger 4.05% 2.03%

ELLBP(N=7) of CASIAMS (S460) database
The missing element EER EER after salvaging

the missing features
Distal phalanx from the thumb 2% 1%
Distal phalanx from the index finger 2% 0%
Distal phalanx from the middle finger 1% 0%
Distal phalanx from the ring finger 4% 0%
Distal phalanx from the little finger 3% 0%
Distal and intermediate phalanxes from the index finger 2% 1%
Distal and intermediate phalanxes from the middle finger 1% 1%
Distal and intermediate phalanxes from the ring finger 4% 2%
Distal and intermediate phalanxes from the little finger 3% 1%
Thumb 2% 1%
Index finger 2% 3%
Middle finger 1% 1%
Ring finger 4% 4%
Little finger 3% 1%

* ROIs of a thumb have been manually corrected for a user who bended this finger
during capturing some samples of his/her hand images.
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illustrated earlier. Also, it was observed that some EER values have recorded no

improvements after using the salvage such as missing the distal and intermediate

phalanxes from the ring finger in the PolyU3D2D database in Table 6.4 and

missing the distal phalanx from the thumb in the same database in Table 6.5. As

in the FLFPNN, the missing regions in these situations could not effectively

influence the EER values. Missing full FTs of a single finger is more likely to

achieve a worse result after the salvage than before using it in the FCFNN. This is

because when a wrong salvaged vector is selected by the salvage process it could be

more effective according to the finger contribution concept.

So, it can be analysed that the FCFNN is sensitive to missing small areas. This is

because of its structure, where each finger occupies an effective part within this

network. Thus, when a small part of this area is missing such as a finger distal,

this can lead to producing wrong computations in Equations (6.6), (6.7) and (6.8)

and its verification situation would still continue even if the missing area is

enlarged when the same wrong computations are generated. Other cases of

increasing slightly EER values can be recognised as the missing area is expanded.

Examples of these are missing small or large part (the distal or the distal and

intermediate) from the ring finger in the CASIAMS (S460) database in Table 6.4

and missing small or large part (the distal or the distal and intermediate) from the

index finger in the PolyU3D2D database in Table 6.5.

In other words, there is a recognisable relationship between the missing area and

the employed fusion methods. In the FLFPNN, the EER values are dramatically

increased when the missing feature area is increased. Whilst in the FCFNN, the

EER values might be maintained to their values of missing a small area of a single

finger when the missing area is enlarged.

The effects of the salvage approach have also influenced by the missing area. That

is, the EER values have been enhanced slightly or have not been enhanced after

expanding the missing area by applying the FCFNN as it can be investigated in

Tables 6.4 and 6.5. This is different from what has been observed in the FLFPNN

in Tables 6.2 and 6.3, where the EER values have been enhanced dramatically

after enlarging the missing area.

Although there is a certain drawback associated with the using of the FCFNN

regarding to the size of the missing FT area, the additional FCFNN ability of

removing the missing finger or fingers from its architecture can be considered as
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Table 6.6: Removing a finger or fingers from the FCFNN using the MSALBP feature
extraction

MSALBP(P=8,R=2) of PolyU3D2D database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 0.34%

Thumb+Middle+Ring+Little Index 0.68%

Thumb+Index+Ring+Little Middle 0.68%

Thumb+Index+Middle+Little Ring 0.45%

Thumb+Index+Middle+Ring Little 0.34%

Middle+Ring+Little Thumb+index 1.24%

Thumb+Ring+Little Index+Middle 1.58%

Thumb+Index+Little Middle+Ring 0.57%

Thumb+Index+Middle Ring+Little 0.90%

Ring+Little Thumb+Index+Middle 2.71%

Thumb+Little Index+Middle+Ring 2.71%

Thumb+Index Middle+Ring+Little 1.58%

MSALBP(P=16,R=2) of IIT Delhi database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 2.70%

Thumb+Middle+Ring+Little Index 2.03%

Thumb+Index+Ring+Little Middle 2.03%

Thumb+Index+Middle+Little Ring 2.70%

Thumb+Index+Middle+Ring Little 2.70%

Middle+Ring+Little Thumb+Index 4.05%

Thumb+Ring+Little Index+Middle 2.03%

Thumb+Index+Little Middle+Ring 3.38%

Thumb+Index+Middle Ring+Little 4.73%

Ring+Little Thumb+Index+Middle 4.73%

Thumb+Little Index+Middle+Ring 6.08%

Thumb+Index Middle+Ring+Little 8.11%

MSALBP(P=8,R=2) of CASIAMS (S460) database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 2%

Thumb+Middle+Ring+Little Index 5%

Thumb+Index+Ring+Little Middle 5%

Thumb+Index+Middle+Little Ring 3%

Thumb+Index+Middle+Ring Little 6%

Middle+Ring+Little Thumb+Index 8%

Thumb+Ring+Little Index+Middle 11%

Thumb+Index+Little Middle+Ring 6%

Thumb+Index+Middle Ring+Little 7%

Ring+Little Thumb+Index+Middle 15%

Thumb+Little Index+Middle+Ring 19%

Thumb+Index Middle+Ring+Little 11%
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Table 6.7: Removing a finger or fingers from the FCFNN using the ELLBP feature
extraction

ELLBP(N=17) of PolyU3D2D database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 0.34%

Thumb+Middle+Ring+Little Index 0.45%

Thumb+Index+Ring+Little Middle 0.34%

Thumb+Index+Middle+Little Ring 0.23%

Thumb+Index+Middle+Ring Little 0.45%

Middle+Ring+Little Thumb+Index 1.02%

Thumb+Ring+Little Index+Middle 0.79%

Thumb+Index+Little Middle+Ring 0.79%

Thumb+Index+Middle Ring+Little 1.02%

Ring+little Thumb+Index+Middle 1.58%

Thumb+Little Index+Middle+Ring 1.47%

Thumb+Index Middle+Ring+Little 1.69%

ELLBP(N=17) of IIT Delhi database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 2.03%

Thumb+Middle+Ring+Little Index 1.35%

Thumb+Index+Ring+Little Middle 2.03%

Thumb+Index+Middle+Little Ring 2.70%

Thumb+Index+Middle+Ring Little 4.05%

Middle+Ring+Little Thumb+Index 2.03%

Thumb+Ring+Little Index+Middle 2.03%

Thumb+Index+Little Middle+Ring 4.05%

Thumb+Index+Middle Ring+Little 6.08%

Ring+Little Thumb+Index+Middle 2.70%

Thumb+Little Index+Middle+Ring 7.43%

Thumb+Index Middle+Ring+Little 8.11%

ELLBP(N=7) of CASIAMS (S460) database

Fingers fusion Missing finger EER

Index+Middle+Ring+Little Thumb 2%

Thumb+Middle+Ring+Little Index 2%

Thumb+Index+Ring+Little Middle 1%

Thumb+Index+Middle+Little Ring 4%

Thumb+Index+Middle+Ring Little 3%

Middle+Ring+Little Thumb+Index 3%

Thumb+Ring+Little Index+Middle 5%

Thumb+Index+Little Middle+Ring 4%

Thumb+Index+Middle Ring+Little 5%

Ring+Little Thumb+Index+Middle 11%

Thumb+Little Index+Middle+Ring 11%

Thumb+Index Middle+Ring+Little 10%
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one of the important advantages of this network. This has been investigated in

Tables 6.6 and 6.7, where they indicate the flexibility of the proposed FCFNN

method as any finger connections can be simply removed from the FCFNN

structure. Whereas, in the FLFPNN it is not feasible to remove connections

between the input layer and the pattern layer because of the missing FT elements,

then, changing the full structure of the PNN.

The reason for choosing the neighbouring fingers in Tables 6.6 and 6.7, such as

ring+little and middle+ring+little, is that the neighbouring fingers are more likely

to be accidentally amputated in reality than separate fingers. These tables firstly

show that each finger has a contribution, for example in the MSALBPMS (S460)

database in Table 6.6 the remaining fingers after removing the thumb obtained

EER value equal to 2%, after ignoring the index or middle finger the EER value

achieved 5%, after deleting the ring finger 3% was reported for the EER and after

neglecting the little finger the EER value was attained 6%. Furthermore,

increasing the number of removed fingers generally reduces the verification

performance. For example, in Table 6.7 removing just the thumb from the

PolyU3D2D database has affected the verification error rate to be increased and

reported 0.34%, continuing removing the index finger with the thumb together

have recorded 1.02% and increasing the missing fingers by removing the middle

finger in addition to the index and thumb has increased the EER value to be

1.58%. The affected verification performances of the missing finger(s) are different

between the feature extraction methods. Therefore, the EER values which have

been attained in Table 6.6 are different from those which have been stated in Table

6.7 such as missing the index finger from the CASIAMS (S460) database where it

has obtained 5% by using the MSALBP feature extraction, while it has attained

2% by utilizing the ELLBP feature extraction. Also, the EER values vary between

the employed databases for the same finger, where each finger has different features

or different contribution scores according to the resolution and specifications of its

image. Therefore, the little finger in Table 6.6 for instance has recorded 2.70% and

6% for the IIT Delhi and CASIAMS (S460) databases respectively.

Overall evaluating the FLFPNN in terms of missing FT features, the following

points are worth highlighting:
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• The missing features can be represented by zero.

• The results of the missing and salvaging FT elements are affected by the

concatenated feature values.

• The results vary between the employed feature extraction methods.

• The results vary between the databases because of their specifications of

resolutions and capturing environments.

• The EER values are dramatically increased when the area of the missing FTs

is increased before using the salvage process.

• The improvement in the EER percentages are significantly enhanced after

salvaging the missing data, when the area of the missing FTs is enlarged.

On the other hand, the following points can be highlighted in the case of missing

finger(s) from the FCFNN architecture:

• It is quite easy to remove the missing finger from the network structure or just

ignore its calculations.

• It is also easy to remove more than one finger from the FCFNN computations.

• The contribution of each finger is clearer and the results are dependent on the

score contribution fusion of the used fingers in the summation layer.

• The verification performance is varying according to the employed feature

extraction method.

• The verification performance is varying according to the specifications of the

applied database.

• The verification performance is commonly decreased if the number of missing

fingers is increased.

Finally, it can be recommended that using the FCFNN with the ELLBP feature

extraction is appropriate for human verification based on the FT. If any

amputation happened to a phalanx, two phalanxes or a single finger the salvage

approach can be used to reduce the risk of obtaining a wrong verification in the

FLFPNN. The flexibility of the FCFNN in its architecture has advantage of
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obtaining the verification decision based on the score contributions of the

remaining fingers.

6.6 Summary

In this chapter, an efficient human verification system is designed and explained

based on the fusion between the feature extractions of the FTs of the five fingers

with the PNN called the FLFPNN. Furthermore, an innovative fusion method

called the FCFNN has been proposed and implemented. Both fusion methods can

be used as multi-object verifications. The key idea of the FCFNN method is to use

the fingers’ contribution scores in the verification decision as each finger has a

different contribution level to provide the personal verification. This network has

an advantage in its flexible structure. So, if any finger is accidentally amputated, it

can be easily ignored by removing its connections. In this case, the final

verification decision will depend on the contribution of the remaining fingers.

Moreover, the FT verification performance was examined for both fusion methods

under the possibility of amputating one phalanx, two phalanxes or full finger. This

can be considered as a prior investigation in this biometric type. Consequently, a

proposed approach has been suggested to solve the problems of removing elements

from the FT by salvaging the missing data. The proposed salvage approach was

confirmed to successively enhance the verification performance percentages

especially with the FLFPNN. On the other hand, removing one or more fingers

from the FCFNN was implemented because of its adaptable architecture in this

case.

The conclusions of this thesis will be given in the next chapter, by highlighting the

contributions of this thesis and declaring the main findings. Future work will also

be suggested.
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Chapter 7

Conclusions and Future Work

7.1 Introduction

This study covered the area of employing signal processing and machine learning

techniques to perform human verification with Finger Textures (FTs). This chapter

is divided into two main categories:

• A brief conclusion of this thesis is provided, and

• Some recommendations for future work will be given.

First of all, a brief and full conclusion will be presented for each part of the thesis

contributions. That is, the specifications of the Robust Finger Segmentation

(RFS) and the Adaptive and Robust Finger Segmentation (ARFS) methods to

isolate the finger images will be stated. The main findings of applying the

proposed Multi-scale Sobel Angles Local Binary Pattern (MSALBP) and

Enhanced Local Line Binary Patterns (ELLBP) will be explained in terms of

feature extractions. The differences between employing the finger fusion methods

will be illustrated for the Feature Level Fusion with the Probabilistic Neural

Network (FLFPNN) and the Finger Contribution Fusion Neural Network

(FCFNN). The main findings of examining the missing FT parts will be concluded

and the benefits of applying the suggested salvaging approach will be described.

Moreover, the processing steps of the novel approach of producing the Receiver

Operating Characteristic (ROC) graph from the Probabilistic Neural Network

(PNN) and from the FCFNN will be covered.
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7.2 Conclusions and Main Findings

7.2.1 Descriptions of Employed Databases

Three databases with a large number of contactless finger samples were employed

in this thesis. The first database was from the Hong Kong Polytechnic University

Contact-free 3D/2D (PolyU3D2D) Hand Images Database (Version 1.0) [67]. It

consists of 8,850 fingers from 1770 very low resolution hand images. The second

database was from the Indian Institute of Technology (IIT) Delhi Palmprint Image

Database (Version 1.0) [65,66]. A total of 4,440 finger images were used in this study,

where they were collected from 888 high resolution hand images. The participants

of the IIT Delhi database were asked to provide high degrees of hand movements

during the capturing step. The third database was for a specific spectral wavelength

of 460nm, which can be found in the CASIA Multi-Spectral (CASIAMS) Palmprint

image database (Version 1.0) [9]. This data has 3,000 fingers included in 600 low

resolution hand images. It is valuable to work with this type of database as its

FTs have different features than the first and second databases, because they were

collected under a single spectrum component.

7.2.2 Finger Segmentation Approaches

Two segmentation approaches were suggested to isolate finger areas from

contact-free hand images. Firstly, the proposed RFS method has been introduced

to extract the finger images. Several image processing steps were designed to

maintain the hand area and detect the fingers. Briefly, these steps are converting

the colour image (if there is any) to a grayscale image; applying a binarization

operation; removing all the small noises around the largest hand region;

complementing the resulting image; deleting the noises which might exist within

the hand border; and detecting the finger objects. Henceforth, the main finger

points (tip, valley and symmetric) can be determined and used to segment the

finger images. It is worth mentioning that additional pixels have been included

with each segmented finger image to cover the patterns of the lower knuckles as

these patterns can enhance the verification performance according to [25].

Secondly an efficient finger segmentation approach named ARFS was proposed.

This approach was inspired from the previous segmentation method. A scanning
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line and adaptive rotation were exploited to improve performance. The ARFS can

deal with different hand alignment positions such as translation and rotation. It

also discovers the fingers by the concept of objects after removing the expected

and unexpected noise. Again, the lower knuckles are proposed to be involved in

the segmented finger images.

Consequently, segmenting fingers are provided by extracting Region of Interests

(ROIs), from which FT parts can be collected. The largest inner rectangle

technique [58] is used in extracting the ROI of each FT from a finger image.

The results show that hand finger images are successfully isolated and they involve

all the captured FT features. This has advantages over prior work, which usually

fails to include the full patterns of the lower knuckles. Both RFS and ARFS can

maintain the finger images by applying the adaptive threshold strategy.

Furthermore, the ARFS can address various hand alignment movements

(translation, scaling and rotation), because of the facilities of the adaptive rotation

and scanning line strategies.

The main disadvantage of both segmentation approaches is that they require many

image processing steps and this can lead to time consuming.

7.2.3 Feature Extraction Approaches

Two essential feature extraction contributions were proposed in this thesis. The

first major contribution was introducing a new feature extraction method called

the MSALBP. This feature extraction method fuses between the Sobel orientation

angles, which are calculated from the horizontal and vertical Sobel attributes of

the FT, and the Multi-Scale Local Binary Pattern (MSLBP). The resulting

combinations are blocked into non-overlapping blocks and statistical calculations

are implemented to form an input vector for an Artificial Neural Network (ANN).

The second contribution is the ELLBP. This is an enhanced version of the Local

Line Binary Pattern (LLBP). Due to the fact that the FT generally involves two

main patterns (vertical and horizontal), two analysed vectors from the LLBP are

required; a horizontal vector is therefore assigned for the vertical patterns and a

vertical vector is assigned for the horizontal patters. In the ELLBP effective

texture values have been calculated by applying the weighted summation fusion

rule between the computed horizontal and vertical codes. Likewise for the
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MSALBP, similar blocking operations and statistical calculations are used to

collect the extracted features.

Extensive experiments were performed to determine the best parameters for both

feature extraction methods. Significant improvements were observed in the

verification performance after applying both suggested approaches compared to

various updated Local Binary Pattern (LBP) versions. The best result for the

PolyU3D2D database was with the ELLBP, where the EER was equal to 0.34%

reflecting an improvement of 50% from the nearest compared EER value. Whilst,

the best results attained for the IIT Delhi database were recorded for both

MSALBP and ELLBP, where they achieved the lowest EER value of 1.35%

resulting in improvement of 33.50% from the closest compared EER value. For the

CASIAMS (S460), the best EER value achieved was 2% for the MSALBP, where

the improvement was 60% from the nearest compared EER, and 0% for the

ELLBP, where this was the best obtained result. In general, the ELLBP has

recorded better results than the MSALBP. Nevertheless, the MSALBP operator

achieved the fastest execution time compared with all of the updated LBP versions

including the ELLBP.

It can be concluded that the suggested MSALBP and ELLBP approaches showed

remarkable performance in the case of personal FT verifications. On the other

hand, it has been investigated that the MSALBP is not robust against the

illumination compared with the ELLBP and the ELLBP needs additional time to

obtain the values of the weights in its weighted summation equation.

7.2.4 Finger Fusions

Two essential fusion methods were presented in this thesis. Firstly, a powerful

verification structure was described and implemented by using the FLFPNN. This

fusion method employs a feature level fusion technique, where the extracted

feature vectors of the fingers were combined based on the concatenation rule.

Then, a PNN is applied to assess the FT verification performance.

Secondly, a novel FCFNN method was introduced. The key idea of this fusion is to

consider the contribution score of each finger in the verification decision, due to

the fact that each finger has a contribution score different from others. Thus, an

innovation score fusion was described by creating a new hidden layer, named the
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contribution layer, inside the FCFNN.

In fact, the previous presented results in Subsection 7.2.3 were recorded according

to the FLFPNN, where it was considered as a standard fusion method.

Consequently, such interesting results were observed after using the suggested

FCFNN method. To illustrate, the verification error rates for the PolyU3D2D

database have been attained 0.68% by using the MSALBP with the FLFPNN and

0.34% by utilizing the ELLBP with the FLFPNN. These percentages have been

noticeably reduced to 0.23% after utilizing the MSALBP with the FCFNN and

0.11% after using the ELLBP with the FCFNN. For the IIT Delhi database, the

EER has been slightly increased from 1.35% to 0.23% by employing the MSALBP

with the FLFPNN and the MSALBP with the FCFNN, respectively. Whereas, the

EER has obtained the same value of 1.35% by applying the ELLBP to either the

FLFPNN or the FCFNN. This can be explained by understanding the

specifications of the IIT Delhi database, where different hand positions exist. So,

slightly dislocated FTs are likely to be collected and could cause a wrong

verification decision as it has been reported with the MSALBP, whilst, the ELLBP

could maintain the EER value because it is more robust than the MSALBP. For

the CASIAMS (S460) database the EER values showed stable performance in both

fusion methods, where it was 2% for the MSALBP and 0% for the ELLBP.

As a general conclusion regarding both fusion methods, the FCFNN can achieve

better performance than the FLFPNN because it utilizes the score contribution

levels of fingers. Nevertheless, the FCFNN has a sensitive reaction toward the

variation values in its inputs, but it appears that there is no serious drawback of

employing this type of fusion as the result may only be slightly decreased. Finally,

the FCFNN may maintain the verification performance when the best results are

obtained.

7.2.5 Missing FT features

The experiments have been extended to examine the verification performance

under the condition of missing FT elements. For example, removing a distal

phalanx, distal and intermediate phalanxes or even a full finger. Zero values were

employed to cover the missing parts of a finger image. Both FLFPNN and FCFNN

have been evaluated and analysed in this case.
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A novel approach is also suggested and implemented to salvage the missing

elements by taking advantage from the embedded weights in the trained PNN.

Briefly, each node in the hidden layer in the PNN already saves the full training

pattern during the enrolment phase. So, the nearest training pattern to the

provided FTs can be used to form the missing features.

Experimental results show that the verification performance could be affected by

missing a part of a finger depending on the size of the missing area, the applied

feature extraction method and the employed finger fusion method. For instance,

the achieved EER values before and after missing FT elements by applying the

ELLBP were in general smaller than the obtained EER values by using the

MSALBP in the same cases. Also in the FLFPNN, increasing the size of the

missing features could dramatically influence the verification performance. Whilst,

increasing the size of the missing FTs could produce a stable verification effect by

using the FCFNN, because of the supported score contributions of other fingers.

The proposed salvaging method confirms its ability to enhance the verification

performance, where remarkable improvements could be seen by observing the EER

values after the FLFPNN. These improvements were increased with more missing

FT elements. However, this was not the same case in the FCFNN, where the

improvements of the verification performance were reduced after increasing the

missing features. This is because the FCFNN is influenced by the small missing

FT areas, as mentioned.

On the other hand, the FCFNN has been found to be more flexible than the

FLFPNN in removing a single finger or more, due to its applicable architecture.

To illustrate, eliminating determined connections, which were assigned for a finger

or fingers, can be easily implemented in this network. Additional experiments have

been applied in this matter. So, the FCFNN has been tested under the suggestions

of ignoring a single finger or multiple nearest fingers, due to the fact that the

nearest fingers are usually being under the danger of amputation compared with

separated fingers. The results revealed that deleting more fingers negatively

influenced the EER values. Furthermore, it has been noticed that the verification

performance were affected by applying the feature extraction method and the

contribution score of each finger.

Finally, it can be concluded that employing the salvage approach can be so

effective when using the FLFPNN method, whereas, the FCFNN is efficient
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enough to be utilized in terms of FT verifications.

7.2.6 ROC graphs

A novel method to generate an ROC graph from a PNN was suggested. The main

idea of this issue is to extract the score values from each single class of the PNN.

These values can be found in the summation layer of this network, where the

summation nodes hold the actual output values. Furthermore, these values were

remapped or recalculated according to their relationships with the class targets,

where the relationship between the summation layer values and the target class

has been established and implemented. This method seems more efficient than

using the logical output values from the decision layer. After collecting the ROC

parameters (the False Acceptance Rate (FAR) and the False Rejection Rate

(FRR)) from each single class, a relationship could be constructed to produce the

ROC curve. Afterwards, each ROC parameter was combined to all single classes

by applying the average operation. Hence, a smooth ROC curve has been

produced to represent the performance of the multiple classes. Different methods

have been used to assess the work. Generating the ROC graph has never been

considered in the multi-class PNN and a substantial literature review was

undertaken to confirm this fact.

Similar strategies were applied to establish the ROC graph from the FCFNN.

Again, The main processes of generating the ROC curve are: collecting the

effective FCFNN output values from the summation layer; remapping these values

according to the FCFNN classifications; computing the FAR and the FRR for each

class; generating one FAR and FRR for all classes by calculating the averages of

FARs and FRRs respectively; producing a relationship between the computed FAR

and (1-FRR); and finally depicting the ROC curve.

Each of the proposed approaches of generating the ROC curves has a

disadvantage, which can be found in remapping the extracted score values as the

relationship between these values and the class targets of the employed classifier is

not a straightforward task.
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7.3 Future Work

The findings of this work have a number of important implications for future studies.

So, some of these findings can provide the following insights for future research:

• The databases which have been used in this thesis are fundamentally

established for palm print studies. So, it is believed that a specific FT

database is required, where this database has to cover the full FT region and

involve all of its feature types (wrinkles, visible lines and ridges).

• In this thesis, only two types of FT features have been used which are the

wrinkles and knuckle lines as just these types are provided. A future study

can investigate the ridge patterns of the FT.

• In the case of finger segmentations, additional efforts will be required to

generate a robust ground truth. The current suggested ground truth is based

on the essential points of fingers (tips, valleys and symmetric). Obviously,

these points can not cover all the patterns of the lower knuckles. So, a

justified ground truth for the finger segmentation can be established then

provided to other researchers.

• Additional feature extraction methods can be suggested to employ adaptive

horizontal and vertical weights in the ELLBP. A ratio between the horizontal

and vertical codes may provide a good basis to calculate the adaptive weights.

• A deep learning technique can be employed to extract the FT features and

verify the users, provided sufficient data are available.

• In this study, the main classifier or matcher was the PNN, then this network

has been developed to the FCFNN. In future investigations, it is possible to

use a different matcher such as the Support Vector Machine (SVM).

• The proposed FCFNN can be efficiently utilized with other biometric

characteristics. For instance, the feature extractions from the vein patterns

of the four parts of the sclera, where four feature vectors can be collected

from the white region on the right and left side of each eye. Thus, four

feature vectors will be created. From this point, the FCFNN can be fed with

these vectors in the input layer and four contribution score vectors will be

calculated then considered in the decision layer.
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• Building upon the previous point, the FCFNN can be used to compute the

contribution scores of each knuckle in a finger knuckle biometric system. In

this case, a biometric system based on the outer knuckles or the inner knuckles

can be created. It is expected that some knuckles will have higher contribution

scores than the others. Examples of these are the middle outer knuckles which

may produce contribution scores higher than the upper outer knuckles and

the upper inner knuckles may generate contribution scores less than the lower

inner knuckles.

• The FCFNN is easily used in multi-modal biometric systems where a fusion

between two or more biometric characteristics can be implemented by this

network. It can be observed that some biometric characteristics have more

influenced contribution than the others on a multi-modal recognition system.

For example, the Finger Veins (FV) can have a higher recognition contribution

than the Finger Geometry (FG).

• It is noteworthy that the salvaging approach could be exploited in many

biometric applications such as the iris print, where a part of the iris texture

near the pupil may be accidentally removed after an eye lens operation.

• After generating the ROC curve, the Detection Error Tradeoff (DET) graph

is easy to be constructed from the relationships between the FAR and FRR.

Moreover, a suitable determined value can be chosen for the FAR and its

corresponding value from the FRR in order to increase or decrease the security

level of the system.

• A robust biometric system can be established by employing the inner and

outer finger surfaces at the same time, where the outer knuckles can be used

with the FTs in that system. Furthermore, another biometric system can be

proposed to capture the FG of fingers with the FT.

• This thesis is assigned for human verification. Additional studies are required

for personal identifications and classifications.
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Appendix A

Receiver Operating Characteristic

A.1 Introduction

Traditionally, an Receiver Operating Characteristic (ROC) curve has been used

widely to report the recognition system measurements. It has been remarked that

generating an ROC graph for a Probabilistic Neural Network (PNN) is not a

straightforward task. Similarly, constructing an ROC graph for the Finger

Contribution Fusion Neural Network (FCFNN) is not provided. Therefore, two

contributions are considered:

• A new approach to generate the ROC graph from a multi-class PNN has been

presented.

• A modified method to produce the ROC curve from the proposed FCFNN has

been illustrated.

An ROC graph is a measuring method used widely to evaluate verification or

identification systems. It consists of different parameters, the False Acceptance

Rate (FAR), False Rejection Rate (FRR) and True Positive Rate (TPR) [130].

Furthermore, the trade off point which is considered as an essential parameter to

evaluate any recognition system is the Equal Error Rate (EER). Basically, if the

EER has a small value this means that the system is efficient and if the EER has a

large value this reports that the recognition is inefficient.

The rest of this appendix is organized as follows. Section 2 presents the theoretical

concepts of the ROC, Section 3 illustrates how to produce the ROC from the

PNN. Section 4 describes generating the ROC curve from the FCFNN structure.

Section 5 provides the summary.
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A.2 Theoretical Concept of the ROC

Generating the ROC graph has never been considered in the multi-class PNN before

the work of Al-Nima et al. [27] and a substantial literature review was undertaken

to confirm this fact. Table A.2 provides a summary of related publications reported

in the literature, which have been covered in Chapter 2:Section 2.3.4.

The basic ROC parameters can be computed according to the following outcomes:

• True Positive (TP), if the neural output has correctly classified the positive

case.

• False Positive (FP), if the neural output has incorrectly classified the positive

case.

• True Negative (TN), if the neural output has correctly classified the negative

case.

• False Positive (FN), if the neural output has incorrectly classified the negative

case.

Thus, a confusion matrix is found as shown in Table A.1.

Table A.1: The confusion matrix

TP FP

FN TN

Principally, according to an adaptive threshold the percentage of the correctly

classified genuines in a recognition process will be considered as TPR and the

percentage of the incorrectly classified impostors will be recorded as FAR [130].

With more explanations, a relationship will be established between the FAR and

TPR (mathematically this equals to 1-FRR) for each classifier [130] at each

threshold. FAR represents a matching value which is greater than the threshold

and FRR represents a matching value which is less than the threshold [30].

So, the following equations can be computed and collected for each thresholding
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Table A.2: Summary of related approaches for generating the ROC graph from a
PNN

Existing

Reference ROC Problem of ROC curve

curve?

Utilizing the bias of the hidden

Woods and Bowyer [130] Yes layer. It is just for a MLP with

a bias and two classes only

Using commercial software for

Orr [131] Yes PNN with two classes only.

The curve was not smooth

The results were averaged

Ooi et al. [132] Yes after running the PNN

many times

A combination method using

Sharma et al. [133] Yes a Parzen with the PNN

A combination method using

Joshi et al. [135] Yes a Parzen with the PNN

A Combination of multiple

Almaadeed et al. [136] Yes neural networks then applying

a voting process

Lin et al. [137] No —

Huang et al. [138] No —

Meshoul and Batouche [139] No —

Hossain and Amin [140] No —

Sundaram and Dhara [141] No —

Chuang et al. [142] No —

Sudha and Bhavani [143] No —

Yu and Huang [144] No —

El-Alfy [40] No —

Saini et al. [145] No —

Wibawa et al. [146] No —

Perwira et al. [147] No —

instance [121]:

FRR =
Number of Rejected Clients

Total Number of Clients
× 100% (A.1)

FAR =
Number of Accepted Imposters

Total Number of Imposters
× 100% (A.2)
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It has been illustrated that reducing the FAR value will increase the security level

of the system, whilst, increasing the FAR value will increase the flexibility of the

system in terms of accepting input subjects [182].

A.3 Generation of ROC for PNN

Two main problems arise when using the PNN. Firstly, the PNN outputs are

always logical (zeros and one); secondly, a PNN is considered as a multi-class

classifier, because it usually has more than one output class. To solve these

problems a new approach to acquire the score values from the PNN, establish the

relationship between the ROC parameters for each class and fusing them to

generate one main ROC curve has been proposed.

Generally, ROC parameters are calculated for each single class of a neural network.

Assuming an Multi-Layer Perceptron (MLP) network has one output node to

classify two classes, O represents the neural network output values and T

represents the target with one and zero. A set of {O,T} will be arranged and an

adaptive threshold is applied through this set [130, 183]. In other words, the

conventional method for establishing the ROC curve is by varying a threshold

through the output node, where the output values are considered as scores and the

relationship is constructed with its targets.

The main challenge in producing the ROC curve is how to get the score values,

which are one of the main parameters of the {O,T} set in this matter.

Fundamentally, the summation layer will give the exact probabilistic values of each

class for the same input vector. Hence, the decision layer of the PNN picks the

maximum of the summation values Sj and provides the target class for the input

vector [139], as shown below:

Tclassj =





1 if Sj = max

0 otherwise
, j = 1, 2, ..., c (A.3)

where, Tclass is the desired target.

It could be argued that the actual output is in the summation node of the jth

class and the output layer is just a logical decision of the corresponding values in
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the summation layer. However, after analysing these values it can be seen that

they require a remapping process. That is because, according to Equation (A.3)

some very small values could win the competition. So, to address this problem a

relationship between the outputs of the summation layer and the target class has

been established and implemented according to the following equation:

PNNScorej =




PNNScorej × Fac1 if Tclassj = 1

PNNScorej × Fac2 if Tclassj = 0
(A.4)

where, PNNScore is the output of the summation nodes, Fac1 and Fac2 are scaling

factors and Fac2 can be denoted as Fac2 = 1/Fac1.

After collecting the ROC parameters (TPR and FAR) it is easy to draw the ROC

curve for each class as there is commonly a relationship between them. To combine

this process for all classes in a multi-class PNN, average processes can be performed

for all TPRs and FARs. This will lead to the generation of the main smoothing

ROC curve that describes the PNN performance.

A.4 Generation of ROC for FCFNN

The aim of this section is to present a method to produce an ROC curve from an

FCFNN. It has been found that the same method of producing the ROC curve

which has been used in the PNN can be applied in this method. Basically,

Equation (A.3) can be utilized in the FCFNN too, however, the summation layer

in this network is collecting its values from the contribution layer as explained in

Chapter 6:Subsection 6.3.2. Moreover, Equation (A.5) can be updated to:

FCFNNScorej =




FCFNNScorej × Fac1 if Tclassj = 1

FCFNNScorej × Fac2 if Tclassj = 0
(A.5)

where FCFNNScore is the output scores of the summation layer.

All operations which have been reported in the PNN to get the ROC graph for each

class are utilized in the FCFNN. Subsequently, two average processes have been

implemented for all classes. One for the FAR values and another one for the TPR

values. This will combine the ROC parameters for all output classes of the FCFNN
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together and produce one ROC curve referring to the total performance.

A.5 Conclusion of Appendix A

The key idea of this study was to extract the score values from each single class of

the PNN and FCFNN. These values can be found in the summation layer of these

networks, where the summation nodes hold the actual output values. However,

these values were remapped or recalculated according to their relationships with

the class targets, where the relationship between the summation layer values and

the target class has been established and implemented. This method seems more

efficient than using the logical output values from the decision layer. After

collecting the ROC parameters (FAR and TPR) from each single class, a

relationship could be constructed to produce the ROC curve. Each ROC

parameter was fused or combined to all single classes by using the average

operation. Afterwards, a beneficial demonstrated ROC curve has been produced to

represent the multiple classes by using large databases and different methods in

this thesis, which confirm the value of this work.
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