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Abstract

The demand for wireless communications is growing every which re-
quires more speed and bandwidth. In two way relay networéRIN), phys-
ical layer network coding (PLNC) was proposed to double tedowidth. A
TWRN is a system where two end users exchange data througicdemniode
called the relay. The two signals are allowed to be physiealted before be-
ing broadcasted back to the end users. This system can wadiBiynin flat
fading channels, but can not be applied straightforwardaguency selective
channels. In a multipath multi-tap FIR channel, the iniambol interference
(ISI) spreads through several symbols. In this case, thdsigmat the relay
are not just an addition of the sent symbols but also someeoptbvious
symbols from both sides. This not only causes a traditioh&l®to fail but
also a simple one equalizer system will not solve the probl&hree main
methods have been proposed by other researchers. The OFsdd BANC
is the simplest in terms of implementation and complexity duffers from
the disadvantages of the OFDM like cyclic prefix overheadfeagliency off-
set. The main disadvantage, however is the relatively low BErformance
because it is restricted to linear equalizers in the PLNGesys Another
approach is pre-filtering or pre-equalization. This methts® has some dis-
advantages like complexity, sensitivity to channel vasiatand the need of
a feedback channel for both end nodes. Finally, the maximketiHood
sequence detector was also proposed but is restricted t& BRfBlulation
and exponentially rising complexity are major drawbackse philosophy in
this work is to avoid these disadvantages by using a time dob@sed sys-
tem. The DFE is the equalizer of choice here because it pes\adhon-trivial
BER performance improvement with very little increase img@bexity. In
this thesis, the problem of frequency selective channdP.MC systems can
be solved by properly adjusting the design of the systenudicp the DFE.
The other option is to redesign the equalizer to meet thdt goaAF DFE



system is proposed in this work that provides very low coxipfeespecially
at the relay with little sensitivity to channel changes. Altirantenna DNF
DFE system is also proposed here with an improved perforendfioally, a
new equalizer is designed for very low complexity and costDdypproach
with little sacrifice of BER performance. Matlab was usedtfa simulations
with Monte Carlo method to verify the findings of this work dlugh finding
the BER performance of each system. This thesis opens thef@oiture

improvement on the PLNC system. More research needs to leelittertest-
ing the proposed systems in real practical implementatiahedso the effect

of adding channel coding to these systems.
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Chapter 1

Introduction



1.1 Background

1.1 Background

Wireless communications plays an important role in ouryday life. From one look to
our mobile phones we can appreciate the power of and libledtyit provides compared
wired landline phones. The applications of wireless comications doesnt stop there as
it ranges from satellite television, radio and wirelessvagks to the more simple indoor
applications like wireless keyboards and headsets. VEsetemmunications are based
on the simple idea of using the available medium like air aiewas a channel depending
on the application. The signal is transmitted using one areraatennas in the form of an
electromagnetic wave that travels freely in the mentiorethael leaving both transmitter
and receiver free to move in the meanwhile.

The main improvements in the area of wireless communicaaomongst other things,
include cost effective design and spectral efficiency teatl$ to higher communication
speed. To meet both these needs, physical layer networkg@dLNC) was proposed in
two way relay networks (TWRN). In these systems, two enduseend nodes exchange
packages of data via an intermediate node called the reldg.nim traditional TWRN,
data packets are exchanged in four time slots to avoid qverhdle in PLNC this overlap
is turned from a disadvantage to an advantage. PLNC is ditaopic and a relatively
new area for research.

This research is concentrated at solving some of its prabl@mmproving the ex-
isting solutions to those problems. The main advantaged NiCPsystems are spectral
efficiency and simple design. Simple design comes from tbetfat both end node
transceivers are identical from an electronics point oiwas they share the same band-
width and operate in a similar manner. The spectral effigieacouble that of the tra-
ditional TWRN systems as only two time slots are requiredofcket exchange between

end nodes compared to four time slots in traditional TWRN.

1.2 Objectives

The broad goal in this thesis is to make the implementatianRIENC system possible in
frequency selective environments or to introduce impres@temes over some existing
ones.

There are two basic methods of performing a PLNC system, lyaaneplify and for-

ward scheme (AF) and de-noise and forward scheme (DNF). tim these cases, new



1.3 Limitations and Assumptions

methods are suggested here with either improved performaost effectiveness or re-
laxed implementation conditions and assumptions.

Performance improvement especially in the AF scheme is duket use of a non-
linear time domain equalizer, namely the decision feedtegpkalizer (DFE). For the
DNF scheme, a multi antenna relay is proposed with improwefbpnance over the
AF scheme. Also, a new type of equalizers is derived thatm#gpen a one shot maxi-
mum likelihood estimator and a feedback filter referred tthis thesis as the maximum
likelihood decision feedback equalizer (MLDF). This edqeea requires less computation
and therefore is faster than the DFE and more cost effeciinether important feature of
the MLDF is the absence of the delay compared to linear and &jftlalizers. This can
be an importamt factor in some cases. Finally, the MLDF isluseboth AF and DNF
PLNC systems to reduce the cost and complexity with asynggtetformance to that of
the DFE.

In brief, the following points summarise the contributimighe work

1. Design of an AF PLNC system in frequency selective chaumgihg DFE equaliz-

ers with the proper design equations for the DFEs.

2. A multi antenna relay system that uses optimum combinidytevo DFEs for a

successful DNF PLNC system.
3. Design equations for a low complexity MLDF equalizer.
4. Alow complexity AF PLNC system using the MLDF equalizer.

5. Single antenna DNF PLNC system using a special MLDF designtheoretical

performance analysis when ideal MLDF is used.

6. Low complexity DNF PLNC with multiple antennas using the equalizer and

optimum combining method.

1.3 Limitations and Assumptions

In this section, some of the general limitations and assiomgtare discussed in brief.
Other assumptions may apply to different chapters in thiskvemd will be discussed

there in detalil.



1.3 Limitations and Assumptions

1.3.1 Channel Modelling and Estimation

It is not uncommon for a communication channel to have moaa thne obstacle or
object that reflects the transmitted signal to the receMeis results in receiving multiple
copies of the original signal with different delays or prgpion times and with different
attenuations. If this is the case then the channel is caltedlapath fading channel.

Before the channel can be modelled, the model type and timeati&in method have to
be chosen. In this work, only multi-tap FIR or the tapped gdéilze model is considered.
Previous work has been done requiring this model to be fixeddaeral transmission
packets, yet in this work, a more realistic assumption iserthdt requires the model to
be fixed for the duration of only one packet.

Many channel estimation techniques exist that offer higlhueacy when the channel
is fixed for the duration of one packet transmission. Thesenaoaks impose an overhead
on the packets in the form of estimation symbols. This ovadhis essential to any kind
of channel estimation and is usually small compared to tlokgiasize. In this work,
the timing diagrams are simplified by not showing this smabrbead. For simplicity
and without loss of generality, the channel estimation siased to be perfect, yet in
some cases, the effect of imperfect estimation is studiegl Adis error is not due to the
imperfection of the estimation process but rather due todéin@tion in the channel when

the passing time is greater than that of a single packet.

1.3.2 Synchronization

Ideally, packets from two senders or end nodes are expextedth the middle node or
relay at the same time in the PLNC scheme. This is not the cagectice. A similar
kind of mismatch is present in other coherent communicatistiems. In OFDM sys-
tems for example, there are different ways to deal with thadblem like feedback loops
or other methods that use the properties of OFDM systems téued imformation like the
position of training symbols or pilots in addition to infoation about the cyclic prefix [1].
These treatments are necessary in such systems to tackleding problems like carrier
frequency offset and some of these algorithms are iterativeature. In time domain
PLNC systems, researchers have been assuming ideal sgiaztiion. Even without any
synchronization we still get a higher capacity than diresttvorking without PLNC [2].
For practical implementation, a relay or router triggertpool was proposed by Katti et

al [3]. In this protocol the router sends a signal to both eades to trigger the uplink

4



1.3 Limitations and Assumptions

transmission phase. The required protocol depends on ti®ement used. In cellular
networks for example, strict scheduling protocols alreadgt like time division multiple
access (TDMA) and code division multiple access (CDMA). @yonization of 3 node
systems studied in fields such as wireless networks [4] af@HDM [5]. This 3 node
synchronization scheme can be extended to general N nodarsyrization by dividing
them into groups of 3 nodes [6]. Some attempts have been noachitigate the syn-
chronization error effect on PLNC systems like by Lu and 8wLj7] and reduction with
fractional delay in[8]. In this thesis, perfect synchratian is assumed for simplicity and

due to its small effect as mentioned above.

1.3.3 Pre-filtering vs Direct Filtering

Pre-filtering is mentioned here in the context of pre-eqadion. The basic goal of pre-
equalization is to reduce the signal distortion that ocdus to channel impairments by
placing the filter in the transmitter side. This type of desitas some advantages and
relocates the required resources from the transmitterg¢adbeiver. By doing this, the
system avoids noise amplification which would occur if theazer was to be placed
at the receiver. When the channel has a spectral null (or 4 gahae), the receiver side
equalizer will compensate for that gain loss by amplifyingttpart of the spectrum. As a
result, the noise will be also amplified which will impact therformance of the system.
This does not occur when the equalizer is at the transmitter s

Pre-filtering can be implemented in different ways. A simgésign for this idea is
to estimate the channel at the receiver side. The channelagsin is then passed to
the transmitter side through a feedback channel. Findlé/ttansmitter uses the channel
coefficients to design the pre-equalizer or pre-filter whictmost cases will be a linear
FIR filter. The implication of such a design is that the chdnvik need to be constant or
slightly changed during this cycle. Another disadvantafghis design is that a feedback
channel is required. Other pre-filtering strategies alsst @hich do not involve complete
equalization of the signal but share the previously meetiodisadvantages.

Normal equalization, on the other hand, does not requireliaanel to be constant
for the whole uplink-downlink cycle and does not require edigack channel. Moreover,
direct equalization can have enhanced performance thnasigh non-linear methods and
therefore lead to simpler system designs.

For these reasons, the direct equalization is the methodadfe in this work.



1.4 Digital Bandpass Transmission

1.3.4 Time Domain vs Frequency Domain Equalization

The best representative system for frequency domain extialn is the well known or-
thogonal frequency division multiplexing (OFDM) systenm this system, the signal is
divided into frequency sub-bands and the frequency donwaialeer FDE will compen-
sate for the gain loss in each sub-band separately assunatthe channel will become
flat fading in every sub-band. In frequency selective chimribis is not always true.
Consider a channel with one frequency null. In this casefrémuency will be sharply
changing in the sub-bands adjacent to that null and thigeslllt in a performance degra-
dation. Even if this was not the case, then there will alwaystleast one error symbol
corresponding to that null.

Another FDE system is the single carrier with frequency dionegualization (SC-
FDE). The SC-FDE was proposed to solve some of the problel@®deto OFDM like
sensitivity to non-linearities of the power amplifiers, imigeak to average power ratio
(PAPR) and carrier frequency offset (CFO). The SC-FDE rbedsss, uses a frequency
domain equalization technique and therefore has the saoisepn with sever frequency
selective channels as the OFDM system. For this reasontgfjgdncy domain methods
will have limited performance.

Another way to look into this issue is to consider the fact FH2E methods are limited
to linear equalization, while time domain equalization TD&h be non-linear. This is
because non-linear techniques require a feedback sigmahgamut of a decision device
and as such devices map the symbols to the closest constefaint in the time domain,
then the signal must be first converted back to the time dontiaswell known that non-
linear equalizers outperform their linear counterparther&fore, we can conclude that
non-linear TDE filters are better suited to applicationgwiiequency selective channels

than linear FDE devices.

1.4 Digital Bandpass Transmission

Consider a signab,(¢) with baseband properties. Such signals are usually maatllat
with a carrier frequency.. Regardless of the modulation technique that is used, gnaki
can be represented by an equivalent complex valued funeti@m f. is greater than the
original signal bandwidth. Le$(¢) be the modulated passband signal. TKé¢h can be

written asS(t) = Re{S,(t)e’>"/<t}, where Re{} represents the real part operator. The



1.5 Publications Arising From This Research

complex representation of the signal can be defined as
Sy(t) = Spr(t) + 7 Ski(t), (1.1)

where Sy, (t) = R.A{Sy(t)} and Sy;(t) = Im{Sy(t)} and I'm{} is the imaginary part
operator.

The passband signal can therefore be written as
S(t) = Spr(t) cos(2m fot) — Spi(t) sin(2m f.t). (1.2)

Representing the signal in complex notation as in equalidr) (s important in study-
ing communication systems. From a theoretical point of yigis representation sim-
plifies the analysis because the absence of the carrierdnegusimplifies the equation.
Also, the simulation at the symbol level requires much lese than when it is done in
the sampling frequency level. From a practical point of viis complex representation
makes it much easy to design and improve new signal progessathods. For these

reasons, this equivalent complex representation will leel tisroughout this work.

1.5 Publications Arising From This Research

1. A. H. Ahmed, C. C. Tsimenidis, J. A. Neasham and B. S. Sharif, “DFE for fre
guency selective PNC channels using AIEEE 11th International Conference on
Wireless and Mobile Computing, Networking and Communications (WiMob), vol.
2015, doi: 10.1109/WiMOB.2015.7348048.

2. A. H. Ahmed, C. C. Tsimenidis and J. A. Neasham, “PLNC using a multiclehnn
DFE receiver at the relay for shallow-water acoustic comigations,” submitted

to 4th |EEE UACE Conf., Skiathos Island, Greece.

3. A. H. Ahmed, C. C. Tsimenidis and J. A. Neasham, “Maximum Likelihood Bec
sion Feedback Equalizer for Fast Implementation of PLNGe3gs,”submitted to

IET comms. and under review.

1.6 Thesis Outline

The thesis is organized as follows:



1.6 Thesis Outline

Chapter 2 presents the network strategies used in two way reltworks (TWRN)
and their evolution to PLNC. The chapter briefly describestiethods used within PLNC
like amplify and forward and de-noise and forward techngyu&ome fading channels are
also described with emphasis on the tapped delay line nmmageli frequency selective
channels. The choice of receiver side equalization oveeptalization is justified along
with the specific type of equalizer, namely the DFE.

Chapter 3 Presents a detailed description of the desigrntiequased in the DFE.
The chapter presents a novel AF scheme that enables the 8$&Naf in frequency se-
lective environments while relaxing some of the major ctiods required by the pre-
equalization methods. The design equations for the new DE#ad are derived and
simulation results are presented showing the robustnesseohethod compared to the
pre-equalization method when channel change occur betsiemessive data packets.

In Chapter 4, a novel DNF PLNC is proposed with the aid of aremma array at
the relay node. The choice of combining scheme is justifietitae number of required
antennas specified. The superiority of the method is shatdcdsough the simulated
BER performance.

Chapter 5, presents another interesting alternative t@itbielem of incompatibility
of the PLNC system with frequency selective channels. A hiyye of equalizer is intro-
duced which has very low complexity in design and implemgoitieand does not result
in a delayed signal. The design is inspired by the DFE anditiggessymbol maximum
likelihood detector. Simulation results show the perfonggof the new method in differ-
ent scenarios including single and multiple relay antenmhsoretical BER performance
of the new equalizer is derived and shown to match the siedIBER.

Chapter 6 concludes the thesis and suggests possible fubuke



Chapter 2

PLNC in Frequency Selective Channels



2.1 Introduction

2.1 Introduction

In recent years, Physical Layer Network Coding (PLNC) h&metied significant amount
of research work due to its ability to save transmission hagiith, which is one of the
most valuable resources in communication systems. Oneeddiths of this chapter is
to explore the principles of this relatively new techniqunel &xplain why the direct im-
plementation of it in frequency selective channels is nasgade. This in turn will help
the reader to understand and appreciate the findings ingbgsarch. The other goal is to
introduce the DFE equalizer and justify its use. High speadsimission of information
suffers inevitably from intersymbol interference (ISIguced by multipath propagation
over frequency selective channels. Equalization methadlased to handle this problem.
Equalization techniques have diversified over time, y#elénhancements are gained
over the DFE equalizer with more complex techniques at tisé @overy high computa-
tional complexity. For example the complexity grows exparaly with the data packet
length in the trellis based equalization technique amoot&r factors [9]. This compu-
tational complexity is one of the determining factors of thlay nodes especially in low
power wireless communication systems. On the other hantplsilinear equalization
methods have significantly lower performance while onlyngsine filter instead of two
in the DFE case and hence the pick of the optimal DFE equdlzevmes both logical and
practical. S. Zhang et al were the first to propose the cormigplysical layer network
coding in 2006 [6]. The basic structure of a PLNC system issif two transceivers or
end nodes which are the actual users of the system and amddaywween called the relay
node. The relay not only acts as power booster but also derth@data flow between the
end users and determines the type of scheme that is usedsfextmange. This operation
is half duplex but the data is exchanged in both directioh& donstraint of half duplex is
introduced to the system for simplicity and can be extendddlt duplex. When the two
signals from both end nodes are transmitted as electrortiagvee/es, they will added or
superimposed naturally without intervention. This candestdered as a type of network

coding operation [10].

2.2 TWRN without Network Coding

Much attention has been given recently to wireless netwailts relay nodes playing a

key part in the communication process. Arelay is placedemtidway between two users
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2.2 TWRN without Network Coding

or end nodes basically as a booster to extend the coverdgackof a wireless network.
This setup is called a two way relay network (TWRN). PLNC syss$ are studied in the
context of TWRN. This is done for simplicity as it can be exted to more complex
network configurations. For example, a single relay can leel as an intermediary that
controls data exchange between more than one pair of endndaehis case the end
nodes are sharing one relay. Another example is the caseiné af relays that are
connected in succession to extend the coverage distanbe oktwork even further. In
both these examples, the network can be broken down to giufisee nodes each
consisting of two end nodes and a relay. In other words, th&kIWis considered as a
building block for more complex networks. In this three n@dafiguration, interference
is avoided by using time division. Lét; andU; be denote users 1 and 2 respectively.

Figure (2.1) shows the four time slots required for one cyfléransmission in a
TWRN.

Two time slots are allocated to data transfer fronto U, via the relay (R), then the

S
Time Uy R
Sy
R Uy
Sy
R Uy
S
Uy R

Figure 2.1: TWRN without network coding

other two slots are used for transmission frogto R and then td/;.
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2.3 TWRN with Standard Network Coding

2.3 TWRN with Standard Network Coding

The emergence of computer network applications raisedrtitdgm of information flow
in the network layer. The network layer is where routing aodvarding are executed
amongst other things like addressing and packet sequenéihigwede et al.[10] dealt
with the problem of information flow and started the work omwwk coding. A further
algebraic approach to network coding can be found in [11]is Work was applied to
linear network codes in [12, 13] and to wireless communicegti14, 15].

Network coding refers to the fact that network nodes canoperfadditional opera-
tions or coding instead of just passing on data. In the TWRiMNat, this operation is the

binary addition or bitwise XOR. Figure (2.2) shows how théadaackets are exchanged.

S
Time Uy R
Sy
R Uy
S1 @ Sy S1 65,
Uy R Us

Figure 2.2: TWRN with standard network coding.

Both end users transmit their data packgtand.S, in two consecutive time slots then
the relay performs network coding in the form of bitwise auai. Finally the coded data
is broadcasted back to the end nodes. The broadcasted pgokétbe S; = S; © S,.
Where® denotes the bitwise addition operation. At nddethe desired signal, can be
extracted fromS; by performing the same bitwise operation between the redgyacket

and the known sent packet S1 as follows

Sg @ Sl - (Sl @ S2> EB Sl - 52. (21)

The same can be done at nddewith the stored packet;. This direct network coding
is a good alternative to the conventional four time slot sobén a TWRN as it offers

a throughput improvement of 33% due to the fact that it onlgsuthree time slots to
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2.4 PLNC

complete its transmission.

2.4 PLNC

In PLNC, the coding or addition operation is done in the ptgidayer and this is why this
term is used here. In computer network theory, the systemicadl into layers whichis a
conceptual framework that helps the study and understgradicomplex communication
systems. This framework is also referred to as open systrconnection and the word
node itself is borrowed from network theory. The networkelaig where routing and for-
warding is executed amongst other things like addressidganket sequencing. Instead
of the traditional coding being done in the network layee, dlddition occurs without any
effort in the physical layer. In standard network coding tivo data packets are sent
in two separate time slots. By doing this the designers niyt avoid interference, but
also resolve some synchronization issues like potentiabsy timing mismatch. Later
research showed that this interference not only can be atipiraglbut also that the syn-
chronization problem can theoretically be solved and practmplementation of this
system is possible [3, 16, 17, 18, 19, 20, 21, 22, 23, 2]. Thastiral implementation
also includes the field of optical communications [24]. Fey(2.3) shows the timing di-
agram of a PLNC system in which both end nodes transmit tlaga plackets at the same
time slot. In the second time slot the combined or coded $sgar@ broadcasted back to
the end nodes. Transmitting and receiving in this way sa@@84lbandwidth over the

traditional TWRN scheme without coding.

51 SQ

Time U, Us

51@52 51@52
R

U1 U2

\/

Figure 2.3: TWRN with physical layer network coding.

Consider the simple case of a PLNC system without noise atidegual unity gain
for both packets. Although this gain can be set to unity tgtousing power control,

yet this is not necessary, especially when these gains ase.clAlso assuming perfect
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2.4 PLNC

synchronization we can study how the coding process is categlafter the symbols

have been added physically. It should be noted that thewedtesymbols at the relay

are not a bitwise XOR even under the previous assumptionamadditional mapping is

required to calculate the bitwise XOR of the two signals. fiderstand how this mapping
works, consider the time period of a single symbol. If thet sgmbols from end nodes 1
and 2 areS;(t) and S, (t) respectively then the received signal in one symbol periiid w
be

y =51+ S, (2.2)

For QPSK modulation, these symbols can be represented iplerrfiorm asS; = ST +
jS{"2 and S, = SI + jSzQ where the superscripts and () represent the in-phase and
guadrature components respectively. If we neglect thetedenoise then the received

signal can be written as

y = (ST+jS?)+ (S5 +jS5)

(2.3)
= (S]+S))+j(SP+S9),

whereS! € {-1,1}, S? € {-1,1} andi € {1,2}. The binary data bit 0 is repre-
sented by a value of 1 while the binary bit 1 is represented.byrhis holds true for both
the in-phase and quadrature componeijtand S“. This assignment makes the direct
multiplication of these componen%Sj equivalent to bitwise XOR of their binary coun-
terparts.

Up to this point, the receiver only has two available valuamaly the in-phase and

guadrature components which are

Vo= Sits (2.4)

y? = S+ 55
This means that the receiver has four unknown variablesavithtwo equations. As the
relay only needs to broadcast the bitwise XOR of the in-plcaseponentss! @ S{ and
the XOR of the quadrature componeﬁt% @ SY, then the mapping can be made using
y! to find S @ S and similarlyS®? @ S¥ is found fromy@. The mapping table for the
in-phase components is constructed by finding all the ptessiimbinations of5? and
SI, finding the arithmetic addition of the two and then matchimgresult to the XOR of
these two components as shown in table (2.1).

In this table, the first row can be interpreted as follo®5,and S? are both 1 which
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2.4 PLNC

Table 2.1: Symbol mapping table for the PLNC in-phase coreptsat the relay.

First symbol| Second symboi Received symbo] Mapped symbo
St Se ST+ 54 Sist
1 1 2 1
1 -1 0 -1
-1 1 0 -1
-1 -1 -2 1

comes from an original logic 0 bit. The arithmetic additisrtherefore 2 and this happens
directly in the physical layer. Then this value is correcbeanapped to logic O because
0 @ 0 = 0 which is represented by a value of 1 that appears in the enaedirst row.
The rest of the table is completed in a similar way. This magps only necessary in
PLNC systems. For example, in the standard TWRN with networkng, the first two
time slots are used from transmitting the two data symbdashll be available in the
form of bits after demodulation. An XOR operation is then eon the network layer
and no further mapping is required. In the previous casentige was neglected and
the symbols at the relay were assumed to be correct. Pricticis is not the case and
with AWGN introduced to the arriving signals, errors willae. The BER of an ideal
PLNC system in the presence of AWGN can be simulated usiniltdrege Carlo method.
Figure (2.4) shows the End to end BER performance of a PLN@sysompared to the

performance of a QPSK system in the presence of AWGN.

2.4.1  Amplify and Forward Scheme

Before the work of Zhang et al [6], the traditional networlsidmers were evading inter-
ference because they were accustomed to designing sirggi@eels in which interference
Is a problem. Separate packets were sent in different tiote ssing TDMA. The new

approach is to support the the mixing of the signals in thesjgay layer and resolve the
data packets arriving to the end nodes in the network layes.mixing is therefore occur-
ring in the symbol level instead of the bit level and the mdtisocalled analogue network
coding. The same method described earlier is used to extiradesired signal from this
mixture. The end node uses its knowledge of its own sent rgesmad subtracts it from

the mix to find the desired signal in the network layer. In ti@shnique, the relay or
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10”7 --e--E2E PLNC

—s— AWGN

0 2 4 6 8 10
SNR (dB)

Figure 2.4: End to end BER performance of a PLNC system cosdgarthe performance
of a QPSK system both with AWGN.

router is reduced to playing the role of a booster that aneglifine received signals and
forwards it back to the senders. This technique is therefefierred to as amplify and
forward (AF). Synchronization issues and some practiga¢ets of this method are well
presented in [3]. In this method, the signals at the relayaraipted with additive noise.
No attempt is made to de-noise the signal and instead it iditdpand directly broad-
casted back to the end nodes. This leads to some degradatibe BER performance
compared to the de-noising approach. This is always the gasthe AF method also has
its advantages. For example, the complexity of the systambeareduced especially at
the relay and this is shown in the work done in this thesis. ARenethod can also help
improve the security of communication systems [25, 26, 87,28, 30]. For simplicity
and without loss of generality let us assume thiaaind S; arrive at the receiver through
a unity gain flat fading channel with AWGN. Then the receiveghal for one symbol
period can be written as
y =51+ S + wy, (2.5)
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2.4 PLNC

wherew, represents the zero mean AWGN noise at that period. The tastetl signal
can then be expressed as

r = gar(S1+ S+ wy), (2.6)

whereg, - is the amplify and forward gain at the relay. From equatioB)R is clear that
the noise is multiplied by 4. Equation (2.6) shows that the two signal will arrive at the
same level of power. These interfering signals will haverlygae same power value for
unequal flat channel gains meaning that this method worksigoal to interference ratio
(SINR) of -3dB to 0dB [3]. If signals are to be separated usimgrference cancellation
methods, the required SINR will be arround 6dB [31].

2.4.2 De-noise and Forward Scheme

In this technique, the basic idea is to de-map the addedIsignahe relay. This does
not necessarily mean that the individual signals are to paraéed but instead only the
XOR of the signals is to be found. This is done through the nrmappf the symbols to

the corresponding bits as explained earlier. The actuaived signal at the relay during

one symbol period will bgg = S; + S, + w,.. This can be written as

y = (S{+4SE) + (55 +59) + (w) + ju?) 27
= (ST 4 SE+wl) 4+ 5(S¢ + 59 + w?).

Considering the in-phase component of the received vexttgcision has to be made
to fit the received values to the closest number in thgsé€t 0,2}. This hard decision
process can be considered as a de-noising operation. TiheatsbfS! + SI is then
broadcasted to the end nodes. The same holds true for theatiur@dcomponents. It has
been shown that this method has a better BER performancelbdraditional network
coding despite the fact that it uses less bandwidth [32].

For flat fading channels with different gains, the decisismot based on the set
{-2,0,2}. Let g; andg, be the gains of channels 1 and 2 respectively . The received

signal for one symbol period can then be written as

y = gi(SI+3SP) + ga(SE + 555) + (w! + jw?)

(2.8)
= (ST + 9oL+ wl) + §(g1S7 + g2S5 + w?).

As the relay demodulator separates the in-phase from trarguae components, then

we can consider the in-phase component only which will be
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yl = 18T + g251 + wl. (2.9)

If the noise in equation (2.9) is set to zero, then the set hiegaused by the decision
device can be found by substituting all the possible valfie§ andS!, whereS? & SI €
{—1,1}. Thisresultsinthe s€t—g1—¢g>, —g1+92, 91—92 , g1+ g2} Which corresponds
to the ordered setS?, SI) € {(—1,-1), (=1,1), (1,—1), (1,1) }. This set can also

be viewed as the constellation of the received signal.

2.5 Review of the Recent Advances in PLNC

The topic of PLNC is attracting many researchers. Scanritigeawork done in this area
exceeds the limits of this thesis so this section will onlyegsome of the important work
and recent advances.

In 2017, K. Ravindran et al. [33] considered a network-co@@@RN at very high
SNR with the PAM and QAM constellations used for modulatiorhis was done for
different network strategies including the ring based hoear network mapping. This
work takes into account the network strategies but doesdureas the issue of frequency
selective channels. Derivation of the probability of en®igiven and the results there
show that ring based strategy is better than the other mgthod

P. Chen et al. [34], 2017 proposed a bit interleaved codedutatdn (BIMC) to
be used in PLNC systems and investigated the use of nonybooaing and low parity
density check LDPC. the system is iterative and thereforeensomplex than what is
proposed here and does not take into account frequencytigelebannels. Derivation
is given for the achievable rates of BICM systems in higheleomodulation schemes
with different bits-to-symbol mappings. Higher perforrsarwas achieved through soft
decision and iterative decoding at the expense of compleAn interesting conclusion
is that the behaviour of PLNC systems are different than eotiwnal point to point com-
munication systems.

In the same year, T. Yang et al. [35] proposed a system in wimahy users are
sharing the same relay node in a non-frequency selectivieoament. Multiple anten-
nas are used at the relay only. A cascade-computation degsdheme is proposed to
resolve the desired signals at the relay. This generalinemhgeeling approach enables

the system to have a performance close to and bounded byfthatilngle user system.
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2.5 Review of the Recent Advances in PLNC

Although this is an iterative approach, yet it has the irgeng similarity with our work
in using multiple antennas at the relay and using the singge performance as a lower
BER bound.

In 2016, F. Cao et al. [36] considered PLNC systems with bat¥iGN and pulse
noise in a Rayleigh fading channel. The BER performance waties] and theoretical
lower and upper bounds were found. Moreover, the Reed-Swoiacoding was applied
and the BER performance was enhanced.

X. Chen et al. [37], 2016, studied a PLNC system with asymimétro-way relay
channels. the importance of this study is that it shows tlatibwnlink channel has more
influence on the performance of the system compared to thekugthannel. This was
illustrated through outage probability.

J.He and S. Liew [38], 2016, considered simple building kdoather than the simple
TWRN that can be used to construct more complex networksug@PLNC. This opens
the door to studying the error control problem in networkwapplying the PLNC system
in general. Also, the error control problem in networks ¢omged from various building
blocks is studied. This is important because it shows tleaPttiNC is in most cases a part
of a larger network and must be compatible to different nétvweonfigurations.

An interesting work of a PLNC receiver when the channel maslal time selective
Rayleigh flat-fading model was done in 2016 by X. Li and P. H®8][3To achieve this,
a decision feedback receiver is used with pilotless orthaysignaling. Although this
considered flat fading it does touch on the issue of time Seéechannels.

In 2016, H. Zhang et al. [40], studied the PLNC implementatigth heterogeneous
modulations. This lead to enhancing the throughput andggredficiency of the system
by selecting the modulation according to the bottleneck'dichannel condition in the
downlink phase. The BER performance of QPSK-BPSK heteregesimodulation PNC
was analysed under AWGN and Rayleigh fading channels. Tiights the importance
of PLNC systems being able to work with different types of miat¢ion techniques as also
considered in this thesis.

H. Phan et al. [41], 2016, proposed an amplify and forward €lsystem with fre-
guency non-selective channels under the influence of corgianterference. An antenna
array is used to achieve that goal. This research clearlgdrag similarities to this thesis
but in the simpler case of flat fading channels. The thealierformance of the system
was calculated. The work also sheds some light on the des$igituoe PLNC systems.

In 2016, B. Nguyen et al. [42], address the issue of signalgpdass due to sym-
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bol misalignment. This complements the studies on the synration issue in PLNC
systems. The researchers proposed using Gaussian pulsesieége higher BER per-
formance over systems using square-root raised-cosin€)RRIses especially when
symbol misalignment occurs. This observation is verifigdulgh simulation results.

In the same year, Q. Yue et al. [43], considered the impleatiem of PLNC systems
with FSK and MFSK modulation. Theoretical performance &f $lgstem is derived. The
study shows that 2FSK provides a worse BER performance ttamt BPSK. Although
this is the case, the effect of asynchronous transmissidaNiD systems using 2FSK is
less than effect on BPSK PNC. The BER performance can be eatidny increasing the
order of modulation at the expense of bandwidth efficiendye Ppossibility of gaining
from changing the modulation scheme emphasises the irmpertaf this thesis which
enables different types of modulation.

X. Dang et al. [44], 2016, proposed a noncoherent CPFSK piedtymbol detector
to solve the problem of unknown carrier-phase offset betviie two transmitted signals
in a PLNC system. Instead of observing one symbol, the tecienconsiders a group
of symbols. Through simulations, the researchers estithate¢he algorithm with a five
symbol interval has 6.7 dB higher performance over the systéh one symbol obser-
vation interval. This clearly shows that PLNC systems camii@emented in a variety
of different ways for performance improvement.

In 2015, Q. Yang et al. [45], proposed the implementationldfi@€ in powerline sys-
tems in order to double the throughput of powerline netwoilkee researchers proposed
a beacon-triggered TDMA protocol at the MAC layer. The BER@enance is evaluated
through simulation for different impulsive noise powergldterent SNR values. This is
important because it shows that the PLNC system is notcesdirto wireless applications.

Following is some of the recent research in two selectedsare@lving the use of

PLNC systems, namely, cognitive radio and MIMO systems.

2.5.1 PLNC in Cognitive Radio

In cognitive radio (CR) systems, the radio is dynamicallygsgammed to use the best near
by wireless channels. This is done when a channel becoméaldgaand the spectrum
is therefore efficiently used. This requires intelligeminsceivers that can detect unused
channels and are able to adjust output power and moduldfi@R is all about spectral

efficiency, then it makes sense to use PLNC with such systerhgther improve that
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efficiency. Table ??) lists some of the recent advances in CR systems employilNgCPL

In 2016, S. Ustunbas and U. Aygolu [46], considered a pairarfigmitting nodes
communicating to a pair of receiving nodes through a singli@r In such a system the
scenario of CR is studied when PLNC is used. No direct linktsxhetween the two pairs
of nodes and M-PSK modulation is used. The theoretical BEfopaance is derived
for non-frequency selective channels. The results are\asfied through simulation
results. This shows the importance of higher order mocdariatnd star networks in PLNC
systems.

S. Hatamnia et al. [47], 2016, proposed a dual-hop two-wayitive radio system
with a half-duplex relay over finite GF(2). Interferencerfrahe primary users affect
the relay and source nodes and Nakagami-m fading modelsate & closed-form ex-
pressions for the symbol error probability and outage podityaof the intended primary
user are obtained. An upper bound on the achievable rate sttondary system is also
derived.

In 2014, P. Velmurugan and S. Thiruvengadam [48], studiedliaduplex Cognitive
Radio Relay system with multi-source and multi-destinmatidecode and Forward relay.
Analytical expressions are derived for average BER of trep@sed Cognitive Radio
system in overlay and underlay mode and the performanceeoptbposed system is
compared with non-PLNC based systems.

M. Hafeez and J. Elmirghani [49], 2013, considered the ushstfibuted beamform-
ing. A system with dynamic spectrum leasing for cognitivéioanetworks is proposed.
This system increases the spectral utilization up to 20gimere than conventional cog-
nitive radio. Again we see the use of beamforming in a PLN@&-iystem.

In 2013, J. Liu et al. [50], propose a set of cognitive two-welay nodes employing
a PLNC scheme. This system comes with joint relay selectopawer allocation. This
energy-efficient method is carried out in two phases. Fagtimal power allocation is
performed assuming only one relay participates in the ne¢ayin the second phase, the
relay that achieves the minimum energy efficiency is setblsésed on the optimal power
allocation from the first phase. Numerical results show areiase in performance in both

high and low SNR values.

2.5.2 MIMO PLNC Systems

Below are some of the recent advances in MIMO systems em@diNC.
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In 2016, H. Nguyen et al. [51], use spatial division multipiey technique at the two
source nodes. Each node is equipped two antennas and thencela uses the chan-
nel quantization method to map a Gaussian integer weigiredrl combination of two
symbols into PLNC. The proposed scheme achieves higharghput than conventional
PLNC and spatial division multiplexing.

J. Lemos and F. Monteiro [52], 2016, propose a massive MIMBI®Isystem with
full-duplex. The system performance is calculated and neépen the number of antennas
at the relay. The feasibility of the proposed scheme is dsed. Unlike the system
proposed in this thesis, massive MIMO systems require atighber of antennas while
here only 4 at the relay are enough.

In 2016, T. Chan and T. Lok [53], consider multi-hop MIMO chais consisting
of 3 transmitter-receiver pairs and half-duplex systemecddle-and-forward relays are
used. Interference alignment ideas are used with PLNC MIMS&esns. Simulation
results show that the end-to-end performance of the prapsgstem is better than the
zero-forcing filtering scheme in medium and high SNR. Onaradgrequency selective
channels are not considered in that work.

In the same year, N. Kaim Khani et al. [54], studied multiugéO systems using
BPSK/QPSK modulation in flat fading channels. The idea otival-Bell Laboratories
Layered Space-Time (V-BLAST) is used with PLNC to enhaneeughput and perfor-
mance.

J. Guo et al. [55], 2015, proposed a linear vector for MIMO RLBystems using
QAM modulation in Rayleigh fading channels. A solution isufa for the generator
matrix that minimizes the error probability at high SNR. 8iation results match the
derived performance equation.

All the above work does not consider frequency selectivechbs.

2.6 Fading Channels

Communication signals pass through different types of chEn Some of these channels
not only attenuate the signal but also distort it. Atteroais the loss of signal power
when it passes through a medium. When this attenuation iablarwith time, then
the signal is experiencing fading. In other words, when libéhsignal’'s envelope and
phase are fluctuating then this is called fading [56]. In s@stion, only fading channels

due to multipath are discussed. If the channel has more thanobject that reflects
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2.7 Modelling of Frequency Selective Slow Fading Channels

the transmitted signal back to the receiver, then the cHasmalled a multipath fading
channel. The received signal will contain overlapping esmf the original signal each
with different delays and attenuations.

There are several ways to model such channels. If a pulssesishrough a multipath
channel, then the receiver will pick up multiple pulses esponding to each path in
addition to the line of sight component (LOS) if it exists. iFimeans that the received
signal will be present for a longer time than the originalgeulnd this is referred to
as the time delay spread of the multipath channel. In naraodtiading channels, the
time delay spread is very small compared to the originalgtilme. This means that
the received pulses from constructive and destructive ooripts are almost aligned and
arrive at the same time. The most common model in this cadeeifkayleigh fading
model. The Rayleigh fading model is a statistical approacghadel the channel as a sum
of an infinite (or very large) number of received reflectionsing from all angles of the
receiver with equal probabilities for all angles. As a résiithis assumption, the process
becomes complex Gaussian. Other variations of the Rayfedjhg channel model have
also been proposed, namely the Rician model and the Nakagadal. The Rician model
is used when there is a dominant line of sight, meaning teafitst received component
(or the first few) is fixed [57, 58] while the Nakagami model g&d with maximum ratio
diversity combining. In wideband fading models on the oth&nd, the multipath time
delay spread is much greater than the original pulse widtlthik case, each multipath
component can be resolved separately. This leads to ireade between some of these
components and subsequently transmitted pulses. Thilied aater-symbol interference
(I1Sh).

2.7 Modelling of Frequency Selective Slow Fading Chan-

nels

By modelling the channel we mean finding the impulse respofigee multipath channel.
In the case where the reflections of the sent signal can b&eelsmto distinct complex

gain values for each path, the impulse response can be raddslla tapped delay line.
In a digital system, signals and channels are representeeldbgrs arising from sampling
their analogue counterparts.

Let h represent the channel vector in which each coefficient seits the gain and
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2.7 Modelling of Frequency Selective Slow Fading Channels

phase of the arriving signal when an impulse is sent by thestnétter. This channel is
assumed to be fixed during the period of transmission.

The received signal can then be represented by the cormolbétween the channel
vector and the sent vector The received signal(k) at timek can be written as

Ln—1

y(k) =Y h(m)z(k —m) + w(k), (2.10)

where L;, is the length of the channel andk) is the instantaneous AWGN with zero
mean and variance of.

This channel model is shown in figure (2.5).

Y

Y

x(k) Z1 71 > - = 71

4

h(0) —><‘>D h(1) »(1) h2) —><>D--- h(Ly — 1) —><>D

\ \

Figure 2.5: Tapped delay line model of a multipath channel.

There are different environments in which the channel graiin be represented this
way including indoor office environment, outdoor to indooadgedestrian environment
and satellite environment [59].

A test channel impulse response is given in [59] for eachetlegwironments repre-
sented by a tapped delay line model. A number of taps are mezhsepresenting each
path and the power of each tap is calculated relative to teepof the first tap. The
multipath power-delay profile is completed with a set of gislaorresponding to each

tap. These delays represent the r.m.s. delay spread of adth p
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2.8 Overview of Equalization Techniques

This section is dedicated to give a general understandingeotheory of equalization

as channel equalizers will be used throughout this thesspebding on its structure, an
equalizer can be either linear or non-linear. In generai;lnear equalizers outperform
linear ones but are more complex so they are used in chanitelsyare severe distortions
to mitigate the effects of the channel. The basic princiglequalization is to use the
channel information available at the receiver which is theed to design the equalizer in
a manner that reduces or eliminates the ISI. By sending gjotbols, the receiver side
can calculate the channel taps and this process is calleshehestimation.

Figure (2.6) shows some of the linear and non-linear eqaiidiz methods.

Equalizer

Linear Non-linear

ZFE MMSE DFE ML MLSE
Detector

Figure 2.6: Categorization of equalization methods imedr and non-linear techniques.

Linear equalizers utilize a single FIR filter while the Dears feedback equalizer
(DFE) uses two filters one of which is a feedback filter thaésaiks input from a decision
device. Although the DFE is non-linear and outperforms thedr equalizers, yet it is
considered suboptimal compared to the maximum likelih@ogisnce equalizer (MLSE).
The MLSE calculates all the possible transmitted sequesmogselects the sequence with
the highest probability which will be the output of this eGeer. For a finite state discrete-
time Markov process, the Viterbi algorithm can be used tuestilis problem. The MLSE
sacrifices complexity for better results and this dependb®@channel length and the size
of the used constellation. If is the channel length antl/, is the constellation size of
the sent signal, then the number of states in the Viterbirdlgn becomes)/” [60]. This
number can become very high in some channels preventinggakicnplementation of

this type of equalizers due to its high cost.
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2.8 Overview of Equalization Techniques

2.8.1 Linear Equalization

This is the simplest type of equalizers and the most costtfteand it is linear because
it uses an FIR filter which is a weighted sum of the input symabdt is not iterative
and can perform block by block equalization or symbol by sgmiBesides the low
performance of linear equalizers, they also introduce dlstakay which is an inevitable
consequence of any FIR filter. The zero forcing equalizerHZ€an be easy to design
and can totally eliminate all the ISI. The problem is that #E will also introduce a
high noise amplification specially at spectral nulls or vy values and this degrades
the performance of this equalizer. The tougher the chateeirtore severe nulls it will
have and the more noise amplification will occur. The lineaimum mean square error
(MMSE) equalizer does not eliminate all the ISI but insteadimizes the mean square
error between the the received and transmitted signalsoutitimtroducing significant
noise amplification. The linear MMSE equalizer has bettefgpmance over the ZFE but
for tough channels the simple linear structure is preveatg@atable BER performance
and more complex non-linear equalizers are required [61].

Figure (2.7) shows the structure and building blocks of acldinear equalizer in
whichz (k) is the estimation of the sent signal at instaandC'(0) , C'(1), ... C(N,—1)

are theV,, coefficients of the equalizer.

yk) — > 7! > 7 > --== > 7l

A

- E

'

(k)

Figure 2.7: Structure of a linear equalizer.
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2.8.2 DFE Equalization

The DFE is a good compromise between the low performancarliegualizers and the
exponentially complex non-linear MLSE. It provides a sfgiaint performance enhance-
ment for the addition of only one FIR feedback filter. Althbutdpe DFE consists of two
linear FIR filters, yet it is considered non-linear becauseinput of the feedback filter
comes from the non-linear decision device. Previous datssare put into use by feed-
ing them back and subtracting the residual trailing ISI teatlts from the forward filter.
Once again, the channel information is used in the desigradimeear derivation of the
filter coefficients is made by assuming that the previoussitets are correct. For this
reason, the performance of the DFE usually becomes bettebetter in a non-linear
fashion as the SNR increases because the assumption tipaétheus decisions are cor-
rect becomes even more true. Ideally, the feed-forward fitis infinite length to perform
as a whitening filter but practically a finite feed-forwardeflis used. Minimum mean
square error criteria is used to calculate the filter coeffits and the DFE is optimum in
that sense. The operation of this equalizer is not iteraiv is done on a symbol by

symbol basis.

2.8.3 Adaptive Equalization

Adaptive filters are used here in the context of equalizatinradaptive filters, the coef-
ficients are changing with the arrival of every new symbol|[6Adaptive filters require
more operations than in a normal filter, yet the advancenfdngb speed signal process-
ing tools helps making such equalizers easier to implenTdra.adaptive filter first starts
in the learning phase followed by the normal operation phd$e learning phase ends
either when a pre-defined number of learning symbols have pexressed or when the
error signal reaches its minimum.

In this section, two main methods will be discussed namélg, normalized least
square error (NLMS) and the recursive least square RLS. Brtconsidered as linear
equalizers in the sense that the resulting filter is an FIBrfidut with time varying filter

coefficients.

2.8.3.1 NLMS

The NLMS is a method for adaptation of the equalizer filteffiiccients in which the input

vector is normalized in every iteration.
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the following update equation is used:

L
Cr = Crt+———Ve,, (2.11)
Pyl

whereC,, is the filter coefficient vector at instaht C,._; is the previous value of the filter
coefficient vectory is the step sizey is the input vectore, is a small quantity to prevent
the denominator from being zerfpy|| is the norm ofy, ande’ is the complex conjugate

of the error.

28.3.2 RLS

In this method the previous data are taken into account withetting factor\, where
0< N\, <1

The method tries to approximatein £ | x — yC |? in a recursive way where is the
correct data symbols or bits. This is done by first startintpwhe initial value of the ma-
trix PorP_; = A,l y, Wherel, is a large value to insure convergenkte,is the identity
matrix of dimensiong N x N) and N is the equalizer length. The filter coefficients and

the matrixP are updated using the following equations :

Cr = Cior+Pryi[z(k) —y,Crl, (2.12)

and

A Pro1YiYePro1

P. = A\ |Puy—
’ T T APy |

(2.13)

wherek is the time index and (k) is the correct symbol in training mode.

The RLS method has a faster convergence speed and betternpanice compared
to the NLMS scheme [62]. This comes at the expense of extrgplaxity. The two
schemes mentioned before are linear methods and are autped by their non-linear
counterparts. Moreover, adaptive filters in general arperitrmed by optimum equal-

izer designs when the channel is unchanged during one frandp
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2.9 Chapter Summary

In this chapter, the development of TWRN is discussed staftom the 4 time slot relay-
ing without network coding and finishing with the 2 time sI&NFC system. This includes
the standard network coding which is presented in SectidnThe PLNC method in flat
fading channels is described in detail in Section 2.4. Treptdr also discusses the two
major schemes in PLNC, namely the AF and DNF schemes. Morgaveview of the
more recent advances in the field of PLNC is provided with esshon its applications
in cognitive radio and MIMO systems. The modelling of freqog selective slow fading
channels is discussed in Section 2.7. Finally, an overviesome of the basic equaliza-

tion methods is presented in Section 2.8.
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DFE for Frequency Selective PLNC

Channels using AF
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3.1 Introduction

3.1 Introduction

High speed transmission of information suffers inevitdiobm intersymbol interference
(ISI) induced by multipath propagation over frequency stle channels. I1SI has been a
major obstacle preventing the successful implementafiphysical layer network coding
(PLNC) systems in these environments. Another major olestsithe high computational
complexity of existing algorithms dealing with 1SI, whick & determining factor in the
design of relay nodes.

In this chapter, we propose a novel and computationallyieffiadecision feedback
equalizer structure that is utilized at the end node andmjurwtion with a simple amplify
and forward (AF) technique employed at the relay. This typgystem is not proposed
before and allows smooth transmission in PLNC systems wgrkiith frequency selec-
tive channels. This is a major advancement in the field of PlaN@irect implementation
of this system is not possible in such kind of channels. Weveéhe optimal equations
for the decision feedback equalizer (DFE) coefficients araduate the end-to-end (E2E)
bit error rate performance in frequency selective chanaeld provide both analytical and
numerical simulation results that demonstrate the felitgibf the proposed approach un-
der realistic channel conditions. The DFE that is used atstd linear equalizers gives a
great boost to the performance of such systems.

The obtained results show that E2E performance is domiratdte channel with

most severe frequency selectivity.

3.2 Problem Description and Solution

The problem under examination in this chapter rests witengeneral goal of the thesis.
This is in brief, aiming to make PLNC systems work in frequeselective environments
as direct implementation of these systems in such charsalstipossible. The problem
with such implementation is that there will be two differé8ts from end nodes. This
means that simply adding equalizers to the system also teeshk as the data packets
pass through different channels before being added up.
Moving on to the specific properties of the proposed solutidme of the most impor-

tant property is that its cost effective. This arises fromoaging the method of amplify
and forward at the relay.

The other property in the design is the simplicity of the yeteode. This is very
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important in some cases like in wireless sensor networkeXample, in which the relay
nodes are remote. In these cases, relay nodes have limiteel gmd computational
resources. As the proposed method uses only amplify andafdrat the relay, it is then
more suitable for such applications.

Pre-filtering or pre-equalization has been proposed to nmaReENC system viable
in frequency selective channels. The design in this chagquteceeds in avoiding this as
pre-filtering designs have some extra limitations and requénts. Due to the fact that
the signal passes through both of the two channels, the lfgeAg technique requires
knowledge of both channels to be present at each end node. ndhionly adds extra
overhead, but more importantly, it requires the channeletanchanged for at least two
transmission and broadcasting cycles. This need arisestfre fact that the current pre-
filtering operation depends on the channel estimation dortea previous cycle. The
situation becomes even worse for the pre-filtering methalafrelay node is shared by
more than one pair of end nodes as in the star network formadieexample. In the latter
case, pre-filtering requires the channels to be unchangexddoh more than two individ-
ual transmission cycles, while the proposed method onlgsieae regardless of the type
and shape of the network that is used. This makes the proposttthd compatible to all
kinds of networks with no extra overhead for channel infdioraexchange between end
nodes.

Another advantage is that for existing PLNC systems, omntypt¢ adjustments are
required and this is done at the end nodes only in order to riteksystem work in a
frequency selective environment.

Also, the design is not restricted to BPSK modulation butwark with QPSK, 16-
QAM and higher order modulation schemes.

Finally, by avoiding the use of OFDM several advantagesar$ie main advantage
is that we can move from the linear equalization that is usikd @FDM systems to the
better DFE equalizer which is non-linear. This on its owregia lead in performance and
at the same time avoids some of the problems in OFDM like peakérage power ratio
PAPR and the extra cyclic prefix overhead. Although the moisl of OFDM have been
addressed by many researchers, yet the solutions do notwadhwait extra complexity

and cost.
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3.3 Decision Feedback Equalizer

The DFE equalizer is an extension of the linear least meaarscgequalizer. In a linear
FIR equalizer the least mean square method is used to oh&fiiter coefficients. Leh
be a one dimensional vector that represents an FIR chaninislvé&ctor is assumed to be
known at the receiver side and has a lengtih pf When the data packetpasses through
this channel, ISl is created due to the channel memory. Té¢ewed signal is observed
with the addition of noisev. The vectorsh andw are assumed to be independent. The
observed symba}(k) can be written as

Lp—1

y(k) =h(0)s(k) + Y h(m)s(k —m) + w(k). (3.1)

m=1
The second term in equation 3.1 is the ISI term and reprefiemesffect of the previ-
ously sent symbols prior ta(k). For the equalizer to retrieve the symbgk), it cannot
depend on the current observatigfk) alone. Instead, a number of the previous mea-
surements ofy are included. This is due to the fact that these measurenscentsin
information that is included in the ISI term @f (k). The expression foy(k — 1) for
example is

Lp—1

y(k—1) =h(0)s(k — 1)+ > h(m)s(k — 1 —m) +w(k — 1). (3.2)

The ISI terms in equations 3.1 and 3.2 have many common syamal this is why

the previous measurements are useful in mitigating ISI.

3.3.1 Linear Equalizers

Discussing the linear equalizer is important for underditagn the DFE equalizer. The
linear equalizer is assembled as an FIR digital filter with coefficients. This way the
filter will deal with N observations at a time. These observations can be writtesthor

form as follows

Yk = y(k —2) : (3.3)
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The subscripts in this section are used to denotegthas a vector as opposed idk)
which refers to the scalar instantaneous value of the obBervat timek. Althoughy
Is a vector, it is not fixed but rather changing depending ertithe instancé:.

Let the instantaneous transmitted data vectos;bend the instantaneous noise vector
bew,. These vectors are collected in a similar fashiogtoThen the observation vector

can be written as

_ y(k) [ -
P h(0) h(1) h(Ly — 1) 0 0
0 h(0) A1 h(Ly, —1 0
k-2 |- (0) A(1) ( )
oo nean| L 0 0 h(0) h(1) h(Ly — 1),
s ][ e ]
s(k—1) w(k—1)
X s(k —2) + w(k — 2) ;

i i (3.4)

or in matrix form

y = Hs +w, (3.5)

whereH is the convolutional matrix of the channel with dimensionsx (Ng + Ly, —
1).

The goal is to find an estimate ofk — A) or $(k — A) , whereA is a positive integer
number resembling the channel induced propagation delay.

Lets(k — A) be the error signal. This can be written as
e(k) =s(k—A) =5k —A). (3.6)

Definefl as the linear filter coefficient vector. Also, defifig,, as the optimum value for
fl. To find fl,,;, we need to minimize the cost functidisc*) in a mean square error

sense, wheré/(.) is the expectation operation.
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mﬂin E|e]?. (3.7)

Now the estimate of the transmitted symbol can be found bgipgs, through the

equalizer filtefl,,,

Sk = A) =1,y (3.8)

The standard least mean square error solution is used tfl finend this will be [61]

ﬂopt = RsyRyila (39)
whereR, is a matrix of length(1 x Np) and represents the cross-covariance matrix
betweens(k — A) andyy

Roy = E(s(k — A)yx"), (3.10)

andR, is a matrix of lengt N x Np) representing the observation covariance matrix

Ry = E(yxyx’). (3.11)

For successful implementation of the linear equalizeraéiqu (3.9) needs to be writ-
ten in terms of the known elements in the system which areftthareel matrix, the signal
powero? and the noise power>. To do this, we must first fin®Rs, andR,,. From the

system equation (3.5) we can wriig, as

Ry = E((Hsk + Wk)(HSk + Wk)*) = HRSH* + Rw, (312)

whereRs = E(sys;) = o2l andR,, = E(wyewy*) = 02 I andR,, will be

R, = c’HH" + 02 I. (3.13)

Now only Ry, is to be found and this also starts from the system equatid2)as

follows

Ry = E(s(k — A)(Hs(k) + w(k))*), (3.14)

Ro, = E(s(k — A)s(k)*)H*, (3.15)
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asE(s(k — A)w(k)*) = 0 because the two terms are assumed to be uncorrelated.

E(s(k — A)s(k)") =s(k — A)[s(k)* s(k—1)"... s(k — Np — Ly + 1)7]
=[0...0020...0], (3.16)

Rey =[0...0020 ... OJH". (3.17)

Now substituting equations (3.13) and (3.17) in equatiaB(Bleads to the desired

filter design equation

fl,p: = olea H* (c?HH* + 02 1), (3.18)

whereen is a vector of lengti N + L, — 1) starting withA number of zeroes followed

by a one and succeeded by zeroes

ea=1[0 ... 010 ...0]. (3.19)

3.3.2 Decision Feedback Equalizer

The DFE can be considered as an extension to the linear egualihe channel is as-
sumed to be FIR with;, number of taps. The measurements include the effect of this
channel with additive white Gaussian noise Also, w ands are uncorrelated with zero
mean. Therefore equation (3.1) applies here. In the lingaalezer, current and previous
measurementg, are used to eliminate the effect of ISI. If the actual presisymbols
were known and used, then they are more effective in actgewiat goal. Although this
IS not the case, yet the DFE uses the previous decisions asitatds for the previous
symbols. These decisions are fed back via another filter taskd in conjunction with
the feedforward or linear filter. figure (3.1) shows the bld@gram of the DFE equalizer.
This equalizer estimates the delayed sigtial— A), whereF(z) is the transfer func-
tion of the feedforward filter and(z) represents the feedback filter. The decision device
matchess(k — A) to the nearest constellation point. If the chanHgL) is severe, this
means it will have considerable ISI. In this cddéz)F(z) will be a sequence instead

of single impulse and it will have a significant trailing iigymbol interference impulse
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Sk — A)

y(k)—> F(z) —+>®—> j >

B(2) -

Figure 3.1: DFE equalizer block diagram.

response. This is where the feedback filter is used to redhiséailing I1SI.

Letf be the feed forward filter of lengtN - whose taps argf (0), f(1), ..., f(Npr—
1) | andb be a feedback filter of lengtN 5 whose taps argb(1) , b(2), ..., b(Ngp) |.
The coefficients ob start fromb(1) as the input to the feedback filter contains only the
prior decisions that are being fed back. to design the exprafi andb need to be calcu-
lated. The optimum value§,; andb,,, are obtained by minimizing the following cost
function

Ji = rgin E le(k — A)|?, (3.20)

wheree(k — A) is the delayed error signal and

ek —A) = s(k — A) — §(k — A). (3.21)

The fact that the input of the feedback filter comes from thainear decision device
makes solving equation (3.20) become a nonlinear optimizaroblem. This also makes
the DFE in general a nonlinear equalizer. To make the desapigm easier, it is assumed
that the decisiong(k — A) are correct and therefore equal 46 — A). This is not
always true and when decision errors occur, they will prapaghrough the feedback
filter causing some degradation in the performance of the.irEpite this degradation,
the DFE outperforms the linear equalizer. Also, as the SNIReases, fewer errors occur

in the output and this error propagation becomes less eféedtet
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YN
s(k—A—-1)

sa=| s(k—A-2) |. (3.22)

S(k’ — A - NFB)

Define the following
Rs = E(sasa’”), (3.23)
Rsy = E(SAYk*), (324)
Rys = E(yxsa’), (3.25)
and

Ry = E(yxyx’), (3.26)

whereRg,, Rys, Ry, andR, are assumed to be independent of k andBais invertible.

The error signat(k — A) can be written as

6(/{3 — A) = b*SA — f*yk. (327)

Equation (3.20) becomes

Jk = I?lbn E |b*SA — f*yk| . (328)

To solve this problem we find the solution férassuming is constant. Letv = b*sa
which a scalar constant. This way the problem becomes thenfiolg linear estimation

problem

mfin Ela—fyy|. (3.29)

The linear least mean square error solutionffavill be [61]

£, = RoyRy ' = b*Rgy Ry 7!, (3.30)

because
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Roy = E(ayk) = E(b"sayk”) = b'Ryy. (3.31)

Now thatf,,; is found, the minimum mean square error becomes

Ela—£yi|]” = Ra — RoyRy 'Ry, (3.32)
Substituting equations (3.30) and (3.31), the minimum nseprare error becomes
b*Rsb — b*Rey Ry 'Rysb. (3.33)

This can be written ab* R;b, where

Ra = Rs — RyR, 'Rye. (3.34)

The problem is reduced to findirtg,,; by solving

mgn b*Rgb subject to b*eq =1, (3.35)

whereeg = [1, 0, ..., 0]T andeg has a length ofN 5 + 1.

According to Gauss-Markov theorem, the solution will be][61

eoRgl
by = ———2—. 3.36
vt eoRgleo ( )
Substituting this in equation (3.30) gives
fopt = b ReyRy . (3.37)

The last two equations are used in tandem in the design of Bteddualizer. Other
specific aspects of the design like choosing the filter lemgtid the value of\ are dis-

cussed in a later section.

3.4 System Model

In recent years, Physical Layer Network Coding (PLNC) h&aetied significant amount
of research work [63] due to its ability to save transmisdiandwidth, which is one of

the most valuable resources in communication systems. NCPthe goal is to exchange
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information between two points or end nodes with the helpnahgermediate point called
the relay node (R). This process is bidirectional so th&t hotles send to and receive data
packets from each other. The whole exchange happens innvecslots. In the first time
slott; as shown in Fig. 1, both end nod€s andU, transmit their data packetsandb,
respectively, to the relay. These data packets are phiysaxdded at the relay.

The lower part of Figure (3.2) shows the second time slpin which the added
packetsa + b are broadcast back to the end nodes. If we consider node ihbeesired
signalb can be extracted from the received sigaal b using the prior knowledge of.
Node 2 can also extract its desired siganah a similar manner and this is independent on
the modulation method that is used. This is true if the chisnae flat fading. Here, it

is assumed that the forward and reverse channels are idestih, (7,) = hy1_r(7,) =

hr—1(7,) andhy(7,) = hoyr(7,) = hr_a (7).

U 11 R 11 Uy

O——@=+———O
h1—R(7) ho— g(T:)

U o R o Uy

O @ a®,
hp—1(m) hp—a(T)

Figure 3.2: PLNC uplink and downlink phases.

3.4.1 Uplink Phase

During the uplink phase, end nodes send their packets aathe 8me in the first interval,
t;. The transmitted packets are distorted by the charinendh,. Both channels are
considered linear time-invariant and dispersive in thes@nee of AWGN. In this paper,
we assume that the 2 channels are known at the end nodes cgtly dndb be two

column vectors representing the data packets sent fromsribdad 2, respectively. The

total received signal at the relay will be

y(k) = i hy(m)a(k — m)
T Z hy (m)b(k —m) +w,(k), (3.38)
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wherew,. is the uplink noise and,; and L, are the lengths of channels 1 and 2 respec-

tively.

3.4.2 Downlink Phase

In the downlink phaser,, the relay broadcasts the signal in (3.38) multiplied byAlre
gain, g4 and no attempt is made to separate these two signals. Wedeomgiw the

received signal vectarat node 1. The received broadcast signal at node 1 is given as
Li1—1
r(k) = gar Z hy (k= Dy(l) + wi(k), (3.39)
=0
wherew; represent AWGN at node 1. Substituting equation 3.38 in,3v@obtain

Li—1 Li—-1

r(k) =gar »  ha(k—1)(_ hy(m)a(l —m)

Lo—1

+ ) hy(m)b(l — m) + w, (k) + wi (k). (3.40)
m=0
This can be expanded to
Li—1 Li—1
r(k) =gar Z hy (k1) Z hy (m)a(l —m)
=0 m=0
L1—1 Lo—1
+gar > ha(k—1) > ha(m)b(l —m)
=0 m=0
Li—1
+gar Z hy (k = Dw, (k) + wi(k), (3.41)
=0
or more compactly in matrix form
r = garHna+ garHib + garHiw, + wy, (3.42)

whereH, is the convolutional matrix of channel 1 such thk&tw, = w, * h;, where
x denotes the convolution operation ahgdis a vector representing the taps of the first

channel.H;; = h; « h; andH, = h; % hy are constructed similarly. To illustrate this
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3.4 System Model

point, H;5 is given as

h() hl hL 0 0
0 ho hi ... hy ... 0

Hy, — o L , (3.43)
0 ... 0 hy hy ... hyg

wherel = Ly + Ly — 1.

Equation (3.42) consists of 2 signal terms followed by 2 ede&sms. Assuming per-
fect channel estimation, the first term can be calculateddéri because bothandh;
are known. After calculating and subtracting the first teromfr, we are left with the sec-
ond signal term, which represents the desired paelainvolved with the two channels
plus the 2 noise signal terms.

This can be easily and efficiently handled with only one DFefrfiat each end node.
The design of this DFE will be discussed in the next sectidme $ame approach can be

applied at node 2 and the overall concept is illustrated gufe 3.3.

i Packet_» QPSK _\m_> h
-a mod. i 1

i Packet | Qpsk h
b mod 2 Relay
”””””” Node2
w, Node 1 FIR i
1 hy * hy
o *é— | y b
3 - DFEL [~
Relayj |
Node 2
| | FIR b
w : -—
. | hy * hy
} DFE2 —

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Figure 3.3: Proposed amplify and forward scheme.
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3.5 Error Bound

It is worth highlighting that the first term in (3.42) can beegromputed during the
uplink phase, thus, putting the computational resourceptimal use. The computational
complexity in the downlink time slot is hence reduced to aeMigiFE computation at each

end node.

3.5 Error Bound

Due to the non-linear nature of the DFE, finding the theoaéBER performance of this
equalizer is not an easy task [64]. Instead, the feedbackslgare assumed to be correct
and this gives the minimum achievable mean square errdre lidrward filter of the DFE
is assumed to have infinite length, then we arrive at the MMBE, [64]. This error

bound can be formulated as

T No
n = — In| —r-———|dw]. 3.44
Jimin = €xXp <2W /ﬂ n (H(eﬂwt) T No) w) ( )

T

Sl

This error is a function oH (e’“*) which is the characteristics of the channel, whafe
is the AWGN noise power for a signal sampled a raté;of
For the case of a digital signal passing through a tapped diela channel with a

finite number of DFE filter coefficients, the MMSE is found to[6&].

~ 1

Jmin = 5 3.45
eoR;'el ( )

which is also depending on the channel due to the &y To find the lower bound for
the BER for frequency selective channels, we assume ixiti@éht the proposed receiver

removes the ISI and only source of error is AWGN. In this cdsg, is given as

No

Jmin - >
1+ N,

(3.46)

where N, is the energy of the zero mean AWGN. Furthermorg;, is related to the

steady-state signal to interference and noise ratigas [64]

3.47

Yoo =

In practice, a finite DFE can not remove all IS, and will include both the remaining
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ISI and AWGN. In this case, it can be empirically computechatautput of the DFE as

Yoo = N, y (348)

whereE is the signal power), is the data packet length,, anda, represent the data
symbols and their estimates, respectively. It is worth fiogrout that at node 2 they are

replaced by, andb,.

3.6 Simulation Results

In this section, the performance of the proposed methodnwdstrated through simula-
tion. To insure that these simulations are fully replicaklell defined channels are used,
namely ITU pedestrian channels A (Ch.102) and B (Ch.103) [8&o0, a detailed design
for the DFEs is defined. This not only includes the design egus but also how these

are related to the specific choice of channels like filter eagndA .

3.6.1 ITU Channels

In this section, a description of the used ITU channels iaitdet. The channel profiles
for channels A (Ch.102) and B (Ch.103) are shown in Table39].

For the simulations, the total power of each of the channelilps has been nor-
malized to 1 by dividing each coefficient with the factnglL;O1 1051/10, The system
bandwidth is assumed to be 20 MHz and a sampling time of 44 ssised to normalize
the arrival times, which have been subsequently rounded thetclosest integer. Fig. 3.4
and 3.5 depict the magnitude of the frequency response dimbie€hannels, which are
evidently frequency selective. The 50% coherence bantiwidave been calculated ap-

proximately as 4.348 MHz and 315.8 kHz for channel A and Byeetively, using [64]

1

5 TT’TTLS

Bcoh -

: (3.49)

In both channels, each coefficient represents a physictddbs These objects reflect
delayed copies of the original signal with different gaitjects may be buildings and

other surroundings in the environment used by pedestriams ¥which these channels
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Table 3.1: ITU Channel Profiles.

ITU Pedestrian B, Ch.103
Path! 1 2 3 4 5 6

PowerP, (dB) | 0.0| -0.9 | -4.9 | -8.0 | -7.8| -23.9
Delayr, (us) | 0.0 02| 08 | 1.2 | 23| 3.7

ITU Pedestrian A, Ch.102

Path Nr. 1 2 3 4 5 6

PowerP, (dB) | 0.0| -9.7 | -19.2| -22.8| — | —
Delayr; (us) | 0.0| 0.11| 0.19 | 041 | — -

0 5 10 15 20
f (MHz)

Figure 3.4: Frequency response of ITU Ped. A Ch. 102.

take their names.

As the transmitted signals of the source nodes will pasaugirahe two frequency
selective channels regardless of the communication schiset equalization at the end
nodes is required to remove the combined ISI present in tteeved signals. The overall

E2E performance is bounded by the BER of the end node DFE iequ&br the more

severe of the two channels.
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1
07 m M 7
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T -20 1
_307 i
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Figure 3.5: Frequency response of ITU Ped. B Ch. 103.

3.6.2 DFE Design

In this section, the design of the DFE at each end node is sigcl As the relay is
working as a mere amplify and forward node, hence no equalizés required there.
The equations derived in Section (3.3.2) are implemented some changes. Let the
observation vector at the receiveryisand the noise vector i wherey andw € C’»
where, L, is the data packet length. Then the observation covariamtexR, can be

found as follows
R, = c’HH" + 021}, (3.50)

whereH ¢ CH»>*E»+Ln—1 is a toeplitz matrix created in a similar way as the one in
equation (3.43),, is the channel lengthy? and o2 are the signal and noise variances
respectively and®, € CL»*L». The cross covariance matrRRs, € CWVretDxle jg

defined as

Rey = [O(NFBH)XA o SR O} H, (3.51)

where the appended zero matrix is chosen to make the size ofdlrix between brackets
becom&Ngp + 1) x (L, + Ly — 1).

The desired feedback and feedforward filter coefficientsaleulated using equations
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(3.36) and (3.37) where

I 1 HH\!
R,= & ( e ) %", (3.52)
@ = [O(NFB+1)><A INFB+1 0]7 (353)

eo=1[1,0,0,...,0],®c CWrat)xLtli=) gndR,; € CNrs+D)>*(Nrp+1),

Successful implementation of this optimum DFE requiresidedge of channel taps
and noise power, which can be acquired through channel &stim Also, matrixH
must be replaced b¥l;; mentioned in equation (3.43) for both equalizers DFE1 and
DFE2. This is according to the derivation in Section 3.4.2.

Now we discuss the choice of and filter lengths. In general, the length of the forward
filter N must be greater than the length of the combined channelsiVie > L; =
Ly + L,. For the purpose of simulation of the selected chanrgls: 10, L, = 85 and

Nrr = 1024 taps were selected. The choice/ofand N5 must satisfy [61]
A+ Npp < Npp + Ly — 2. (3.54)

This can be easily met by takinfy in the region around% becauseNrp has a
relatively small value compared 9. In this caseA = 768 and Ny = 32 taps were
selected.

The two non equalizer FIR filters are constructed from thameged coefficientd,
andh,. At node 1 this filter will have coefficients equal to the colonmn betweerh,

and itself orh; * hy, while it will be h, * h, for the second end node filter.

3.6.3 End to End Performance

After designing both equalizers, the performance of th@psed system can be obtained.
The system is run in different signal to noise ratios usirgghtonte Carlo method. Also,
point-to-point simulation of QPSK transmission throughtbohannels A and B to the
relay is demonstrated using an optimum DFE equalizer. Detem these cases is ac-
complished by replacingl by H; andH, in the DFE design, where these matrices are
formed usingh; andh, instead ofh; * hs.

Figure (3.6) shows the performance of the proposed AF medltmtyside point to

point performance of the non-PLNC single channel perforcearfor channels A and
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3.6 Simulation Results

B. The performance of denoise and forward based PLNC in AW&Mhh¢luded as a
benchmark for comparison. Finally, we focus on the E2E perémce of the proposed
AF scheme. Inspecting this figure shows that at a BER levé&) of the proposed method
is about 3 dB away from the performance curve of channel B lwiic¢he worst of the
two channels. It is logical for the overall performance tddss than the toughest of the
two channels keeping in mind that this degradation is noy dok to the other channel
but also the use of the PLNC system instead of mere point tot p@nsmission. This
performance is affected by the choice of channels, the leoigthe filters and the choice
of A.

-o-DFE MP A2R

DFE MP B2R

-a-AF MP E2E

-~ AF AWGN E2E

BER

10_57 I I I I I I I “\ I
0 2 4 6 8 10 12 14 16 18 20

SNR (dB)

Figure 3.6: Performances of the proposed AF method, poippiiat DFE with channels
A and B alone and AF in AWGN.

Fig. 3.7 shows the performance of the proposed system fi@relift number of feed-
back tapsVyg. A closer look at this figure shows that.z = 32 taps results in the best
performance. By increasing the feedback coefficients frortoB2, approximately 1 and
2 dB gains in SNR were observed at a BERL6f? and10~°, respectively. Additional
simulations were performed fa¥z > 32 but demonstrated no further improvement in
performance. This also shows that only a relatively smathber of feedback taps are
required to deal satisfactory with the main multipath aisv Fig. 3.8 shows,, calcu-

lated using (3.48) as a function of the input SNR, denotefiNd3;. At SNR; = 20 dB
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10°
—8—Ngg = 10
. —o—Ngg = 20
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Figure 3.7: E2E BER performance of the proposed AF methodiffarent feedback tap
lengths.

for Nrp = 32 the degradation in performance due to residual ISI is 5.3wvdle for
Nrp = 10 the degradation is 6.7 dB. It is also observed that the dafjradincreases
significantly at lower SNR levels due to error propagatiothia FB filters.

Fig. 3.9 shows the constellation at the end node at the oofpbe DFE for an input
SNR; = 16 dB. Inspecting this constellation shows that although tR&R) constellation
is readily distinguishable, the scatter spread is widereapdvalent to 12 dB of SNR due

to the residual ISI that the DFE was unable to cancel.

3.7 Pre-filtering

In this section, the pre-filtering technique is discussedtie sake of comparison. This
process is also called pre-equalization or transmit filgriThe first step is to estimate
the channel at the sending end or the transmitter. This calobe in several ways. For
example, the receiver can have a channel estimator and gmnehinformation can be

fed back to the transmitter in the form of overhead r throulzinerate backward channel.
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Figure 3.8:7, as a function o6NR; and Ny .
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Figure 3.9: IQ constellation at 16 dB using the proposed Ak

A necessary condition for this to work is that the channel tnbeseither slowly varying
or fixed. By this we mean slow enough that the channel is omiygy changed during
one transmission receive cycle.

The second step is to use this information to filter the sighlais can be done for ex-
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3.7 Pre-filtering

ample by finding the normalized inverse of this channel aed tsing these coefficients
for the pre-filter in the transmitter. This works as an eqadlon process that happens at
the transmitter and in this specific example it is a lineaoZercing equalizer. By doing
this, we are avoiding to some extent the effect of the noistnerequalization operation.

Another way is to shift only the feedback section of the DFEh® transmitter side.
As this is the section of the DFE that requires knowledge etibrrect symbols, it makes
sense to shift it to the sending side where these symbols iatvget experienced any
channel or noise effects. This process is called the Toomistdarashima precoding. Due
to the non-linear nature of the DFE, this precoding is alsolntear. This process can be
perceived as a way of splitting the equalization operatietwvben the transmitter and the
receiver because the receiver needs to do the forward pre ®@FE. Another variation
of this equalization split is seen in MIMO systems that useD®IFor discrete multi-
tone (DMT) transmission. Here, a method called singulaner@ecomposition (SVD) is
performed on the channel matrix. This is done based on tlenesagtors of the channel
matrix in an algorithm known as vector coding [65]. This ssg s linear.

Table (3.2) summarizes the equalization methods discussét showing where the
equalization takes place being at the transmitter, receivsplit and categorizing them
into linear and non-linear equalization techniques.

A more general approach in PLNC systems is to make the twalsdgrom both end

nodes experience the same overall channel response.

Table 3.2: Various Equalization and Pre-equalizationrepies.

Linearity Side Name
Receiver Z.F. Equalizer
Linear Transmitter Z.F. Pre-equalizer

Transmitter/Receiver OFDM/DMT vector coding

, Receiver DFE
Non-linear

Transmitter/Receiver Tomlinson-Harashima precoding

This way, the two received signals at the relay are allowdsktwirelessly added and
equalized at the relay with only one equalizer. To achiewg the following equation
must be satisfied [66]
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transmit channel channel transmit
—| filter > - fillter |e— b
Fi(z) Hy(2) Hy(2) Fy(z)
! relay ' Relay
| DFE |
; \ i
| demapper| !
w1 : E W
i DEED channel channel — S
< < > —
Hi(z) Hy(z)

Figure 3.10: Block diagram of the Max SNR prefiltering method

Hi(f)F1(f) = Ha(f)Fa(f), (3.55)

whereH; (f) andH,(f) are the frequency responses for channedsd2 respectively
andH; (f) and H,(f) are the pre-filters used at nodes 1 and 2 respectively.

In [66, 67], the authors deal with the problem of PLNC systémisequency selec-
tive channels using this technique and maximize the SNRntheéeconstraint of limited
power in both end nodes while assuming perfect channel astmand also that full
knowledge of the two channels is available at both end nod@kss is done in time do-
main which avoids the drawbacks of OFDM systems like fregyesffset, PAPR and
costly linear amplifiers.

The block diagram of this technique is shown in figure (3.W)erea andb are the
data packets sent from nodes 1 and 2 respetiuglys the noise vector at the relay and
wy andw, are the noise vectors at nodes 1 and 2 respectively.

The design of the pre-filters namely; (z) andF,(z) is not only affected by the se-
lection of the channels but also by the two end node powert@nss and the solu-
tion is arrived at after some iterations. It is very impottém mention that more than
one transmission-broadcasting cycle is required for ttechl estimation information

to reach from one end node to the other. This has to be doneebefty proper data
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exchange can happen. The channel information exchangeecdorie either by some
extra overhead on the packets or, alternatively, a sepfratiback channel is used to
send the estimate of the opposing channel. In both casesynles are required. This is
very important as with more complex network configurations@work delay between
transmission cycles the larger the channel estimatiomn anibbe unless the channel is

non-varying and is unchanged.

3.8 Comparison Under Different Estimation Errors

In this section, the estimation error is interjected foiabie proposed system and the pre-
filtering technique. The general pre-filtering approacltuased in the previous section
is selected as a representative of the pre-equalizatiohadst For simplicity, the pre-
filtering technique is given the advantage by lifting the powonstraints that normally
exist at both end nodes to simplify the design. Also, botmalets are normalized. Under
these circumstances, the design is optimizeB at) = H,(z) andFy(z) = H;(z) and
therefore no iterations are required for calculating tresfgters.

The first comparison is between the two systems in the idsal where no estimation
error exists. Figure (3.11) shows the performances of bwptoposed AF DFE system
and the de-noise and forward (DNF) maximum SNR pre-filtesystem.

The simulations in both cases were executed using ITU pealesthannels A and B
at end nodes 1 and 2 respectively. The end to end performamataode 1 is influenced
by channel A and therefore will be better than the performataode 2 because channel
B is a tougher channel. The channel profiles are normalizédtin cases and the power
constraints at the end nodes are lifted for the the preifijelechnique. In this case, the
DFE at the relay for the pre-filtering method will have the saslesign as the AF DFE
at the end node. The delayds = 768, the forward filter length iSVyr = 1024 and the
feedback filter length isVyp = 32.

Equations (3.36) and (3.37) are used in the design as erplarSection (3.3.2). The
downlink in the AF DFE is straightforward as no equalizatisrrequired at the relay.
The signal in the pre-filtering case will suffer addition8ll lwhen passing through the
channels in the downlink phase. This requires end node ieqtiah as shown in figure
(3.10). The same design equations namely (3.36) and (38tsad to design the second
DFE.

From figure (3.11), it is clear that the pre-filtering systems better performance than
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Figure 3.11: Performance of the proposed AF method vs Max SigRltering.

the AF DFE system in the ideal case with no power constraimiisne estimation error.
This outcome is expected as it is known that DNF schemes aweragjéy better than AF
schemes in performance due to some noise amplification ilatéemethod.

Before moving on to the next step, it is worth mentioning thagn if this was the case
all the time, the proposed AF DFE still holds a lot of advaetadgke simplicity of the
relay, lower computational complexity and compatibilityatll network configurations.

When the channel is slowly varying, the delay between the tivhen the estimation
happens and the time when this information is used becomesimportant.

Definer as the average percentage of estimation error that occesacim individual
channel coefficient during one time slot. A time slot is thedirequired for the data
packet to move from one end node to the relay node or backwatdsestimation error
in one coefficient is assumed to be uncorrelated with the eritbe other coefficients. As
r IS a percentage, then the term containing it must be divigeddb. Lett, be the number
of time slots during which the channel is changed. Then tlwanentioned term must
be multiplied byt, to include the effect of all the time slots. Let be a zero mean random

vector with unity variance representing the random changkee original channel vector
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3.8 Comparison Under Different Estimation Errors

H. This error due to channel changes is proportional to thggral channel value at each
tapk, namelyH(k). Then the overall error affecting tapaking all the previous variables
into account will be).01 r v, t; H(k). Then the channel with the estimation erkby can

be found in terms of and the original channéf as follows

H, (k) = H(k) + 0.01 r v, t, H(k). (3.56)

This holds fork =1, 2, ... L;, whereL, is the channel length.

In order to use this equation properly for the two system®uodnsideration, we need
to calculate the total delay between the channel estimaimahthe time this estimation
is used measured in time slotg)( As the estimation is done in one time slot, then it is
convenient to assume that the estimation process capheebanges that happen during
that one time slot, i.e. ideal channel estimation.

Looking at the AF DFE system from end node 1 under the prevasssmption, the
estimation ofh, via an overhead added at the relay will be perfect, while gtenation
of h, via an overhead added from end node 2 will reach the relaygiéyfbut suffers
one time slot error when it reaches end node 1. Therefore 1 for channel B. For
the pre-filtering system, it takes two cycles or 4 time slatsthe estimation to reach
its useful destination. As we have assumed that no errorregouhe estimation slot,
then this leaves us with, = 3 for channel B estimated at node 1. This value ofs
used in equation (3.56). The newly calculated channel aoefiis with estimation errors
are then used for the remaining performance comparisorer whiferent values of error
percentage per time slot (r).

Figure (3.12) shows the simulation performance of the pgeddAF DFE system for
r = 10% and 20%. At r = 10% the simulation performance is asymptotic to the original
performance in figure (3.6), while at = 20% which is a high value, the simulation
performance drops about 3dB at BER10f 3. This shows that the proposed system is
resistant to estimation error and this is mainly becauskefdw time delay between the
estimation and its usage in the DFE that leads te 1.

When estimation error is interjected on the channels usedgtb-filtering system,
then the performance becomes more sensitive to the valueFigure (3.13) shows the
simulation performance of the Max SNR pre-filtering methodf= 3, 4, 6, and 10%.
This degradation of performance is simulated assumingthigatransmission is uninter-

rupted and that the relay node is not shared by other useeyltause of more delay
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Figure 3.12: Performance of AF DFE for= 10.

occurs then the performance of the pre-filtering becomesayarhile the proposed AF
DFE system is not affected.

Figure (3.14) shows a comparison between the simulaticloqmeances of the two
systems whem = 4%. From this figure, it is clear that the two performances bezom
close. Although the difference is very small, yet at thisreabfr, the pre-filtering is still
slightly better.

Figure (3.15) shows the simulation of the performances tf bgstems at = 6%. At
this value, the proposed AF DFE system is clearly betterasibein the region where
SNR is 9dB and higher. The region of the percentage of esbmatror between 4%
and 6% is where both methods have the same performance bexale value of- is
not fixed as it depends on the selection of the two channelshesidseverity. Although
this is the case, yet we can safely say that the proposed AF¥tRod becomes better
for r greater than 6%. At = 10%, the performance of the pre-filtering system is highly
degraded, while the proposed AF DFE method is hardly affeateshown in figure (3.16).

All the previous comparisons have been made in the case vdharnel A is the
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Figure 3.13: Performance of Max SNR methodi#er 3, 4, 6 and 10.

downlink channel. This has no impact on the proposed systédnfob the pre-filtering
with estimation error, the performance is affected by thevdimk channel. With a
tougher channel, the impact of the downlink becomes gresténe performance.
Figure (3.17) shows the effect on the performance obsemaed hode 2 compared
to node 1 at- = 4%. From this figure, it is clear that the performance of the pezul
system can become better that the pre-filtering system dvea-a% instead ofr = 6%

if it is observed from node 2.
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Figure 3.14: Performance of the proposed method compafddxdSNR atr = 4.
3.9 Chapter Summary

This chapter presented an overview of equalizers with asfoathe optimum DFE equal-
izer and the equations used in its design. Some guidelim¢séip in the selection of the
design parameters are also presented. The chapter alsssiBscsome of the pre-filtering
methods especially where they have been used to solve thkeprof frequency selective
channels in PLNC systems.

A new method to solve this problem is presented and compaitédhve pre-filtering
under the assumption of slowly varying channels for diffiénealues of percentage error
per time slot. The proposed method has less computatiomaplesity, better perfor-
mance forr > 5% in general and is compatible to all network configurationfie T
fact that the proposed method is in the AF category makepéaslly useful in wireless

sensor networks because of the simplicity of the relay node.
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Figure 3.15: Performance of the proposed method compafdaxcSNR atr = 6.
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Figure 3.16: Performance of the proposed method compandaxcSNR at- = 10.
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Figure 3.17: Performance of the proposed method companddxcSNR measured from
end nodes 1 and 2 at= 4.
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Chapter 4

Optimum Combining for De-noise and
Forward PLNC Systems in Freqguency

Selective Channels
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4.1 Introduction

4.1 Introduction

In the case where the relay node has access to computatesoairces, the use the de-
noise and forward (DNF) approach is considered becauss @ batter BER performance
than the AF approach in general.

In DNF systems, the received signal is decoded and mappedetaig estimate of the
XOR of the transmitted bits from both end nodes. In this cagest of the additive noise
from the uplink is eliminated. By doing this, we are also awog noise amplification that
happens in the AF system and therefore we can get an impr@réatmance.

To achieve a functional PLNC system with a DNF approach waykvith frequency
selective channels, a linear antenna array is added atltye re

The insertion of the antenna array not only makes the PLNCtiomal in frequency
selective environments, but also has another advantagghwiakes the this novelty so
important. This advantage is that by enabling the DNF scheéh&eBER performance
is greatly enhanced with only a small number of antennas laisdg what makes this
novelty so important.

The proposed system uses optimum combining (OC) and a paptohum DFE
equalizers at the relay node. The new proposed system hdarsadvantages to the AF
DFE system proposed in the previous chapter including coatijpmal complexity, sim-

ple design and compatibility with network configurations.

4.2 Problem Description

The main goal of this chapter is to achieve a functional PLN&tesm in a frequency
selective environment with a DNF method that can have bB#®R performance and at
the same time avoiding the drawbacks of some previous DNRadst The solution has
to be cost effective and one that is simple to design with faeenputational complexity.

By avoiding the pre-equalization methods, the propose@jdas liberated from the
limitations and requirements of these methods. This waknuwledge of the opposing
channel is required before the pre-filtering and therefoeeneed of a feedback channel
is cancelled.

The fact that the proposed solution is not iterative alsdrdautes to the simplicity and

lower computational complexity issue. The new design is atsmpatible to all network
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4.3 Antenna Arrays

configurations.

In terms of sensitivity to channel variations, the new psgEbsystem is also better
in this area as will be explained in detail in this chapter.tHis respect, the proposed
solution is even better than the AF DFE system and with bBt#R performance.

The proposed solution is time based which means that it awbeldrawbacks of the
OFDM system like PAPR, linearity of the power amplifiers ahd extra cyclic prefix
overhead. This is not to say that some of these drawbacksrnwveeen addressed by
many researchers, but the solutions to these problems doonm without extra com-
plexity and cost.

If all the previous reasons were not enough to justify legitre OFDM system, then
the lead in BER performance alone is enough. This performanbancement is mainly
due to the fact that OFDM PLNC systems can only use linearlezgus mostly in the
frequency domain like frequency domain zero forcing or MM&ftializers.

The solution is also not restricted to BPSK or QPSK modurtasiod can easily func-
tion with 16-QAM or higher order modulation schemes.

The principles of beamforming and optimum combining usethis chapter will be

explained in the following subsections after introducim¢e@na arrays.

4.3 Antenna Arrays

The use of multiple antennas has become popular in the fietwbwimunications for
some time. This can benefit the performance of communicalystems in many ways
like achieving diversity gain, antenna gain or multiplexgmain [68].

Multiple antenna systems are also called multiple inputtiplel output (MIMO) sys-
tems.

With single antenna systems, the conventional methods awered at achieving good
performance in either the time domain or the frequency dom@iith multiple antenna
systems the new dimension of spatial domain enriches to dksilplities of these sys-
tems mitigating error rates or decreasing the co-chantefference especially in cellular
communication systems. Good examples on spatial divagsity techniques in systems
having multiple transmit antennas are the space-timadredides [9] and the Alamouti
system [69].

Spatial multiplexing is used in the field of multi-user conmuations to achieve mul-

tiplexing gain, while space time coding is aimed at achigwamiversity gain. On the other

63



4.4 Classical Beam Forming

hand, beam-forming is more of a signal processing techragued at manipulating the
antenna gain pattern to maximize the signal to interferg@hee noise ratio (SINR). The
last of the mentioned techniques will be utilized in this iea

The idea in short is to find the best linear weighting vectat gives the highest SINR
by improving the antenna gain in the desired direction addemg or possibly nullifying
the gain in the interference direction while taking the raorgo account.

The use of antenna arrays has quickly moved from theory wipehimplementation
in the third generation (3G) and fourth generation (4G) camitation system standards.

For example, MIMO systems are standardized in wirelesd évea networks (WLAN)
[70] and the Alamouti method has also been used in some gahsirstems [71]. This
concept has also been implemented for wideband code divisidtiplexing (WCDMA)
[72]. Surveys on this subject can be found in [73, 74, 75, 7678, 79, 80, 81] each from

a different point of view.

4.4 Classical Beam Forming

In this section, only the techniques that lead to antenna @& considered because the
aim of the antenna array in this work is not to create a MIMOiays The system is
therefore kept to a reasonable complexity and the end usersmng a single antenna.

The proposed antenna array at the relay consisfg,aintennas or elements aligned
equally spaced in a straight line. The distance betweenl¢messts isi.

The conventional beam former collects the signals from titerana array and then
finds a linear combination of these signals to form the ougpgmal. the weights of
these elements can be collected in a vector called the wegghor. These coefficients
are complex valued with unity magnitude, but are normalizgdiividing them by the
number of elementd/, so that the overall gain does not exceed one.

To maximize the gain in the direction of a far field source, phases of these coef-
ficients are changed to make the antenna array look in thetineof this source. This
operation is called steering and the weighting vector ie a¢derred to as the steering
vector. The source is also assumed to be in the the plane ainte@na array with non
dispersive wave propagation. Steering the antenna in #sis s done electronically as
opposed to mechanical beam steering.

There are many applications of antenna gain. One such afpiphcis the use of the

array to determine the direction of arrival (DOA) or somedstalled the angle of arrival
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4.4 Classical Beam Forming

(AOA).

For single transmitter systems passing through a multigfadihnel with distinct paths,
the steering vector can be designed to have a maximum in threlimaof sight direction
in the transmitter. This is called transmit beam forming.

Another idea is for the transmitter or receiver beam fornetsave nulls in the other
non line of sight directions and therefore reducing theylsfaead of the channel [68]. In
this work, the antenna array is used in the context of co+oblanterference suppression
(CCI). In these techniques, the receive beam former is dedig¢o have a high value in
the DOA of the desired direction and a low value or a null indirection of interference.
If the method depends on nulling the interference then thizalled null steering while
maximizing the SINR is called optimum combining.

Considering a far field source transmitting a basebandreleeignetic signak’ M (t)
of the form

EM(t) = s(t)e’™, (4.1)

wheres(t) is the signal envelope and. is the carrier frequency. The assumption that the
source is far from the antenna array ensures that the wawedfthe arriving signals can
be assumed planar to the array.

Let # be the DOA of the received wave measured from the broadsitieecintenna
array. The distance between two adjacent elements in thg aitl be d cos(6). This
distance causes the signals to arrive at these elementteatdi times and the time delay

d cos(6

At between any two adjacent elements willhé = — ) wherec is the propagation

speed. This speed can also be written as

WeA
= — 4.2
=5 (4.2)

where) is the wavelength of the electromagnetic signal.
ThenAt can be rewritten as
2

At = 2rd costd). (4.3)

WeA

For a slowly varying signal envelope, the time differencersen two elements in the

array can be neglected and therefore we can saythpats s(t + At) and the delayed

65



4.4 Classical Beam Forming

electromagnetic signal can be written as

s(t)e e TR = (1) edvet K eosl®), (4.4)

Applying this equation to all the signals at each elemenhefdntenna, then these

values can be collected in the following vector

s(t)edwet | 1 f*R7 os(0) gi5teos(d) e TR cos(0) ] : (4.5)

where the first value represents the signal from the closéshaa to the transmitter which
is taken as a reference point with no delay.

The receiver with the antenna array will demodulate theagreturning them back
to baseband and therefore the carrier teftiy’ is cancelled from the previous vector.
Also, the time index can be removed fraift) for simplicity ands will then represent the

value at the current time instant. Then the signals at eaigmaa can be written as

s 25 cos(0) (4.6)

)

forn=0,1,..., N, — 1.

Letw, wo, ..., wy, be the noise values at each antenna at a certain time, then the

received vectolY at that time instant can be written as

1 w1
€j¥ cos(6) Wy
Y =5 6]’% cos(0) + Ws X (47)

27 (Ng—1)d
el cos(6) Wi

Define V, to be the arriving column vector and collected from the veofahe first
term in equation (4.7). The second term in the equation carolbected in a columiwv

defined as the noise vector in a similar fashion. Then thisigu can be written as

Y = sV, + W. (4.8)

From equation (4.7), it is clear that the antenna array vesanultiple copies of the
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4.4 Classical Beam Forming

signal s with a constant phase shift between the signal arriving pttan adjacent el-
ements in the array. This constant phase shift depends ovathe of the DOA angle
0.

4.4.1 Optimum Combining

In this method, the received signals at the antenna array@ighted and then added or
combined in a way that maximizes the output SINR. This is doyeeducing the total
effect of the channel and the interfering signals. The wisighultiplied by each antenna
signal can be collected in a vector called the weight veateveaghting vector.

The weight vectoV can be written as

U1
V2
V=1|u|, (4.9)
UNa
wherev; vy ... wy, are the complex values or weights corresponding to eacimiaate

signal.
LetY be a vector representing the set of received signals. Teésved vector can be

written as follows

n

Y2
Y=y |, (4.10)

YNa

The combined output signal,.; is the dot product of the received vectgrand the
weighting vectorV
Your = VY. (4.11)

Figure (4.1) shows how this is related to the antenna array.
Consider the case of a co-channel interference signalrsgrat the antenna array. Let

this signal vector be denoted As Then this vector will be physically added to the signals
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U1
N

(%)
927 =< % ) >

Yout

yNa =< X ) »

Figure 4.1: Antenna array with weighting vector.

in equation (4.7) and the received vectibecomes

Y =sV,+ X+ W. (4.12)
For N; number of interferers, the received vector can be written as

N;
Y=Y, +W+> X, (4.13)

=1

whereY,; and X; represent the desired signal vector and the sunv,ahterfering
signalsX; , X, ... X, respectively. AlsoY,, W andX, are vectors of lengtiV, and
are collected in a similar fashion M.

In order to find the optimum combining vector or weighting te&cV, the received
correlation matrix for the interference plus noRg,, must be found.

Since(W + lNZin) from equation (4.13) represent the interference plus nitsg

=1

can be written as

Ry = E (W+le) (W+ZX;)* . (4.14)

As W represents AWGN, then it is reasonable to assume that itasreglated with

the interfering signals. ThereforR,,,, is reduced to
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4.4 Classical Beam Forming

N;
Ron =o0ol+ Y E[X/X]], (4.15)

=1
wherec? is the noise power anHis an identity matrix of sizé¢ N; x ;).
In order to find the optimum combining vect®, the solution must satisfy the condi-
tion
V*V, = 1. (4.16)

This equation means th&tis directed at the same angle as the sending side. Consider
the case when only the desired signal is present withouenwms interference such the

equation (4.12) becomes

Y =sV,.

In this case the beamformer outppyt; will become

V*Y = V*sV, = s. (4.17)

In other words, the beamformer does not distort the sigmadilag in the direction of
the angle).

In the presence of interference and noise, the beamformegqisred to estimate the
signals arriving from the directiorf. This is done by by minimizing the error variance

subject to the condition in equation (4.16) as follows

min 2 15()]7, (4.18)

wheres(t) = s — §(t) ands(t) is the estimate of the signal when the optimum vedfor
isusedi.es(t) = V*Y.
By maximizing the SINR, the optimum combining vecldrin terms ofR,,,, can be

found to be [82]

V= gaRnnilvsa (419)

whereg, is the antenna array gain which has no effect on the perfarenahthe antenna

array.
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4.4 Classical Beam Forming

For all the simulations performed in this chapter, the valL¥ is normalized so that
the antenna array gain and the overall effect of the weightéttor has no gain effect on
the signal and the SINR as proposed in [82].

A derivation of the theoretical upper bound on the BER penfamce of optimum

combining in Rayleigh fading channels for any number of sisan be found in [83].

4.4.2 Null Steering

The second approach to linearly combining the signalsiagiat an antenna array is the
null steering. In this technique the weighting vector isigiesd in a way so that the null
Is steered in the direction of the interference.

In null steering techniques, there akg adjustable coefficients corresponding to the
number of antennas. It is therefore, theoretically posdibkeparate the same number of
signals. If one of these signals is the desired message ltaefetives us withiv, — 1)
adjustable nulls or suppressible interference signals [84

Steering in this context can be achieved in many differerysv@hese include control-
ling the phase of the weighting vector [85, 86] or more relgdnt adjusting the amplitude
of the weighting vector [87, 88].

In addition to steering the nulls in the desired directicsmne techniques consider
other factors or parameters like the half power beam-widitance of the first null and
the height and distance of the main sidelobe.

The four most important techniques for this are: null stegiby real weight con-
trol (NSWC) [84], null steering by controlling the elememsgtions (NSEP) [89, 90], the
CLEAN technique and null steering based on direction ofatestimation (NSDOA)[91].

The selection of the NSWC method is based on the compardtidg by R. Qamar
and N. Khan [92] and can be explained as follows.

For the NSEP technique, the complexity is higher than the ESWéthod and the
antenna structure is more expensive as it requires movemgezits and a servo mechanism
to change the positions of the elements in order to achievaulh steering.

Regarding the CLEAN technique, the complexity is also highan the NSWC method
as it is iterative. The main disadvantage though is thatjires a large number of anten-
nas. The maximum number of interfering signals that can heetked using the CLEAN
technique is one tenth of the required elements in the aatamay.

In the NSDOA technique, the complexity is higher once agMoreover, this tech-
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4.4 Classical Beam Forming

nique and the other previously mentioned techniques hawer adisadvantages like low
null depth and side lobe levels.

In the following, the combiner design that uses the (NSWCjhae is explained.
Assuming that the transmitted signals are modulated witBIQRhen the time delays
between any two adjacent elements in the array can be repeesas phase shifts. This

phase shift will be:U%), where

P = 2decos(ﬁ), (4.20)

where) is the wavelength [92, 84].
At the receiver, the signal from each element in the array lvél multiplied by a
coefficientY;. These signals are added after this weighting and the griggtor is

called the array factofF,, where
Fa = TQ + Tlew + T2€j2¢ —+ e+ T(N_l)ej(N_l)d}. (421)

Let
7 =", (4.22)

then equation 4.21 can be written as
F,=Yo+T1Z+YoZ?+ -+ T y_yZWN 7. (4.23)

The NSWC method assumes all the weights to be real valued.
The implementation of null steering in PLNC systems requoaly one null to be
steered. To achieve this, an array with only 3 elements isired| [84].

For 3 elements, equation 4.23 becomes [84],

Fo,=(Z2—-2)(Z—2Z)=1+ B2+ Z*, (4.24)

where 3, is the real weight that steers the null in the desired dioadtj. and can be

calculated as,

Bn=—(Z+27)=— Cos(%d cos(f) + 277Td cos(6,)). (4.25)

To conclude the design, we go through the last few equatiankvards. So first,,

is calculated using the known valuestodindd, from equation (4.25). Then the vectsy
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is found from equation(4.24) by substituting the valueg,pand 7.

Figure (4.2) shows this three element array for steeringnoiie

T ;

fn

output

T ;

Figure 4.2: Three element array for steering one null.

This array is simple to implement due to the low number of eets and the use of

only one real value, namely, to complete the design.

4.5 System Model

Consider a PLNC network consisting of a relay and two end sodée end nodes are
equipped with a single antenna, while the relay has a lineanaa array. The packet
exchange cycle requires two phases, the uplink phase anidwdink phase.

For both optimum combining (OC) and null steering techngjube antenna array
consists ofV, elements with a constant distantbetween them. The received signals at
the antenna array will arrive at different time instantsefeging on the angle of arrivél

which is measured between the direction of arrival and tbadside.

4.5.1 Uplink Phase

Let U; andU, be the signal propagation vectors from nodes 1 and 2 respBcti

The Additive White Gaussian Noise (AWGN) vecr is assumed to be be uncorre-
lated withU; andUs,.

For simplicity, the signals are assumed to have equal poWeen the signal at the

relayY (k) at timek will be
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Y (k) = Uya(k) + Usb(k) + W (k), (4.26)

wherea(k) andb(k) are the sent signals from nodes 1 and 2 respectively.
Let A(k) andB(k) represent the data symbols received at tinfiom nodes 1 and 2

respectively.

afl(k) bl(k?)

aw= "M B = |

CLN(/{Z) _bN(/{Z)

wherea; represents the symbol received at elemeoitthe antenna array from node 1.
Also, a;1 = eU¥)q; andb; is the same as; for the second nodeA (k) andB(k) can be
expressed as

A(k) = Usa(k), (4.27)

and

B(k) = Usb(k). (4.28)

For unity flat fading channels, the received signal at araemvill be y; (k) = a;(k) +
b;(k) + w;(k). This can be written in matrix form a¥ (k) = A(k) + B(k) + W(k).
Let h; andh, represent the two tapped delay line channel vectors of ehgtand L,
respectively. These channels that arise from a multipatir@mment are assumed to be

frequency selective. Then the received signal at antémnlhbe

yi(k) = z_: hy(m)a;(k — m)
+ 2 hy (m)bi(k — m) + w;(k). (4.29)

This can also be written in matrix form as

Y (k) = A'(k) + B'(k) + W(k), (4.30)

whereA’(k) is a vector collected from the first term of equation 4.29 fbralues ofi

in a similar fashion toA (k) and similarly forB’(k) which is the collection of the second

73
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term. At the relay, OC is applied using vectdrs andV; as shown in figure 4.3.

Relay ;------mmmmmmmmmmmmmm s
Nodel! |
a J — DFEL |
XOR |-
Node2 |
b! N DFE2 -
Y Ly
y DFE1 —»@— b
Relay Nodel a

Figure 4.3: OC PLNC system with DFE equalizers.

4.5.2 Relay Operation and Downlink Phase

In this section, the operation of the relay shown in figur8)4 discussed. Although the
proposed system utilizes OC for the design of b¥thand V,, yet the same structure
can be used with null steering. In fact, the structure is usede simulations with null
steering for comparison.

When both end nodes send their packets, namelypdb, they reach the relay con-

volved with channel&; andh, respectively as formulated in equation (4.30).

4.5.2.1 Design with the OC Approach

This is the method of choice in this work. The OC approach edusvice to find an
estimate ofA’(k) andB’(k) at each time instant. This is done through using vectors

V; andV, depending on the two direction of arrival angtesandd, respectively.
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4.5 System Model

The next step is to remove the effect of the multipath chanfiem each individual
signal. One of the most efficient ways to do that is by usingfitenum DFE equalizer. A
separate DFE is placed for each channel. Although perfectredl estimation is assumed,
the estimation error is small and can be neglected.

It is worth mentioning that a separate time overhead is reduior each channel
estimation and this is unavoidable. The input to DFE1 at timeecording to equation
(4.11) will be

VY (k).

Similarly, the OC vectoV, and DFE2 are used to find an estimate of the packet from
the second node. The two estimated signals are then addatie@ndhole uplink side is
depicted in the upper-right side of figure 4.3.

It should be noted that this process entails symbol deteeticeach branch. This is
due to the decision device included in the DFE. Each time éogstbn is correct, this will
act as a de-noising effect and therefore the method is ceresichs a DNF.

To design the OC vectorg; andV,, equation (4.12) is replaced by equation (4.26).
For the first vectoV |, U;a(k) is the desired signal aid,b(k) is the interference. There-

fore, Ry, in equation (4.14), becomes

Run: = E[(W + Uy) (W + Uy)*, (4.31)

whereR ,,,,; IS the noise plus interference covariance matrix with resjeethe first signal.

According to equation (4.19) and neglecting V; becomes

V, =R Uy (4.32)

The second OC vectdr, can be calculated in a similar way. This leads to

V2 = Rnn2_1U27 (433)

where
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Using these two vectors enables the implementation of tHesiad the symbol map-

ping. This de-noising effect results in a performance iasescompared to AF techniques.

4.5.2.2 Design with the Null Steering Approach

This approach is studied here for comparison. Although sapmications prefer null
steering over OC, yet the OC method outperforms the nultisigén the case at hand as
will be shown later in this chapter.

The relay structure in figure (4.3) is kept the same, whilé stekering is used for the
design of the weighting vectols1 andV2.

The most suitable of the null steering methods for PLNC is(t#8WC) for many
reasons including low computational complexity, the smathber of required antennas,
less sensitivity to quantization error and simple impletagan amongst other things. It
is also the method of choice in [92] where detailed compagsoe made.

Let#;, andd, be the two DOA angles for nodes 1 and 2 respectively. Then gighi+
ing vectorV1 can be found by applying the design method described in @e¢4i.4.2)
as follows.

First find the value of) from equation (4.20) using the andleinstead of). ThenZ
can be easily found from equation (4.22).

For a three element array, the real valjecan be found using equation (4.25) by
replacing the null anglé, by 6,. Finally the calculated values &f and, are used to
find V1 from equation (4.24).

Replacing the roles af; andd, in the previous design procedure results in the second

weighting vectoV,.

4.5.2.3 DFE Design

In this section we will only consider the design of DFE1 as RFfan be designed in a
similar way by replacing, instead ofh;, whereh; andh, represent the channel coeffi-
cient vectors for channels 1 and 2 respectively.

For unchanged channels the DFEs used in the end nodes whilklsamme as the ones
in the relay node. If the channels change in the downlink pltiasn the DFE at each end
node can be redesigned using the new estimated channet wrestead ofh; .

We start by calculating the observation covariance marjxwhich can be found by

two ways. The first way is to use the definition equation
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Ry = E(yxyx"), (4.35)

or simply by using the previously derived equation

R, = o’HH" + 021, , (4.36)

where L, is the data packet length? ando? are the signal and noise variances respec-
tively andR,, € Clr>Llr,

The toeplitz matrix € Cl»*(»+L1=1) can be written as

(1) hy(2) hy (L) 0
Lo |0 m hl(.2) m(L) o) w3
0 () W) .. k()

whereL, is the length of the first channel.

Define the cross covariance matR, € CWre+1)XLp gg
Rey = [0(vppinxa 0olnn O H'. (4.38)

The desired feedback and feedforward filter coefficientshwil[61]

eoRgl
o 4.39
d Pt eORgleO ( )
fopr = Aopt Ry R, (4.40)
where
Ip,v0,1 HH -1 .

Rd:‘I’( ] ) @, (4.41)
¢ = [O(NFB+1)><A INFB+1 0]7 (442)

e =11,0,0,...,0,® € CWNrs+1)x(Lp+L1-1) gndR, € CNre+)x(Nrp+1),

77



4.6 Simulation Results and Discussion

4.5.3 Downlink Phase

The downlink phase is simple and straight forward. One argex the relay is enough to
broadcast the signal from the relay back to both end nodess. sidgmal will once again
suffer from the effect of the frequency selective chanihelandhs,.

As no mixing of signals happens in the downlink phase, only DRE is required at
each end node. For simplicity and without loss of generdlitg channels are assumed
to be fixed and have the same values from the uplink phase isuisthot a necessary
condition for the system to work. If the channels changerduthe phase change, then
another channel estimation is done in the downlink phasetenBFEs in both end nodes
are designed accordingly.

The lower part of figure 4.3 depicts the downlink phase. QPSiutation and de-
modulation are used but they are omitted from the mentiomeuaidifor simplicity.

One of the advantages of the our proposed method is thatrogter modulation such
as 16-QAM can be used and this modulation is done at both estebnin the uplink phase
and also at the final step in the relay during the downlink phas for the demodulation,
it will be done at both end nodes in the downlink phase.

It is clear that the proposed method has a low computaticmalptexity. We will
show in the coming section that a small number of eleménts required. This makes
the computational cost of OC negligible and the overall clexify is approximately twice
that of a single DFE at the relay. As for the end nodes, the ¢axitp is that of one DFE

which consists of two FIR filters.

4.6 Simulation Results and Discussion

This section is dedicated to showing the performance ofitbhegsed method. ITU pedes-
trian channels A (Ch.102) and B (Ch.103) shown in Table 3luaed [59].

The channel profiles are normalized by dividing each coeflitcby the factor

™~

-1
10Pl/10.
l

Il
=)

Assuming the system frequency is 20 MHz, the arrival times reormalized and
rounded up to the closest integer with a sampling time of 44 ns

With the selection of these channels, the parameter vatuehdé DFE design can be
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set starting withZ,; = 10 and L, = 85. The length of the forward filter must be greater
than the channel memory. For the simplicity of the simulaiowe will use the same
values of forward, feedback aml for all DFEs in the uplink and downlink phases. It
should be noted that using specific values for each DFE wiél given better performance
results. In the case at hanzr > L, wherel. = max(L,, Ly) and Nprp = 256 taps
were selected.

For selectingVy5 andA, inequality (3.54) must be satisfied/-5 has a small value
compared taVyr and is chosen to be 19 taps. Now inequality (3.54) can befigdtis
by choosingA aroundw or slightly higher. In this casé is set to 181 with some
fine tuning but any other value in that range works very welie3e values apply for all

simulations in this work.

4.6.1 OC Pattern Diagrams

When the antenna array applies a weighting vector to itsemsnthe result is a variable
overall gain at different angles. The plot that represeimésantenna array gain for all
angles is called a pattern digram. Looking at the pattergrdras for each case can give
an important insight on how the array performs.

For all the simulations, the distance between elemérisschosen to be but this
IS not a necessary condition. Also, the horizontal axisegepnts the broadside of the
antenna array and all the angles are measured relative ttigitteaof the array staring
from @ = 0 on the right hand side of the axis.

The following figures illustrate the gain patterns at thayekhen OC is used.

Part (a) of figure (4.4) shows the pattern diagram simulabedOAs §; = 30 and
0y = 140 from end nodes 1 and 2 respectively with 4 elements in thenaatarray at
SNR of 5dB. Part (b) of the same figure shows the pattern diaghanulated for the same
values while changing the first DOA &9 = 60. From this figure, itis clear that the gain is
just below 1 in the desired DOA and has a very small value irdttextion of the second
user or the interference. It would be ideal if the gain wasimax at the desired angle
and zero at the interference angle but this is not the casa tigeSINR is maximized in
the OC method. The most important thing to notice in this figsrthe dramatic change
in the overall pattern when the desired angjlés changed.

Part (a) of figure (4.5) shows the pattern diagram simulabedOAs §; = 45 and
0y = 140 from end nodes 1 and 2 respectively at SNR of 5dB using 4 eltmerthe
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Figure 4.4: Pattern diagrams at the relay using OC fof(a} 30, 6, = 140, N, = 4 and
SNR=5dB (b) changing; to 60.
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Figure 4.5: Pattern diagrams at the relay using OC fof(a} 45, 6, = 140, N, = 4 and
SNR=5dB (b) changingy, to 6.

antenna array. Part (b) of the same figure shows the pattagnasin simulated for the

same values while changing number of elements in the antmanato 6.

80



4.6 Simulation Results and Discussion

Inspecting this figure shows that the directionality is @ased in the desired DOA
with the increase of the number of elements from 4 to 6. Mogeohe side lobes are
decreased in size in the direction of the interference lmubhthmber of lobes are increased

in direct proportion with the number of the array elements.

150/ 05 \ 150/

wo oo N wollo N

210\ R, b 210\

270 270

a. SNR=5dB b. SNR =12 dB

Figure 4.6: Pattern diagrams at the relay using OC fof(a&} 30, 6, = 100, N, = 4 and
SNR=5dB (b) changing the SNR to 12dB.

Part (a) of figure (4.6) shows the pattern diagram when OCed asthe relay node.
The results are simulated for DOAs = 30 andf, = 100 from end nodes 1 and 2
respectively at SNR of 5dB using 4 elements in the antenray.aRart (b) of the same
figure shows the pattern diagram simulated for the same valhde changing the SNR
to 12 dB.

It is interesting to see how the OC behaves in the case of a Piyd@m with dif-
ferent levels of SNR. The increase of the SNR to 12 dB makepdktern shift keeping
the direction of the desired signal the same while rotativgyrtull slightly closer to the
direction of the interferenc® = 100. This comes at the expense of increasing the levels
of the side lobes which can be afforded due to the decreas$e ofdise level as the SNR

increases.
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4.6.2 BER Performance of OC PLNC

In this section, the BER performance of the proposed OC PL3\discussed. The sim-
ulations are performed with the following parameters. FooWfilter lengthNgr = 256,
feedback filter lengthVyz = 19 and A = 181 for all the DFEs. The desired DOAs
01 = 30 andf, = 140 for the first and second end nodes respectively. Changing the
DOAs does not have a big effect on the performance of thersystoderate changes to
the filter parameters also does not have a big impact on tlierpgnce.

Figure (4.7) shows the end to end (E2E) performance of thpgzed OC PLNC

system evaluated at channel A with number of eleméhnts 2,4 and 6.

BER

10 3

—&—-0One hop Channel A

——E2E with N =2

10 % =~ E2E with N = 4

% E2E with N = 6

10" 5 7

0 i1 2 3 4 5 6 7 8
SNR (dB)

Figure 4.7: E2E Performance of OC-PLNC idr = 2,4 and 6 compared to that of one
hop channel A with DFE.

Clearly N = 4 is better thanV = 2 but is almost identical to that @¥ = 6 or higher.
Figure (4.7) also shows the performance of a one hop frony telend node A through
h; with one DFE being used. This performance can be considey¢ldealower bound
because the OC PLNC will also suffer from the same downlirdncielh; on the way
to node A. The fact that the OC PLNC performance is asymptotthis lower bound is

evident from the mentioned figure.
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4.6 Simulation Results and Discussion

Observing this figure we conclude that the OC-PLNC systerh Wit= 4 is a good
solution to the problem of implementing a PLNC system in gdiency selective envi-
ronment. The complexity of the overall system is relatively with a small array length
of only 4 elements which gives a performance asymptoticéatse of a one hop system

which is used as a lower bound.

4.6.3 Comparison with Null Steering

This section provides a comparison between the propose®ION= system with the
same structure system employing null steering. The leasvalues forN, in the NSWC
null steering method are 3 and 7.

From the last section, we have seen that the OC-PLNC systaraataeve its best
performance afV, = 4. Therefore, increasing the number of antennas more wiif onl
increase the system cost. This leads to choosing the leagienof elementdv, = 3 for
a fair comparison.

Through simulations, the BER is evaluated at the relay uiagipper part of figure
(4.3) for both the OC case and the NSWC. For this, the follgwialues for the DOAs
were usedf; = 50 andé, = 140. The resulting BER curves in figure (4.8) show that
OC has a better performance of more than 2dB over NSWC. Orair e choice of the
DOAs does not have a big impact on the performances in thes cas

To have a deeper insight on this, the pattern diagrams atethg of both OC and
NSWC are drawn in figure (4.9) for the same valueg,gd, and N,. The OC part was
done with SNR =0 dB.

Inspecting figure 4.9(a) shows a high gaindatwith some interference gain &t.
This is because the null is not exactly at the DOA of the irteice. On the other hand,
in figure 4.9(b) the steering of the null to matéh has changed the whole pattern as
mentioned before. This changing of pattern has caused aakxin the gain & which
has an impact on the overall BER. This observation help tdagxpvhy in figure (4.8),
the OC-PLNC outperforms the NSWC null steering method.

4.6.4 Comparison with Pre-filtering

Both the pre-filtering and the proposed OC-PLNC techniquega-noise and forward
methods and therefore, it is reasonable to compare thdorpsances in terms of BER.

To do this the following parameters are chosen for the sitimria. The MAX SNR

83



4.6 Simulation Results and Discussion
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Figure 4.8: Performance of OC-PLNC and NSWC-PLNC methodiseatelay.

is chosen as a representative of the pre-filtering techsiglibe power constraints that
normally exist at both end nodes are lifted to simplify theida. With the channels being
normalized, the design is optimizedIgt(z) = H,(2) andF4(z) = H;(z) and therefore
no iterations are required for calculating the pre-filters.

As for the OC-PLNC method, the DOAs are chosen t@pe- 30 andf, = 140 and
an antenna array of 4 elements is used.

ITU pedestrian channels A (Ch.102) and B (Ch.103) are usbdtimcases. Channels
A and B are used one at a time for the downlink phase. Figui®)4hows the simulated
BER performances for the above parameters.

It is clear from figure (4.10) that the proposed system ofitpers the one with the
pre-equalizer regardless of the channel used for the dolwphase. In other words, the
received signal has a lower BER at both end nodes.

The proposed method uses DFEs at both the transmitter artveesides which
requires separate channel estimations for the uplink amahldtk phases. Therefore, if
the channel changes in the second packet exchange thenilthawe no impact on the

performance of the OC-PLNC system. On the other hand, thdilmeng method is
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sy 0 15/
sq (@

180f oo

210\ N 210\

270 270

a.oC b. Null steering

Figure 4.9: Pattern diagrams at the relay for OC-PLNC and RSRUNC forf; = 50,
0, = 140 and N, = 3.

sensitive to variations in the channels between packet siots. Under the assumption
that the channel remains unchanged during one time sloatiequ3.56) can be used in
simulating the change in BER performance for different galof average percentage of
estimation error-. This is shown in figure (4.11) with the unchanged perforneasfche
proposed method.

All of these simulations have been done assuming channeltAeimownlink phase.
The effect of the estimation error becomes worse for thergkead node with the tougher
channel B in the broadcasting phase, while the performahtdeegroposed method is

unchanged in both cases.

4.6.5 Comparison with OFDM

In designing OFDM systems, they are assumed to be immune teffibct of the channel
and this is sometimes stretched to frequency selectivengtenThis assumption arises
from the argument that the transforming of the channel’sulsg response to the fre-

guency domain makes each frequency band flat. Although stheti@ement is true, yet it

85



4.6 Simulation Results and Discussion

L - -
¥ N .
R N
-
-

-
)

-©-MAX SNR channel A
-5 - -MAX SNR channel B
—8-0OC E2E channel A
—A— OC E2E channel B

0 2 4 6 8 10 12 14
SNR (dB)

Figure 4.10: Simulated BER performances of the proposedPOSE and the pre-
filtering method.

fails to point out that each flat fading band is also multigley a different gain or attenu-
ation. Reversing the effect of these attenuations at treweicccomes with a cost in BER
performance for many reasons. One of these reasons is tlegfenpchannel estimation,
but more importantly is the noise amplification especiatlyhe frequency bands with
high attenuation. This observation has been tested asfithe preparation for this work
using simulations.

The process of directly reversing the gains at each frequisnzalled frequency do-
main equalization using a zero forcing equalizer. If the MM&jualizer is used instead
of the zero forcing equalizer, the BER performance is sightproved but both of these
techniques are considered as linear equalizers and careagygoutperformed by non-
linear equalizers such as the DFE.

As the DFE works strictly in the time domain, therefore, thgpualizer cannot be
used with OFDM unless the signal is transformed back to the iomain. In this case,
the best option is to work in the time domain with the DFE antdhaving to suffer the
disadvantages of the OFDM system.

To perform a successful OFDM DNF PLNC system, the relay perfoa symbol by
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Figure 4.11: Simulated BER performances of the proposedPOSE and the pre-
filtering method for = 0 %, 3%, 6% and 10%.

symbol maximum likelihood detection to determine the syleb®he resulting detector
is called a maximum likelihood detector (MLD). Using the DIdFthe relay with MLD
was first proposed by T. Koike-Akino et al. [93, 94]. This apgech was implemented to
OFDM-PLNC systems by B.Jebur and C.Tsimenidis [95].

For the simulations of the BER performance of the OFDM systecket size of 1024
is used with 25% cyclic prefix using the same frequency sekechannels. Then FDE is
is implemented at both end nodes using the linear MMSE method

Figure (4.12) shows the simulated E2E BER performance feisifstem compared to
the proposed OC-PLNC system. The performance of the PLNGAIGNA is also shown
as a benchmark.

Inspecting this figure gives a clear view of the advantagaeproposed time domain
OC-PLNC system in terms of performance. This comes alsafrdee known drawbacks
of the OFDM system.

Both of the two systems under consideration are free of esitom errors if the chan-

nels are assumed to be unchanged for the duration of onetpeakemission.
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Figure 4.12: Simulated E2E BER performances of the OFDM-@lg)istem, OC-PLNC
system and PLNC in AWGN.

4.6.6 Comparison with AF-DFE

This section provides a comparison between the proposeBIONE system and the AF-
PLNC system proposed in the previous chapter.

In terms of complexity, both of the proposed methods havewadnd acceptable
complexity because the DFEs used in the design are not fandéte linear equalizers.
The difference in the design is the placement of these DREthe proposed AF PLNC,
the DFEs are placed at the end nodes leaving the relay freedny calculation and this
leads to efficient power consumption at the relay. On therdtaed, the proposed OC
DNF PLNC in this chapter has DFEs in all nodes to obtain a bBf#R performance. As
a result of the low complexity, the cost will be also low bu¢ tBC DNF PLNC system
still requires an antenna array of 4 elements.

The following parameters are used in the simulation of theFRREIC system perfor-
mance.f; = 30, 6, = 140 and N, = 4. Although the OC PLNC uses 4 DFEs instead
of 2, yet the lengths are different than those of the AF PLNG; = 256, A = 181 and
Nrp = 19 are used with the OC PLNC system comparedig- = 1024, A = 768 and
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Nrp = 32 in the AF case. These numbers clearly prefer the OC PLNC systéerms
of complexity of the DFE design but there is also the calcoihet of the OC.

Figure (4.13) shows the Simulated BER performance of thegeed OC DNF PLNC
system measured at end nodes 1 and 2 with channels A and B arsdte fdownlink

respectively.
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Figure 4.13: Simulated BER for AF-DFE and OC in PLNC systerthwhannels A and
B in the downlink.

From that figure, it is clear that in both cases the perforreasdetter than that of
the AF PLNC which is also shown in the same figure. The AF PLNE th@ same
performance at both end nodes because it uses the same DieSahbdes and therefore
only one BER curve is drawn.

As mentioned before, the performance of the OC PLNC systemaires the same un-
der the assumption that the channel is unchanged duringamkeptransmission. On the
other hand, the AF PLNC system does suffer some degradakien thhe average percent-
age change in the channel is high. Figure (4.14) shows tigsadation in performance

compared to the original performances of both the systerdsrnuonsideration.

89



4.6 Simulation Results and Discussion

5 -—-0C E2E
-+—AFE2Er=0

-v- AFE2Er=20

10 0 2 4 6 8 10 12 14 16

SNR (dB)

)]

Figure 4.14: Simulated BER for OC-PLNC and AF-DFE systentb wi= 0 and 20.

4.6.7 Application in Underwater Acoustic Communications

Underwater acoustic channels are known to be frequencygtsae To successfully im-
plement a PLNC system, the proposed method in this chapiitied with OC vectors
at the relay and DFEs in the relay and end nodes. Two undaralzenels measured in
the North Sea are used in the simulations. With the selecidhese channels, the pa-
rameter values for the DFE design can be set starting idith- 29 andL; = 49. These
are the lengths of the practically measured underwatermeisnin this casé&Vyr > L,
where L = max(Ly, Ls). Npr was selected to be 256 taps. For selectyg; and A,
the inequalityA + Ny < Nrr+ L, must be satisfied. TheN g is chosen to be 22 taps
andA = 170.

Figure 4.15 shows the simulated BER performance of the water acoustic system
compared to the BER performance of the first underwater afaalone forf; = 45,
Ay = 135andN = 4.

Inspecting this figure shows that once again, the performahthe overall system is
very close to that of a single hop performance of one of thewhls alone which is the

best achievable performance when DFEs are used.
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Figure 4.15: Simulated BER for OC-PLNC and single channeluftderwater acoustic
application.

4.7 Chapter Summary

This chapter contains a brief description of antenna araagsthe different applications
of beam forming techniques. Two selected combining methaete selected for study,
namely the optimum combining and null steering techniquesoth cases, a structure
was proposed to enable the application of DNF PLNC systenfeequency selective
environments with the use of an antenna array.

Different working conditions require different design apgches. Therefore, the pro-
posed method in this chapter is different than the previtiapter. Here the focus is on
the BER efficiency which is achieved through changing thayialy method from AF to
DNF. This posed new challenges that required a new soluti@nincluded the use of an
antenna array and a combining method.

Through various pattern diagrams and Monte Carlo simulatid is concluded that
the OC method is better suited for the system than null stgeri

Comparing OC PLNC with the existing pre-filtering methodemts of performance

reveals that the proposed method has better performanceisidchieved while relaxing
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some of the conditions of the pre-filtering technique likéneguiring a feedback channel
to exchange channel information between end nodes.

This method is also compared to the OFDM PLNC system and skoperior BER
performance while not having the well known problems the OF&ystem.

The proposed method has also shown more resilience to dheimaeges between
packets over all the other methods discussed in this cheybiiée maintaining better per-
formance and low complexity at the expense of using one 4aiéantenna array.

In this method, the higher order modulation can be easilg usthout modifying the
rest of the system. Also, coding can be simply introducedgiany of the existing coding

methods to increase the reliability.
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Chapter 5

Maximum Likelihood Decision
Feedback Equalizer for Fast

Implementation of PLNC Systems
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5.1 Introduction

As discussed before, when frequency selective fading @aane present, the application
of a PLNC system is not straight forward. Therefore, somd kinequalization is always
needed.

Linear equalizers can be easily used with OFDM systems famgse but with inferior
BER performance to other methods. On the other hand, morgleammethods like the
maximum likelihood detector (MLSD) have a high computasiocomplexity that grows
exponentially with the channel length not to mention therfheeded to make these
methods apply to the PLNC case.

For these reasons, the DFE was the equalizer of choice inréveops chapters. The
issue of equalization doesnt end there and there is alwage$pr improvement. For ex-
ample, the design of the DFE itself can be improved. One wagpthat is by using a soft
decision device on the feedback filter and a hard decisioth&®output alongside a norm
constraint on the feedback filter to reduce the effect of thektvard error propagation
[96].

In this chapter, the problem of implementing a functionaNELsystem in frequency
selective channels is addressed in a different way. The delposed by the other meth-
ods including linear equalization is to be eliminated. Tisislone while achieving a
computational complexity which is lower than that of theyioeisly proposed methods.

The combination of low complexity and zero delay makes tlugeh proposed ap-
proach a very powerful tool not only in PLNC systems but atsonany other potential
applications.

Lower complexity over DFE means not only cost effectiveriegslso leads to a very
fast implementation. DFEs tend to have longer FF filters doger and more selective
channels. This makes the proposed equalizer a very impontaelty as it totally elimi-
nates this filter and all the delay that comes with it. Thisasanly true for the DFE but
also for the less effective linear equalizers which solely on the FF filter.

These new properties are achieved by introducing a new igqtiah procedure that
uses a symbol by symbol maximum likelihood detector and glsii@edback filter.

The derivation of the new design depends on the estimataethehaoefficients and
is explained in detail in this chapter. The application a$ tiew method in an AF PLNC
structure is discussed and simulated alongside the one REBER bound and compared

with the previously proposed AF DFE for PLNC systems.
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The new method is also applied to the DNF multi-antenna siraand adjusted to
work with a single antenna for more cost reduction. The éféée@rror propagation is
shown through simulation and the theoretical BER is derfeedhe case of correct feed-
back with no error propagation. These new configurationanepared to the OFDM

PLNC system in terms of BER performance.

5.2 Problem Description

The main problem to be solved in this thesis is to implemenic@eassful PLNC system
when the channels are frequency selective. In this chapteiis done by exploring some
other equalization options that fit with the needs of the PLdy§tem. The solution must
have the following qualities or most of them.

The solution must be cost effective and this can be achidvedigh a low complex-
ity design avoiding iterative methods or computational dading techniques like the
MLSD.

The system must also be compatible with all network confignma with little effect
of the channel changes on the resulting performance. Afilfgeng designs have some
extra limitations and requirements, they will be avoidedhis work. These limitations
include that both end nodes require knowledge of the opgasid node’s channel coeffi-
cients. In this chapter, all the proposed systems do nobretize channel estimation done
in the previous transmission cycle. This enables the retalerio be in the star network
formation for example or for it to be shared by more than oneqiand nodes.

To have a better BER performance, the work is restrictedrie iomain equalization.
This enables the use of non-linear techniques rather tr@REHE which is restricted to
linear equalization methods. By doing this, the problem®©&DM systems are also
avoided and no cyclic prefix overhead is required.

Another feature of the solution is that this reduced complexethod is also applica-
ble to higher order modulation schemes and works with botlaAdFDNF techniques.

Finally, the proposed methods do not introduce a delay wisictevitable in all other

types of filter-based equalizers whether they are lineaoarlmear.
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5.3 Maximum Likelihood Detector for DNF PLNC Sys-

tems

In this section, the symbol by symbol maximum likelihoodet#dr (MLD) is discussed
because it will be an essential building block in the comiegti®ns.

The MLD is considered optimum because it minimizes the poditaof error. When
the additive noise is Gaussian, the MLD calculates the Heah distance between the
received symbol and all the possible symbol mappings thiestsehe minimum value.

The use of the MLD to perform DFN in a two way relay network PLE{Stem was
first proposed in 2008 by T. Koike-Akino et al. [93, 94] whehey propose a method
to design and optimize the constellations to be used in PL)&iems with flat fading
channels. This DNF method is time domain based and theréf@sen line with the
work in this thesis. The method was further applied to OFDBtems by B. Jebur and C.
Tsimenidis [95].

5.3.1 Uplink Phase

In the uplink phase, the signals are modulated and traresnftom both end nodes
through two single tap flat fading channels represented loyswalar numbers, namely
h, andhs,.

Let M denote the constellation mapper of a QPSK modulator. Letrmesmitted
signals from nodes 1 and 2 be ands, respectively. Then the transmitted signals from
these nodes can be writtenas= M(s;) andz, = M(s,). These are single symbol
data signals in general and contain 2 binary bits for QPSke MlapperM uses Gray
mapping with unity energy.

Then the received signal at the relay can be written as

Yr = his1 + hasy + wy, (5.1)

wherew, is the AWGN at the relay node with varianeg.

5.3.2 DNF at the Relay

At the relay, the received signgl. is de-noised to a quantised version by using a

constellation mappet1 and a de-noising mappér This is done by using the maximum
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likelihood joint detection.

For simplicity, the constellation mappgv! is assumed to be the same constellation
used for QPSK. This does not have to be the case and a moreabapproach to the
constellation design can be found in [94].

The maximum likelihood estimates can be written as

2
(81,8,) = argmin : (5.2)

(51,52)€EZg XLy

b= (M) + R M(52))

where the integer sét, = { 1, 2, 3, 4 } ands; ands$, are the estimates of and s,
respectively. The network coded symbol to be transmitte calculated from these
estimates using the de-noising m@p The transmitted symbol can be written as=
C(51, 52). The de-noised symbol can then be calculated using thealtaiigin mapper,
e .z, = M(s,).

5.3.3 Downlink Phase

In this phase, the de-noised symbol is broadcasted to bothates. As both end nodes
use the same procedure, we can consider only node 1.

For simplicity and without loss of generality, the single f&at fading channel in the
downlink phase:; is assumed to be unchanged. Then the received symbol at rede 1

be written as

Y1 = hizy +wy, (5.3)

wherew; is the AWGN at node 1.
Then, node 1 can use the knowledge of the sent symptd estimate the desired

symbols, as follows

S9 = argmin
S1€2L4

y — M <C(51, 5)) F : (5.4)

Similarly, node 2 can use the same method to estimate theedesymbol using its

knowledge of the transmitted symbal
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5.4 MLDF Equalizer

In this section, the basic idea of the maximum likelihoodisiea feedback equalizer
(MLDF) is discussed in a point to point scenario. This ide&uisher extended to the
PLNC system with AF and DNF relaying methods.

The unwanted ISI depends on the multipath channel coeftsi®md the previously
transmitted symbols. If the exact values of the previousiygmitted symbols were
known at the receiver, then they could be used to cancel thesksiming we have perfect
channel estimation. While this is not the case, the estonatf the previous symbols can
be used instead.

In the case of the DFE, the design makes use of these estigyatdubls for equaliza-
tion alongside the received observations. This is the aea of the DFE which makes
it different and more efficient than linear equalizers. Thsumption that the estimated
symbols are correct is essential to the derivation of the RR& influences the design
equations and performance. The only way to take the effethade estimations into
account is by using a feedback filter.

A similar approach is used in the proposed MLDF equalizeribw different way.
The DFE depends basically on the feed forward filter to do dhegf equalization and
only uses the previous estimates to fine tune the resultgrgasirom the feed forward
filter.

In the proposed design, the feed forward filter is removesteld, the estimates are

directly involved in attempting to eliminate the ISI.

5.4.1 Motivation and Advantages

Increasing interest in communication technology makesglkdging less complex systems
more demanded [97]. In this context, the new proposed démgriwo main objectives.
First, the design of the DFE is to be simplified. This does mby mmean that the feed for-
ward filter is lifted, but also the design equations are maapler which leads to lower
computational complexity and eventually a fast implemgotemethod. The second ob-
jective is to remove the potential delay that can be causdatidogonventional DFE and
linear equalizers.

Every signal passing through an FIR filter will inevitablyffen from a delay which is
imposed by that filter. This delay is due to the very structirthe FIR filter itself and is

usually equal to half the filter length or even more. In the @F8&ystem for example, the
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delay is more than the filter length. This is because thevecéas to wait for the whole
data frame to arrive before the receiver can start to pertber=FT not to mention the
added cyclic prefix.

As both the linear equalizer and the DFE have a feed forwded,fihen they will only
result in a delayed output signal.

Achieving low delay is important by itself in some applicats like real-time speech
communication system but this is not the only motive for saobquirement. An equalizer
with a delay can also prevent some types of designs in the @aB&NC as will be

discussed in this chapter.

5.4.2 Derivation of the MLDF Design Equations

The section provides the derivation of the design equafmrs single hop MLDF equal-
izer. This design will be extended to the case of two usersHhMC scenario in Section
(5.6.1).

Consider a single communication channel represented bgranethvectoh. When a
signals passes through this channel, the received sigfiglat timek will be

Ly—1

y(k) =h(0)s(k) + Y h(m)s(k —m) + w(k), (5.5)

m=1
wherew is the AWGN andL,, is the channel length.
Then atk = 0 there will be no ISI as;(0) is the first transmitted symbol and is not

preceded by other symbols and the equation becomes

y(0) = h(0)s(0) + w(0). (5.6)

This symbol can be estimated in a straight forward fashiamguthe MLD provided that
the channel coefficiedi(0) is known and the estimated symbol can be found using equa-

tion (5.4) as follows

5(0) = argmin|y(0) — h(0)M (s0)|*. (5.7)

S0€EZy

Attime k = 1, the received signal in equation (5.5) becomes

y(1) =h(0)s(1) + h(1)s(0) + w(1). (5.8)
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5.4 MLDF Equalizer

In the last equation, we can substitute the known channéficieats and replace(0)
by the previously estimated vali€0). Doing this leaves us with only; which can be
estimated by the MLD.

Following the same method, the second estimated symbohiexo

§(1) = argmin|y(1) — h(1)3(0) — h(0) M ((so)|* . (5.9)

S0EZy
The same procedure can be used for all the following symlholgeneral, fork = [ and

[ < Ly, equation (5.5) becomes

-1
y(1) =h(0)s(1) + Y h(m)s(l —m) +w(l). (5.10)

Fork = [ andl > L, the second term takes the full length of the number of chaaps

excluding the first coefficient. In this case, equation (b&jomes

Ly—1

y(1) =h(0)s(1) + > h(m)s(l —m) + w(l). (5.11)

m=1
Examining the last equation shows that orly — 1 previous symbols are involved in
finding (1) no matter how many symbols have preceded it. Using the MLDstionate

5(1) in the same way as before leads to

2

5(1) = arger;in y(l) — z_: h(m)s(l —m) —h(0)M(so)| . (5.12)

In this equation, the unknown previous symbols have bedageg by the corresponding
estimates.

To implement this idea, the ISI term in equation (5.12) hasdhme structure of a
linear FIR filter but starting fronh(1) instead ofh(0).

Define H,,;, as the FIR filter with coefficient§ h(1), h(2), ..., h(L, — 1) }. This
filter can generate the Desired ISI term ideally with the éxatues of the previous sym-
bols but instead will be replaced by the corresponding egés This is translated to a
feedback filter with the decisions as its inputs.

According to equation (5.12), the output of thg,, filter is to be subtracted from the
received observations before the MLD stage. The block dragyf the resulting equalizer

is shown in figure (5.1).
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5.4 MLDF Equalizer

Hyrr, D S—

y(k)
—»@—» MLD >
+

Figure 5.1: Block digram of the proposed MLDF equalizer.

As this figure shows, the equalizer is easy to implement niyt loecause it contains
a simple FIR filter but more importantly, the coefficients loistfilter are taken directly
from the estimated channel coefficients and plugged in ekafithe first coefficient. This

process removes the matrix inversions required in bothitleat and DFE equalizers.

Table 5.1: Signals at different stages of the MLDF.

k| s(k) y(k) s(k) MLD input
01 s(0) h(0)s(0) 5(0) y(k)
1| s(1) h(0)s(1) + h(1)s(0) 5(1) y(k) —h(1)s(0)

U] s() | h(0)s(D) + X250 h(m)s( —m) | 3(1) | y(k) = 32,0, h(m)3(l — m)

Table (5.1) further illustrates how this method works. Thied column of the table
represents the received signal at timmealculated using equation (5.5), while the last
column is the input to the MLD. From the last column itis claaw the previous symbols
from the preceding rows are being used.

The MLDF equalizer must not be confused for a regular infimteulse response
(IIR) filter. Rather, it is a non-linear device due to the éxee of the non-linear MLD at

the output.
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5.5 AF System Model

The feedback signals of the MLDF agék) € M(sy), wheres, is the input to the
MLD. These output symbols are bounded by definition for amstellationM including

the QPSK under consideration.

5.5 AF System Model

The first step that comes to mind is using the MLDF equalizénénAF relaying method.
When the relay node is to be designed with minimal complettigy best choice is the AF
relaying method. This technique eliminates all computatidequirements at the relay
and exports them to the end nodes. This can be essential magplications like wireless
sensor networks in which the relay node has limited powertendware resources.

When both the relay and the end nodes require very low corpoéh complexity,
then a system that uses AF relaying with MLDF equalizers caetrthis requirement and
still have better performance than linear equalizers.

The system model can be described as follows.

5.5.1 Uplink Phase

In the first time interval, the end nodes send the data paoetssented by vectoasand
b. These packets are convolved with the corresponding changgesented by vectors
h, andhs,.

Assuming perfect channel estimation and fixed channel dwire packet transmis-

sion, then the received signglk) at timek can be written as

+ 3 hy(m)b(k —m) + w, (k) (5.13)
whereuw, is the uplink noise.

Here we are assuming that both end nodes only have accessit@wn channel

coefficients without the need for the opposite channel médion.
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5.5 AF System Model

5.5.2 Downlink phase

In the AF scheme, the signal is multiplied by a gaif)- and forwarded back to the end
nodes.
Let r; be the received signal at node 1. This signal can be writteompact matrix

form as described in chapter 3 to be

r1 = garHpa + gapHipob + garH W, + Wy, (5.14)

whereH, is the convolutional matrix of channel 1 such thhtw, = w, * h; andH;; =
h; x h; & H;» = hy * hy, are constructed similarly.
The same approach used in chapter 3 can be used and the kagcardiof the pro-

posed system is shown in figure (5.2).

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,

Packet | Qpsk _\(_, hy

b mod Relay

********** Node2
. Nodel —Fma.
! | hy«hy [
| 3 MLDF1 [— !

Relay_\( |
'~ Node 2
1 | FIR b
| . | hy xhy [T |
e — T
(+)~ MLDF2 — |

Figure 5.2: Proposed amplify and forward scheme.

The design of both MLDF1 and MLDF2 is the same as the desigerithes! in Section
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5.6 MLDF for DNF PLNC Systems

(5.4) by replacing: with h; * h,.

5.6 MLDF for DNF PLNC Systems

In this section, the application of the MLDF in a DNF PLNC s®mtis discussed. This
approach is an attempt to construct lower complexity systespecially at the end nodes
while achieving the best possible BER performance as DNEeBsin general outper-
form their AF counterparts.

There are basically two ways to perform this, namely singlterana systems and
multi-antenna systems.

The single antenna system offers extra cost effectivemesddition to the simplicity
of the relay node as no combining method is required. Monetke DFE system in the
previous chapter has only been applied with multi-antennas

On the other hand, multiple antenna systems can achieve beitdr performance,
simple design and a relatively low complexity at the expesfssdding an antenna array

with only 4 elements.

5.6.1 Single Antenna Systems

To take the idea of the single hop MLDF one step further, alsiM)_.DF that is able to
estimate the PLNC symbols at the relay is proposed here.i§ hhieved with only one
antenna and therefore, the relay receives only one sigiia aput.

The same notations used in this thesis will be used here.Xeonge,h; andh, are
used for the channel vectors with lengthsand L,, w for the noise vector ang for

the QPSK mapping.

5.6.1.1 Uplink Phase

Consider a typical PLNC system in a frequency selectiverenment. As there will be
no pre-processing at the start of the transmission likefifiezing for example, then the
uplink phase will be the same as discussed in previous aisapitethis phase, an overhead
is added from both end nodes to perform channel estimatitireatlay.

The received signal at the relay will be the same as in equéiid 3).
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5.6 MLDF for DNF PLNC Systems

5.6.1.2 Relay Operation

As in the MLDF, the equalizer design is derived by lookingret teceived symbol values
at each time: as follows.

Attime & = 0 the symbols:(0) andb(0) arrive from nodes 1 and 2 respectively. These
symbols are not preceded by ISI and the received signal atkgaccording to equation
(5.13) will be

yr(0) = h1(0)a(0) + h3(0)b(0) 4 w,(0). (5.15)

At this stage, the problem can be solved by a simple maximketiHood joint detec-
tion (MLJD).

The ML estimates can be found as follows

(a(0),b(0)) = argmin th)—(mﬂnﬂﬂa)+hx®AA@g>r, (5.16)

(Sl,SQ)GZ4 X7y

where the estimateg0) andb(0) are jointly detected.

Attime k£ = 1, the received signal becomes

yr(1) = hi(0)a(1) + hi(1)a(0) + ha(0)b(1) + ha(1)b(0) + w,(1). (5.17)

Following the same idea in this chapter, the previous vaiuwes end nodes namely(0)
andb(0) are replaced by the estimates from the previous &tépandb(0) respectively.
This leaves us with only two unknown values namelyt) andb(1). These two values

can be estimated using the MLJD as before which leads to

(a(1),b(1)) = argmin |y,(0) — hy(1)a(0) — hy(1)b(0)
(81,82)EZa X7y (518)

— (B ()M (s1) + Ba(0)M(s)) |

The same procedure can be used for the upcoming symbols.

For k = [, the received symbal. (/) becomes
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5.6 MLDF for DNF PLNC Systems

Li—1 La—1 (5.19)
+ ) hy(m)a(l = m) + > ha(m)b(l — m) + w,(1).

Using the MLJD to estimaté(/) andb({) in the same way as before leads to

Li1—1
(a(1),b(1)) = argmin |y,(0) = Y hy(m)a(l — m)
(51,52)€Z4xZs me1
Lo—1

= D ha(m)b(t = m) = (a0 M(s) + ha(0)M(s2))

(5.20)

2

In this equation, the unknown previous symbols have bedacgeg by the corresponding
estimated symbols. Also, at any point in time, the summatiomolve only a limited
number of terms corresponding to the channel lengthand L.

The two ISI terms can be removed in the same way as in the MLDEmtime with
two FIR filters with the inputs being the two estimated synsbol

DefineH ;1 andH ;- as the FIR filters with coefficientsh; (1), hy(2), ..., hy(L;—
1) } and{ hy(1), hy(2), ..., hy(Ly — 1) } respectively.

According to equation (5.20), the outputs of these filteestarbe subtracted from the
received observations before the MLD stage. The block draguf the resulting relay is

shown in figure (5.3).

After performing the filtering and MLJD the rest is straigbtward. The two es-
timated symbols are added and broadcasted back to the emd.n@®Yy decoding the
symbols with the MLJD, the relay is performing a DNF opematio

5.6.1.3 Downlink Phase

In this phase, the signals will once again suffer the effé¢he channels after they are
broadcasted by the relay node.

At this point, the end nodes have a wide choice of equalizechibose from and are
not restricted to the MLDF. This means that the core opeanaifdghe single antenna DNF
PLNC system is performed at the relay.

For better performance, the DFE offers a reasonable comtplext the linear and
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5.6 MLDF for DNF PLNC Systems

Hyrra D —

a(k)
\ B >
+
y(k) —»@—» MLJD
A >
b(k)

Hhyrro D —

Figure 5.3: Block diagram of the relay for the single antekhhaD-PLCN system.

MLDF equalizers are also possible.
After a simple one hop equalizer, the sent packet is suletlact extract the desired

packet similar to the normal PLNC system.

5.6.2 Theoretical BER Performance of the Single Antenna Syesm

In this section, the theoretical BER performance of thelsiagtenna DNF MLDF system
is derived assuming correct feedback symbols.

With the existence of feedback error this formula serveslawer bound for the BER
performance.

Let s; ands, be the two sent symbols from nodes 1 and 2 respectively. TreeBER

at the relayP,;,,, can be written as [98]

Lo
y pr— —_— prm— pr—
Prela 5 [P(S = 1‘81 D sy = 0) (5 21)

+P(§ = 0‘81 @D sy = 1)]

When the symbols reach the relay, the effective channeficimeits will only beh;(0)
andh,(0) assuming correct feedback from the two filters in the relay.

For simplicity and without loss of generality, it is assuntadt |h; (0)| > |hy(0)].
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5.6 MLDF for DNF PLNC Systems

Then the BER at the relay can be formulated as

1
Z[P(yr € Doy U Dygl(s1, 52) = (0,0))

+P(y, € Doo U D11|(s1,52) = (0,1))

Prelay =

(5.22)
+P(yr € Doo U D11[(s1, 52) = (1,0))

+P(y, € Do U Dygl(s1,82) = (1,1))].

whereD; ; is the decision region for symbao(s, j) andi, j € { 1, 2 }. Due to symmetry,

this can be written as

1
Prelay - Q(PX + PY), (523)
where
Px = P[yr c DOO U D11|(81, 52) = (0, 1)], (524)
and
Py = P[yr € D01 U D10|(51, 82) = (0, 0)] (525)

When the phase shift betwetn(0) andh,(0) is zero, then this leads to [98]

(5.26)
1 2h 2
+—/ exp i (0)) dy,
T Jo 202 sin? ¢
and
1 2
T sm
0 f (5.27)
2h
202 sin?
Substituting the last two equations in equation (5.23)ddad
P —l/gex _M d (5.28)
relay = o 0 P 202 sin? o 7 '

This last equation can be written in terms of thdunction as
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5.6 MLDF for DNF PLNC Systems

Prawy = Q2 (529
where
A1 x?
Qx) = ;/0 exp |:_2Sin2 90} dep. (5.30)

The last two equations will be verified when compared withdimeulated BER per-

formance in the results section.

5.6.3 Multi-Antenna Systems

In this section, the idea of using the MLDF is used with a matttenna array to increase
the performance. This is done in the same fashion as with Etey2t it is not necessary
in the case of MLFD to achieve a functional system. This méhaschoosing a single
antenna or an antenna array is up to the designer to decidmdieg on the cost and
required BER performance.

As discussed in the previous chapter, the OC method is theadetf choice with an
array of only 4 elements.

For the system model, a typical two way relay network is cdexgd with single
antenna end nodes and a relay with an antenna array. Thenardey consists oV,
elements with a constant distan¢eetween them. Therefore, the received signals at the
antenna array will arrive at different time instants. Thidranslated to a constant phase
shift between the elements and its value depends on the DOA.

The downlink phase will be the same as the DNF systems desidodéfore. Therefore

only the uplink and relay operation will be discussed in tbgtrsubsections.

5.6.3.1 Uplink Phase

Consider two end nodes sending signélg) andb(k) with propagation vector/; and
U,. At the relay, the received vector corresponding to the dinst second signals will be

denoted as\ (k) andB(k) respectively. These vectors can be written as
A(k) = Uja(k), (5.31)

and

B(k) = Usb(k). (5.32)
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5.6 MLDF for DNF PLNC Systems

At the relay, each element in the vectAr(k) suffers from the effect of the multi-tap
multipath channeh; resulting in a convolution between the vectarandh; multiplied
by the corresponding element bf;. This changes the value of each elemenaifk)
over timek and the resulting vector is denotedA4%). The same is true for the vector
B(k) regarding its corresponding chanigland the resulting vector is denotedBigk).

Then the received vector becomes

Y (k) = A'(k) + B'(k) + W(k), (5.33)

whereW (k) is the independent AWGN vector.

5.6.3.2 Relay Operation

Atthe relay, the OC method explained in chapter 4 is usednmaination with the MLDF-.
The overall antenna array MLDF PLNC system is shown in figaré)(

Nodealéj B

! MLDF1
XOR —~
Node2:
MLDF2 -

CY

Relayi , Nodel a
1 + A
ho v )@— a

Node2 b

Figure 5.4: Block digram of the proposed muti-antenna MLIMNE system.
To find the first combining vectov, the following equation derived in the previous

chapter is used

Vl - RnnlilUla (534)
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where

Similarly, V, can be calculated using the following equation

Vy = Rpna Uy, (5.36)

where

Because the antenna array has only 4 elements, the equédrofisding V; and V,
involve only a small matrix inversion of the same size.

At this point, the only thing left is to remove the ISI from éeseparate channel using
the MLDF described in Section (5.4).

The two estimates are then added and broadcasted to bothoeled as shown in

figure (5.4).

5.7 OFDM with ML in PLNC Systems

In this section, the OFDM applied to DNF PLNC systems is dised for comparison.
The OFDM is used as a solution to the problem of frequencycteéechannels. This is
due to the fact that the each sub-band in the frequency dameammes flat. The method
of equalization is called frequency domain equalizationisTnethod is limited to linear
equalization and therefore, has limited BER performaneepared to the more complex
time domain methods.

Figure (5.5) shows the block diagram of a basic point to pOiRDM system.

This system requires the addition of a cyclic prefix overhtedtie transmitted packet.
Also, other blocks that may be added for CFO correction orfRAdluction are not shown
in the figure for simplicity.

For a PLNC system, the OFDM signals from both end nodes arsiqdily added
at the relay node. Although these two signals pass throuffgreit channels, yet the
problem is transformed in the frequency domain into the l@mbof two single symbols

multiplied by two single taps or values for each frequenaydo@ herefore, the MLD can
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Figure 5.5: Block digram of the point to point OFDM system.

be directly applied at the relay to each frequency band. Gdmsbe done after performing

the FFT in the previous figure by replacing the FDE block witlzD.

5.8 Simulation Results

In this section, the simulation results are illustrated tfog various proposed systems,
comparisons are made and these results are discussed. dé€skpan channel A (Ch.102)
is used plus the extended pedestrian channel A proposedbtyntecommunication in-
dustries [99].

Table 3.1 shows the channel profile for the extended pedasthannel A.

Assuming the system frequency is 20 MHz, the arrival times rasrmalized and
rounded up to the closest integer with a sampling time of 44 ns

The BER performance is chosen as the metric for comparisothensimulations are
performed for the different PLNC systems using the Montd@arethod.

The section provides a verification of the performance ofpgheposed single hop
MLDF equalizer. The performance of the proposed AF MLDF eysis also shown and
both of these cases are compared to the corresponding DErsys

The theoretical performance of the joint single antenna DIWIDF is drawn and
compared with the simulated BER performance when the dosygubols are fed back.
Moreover, the actual BER performance of this system is sabedland compared with the
DNF OFDM system.
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Table 5.2: Extended pedestrian channel A Profile.

Extended pedestrian channel A

Path/ | PowerP, (dB) | Delay7; (uS)
1 0.0 0.0
2 -1 0.03
3 -2 0.07
4 -3 0.09
5 -8 0.11
6 -17.2 0.19
7 -20.8 0.41

Finally, the performance of the multi-antenna DNF MLDF fbetPLNC scenario is
shown and compared to both the AF MLDF and the DNF DFE systems.

5.8.1 BER Performance of the MLDF vs DFE

The simulation results are started with the simple case ioigdeshop transmission. Figure
(5.6) shows the performances of the proposed MLDF equat@ewpared to the efficient
DFE when channels A and EPA are used.

For these simulations, the following values were used= 10 and L, = 10 for the
MLDF. For the DFE, the parameters wekg » = 64, Npg = 4 andA = 40.

From this figure, it is clear that the DFE has better perfomeanThe amount of
degradation in the BER depends on the selection of the cheaand this is clear from
the figure as the difference between the two equalizersasewhen the channel was
changed from ITU A to channel EPA.

The difference between the MLDF and the DFE can be thoughs ¢ difference
between the zero forcing and the linear MMSE equalizers.s Thin a sense that the
MMSE takes into account the noise level. While this is donevioid the noise amplifi-
cation in the MMSE, both the DFE and the MLDF suffer from theoefeedback. As the
DFE depends on the FF filter, its FB filter can be shorter angkfbee is less sensitive to

this effect.
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Figure 5.6: BER Performances of the single hop MLDF and DREaBzgrs.

5.8.2 BER Performance of the Proposed AF MLDF System

To simulate the performance of the AF MLDF system, the filize at the end node is set
to 18 taps corresponding to the convolution of the two chisnsed excluding the first as
described earlier.

Figure (5.7) shows the simulated E2E BER of a PLNC systengusiea AF MLDF
method alongside the hop MLDF as a benchmark. The figure shodegradation of
about 4 dB at BER 2073,

This result is sensitive to the choice of channels. The figuse indicates that the
system'’s performance is greatly enhanced for higher SNRsasichilar to a typical non-

linear DFE equalizer.
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Figure 5.7: Performances of the AF MLDF and one hop MLDF syiste

5.8.3 Comparison of E2E Performances of the AF MLDF and AF
DFE Systems

To perform the simulation for the AF DFE, the length of theaard filter is increase to
128 taps as opposed to 64 in the single hop for better regudts, the feedback filter has
4 taps and\ = 80, while the end node MLDF has only 18 taps.

For both AF PLNC systems using the DFE and the MLDF, the ITUhcledA is used
for the downlink phase and the resulting performances aresin figure (5.8).

From the previous figure, it is clear that only a small degtiadahas occurred for
replacing the equalization scheme. In return, the new Bysiges a single and much
smaller filter at the end node. Moreover, the design of thisrfis found directly from the
channel estimation of the channels and no complicated xriatrérsion is required.

Also both these AF schemes do not perform any calculatiotieeatlay node.
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Figure 5.8: E2E performances of the AF MLDF and AF DFE systems

5.8.4 Performance of Single Antenna DNF MLDF with and withou

Correct Feedback

Here, the simulated performance of the single antenna DNPMIs presented. Both
filters used in the relay are small in size and easy to design.
Figure (5.9) shows the performance of a PLNC system at tlag when this method

is applied first with the correct symbols being fed back amathith the actual decisions.

The figure shows how sensitive this method is to the feedbaok as there is a big
difference between the two curves. This is because thermsvarteedback filters instead
of one. This also means that there is room for improving tehinique. For example, if
coding is used to reduce this feedback error, then the dedfatt of coding is expected

to be further enhanced.
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Figure 5.9: Performance of single antenna DNF MLDF with arntheut correct feed-
back.

5.8.5 Theoretical Performance of Single Antenna DNF MLDF

For a PLNC system using a single antenna at the relay andiagglye DNF MLDF
method, the main problem is the feedback error. Withoutehisr, the system theoreti-
cally matches that of the single tap flat fading channel syste

Figure (5.10) illustrates how this match is achieved by $atmg the DNF MLDF
with correct symbol feedback and comparing the performdaache theoretical BER
derived in Section (5.6.2) at the relay using the values effitst tap of both channels
h; (0) = 0.9431 andhy,(0) = 0.6348.

The figure shows that the simulated performance closelylmeatihe theoretical BER.

5.8.6 Performance of the Single Antenna MLDF vs OFDM

In this section, the single antenna MLDF is compared with@#bM PLNC system
through simulation. The same design is kept for the MLDF. #fer OFDM system,
a packet size of 1024 is used with 25% cyclic prefix and the siaewgiency selective
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Figure 5.10: Theoretical performances of single antennd& DNLDF and correct FB
MLDF at the relay.

channels used before are used here for both systems.

Figure (5.11) shows the E2E performances of both theseragstiérom this figure it
is clear that both systems have close performances with tHeRWloing better when the
SNR is higher than 15 dB.

The DNF MLDF is highly simple compared to other methods, us®g one antenna
and cost effective while maintaining better performanantbther techniques that use

linear equalization especially for high SNR.

5.8.7 Performance of Multi-Antenna DNF MLDF Compared to the
DNF DFE System

The DNF MLDF is considered with an antenna array of 4 eleméuh the MLDF and
the DFE PLNC systems are simulated with DOA#pf= 50 andf, = 160. As discussed
before, the OC method is used for the combining channel Alecsa for the downlink

phase in both cases.
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Figure 5.11: Performances of the single antenna MLDF an@#@M systems.

Figure (5.12) illustrates the performances of these system
From this figure it is clear that the two systems have tighlihge performances and
therefore, the use of the proposed MLDF is highly justifiedduese of its low computa-

tional complexity.

5.8.8 Performance of Multi-Antenna DNF MLDF Compared to the
AF MLDF System

For the sake of comparison, both the AF and DNF systems usingfvare shown in
figure (5.13).
From this figure it is clear that the DNF outperforms the AF moet and therefore,

using the multi-antenna DNF is highly recommended in th&eca
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Figure 5.12: Performances of the multi-antenna DNF MLDF @w@dDNF DFE systems.
5.9 Chapter Summary

This chapter presented an overview of various PLNC systesing the ML technique in
frequency selective channels.

First a one hop equalizer with one feedback filter was pragho$tis MLDF is then
used in both AF and multi-antenna DNF scenarios. Also a miongle single antenna
DNF system was proposed. These systems were compared tdtiei counterparts
except for the single antenna DNF system which was compaitedive OFDM system.

In all of these cases except for the single antenna DNF syskenperformance was
only slightly degraded. On the other hand these methods affest implementation due
to the reduced complexity which in tern makes them cost #ffecMoreover, all of the
proposed systems do not introduce a time delay which is tagle in both linear and

DFE equalizers.
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6.1 Conclusion

Before the discovery of the PLNC system, it would take 3 tiffwgssto transfer data
between two end nodes via a relay node. These systems dicawettt worry about
co-channel interference as they were using time divisiohiptexing. To achieve better
spectral efficiency, the PLNC system was previously propostidied and implemented
in flat fading channels. With this type of channel, the sigrale allowed to overlap
because the expression of the resulting signal is a simp@idicombination of the two
signals.

Not all channels are flat fading and therefore, the impleatésti of the PLNC system
in a multi-tap multipath channels was previously studied.

There are two solutions proposed in the past for this probl&he first solution is
the use of pre-filtering. This approach can be a good solutitre channels are fixed
and do not change from packet to another in a simple TWRN. Fesermomplex network
configurations, the number of time slots in which the chasihalve to stay constant is
increased. In this case, the system becomes more sengitihannel variations even for
slowly changing channels. Moreover, these types of systemsre a feedback channel
in order to pass the channel information from one end nodegother.

The second solution is the use of an MLD at the relay with OFPAigmission. This
system requires CFO correction and PAPR reduction in autditi cyclic prefix overhead.
Moreover, OFDM systems are restricted to FDE which are tined therefore have lower
performance than systems that use TDE methods like theinearIDFE.

For these reasons, the work is motivated by the lack of a imciy PLNC in a
frequency selective environment with less sensitivityliarmel changes and better BER
performance.

A system with reduced complexity and cost is also one of tms an this thesis while
maintaining as much performance as possible.

In all the proposed systems, great care was taken to keep sggems as simple as
possible. This not only helps to reduce the cost, but is adsbuliin some cases like the
importance of the simplicity of the relay node for wireleehsor networks where this
node has limited access to power and computational resaurce

In this study, some practical aspects are discussed andnyazalt with. For exam-
ple, the compatibility of the system to different network@igurations. Another issue of

that kind is that the solutions have to take into account npglementation with higher
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order modulation schemes rather than the simple QPSK mitalulalrhe systems must
also allow for a simple insertion of coding if needed to irase the BER performance to
the desired level.

In chapter 3, the simple AF PLNC system is proposed. Thisegysises time domain
equalization and this enables the utilization of the noedr DFE. Simple insertion of
a DFE into the system does not solve the problem and therafaredified design was
proposed by redesigning the DFE and adding a special FIR diltthhe end nodes. The
designs of the DFE and the added FIR are analytically derived

This design has many advantages. For an existing PLNC systeiyn simple ad-
justments to the end nodes are required to upgrade the systéranable it to work in
frequency selective channels. This is not true for the previsolutions. The proposed
system also avoids the problems of FDE and has an enhandedpance through using
the optimal non-linear DFE over the linear equalizers use@FDM systems. Simu-
lations show that the E2E performance of this system is abdBtaway from the per-
formance of a single hop DFE performance for the worst of W@ ¢hannels, namely
channel B at SNR of0~°. Also, the relay design has minimal complexity because only
amplification is required in this case which makes this desigractive for some appli-
cations. This work also shows that the proposed system waileltbetter performance
compared to the pre-filtering method for an average pergerthannel error > 5%.
This is very important because in some network configuratiith time delay, the value
of » can become high and therefore, pre-filtering will have iioieperformance. The
system also does not require the feedback channel requipge-filtering methods.

In chapter 4, a DNF PLNC system is proposed. The main purgos$kis$ is to enhance
the BER performance. In DNF systems, the received signaldeded and mapped to give
an estimate of the XOR of the transmitted bits from both endeso This acts as a de-
noising process and therefore, increases the performdribe system compared to AF
methods. To achieve this, a linear antenna array is addbd eglay. The proposed system
uses the OC method for combining the signals and a pair omopti DFE equalizers
at the relay node. In the downlink phase, only a single DFEsidufor the one hop
equalization at each end node.

The proposed system has the following advantages in addiiohe enhanced per-
formance. The proposed system is not sensitive to chanaebes that happen after the
first packet transmission. Therefore, it is compatible tiovwoek configurations with time

delays. The method is not iterative and therefore, has acegticomputational complex-
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ity and cost compared to trellis based methods for examples i§ true not only due
to the iterative nature of the trellis based equalizatian,dbso the complexity increases
when higher order modulation is used while this does not aveffect on the proposed
method.

Simulation results show that the proposed method outpegdioth the pre-filtering
and the OFDM PLNC with or without channel changes. A compaatudy was also
done to choose the best combining method and the requiredenuhantenna elements.

Chapter 5 presents several new techniques that solve thé&eprof PLNC systems
in frequency selective channels with an emphasis on redutia system complexity.
The proposed systems maintain most of the previous advesitkg compatibility, non-
linearity and working with higher modulation schemes. Tikislone by introducing the
novel MLDF equalizer which is not only less complex but ale@sinot impose a delay
like the DFE and linear equalizers. These properties fat#lia fast implementation of
the PLNC system.

The single hop MLDF equalizer is proposed for fast impleragoh and delay can-
cellation. The MLDF design is derived and the simulatiorutssshow that it is only a
fraction of a dB behind the powerful DFE when channel EPA &dus

The new MLDF is then used in an AF PLNC configuration similathte previously
proposed AF DFE system. Simulation results show that thesystem is also close to
the performance of the DFE system but with a big reductiorom@exity and with no
delay. This method maintains the advantages of the AF DFesyike the simplicity of
the relay node, non-iterative scheme, TDE and it does noineq feedback channel.

The next step was proposing the single antenna DNF PLNC tiseniylLJD method.
This is the simplest and less complex of all the proposedsystyet there is still room
for improving its BER performance. The theoretical perfarmoe of the system is derived
for correct feedback signals and the simulation resultgywéne derived performance
equation.

Finally, a multi-antenna DNF PLNC system was proposed uiegOC method for
combining and MLDF for equalization. This system is alsovtes a fast implementa-
tion and one without delay. The performance of this systamoat matches that of the

DFE implementation.
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6.2 Future work

In this work, There were a number of suggestions to impleraecRLNC system in a
frequency selective environment. Nevertheless, sevepaais need more study and can
provide a good opportunity for further research.

All the proposed systems were inclined to non-iterativelods. If a higher BER per-
formance is required, then a reasonable complexity iterg@tiocedure can be investigated
to achieve that goal.

The proposed MLDF method compared to the DFE can be viewdteaglationship
between the linear ZFE and the MMSE equalizer in a sense ttliltess not take into
account the effect of the noise. This means that a more addavit. DF design can be
possible in which the noise level is considered while kegpire low complexity and zero
delay of the MLDF.

Another approach to potentially refine the MLDF design isttalg the case of soft
feedback or other similar approaches that have been stgltgspplied to the DFE in
order to enhance the performance.

The studied scenarios only cover the AF and DNF schemes. & negent compute
and forward scheme can be used to enable the implementdtiarPeNC system in
frequency selective channels in a different and possiblypeerafficient way.

Throughout this work, the performance was evaluated fosylséems without coding.
Therefore, more research is required to evaluate the pedpsystems with coding and to
determine the best suitable method to achieve this.

Regarding the single antenna with MLJD, the derived thémkperformance indi-
cates that if the feedback is correct, then the BER perfoceaan match that of a flat
fading PLNC system. This limit represents the best casesseior a system with multi-
tap channels. This observation can open a range of posisifor future work. For
example, the feedback signals can be corrected with codidgheerefore can double the
benefit of coding on the system.

Another approach would be to take the idea of the MLJD to the leeel by making
use of the estimated symbol at the relay for one user and @it to help the other user
in achieving a better estimate. This idea is not feasiblé wiher equalization methods
because of the delay between the arrival of the receivedkagrd the time it takes the
equalizer to generate an estimate.

In this work, the systems were assumed to have perfect synidation. As future
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work, the study of the effect of imperfect synchronizatiaontbe proposed methods is
needed and the existing research of synchronization orotihesational PLNC serve as a
starting point.

Finally, a study is needed on the effect of using other chiamoelels. For example,
in the MLDF case, the method is sensitive to the value of tisé tap or the line of sight

compared to the rest of the channel taps. This means thauihea the system in Rician

fading channels is relevant.
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