I. Abstract

The cyclin-dependent kinases (CDKs) are a well-conserved family of serine/threonine protein kinases that drive mammalian cell cycle progression. The transition of cells through the early G1 stage of the cell cycle is co-ordinated by CDK4 and CDK6 following mitogen-dependent expression of D-type cyclins. Irregular CDK activity results in abnormal cell cycle control and is a significant indicator of poor cancer prognosis. The chaperone Hsp90, with the adaptor co-chaperone Cdc37, plays a key role in regulating the stability and function of a substantial proportion of the kinome including CDK4 and CDK6. However, the mechanism of CDK4(6)-cyclin D complex formation and regulation via the Hsp90 chaperone system remains poorly understood.

A range of biophysical and biochemical techniques have been used to investigate the mechanism of CDK4(6)-cyclin D complex formation and regulation by the D-type cyclins and cyclin-dependent kinase inhibitors (CKIs) via the Hsp90 chaperone system. These have revealed that Cdc37 complexes can distinguish D-type cyclins, with CDK6 being more readily relinquished to cyclin D3 than cyclin D1, while the presence of p27KIP1 can stabilise the CDK-cyclin complexes against re-distribution into complexes with Cdc37, potentially providing an assembly role for CDK-cyclin complexes. In contrast to the D-type cyclins the CDKs were found to be readily relinquished by Cdc37 to members of the INK family, potent inhibitors of CDK4 and CDK6. However, this potency can be greatly reduced by the introduction of clinically significant INK point mutations, one of which differs greatly in its ability to bind and displace CDK4 and CDK6. In addition, co-crystal structures of selected CDK4/6 inhibitors bound to CDK2-cyclin A have been determined to gain a greater understanding of inhibitor selectivity and binding modes. Taken together these results suggest the Cdc37-Hsp90 chaperone system provides an opportunity to fine tune the regulation of CDK4 and CDK6 activities during G1.
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<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>3C</td>
<td>Human Rhinovirus (HRV) 3C Protease</td>
</tr>
<tr>
<td>ADP</td>
<td>Adenosine di-phosphate</td>
</tr>
<tr>
<td>ATP</td>
<td>Adenosine tri-phosphate</td>
</tr>
<tr>
<td>CAK</td>
<td>CDK-activating kinase</td>
</tr>
<tr>
<td>CCP4</td>
<td>Collaborative Computational project 4</td>
</tr>
<tr>
<td>Cdc37</td>
<td>Cell Division Cycle 37</td>
</tr>
<tr>
<td>CDK</td>
<td>Cyclin Dependent Kinase</td>
</tr>
<tr>
<td>CKI</td>
<td>Cyclin Dependent Kinase Inhibitor</td>
</tr>
<tr>
<td>C-terminal</td>
<td>Carboxy-terminal</td>
</tr>
<tr>
<td>cv</td>
<td>Column volume</td>
</tr>
<tr>
<td>Da</td>
<td>Dalton</td>
</tr>
<tr>
<td>DNA</td>
<td>Deoxyribonucleic acid</td>
</tr>
<tr>
<td>DSF</td>
<td>Differential Scanning Fluorimetry</td>
</tr>
<tr>
<td>DTT</td>
<td>Dithiothreitol</td>
</tr>
<tr>
<td><em>E. Coli.</em></td>
<td><em>Escherichia coli</em></td>
</tr>
<tr>
<td>EDTA</td>
<td>Ethylene Diamine Tetra-acetic Acid</td>
</tr>
<tr>
<td>FL</td>
<td>Full-length</td>
</tr>
<tr>
<td>FRET</td>
<td>Förster resonance energy transfer</td>
</tr>
<tr>
<td>GST</td>
<td>Glutathione-S-transferase</td>
</tr>
<tr>
<td>HEPES</td>
<td>4-(2-Hydroxyethyl)piperazine-1-ethanesulphonic acid</td>
</tr>
<tr>
<td>His&lt;sub&gt;6&lt;/sub&gt;</td>
<td>Hexahistidine tag</td>
</tr>
<tr>
<td>Hsp90</td>
<td>Heatshock protein 90</td>
</tr>
<tr>
<td>HTRF</td>
<td>Homologous Time Resolved Fluorescence</td>
</tr>
<tr>
<td>INK4</td>
<td>Inhibitors of CDK4</td>
</tr>
<tr>
<td>IPTG</td>
<td>Isopropyl β-D-1-thiogalactoside</td>
</tr>
<tr>
<td>ITC</td>
<td>Isothermal titration calorimetry</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Definition</td>
</tr>
<tr>
<td>--------------</td>
<td>------------</td>
</tr>
<tr>
<td>$K_{off}$</td>
<td>Off rate</td>
</tr>
<tr>
<td>$K_{on}$</td>
<td>On rate</td>
</tr>
<tr>
<td>$K_d$</td>
<td>Binding constant</td>
</tr>
<tr>
<td>$K_{d-app}$</td>
<td>Apparent affinity</td>
</tr>
<tr>
<td>kDa</td>
<td>KiloDalton</td>
</tr>
<tr>
<td>LB</td>
<td>Lysogeny Broth</td>
</tr>
<tr>
<td>LC-MS</td>
<td>Liquid chromatography-mass spectrometry</td>
</tr>
<tr>
<td>M</td>
<td>Molar</td>
</tr>
<tr>
<td>m/z</td>
<td>Mass charge ratio</td>
</tr>
<tr>
<td>MEFs</td>
<td>Mouse embryonic fibroblasts</td>
</tr>
<tr>
<td>MS</td>
<td>Mass spectrometry</td>
</tr>
<tr>
<td>Ni$^{2+}$-NTA</td>
<td>Nickel-nitotriacetic acid</td>
</tr>
<tr>
<td>N-Terminal</td>
<td>Amino-terminal</td>
</tr>
<tr>
<td>OD$_{600}$</td>
<td>Optical density at $\lambda = 600$ nm</td>
</tr>
<tr>
<td>PAGE</td>
<td>Polyacrylamide Gel Electrophoresis</td>
</tr>
<tr>
<td>PCR</td>
<td>Polymerase chain reaction</td>
</tr>
<tr>
<td>PDB</td>
<td>Protein Data Bank</td>
</tr>
<tr>
<td>Rpm</td>
<td>Revolutions per minute</td>
</tr>
<tr>
<td>RT</td>
<td>Room temperature</td>
</tr>
<tr>
<td>SAXL665</td>
<td>Streptavidin bound XL665 dye</td>
</tr>
<tr>
<td>SDS</td>
<td>Sodium dodecyl sulphate</td>
</tr>
<tr>
<td>SEC</td>
<td>Size exclusion chromatography</td>
</tr>
<tr>
<td>Sf9</td>
<td><em>Spodoptera frugiperda</em> 9</td>
</tr>
<tr>
<td>siRNA</td>
<td>Short interfering RNA</td>
</tr>
<tr>
<td>SOC</td>
<td>Super optimal broth with catabolic repressor</td>
</tr>
<tr>
<td>SPR</td>
<td>Surface plasmon resonance</td>
</tr>
<tr>
<td>TAE</td>
<td>Trs-acetate-EDTA</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Name</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------------------------------------------</td>
</tr>
<tr>
<td>Tb</td>
<td>Terbium</td>
</tr>
<tr>
<td>TCEP</td>
<td>Tris(2-caboxyethyl)phosphine</td>
</tr>
<tr>
<td>$T_m$</td>
<td>Melting temperature</td>
</tr>
<tr>
<td>UV</td>
<td>Ultraviolet</td>
</tr>
<tr>
<td>WT</td>
<td>Wild-type</td>
</tr>
</tbody>
</table>

**Amino acids**

<table>
<thead>
<tr>
<th>Amino Acid</th>
<th>One Letter</th>
<th>Three Letter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alanine</td>
<td>A</td>
<td>Ala</td>
</tr>
<tr>
<td>Arginine</td>
<td>R</td>
<td>Arg</td>
</tr>
<tr>
<td>Asparagine</td>
<td>N</td>
<td>Asn</td>
</tr>
<tr>
<td>Aspartic acid</td>
<td>D</td>
<td>Asp</td>
</tr>
<tr>
<td>Cysteine</td>
<td>C</td>
<td>Cys</td>
</tr>
<tr>
<td>Glutamic acid</td>
<td>E</td>
<td>Glu</td>
</tr>
<tr>
<td>Glutamine</td>
<td>Q</td>
<td>Gln</td>
</tr>
<tr>
<td>Glycine</td>
<td>G</td>
<td>Gly</td>
</tr>
<tr>
<td>Histidine</td>
<td>H</td>
<td>His</td>
</tr>
<tr>
<td>Isoleucine</td>
<td>I</td>
<td>Ile</td>
</tr>
<tr>
<td>Leucine</td>
<td>L</td>
<td>Leu</td>
</tr>
<tr>
<td>Lysine</td>
<td>K</td>
<td>Lys</td>
</tr>
<tr>
<td>Methionine</td>
<td>M</td>
<td>Met</td>
</tr>
<tr>
<td>Phenylalanine</td>
<td>F</td>
<td>Phe</td>
</tr>
<tr>
<td>Proline</td>
<td>P</td>
<td>Pro</td>
</tr>
<tr>
<td>Serine</td>
<td>S</td>
<td>Ser</td>
</tr>
<tr>
<td>Threonine</td>
<td>T</td>
<td>Thr</td>
</tr>
<tr>
<td>Tryptophan</td>
<td>W</td>
<td>Trp</td>
</tr>
<tr>
<td>Tyrosine</td>
<td>Y</td>
<td>Tyr</td>
</tr>
<tr>
<td>Valine</td>
<td>V</td>
<td>Val</td>
</tr>
</tbody>
</table>
Chapter 1. Introduction

1.1 General principles of signalling pathways

Cellular processes in response to both internal and external stimuli are tightly regulated to elicit the appropriate response from multiple stimuli. External signals typically formed by small excreted proteins such as growth factors including Epidermal Growth Factor (EGF) must be recognised by receptors at the surface of the cell and the message relayed to the nucleus to prompt the required transcriptional changes (Morgan, 2006). In the majority of cases this message is relayed down intricate networks of signalling cascades, such as the Ras/MAP kinase pathway, which operate via a succession of phosphorylation events (Coleman et al., 2004). The stimulus by external signals must be balanced against internal cellular conditions to prevent incorrect or damaged cells from commencing a process they are ill prepared for. For example, damage such as breaks in the DNA triggers a signalling network leading to rapid expression of cell-cycle inhibitors such as p21CIP1 and the activation of DNA repair pathways (Bartek and Lukas, 2001; Bartek and Lukas, 2007).

1.1.1 Intrinsic signalling mechanisms

Multiple cellular mechanisms allow the size and timeframe of a response to be tailored to the situation. Protein expression leads to a gradual increase in activity as the concentration in the cell rises. The increase in activity can be delayed by low levels of potent inhibitory molecules. A signal will only be triggered once this lower inhibitor threshold is reached (Morgan, 2006). Inhibitory mechanisms prevent activity and can act as checkpoints preventing progression until a sufficiently high signal is received. Protein expression is slow and results in a gradual increase in activity. Posttranslational modifications of proteins, such as phosphorylation, allow for a more rapid as well as reversible switching between active and inactive states. Ubiquitin-dependent proteolytic degradation results in an irreversible switch thereby provoking a prolonged delay in activity until cellular protein levels rise again through expression, often requiring further stimulating signals. In eukaryotes further control is provided by subcellular localisation which can be used to limit the activity of a newly expressed protein until
The cyclin levels vary throughout the cell cycle. Cyclin D (red) is present during the whole cell cycle while the other cyclins are periodically expressed and then degraded.

triggered by a phosphorylation or protein binding event. For example, the nuclear uptake of CDK1-cyclin B is triggered by the phosphorylation of the cyclin (Morgan, 2006).

Positive feedback mechanisms, whereby the activity of a protein stimulates further activity, either through direct interactions such as phosphorylation or by stimulating further expression, is employed by the cell to produce rapid gains in activity (Morgan, 2006). The addition of further positive and negative regulators results in a stable all or nothing response whereby a protein is either fully stimulated at the maximum level or inactive. The use of positive feedback loops means that signals can be maintained even after the initial stimulus is lost. For the cell cycle this ensures that cyclin dependent kinase (CDK) activity rises and is maintained until the next stage of the cell cycle is activated. Negative feedback mechanisms, which downregulate activity when a threshold is exceeded, quench excess activation of a protein and maintain control (Morgan, 2006). The careful balance of positive and negative feedback loops results in the oscillation of cyclin levels observed with each round of cell division (Figure 1-1).

1.2 The eukaryotic cell cycle

The eukaryotic cell cycle is divided into four main stages: an initial growth phase, G1, the S phase where DNA replication occurs, a second growth phase, G2, and then M phase when the duplicated chromosomes are divided and the cell separates into two daughter cells (Figure 1-2) (Pines, 1993). An additional quiescent state, G0, exists outside of the cell cycle where cells remain in a non-proliferative state. Multiple checkpoints regulate
the transitions between each stage to ensure the cell is properly prepared for the next step in division. This process is tightly controlled by the cyclin dependent kinases (CDKs), a family of serine/threonine protein kinases (Morgan, 2006). In the budding yeast *Saccharomyces cerevisiae* and the fission yeast *Schizosaccharomyces pombe*, all cell cycle events are controlled by a single CDK, CDK1 (Beach *et al.*, 1982). However, in higher eukaryotes, the family has expanded and cells contain in addition CDK2 which regulates entry into S-phase, and CDK4 and CDK6 which both regulate entry into the cell cycle at G1 (Figure 1-2).

The concentrations of the CDKs remain fairly constant throughout the cell cycle and instead their activity is dictated by the expression profiles of cyclins, their binding partners. The CDKs are always in excess of overall cyclin levels (Arooz *et al.*, 2000). The cyclins were first identified in sea urchin eggs and gained their name from the cyclic nature of expression and degradation observed with each cell division (Evans *et al.*, 1983). Mammalian cells express four cyclins D, E, A and B whose expression and ubiquitin-mediated degradation profiles correspond with the transitions between each stage of the cell cycle (Figure 1-1) (Arellano and Moreno, 1997). While each cyclin member predominantly activates a particular CDK, there is a great level of redundancy built into the cell cycle, as the cyclins are also capable of binding to and activating other

![Diagram of the eukaryotic cell cycle.](image)

**Figure 1-2 Diagram of the eukaryotic cell cycle.**
Schematic overview of the eukaryotic cell cycle to highlight the temporal expression of members of the CDK and cyclin families. Under certain conditions, cells can exit the cell cycle and enter a quiescent state, termed G0. CDK7 and cyclin H are not included in the Figure but are required for CDK activation. CDK7 activity does not oscillate throughout the cell cycle.
CDKs (Satyanarayana and Kaldis, 2009). For full activity the CDKs require cyclin binding and phosphorylation of a threonine residue near the active site on the activation segment, which is performed by CDK activating kinase (CAK) (Fesquet et al., 1993; Kato et al., 1994; Wu et al., 1994). Each CDK is responsible for phosphorylating specific downstream targets, often aided by the cyclin partner, stimulating progression to the next stage of the cell cycle and in turn promoting the activation of the next cyclin (Morgan, 2006).

To adapt CDK-cyclin activity to changes in cellular environment further regulation is provided by the cyclin dependent kinase inhibitors (CKIs). The CKIs in particular suppress the G1 phase to promote cell cycle arrest due to unfavourable cellular conditions such as DNA damage (Morgan, 2006). The CKIs are divided into two classes: the Inhibitors of CDK4 (INK) family and the CIP/KIP family. CDK regulation by the CKIs is discussed further in Section 1.3.3.

Additional CDK regulation is supplied by phosphorylation within the activation segment by CAK as previously mentioned, but also by inhibitory phosphorylation of conserved residues within the glycine-rich loop by Wee1, first identified in yeast (Aligue et al., 1997) and Myt1 (Morgan, 2006). CDK activity can be restored through dephosphorylation of the glycine-rich loop by Cdc25 (Gu et al., 1992). This mechanism has been shown to be particularly important for the CDK2 stress response (Hughes et al., 2013). Additional binding partners, such as cyclin-dependent kinase regulatory subunit 1 (CKS1), can also be recruited to help target the CDKs to specific substrates, such as those that have previously been phosphorylated (McGrath et al., 2013).

At the end of the cell cycle the Anaphase Promoting Complex/Cyclosome (APC/C) targets S and M phase cyclins for degradation by the proteasome returning the cell to its quiescent state. The APC/C remains active during G1 to inhibit CDK activity until a mitogenic signal is received (Morgan, 2006).

Other CDK-cyclin complexes perform alternative essential regulatory roles outside of direct cell cycle regulation. These include CDK7-cyclin H, which forms part of the CAK complex (Devault et al., 1995; Tassan et al., 1995) and is responsible for activating other CDKs; and CDK9-cyclin T, which forms part of the P-TEFb complex, and is involved in the regulation of gene transcription (Zhou et al., 2012). Other CDKs perform various tissue-
specific roles including CDK5 which regulates nerve cell differentiation (Malumbres, 2011).

1.2.1 The cell cycle CDKs
The essential role of the cell-cycle CDKs in driving proliferation has been tested through knockout studies which have also highlighted the high levels of redundancy between the CDKs (Malumbres and Barbacid, 2009). Knockout mice have shown that only CDK1 is required for cell cycle progression. Embryos lacking CDK1 but retaining the other cell cycle CDKs do not progress past the two cell stage (Santamaria et al., 2007) and mice in which the endogenous CDK1 gene has been replaced with CDK2 are also embryonic lethal (Satyanarayana et al., 2008). Mice lacking all interphase CDKs (CDK2, 4 and 6), however, still develop to midgestation (Santamaria et al., 2007) and in vitro mouse embryonic fibroblasts (MEFs) retaining only CDK1 can still divide (Santamaria et al., 2007). These results show that CDK1 is capable of binding and being activated by each of the cyclins and can phosphorylate a wide range of targets (Santamaria et al., 2007). CDK2 knockout mice are viable, although both male and female mice are sterile (Berthet et al., 2003), while CDK2 knockout fibroblasts become immortal (Ortega et al., 2003). The sterility in CDK2 knockout mice has been associated with the requirement for CDK2 kinase activity for completing prophase 1 during meiosis in gametes (Chauhan et al., 2016).

CDK4 (Rane et al., 1999; Tsutsui et al., 1999) and CDK6 (Malumbres et al., 2004) knockout mice show far more tissue-specific defects suggesting alternative roles in certain tissues between these functionally related CDKs. CDK4 knockout mice express defective endocrine cells, causing most mice to develop diabetes and die at an early age due to defective pancreatic β-cell development, as well as some defects in adipogenesis (Rane et al., 1999). Mice that have had both CDK4 and CDK2 knocked out die during late development due to cardiac defects showing some level of redundancy in this mechanism between the two CDKs (Malumbres, 2011). CDK6 knockout mice develop normally although homeostasis is slightly impaired reducing thymus and spleen sizes as well as the numbers of certain blood cells. Erythropoiesis and T-cell development is deficient, implicating a potential role of CDK6 in regulating differentiation (Grossel and Hinds, 2006; Kohrt et al., 2014). CDK2 and CDK6 double knockout mice show a
combination of fertility and haematological defects observed in the individual knockout mice. Finally, when CDK4 and CDK6 are knocked out together mice die during late stage embryonic development due to severe anaemia. In vitro CDK4/CDK6 double knockout cells proliferate normally and still weakly respond to mitogenic signals, suggesting either CDK2 or CDK1 can compensate (Malumbres et al., 2004).

1.3 CDK4/6-cyclin D complexes regulate the G1 phase of the cell cycle

Entry into the G1 phase of the cell cycle is regulated by CDK4 and CDK6-cyclin D complexes. CDK4 was first identified in murine macrophages through its ability to bind D-type cyclins during G1 resulting in retinoblastoma protein (pRB) phosphorylation (Matsushime et al., 1992). Later, CDK6 was identified through its homology with CDK4 and was also found to bind the D-type cyclins from human lysates and could also phosphorylate pRB during G1 (Meyerson and Harlow, 1994).

In yeast the rate of proliferation is controlled by the availability of extracellular nutrients, while in animals proliferation depends on a combination of tissue-specific genetic programming and extracellular protein signals from other cells (Morgan, 2006). D-type cyclin expression in the G1 phase is dependent on external mitogenic stimuli, unlike the other cell cycle cyclins, and these signals must be maintained for continued cyclin D expression and CDK activation. The removal of mitogenic stimuli results in rapid D-type cyclin degradation (Matsushime et al., 1994).

1.3.1 Differential expression of cyclin D isoforms

The D-type cyclins are expressed as three different isoforms, cyclin D1, D2 and D3 which share around 60% sequence identity with each other (Figure 1-3). All three are capable of binding to and activating both CDK4 and CDK6 (Matsushime et al., 1994). The N-terminal region of the D-type cyclins contains a LXCXE motif (single letter amino acid code where X stands for any amino acid) that is responsible for recognition and binding to pRB to direct the CDK activity (Figure 1-3). The C-terminal region of each cyclin D contains a PEST motif which targets the cyclins for ubiquitin-mediated degradation after phosphorylation on Thr286, Thr280 or Thr283 on cyclin D1, D2 or D3 respectively. Between these motifs lies the most highly conserved cyclin box region responsible for CDK binding and activation (Musgrove et al., 2011).
Figure 1-3 Comparison of the D-type cyclins.

(A) Domain organisation. Cyclin D contains a central cyclin box region that binds to CDK and CKI (p21 and p27) partners. Outside of this domain, the LXCXE motif (blue) is important for substrate recognition of “pocket protein” family members such as pRB. Phosphorylation of the C-terminal PEST sequence (residues T286-V290 in cyclin D1) regulates cyclin D stability. Figure based on (Musgrove et al., 2011). (B) Sequence alignment. Human cyclins D1, D2 and D3 were aligned using Clustal Omega (Sievers et al., 2011). Resides that are identical are marked by stars, conserved residues are highlighted with a colon (:) or dot (.). Human cyclin D1, D2 and D3 sequences taken from Uniprot entries P24385, P30279 and P30281 respectively.

Cyclin D1 is the most widely expressed D-type cyclin and has been implicated in a range of alternative cellular mechanisms independent of its CDK function. These include pre-mRNA processing (Yu et al., 2013), chromatin recruitment and the DNA damage response of BRCA2 and RAD51 via the homologous recombination pathway (Pestell, 2013; Casimiro et al., 2014), and metabolism pathways through RhoA/ROCK signalling (Mullany et al., 2008). Cyclin D1 knockout mice are viable, due to compensation by the other D-type cyclins, but are small in size and show retina and breast defects (Sicinski et al., 1995). Cyclin D1 has also been described as a transcription factor enhancing
oestrogen receptor activity by binding to the steroid receptor co-activators SRC1 and AIB1 through the LLXXL motif (Zwijsen et al., 1998).

Cyclin D2 has been linked to Megalencephaly (MEG), a developmental disorder characterized by brain overgrowth due to either increased number or size of neurons and glial cells. Cyclin D2 activating mutations cause cyclin D2 stabilisation and accumulation through the AKT pathway (Mirzaa et al., 2014). This phenotype mirrors that of cyclin D2 knockout mice that show mild alterations in gonadal proliferation and abnormal postnatal cerebellar development due to reduced numbers of granule neurones (Sicinski et al., 1996). Cyclin D2 has also been identified as a co-factor in cardiogenesis by enhancing the activity of transcription factor GATA4 (Yamak et al., 2014).

Cyclin D3 knockout mice fail to undergo normal expansion of T-lymphocytes showing that cyclin D3 is required for lymphocyte development (Sicinska et al., 2003). Characteristically, cyclin D has increased expression profiles in T-cell leukemias and related malignancies. Multiple D-type cyclin knockouts result in embryonic death generally because of severe haematological defects suggesting the D-type cyclins are not completely redundant for all cellular processes. Triple knockout MEFs, however, can still proliferate in culture showing that other cyclins can still compensate for cyclin D activities required for cell cycle progression (Kozar et al., 2004).

### 1.3.2 Passing the restriction point

Most adult cells are quiescent in G0 and will maintain this state for their lifetime (Malumbres, 2011). Mitogenic signals cause cells to re-enter G1 through the expression of D-type cyclins although irreversible entry into the cell cycle, shown by the start of DNA replication, is controlled by a checkpoint at G1/S known as the restriction point (Pardee, 1974). Once this checkpoint is passed cells are committed to division. Failure at any stage will result in cellular apoptosis to maintain fidelity of the subsequent generations.

In animals the restriction point is dependent on the E2F family of transcription factors (Trimarchi and Lees, 2002) which govern gene expression required for DNA synthesis as well as cyclin E and cyclin A expression required for progression to the next stage of the
A schematic of the mechanism of CDK4/6-cyclin D action during the G1 phase. Mitogenic signals trigger D-type cyclin (dark blue) expression. The rise in D-type cyclin concentrations form CDK4 or CDK6-cyclin D heterodimers. CDK4/6-cyclin D hypophosphorylates the retinoblastoma protein (pRB, green) causing partial inactivation. Partial inactivation results in the start of cyclin E (light blue) expression which forms complexes with CDK2 (red). Active CDK2 then hyperphosphorylates pRB resulting in complete inactivation and the release of E2F (orange) transcription factors triggering expression of S phase genes. Further regulation of CDK activity is provided by the CKIs; the INKs (purple) and CIP/KIP (grey) family as described in Section 1.3.3.

cell cycle. The activities of the E2F transcription factors are controlled by pocket proteins of the pRB family including pRB and p107 (Giacinti and Giordano, 2006; Dyson, 2016). pRB represses the E2F transcription factors through direct binding to the E2F transcriptional domain as well as through the recruitment of chromatin remodelling factors (Dyson, 2016). Upon receiving a mitogenic signal D-type cyclin levels rise forming the CDK4/6-cyclin D heterodimer, which begins the phosphorylation of pRB (Figure 1-4). pRB is first partially inactivated by monophosphorylation by CDK4 and CDK6 on multiple sites followed by hyperphosphorylation and inactivation by CDK2-cyclin E (Zarkowska and Mittnacht, 1997; Narasimha et al., 2014).

1.3.3 *Further regulation by binding partner association*

Two different classes of CKI regulate the cell cycle. These are: the Inhibitor of cyclin dependent Kinase 4 (INK) proteins consisting of p16INK4a (p16), p15INK4b (p15), p18INK4c (p18) and p19INK4d (p19) and the CDK-interacting protein (CIP)/ Kinase inhibitor protein (KIP) family comprising of p21CIP1, p27KIP1 and p57KIP2.

The INKs are highly specific inhibitors of CDK4 and CDK6, forming stoichiometric complexes with the CDKs and preventing cyclin binding (Figure 1-4) (Canepa et al.,
Initially, p16 was identified as a binding partner of CDK4 that inhibited CDK4 activity (Serrano et al., 1993). Subsequently, p15 (Hannon and Beach, 1994), and p18 and p19 (Hirai et al., 1995) were identified based on their sequence homology. p15 was expressed when cells were exposed to Transforming growth factor-beta (TGF-β), an anti-mitotic signal. The four INKs are comprised of a stack of 4-5 ankyrin repeats and appear to be functionally redundant as all four are capable of inhibiting both CDK4 and CDK6 to arrest cells in G1 (Canepa et al., 2007). p15 and p16 appear to be ubiquitously expressed at fairly constant levels throughout the cell cycle, unless triggered by anti-mitotic signals (Ruas and Peters, 1998). p18 has been observed at higher levels in skeletal muscle (Guan et al., 1994) and myoblasts (Franklin and Xiong, 1996) while p19 transcription is higher in the thymus, peripheral blood leukocytes and testis (Guan et al., 1996). Despite each INK appearing to be equipotent at inhibiting the CDKs, p16 is by far the most commonly mutated or lost in human malignancies suggesting that it has the predominant role in cell cycle inhibition (Sherr, 2012).

The CIP/KIP family are capable of binding to and inhibiting each of the G1 and S phase CDK-cyclin heterodimers (Figure 1-4) (Toyoshima and Hunter, 1994; Lin et al., 1996). p21CIP1 expression is triggered in response to DNA damage via the p53 transduction pathway (Bartek et al., 2007; Karimian et al., 2016) while p27KIP1 accumulation occurs under more general G1 inhibitory conditions such as Transforming growth factor beta

---

**Figure 1-5 INK amino acid sequence alignment and key structural features.** Human p15, p16, p18 and p19 (Uniprot entries P42772, P42771, P42773 and P55273 respectively) were aligned using Clustal Omega (Sievers et al., 2011). Identical residues are marked by stars and conserved residues with a colon (:) or dot (.) respectively. Purple bars represent the ankyrin repeats based on (Brotherton et al., 1998).
(TGF-β) or chemical inhibition (Reed et al., 1994). Progression into the G1 phase of the cell cycle requires p27KIP1 removal to allow CDK2 activity. The loss of p27KIP1 at the G1/S phase transition occurs through a combination of p27KIP1 sequestering by CDK4/6-cyclin D complexes and proteolytic degradation via the ubiquitin-mediated SCF pathway (Sherr and Roberts, 1999).

In contradiction to their inhibitory role, p21CIP1 and p27KIP1 have also been described as assembly factors for CDK4 and CDK6 (Sherr and Roberts, 1999). Ternary complexes containing D-type cyclins, CDK4/6 and p27KIP1 have been isolated that are both highly stable and active (LaBaer et al., 1997; Cerqueira et al., 2014). Further evidence for this role is the seemingly weaker affinity of the D-type cyclins for CDK4/6 over the other CDK-cyclin partners (Kato et al., 1994; Matsushime et al., 1994). Part of this assembly role may be through providing a nuclear transport signal for the CDK4/6-cyclin D complexes thereby increasing the rate of uptake to the nucleus for pRB phosphorylation (Sherr and Roberts, 1999). Consistent with this assembly role, mouse embryonic fibroblasts (MEFs) lacking p21CIP1 or p27KIP1 have reduced CDK4/6-cyclin D activity but enhanced CDK2-cyclin E activity (Cheng et al., 1999; Sugimoto et al., 2002).

1.3.4 Roles outside the cell cycle

As mentioned above, the cyclins are also involved in other regulatory events in addition to their CDK activating role. CDKs regulate multiple pathways independent of their kinase activity that include transcription, DNA damage repair, differentiation, metabolism and immune response (Kung and Jura, 2016). CDK6 has been identified together with c-Jun as part of a transcription complex that induces expression of Vascular Endothelial Growth Factor A (VEGF-A) when overexpressed in BCR-ABL-transformed B-cell lymphoma cells (Kollmann et al., 2013). VEGF-A is hormone that binds to the receptors VEGFR1/2 to regulate cell growth and angiogenesis- the stimulation of new blood vessels. Cyclin D was not found within the complex, and the overexpression of CDK4 did not have the same effect on VEGF-A expression differentiating CDK4 and CDK6 behaviour. In the same study the overexpression of CDK6 also corresponded with increased levels of the CKI p16. CDK6 was identified in a transcriptional complex with cyclin D2 and STAT3 at the p16 promoter sequence seemingly creating a negative feedback loop to inhibit CDK6
activity at high concentrations. The substitution of CDK6 with a kinase-dead mutant showed this role to be independent of CDK6 kinase activity despite the presence of cyclin D2 (Kollmann et al., 2013). CDK6 has also been described as part of a transcriptional complex with the Androgen Receptor (AR), upregulating AR transcription of Prostate-Specific Antigen (PSA) (Lim et al., 2005). Cyclin D1 binding to the AR has been shown to reverse the effect and inhibit AR transcriptional activity (Reutens et al., 2001).

CDK4 in contrast, has not been reported to have a kinase-independent function in the context of any transcription factor complex. However, CDK4-cyclin D has been observed to phosphorylate (i) SMAD3, causing downregulation of TGF-β expression; (ii) FOXM1, which regulates the expression of cell-cycle regulators and supresses cellular senescence, and (iii) PPARγ, which induces adipogenesis with cyclin D1 through repression of MYOD to block myoblast differentiation (Hydbring et al., 2016).
1.4 The CDK structural paradigm

The core kinase fold and the mechanism of kinase activation is highly conserved (Jura et al., 2011; Endicott et al., 2012) and is epitomised by contrasting the structures of monomeric CDK2 (Figure 1-7 A), which adopts an inactive conformation, and CDK2-cyclin A (Figure 1-7 B) which has an active conformation. All CDK-cyclin complexes share the same common features although CDK4 appears to differ slightly from the quintessential mechanism of activation (Day et al., 2009; Takaki et al., 2009). The CDKs contain only the fundamental kinase core which consists of two lobes. The N-terminal lobe (cyan) is comprised predominantly of β-sheets with one α-helix, the C-helix (yellow), while the C-terminal lobe (blue) is composed entirely of α-helices. The ATP and substrate binding site is situated on the interface between the two lobes.

The CDKs are characterised by their requirement for cyclin binding to form the active CDK structure. When unbound the CDK C-helix is in a more open ‘out’ position (Figure 1-7 A) and the activation loop (red) is disordered preventing both substrate and ATP access to the active site (Debondt et al., 1993). The cyclins are entirely α-helical (Brown et al., 1995). Cyclin binding (Figure 1-7 B green) causes considerable structural changes within the CDK by moving the C-helix position from the more open ‘out’ position to the more tightly packed ‘in’ position. The repositioning of the C-helix has quite a profound effect on the internal structure of the CDK causing the rearrangement of key catalytic residues, including the conserved DFG motif, and begins to order the activation loop. Key to this rearrangement is the catalytic aspartic acid residue which becomes orientated to chelate a magnesium ion in the C-helix ‘in’ conformation. The magnesium ion in turn coordinates with the phosphate groups of ATP, a conserved glutamate from the C-helix and a lysine residue on β3, positioning the phosphates for subsequent transfer to the substrate (Jeffrey et al., 1995). Ultimately these changes establish two “spines” of conserved residues, termed the catalytic and regulatory spines, that ensure that changes within the catalytic cleft are transmitted throughout the kinase fold (Kornev and Taylor, 2010).
The CDKs undergo a conserved mechanism of activation upon cyclin binding. Proteins displayed in ribbon format. (A) Monomeric CDK2 (PDB: 1HCK) shows the C-helix (yellow) in the ‘out’ position and the activation loop (red) is disordered. (B) CDK2-cyclin A (PDB: 1JST) shows repositioning of the C-helix (yellow) from the ‘out’ to the ‘in’ position and ordering of the activation loop (red) upon cyclin (green) binding. The phosphorylated threonine on the activation loop is shown in cylinders with atoms coloured by atom type. In both images the N-terminal domain is highlighted in cyan. Figures created using CCP4MG (Potterton et al., 2002).

For full activation, the CDKs require phosphorylation on a threonine residue on the activation loop, Thr160 on CDK2 (Figure 1-7 B cylinder form), which is performed by CAK (Brown et al., 1999b). Phosphorylation causes substantial rearrangements of the activation loop moving by as much as 7 Å to accommodate substrate binding as well as dramatically enhancing the rate of phosphate transfer (Russo et al., 1996b; Hagopian et al., 2001). The CDKs recognise a peptide consensus sequence S/TPXK/R (where P, K and R correspond to their respective amino acids and X denotes any amino acid) and phosphorylate either the serine or threonine (Brown et al., 1999a). Rearrangement of the activation loop provides additional cyclin contacts further stabilising the complex (Russo et al., 1996b). Together these two mechanisms of activation offer tight control over the activation of the CDKs. This mechanism is described in more detail in Chapter 6.
1.4.1 CDK4-cyclin D breaks the structural paradigm

Structures of other CDK family members have also now been determined and reveal a conserved mechanism of activation. CDK1 is particularly similar to CDK2 (Brown et al., 2015). The structure of CDK1-cyclin B-CKS2 (Figure 1-8 B) resembles that of CDK2-cyclin A, although a slight twist in the subunit orientation in relation to the CDK2-cyclin A structure reduces the interacting surface area between cyclin B and the C-lobe of CDK1. The CDK1 activation loop was only partially ordered and was not visibly phosphorylated. λ-phosphatase treatment subsequent to treatment with CAK revealed that the activation loop in CDK1 retains a higher level of flexibility compared to CDK2-cyclin A, perhaps reflecting the larger range of substrates which the activation loop must accommodate (Brown et al., 2015). The structure of CDK9-cyclin T (Figure 1-8 C), differs again in its CDK-cyclin interface. In this case cyclin T is rotated by 26° away from CDK9 compared to cyclin A bound to CDK2 (Baumli et al., 2008). CDK9-cyclin T shows an even greater reduction in the interface between the cyclin and the CDK C-lobe than observed for CDK1. Despite the smaller interface the phosphorylated activation loop still forms the ordered, active conformation and the DFG motif is aligned for phosphate transfer (Baumli et al., 2008).

The structures of CDK4-cyclin D3 (Takaki et al., 2009) and phosphorylated CDK4-cyclin D1 (Day et al., 2009), however, differ from the quintessential CDK structural paradigm exemplified by CDK2-cyclin A. Both structures show an ostensibly inactive CDK4 conformation even with the cyclin bound (Figure 1-8 D). Cyclin D3 and D1 interact almost exclusively with the N-lobe of CDK4 and more closely resemble the CDK9-cyclin T structure (Baumli et al., 2008) than CDK2-cyclin A (Russo et al., 1996b). The C-terminal lobe of cyclin T is involved in the recognition of regulatory proteins (Gu et al., 2014) whereas to date the C-terminal lobes of cyclins E, A and B are yet to be found to encode a protein interaction site. It has therefore been speculated that this more open conformation observed with CDK4-cyclin D may reflect an ability to interact with other as yet unknown regulatory proteins (Takaki et al., 2009). The most striking part of the CDK4-cyclin D structure was that cyclin binding appeared insufficient to reposition the C-helix from the ‘out’ to the ‘in’ position. Despite this lack of activation loop order, phosphorylated CDK4-cyclin D3 was active against pRB in vitro suggesting a unique mechanism of substrate-assisted catalysis (Takaki et al., 2009).
Figure 1-8 Comparison of CDK4/cyclin D3 and CDK9/cyclin T structures
The CDKs undergo a conserved mechanism of activation upon cyclin binding. Proteins displayed in ribbon format. (A) CDK2-cyclin A (PDB: 1JST). (B) CDK1-cyclin B-CKS2 (PDB: 4YC3) CKS2 is displayed in coral. (C) CDK9-cyclin T (cyclin box only) (PDB: 3BLH) (D) CDK4-cyclin D3 (PDB: 3G33). CDKs are in blue and the cyclins are in green and graded from light to dark to reflect the degree of cyclin rotation away from the CDK. The C-helix for each are in yellow and the activation loop red. Figures created using CCP4MG (Potterton et al., 2002).

Structures of monomeric CDK6 show that CDK6 shares the conserved disordered features attributed to the inactive CDK fold (Cho et al., 2012). However, the structure of CDK6 bound to a canonical D-type cyclin has not been determined. Due to the sequence similarity and closely linked activity of CDK6-cyclin D and CDK4-cyclin D it is expected to form a similar ostensibly inactive conformation. Crystal structures of CDK6 in complex with the viral D-type cyclins, however, have been determined (Jeffrey et al., 2000;
Schulze-Gahmen and Kim, 2002). Bound to the viral cyclins CDK6 adopts an active conformation reminiscent of CDK2-cyclin A and makes extensive interactions through both its N and C-terminal lobes. The viral cyclins are capable of ordering the CDK6 activation loop even without phosphorylation on Thr177 and the resulting complex is active (Lu and Schulze-Gahmen, 2006). The viral cyclins are discussed in more detail in Chapter 3.

1.4.2 CDK-cyclin-CKI structures reveal the molecular details of CDK inhibition

The structures of the CKIs p27KIP1 bound to CDK2-cyclin A and the INKs p16, p18 and p19 bound to CDK6 have been determined by X-ray crystallography and reveal the molecular details of CDK inhibition.

p27KIP1 inhibition of the CDK-cyclin complexes

The structure of the CDK2-cyclin A-p2722-106 complex (Figure 1-9) shows how the intrinsically disordered p27KIP1 binds to an extended surface area across both CDK2 and cyclin A and inhibits the CDK-cyclin complex (Russo et al., 1996a). An extended rigid coil (magenta) containing the conserved LFG motif binds a shallow groove in cyclin A (green) formed by the α1, α3 and α4 helices. The LFG sequence is conserved among the CIP/KIP family as well as pocket proteins such as p107 suggesting this site may otherwise contribute to substrate recognition. Followed on from the ridged coil an aliphatic helix (coral, residues 38-49) which contains the RXL motif (Adams et al., 1996), interacts with the α4 and α5 helices of the cyclin box and then extends, through a partially disordered region, to the CDK2 (blue) N-terminal domain where the helix ends. p27KIP1 then forms a β-hairpin (purple) followed by a β-sheet (yellow) which packs against the N-terminal β2 sheet of CDK2 by displacing and partially disordering the β1 sheet. p27KIP1 then enters the CDK2 catalytic cleft where it forms a 3_10 helix (red) blocking the ATP binding site thereby inhibiting the CDK catalytic activity. The remaining C-terminal sequence of the p27KIP1 fragment is not visible in the crystal structure but is believed to progress further towards the activation loop of CDK2 to inhibit by preventing substrate binding and possibly phosphorylation by CAK (Russo et al., 1996a).
p27KIP1 binds across the CDK-cyclin heterodimer and inhibits CDK activity by entering and blocking the active site. CDK2-cyclin A-p27KIP1 (PDB: 1JSU) Proteins are represented in ribbon form. CDK2 is in blue, cyclin A in green and p27KIP1 in coral. The extended rigid coil is shown in magenta, the aliphatic helix which stretches between the cyclin and CDK is in coral, the β-hairpin in purple and the β-sheet in yellow. The $3_{10}$ helix which blocks the ATP binding pocket is in red. Figure created using CCP4MG (Potterton et al., 2002).

**INK inhibition of CDK4 and CDK6**

The mechanism of INK inhibition of CDK4 and CDK6 has been described through X-ray structure determination of CDK6 in complex with p16 (Russo et al., 1998), p19 (Brotherton et al., 1998) and in a ternary complex with p18 and a viral cyclin (Jeffrey et al., 2000). The structure of p16-CDK6 is shown in Figure 1-10 below. The INKs (yellow) bind to the hinge region of CDK6 (blue) between the N and C-terminal lobes in direct competition with the p27KIP1 binding site and explains why the binding of these two CKIs is mutually exclusive (Parry et al., 1999). INK binding rotates the two CDK lobes relative to each other causing a large allosteric distortion of the cyclin binding site which substantially reduces the surface area available for cyclin binding and so weakens the CDK-cyclin interaction (Jeffrey et al., 2000). The INKs also distort the activation loop causing it to fold back and pack against the INK, further inhibiting the CDK by preventing substrate binding and phosphorylation by CAK (Russo et al., 1998). This mechanism of inhibition is described in more detail in Chapter 5.
The INKs inhibit monomeric CDK4 and CDK6 by interacting with the hinge region between the N and C-lobes of the CDK distorting them in relation to each other. The activation loop packs back against p16. CDK6-p16 (PDB: 1BI7) Proteins are represented in ribbon form. CDK6 is in blue and p16 in gold. The activation loop of CDK6 is in red. Figure created using CCP4MG (Potterton et al., 2002).

1.5 The Hsp90 chaperone system

Protein chaperone systems are involved in the processing and regulation of client proteins. Quintessentially, chaperone complexes, such as heat shock protein 70 (Hsp70), assist with protein folding in the protein crowded environment of the cell (Hartl et al., 2011). The heat shock proteins (HSPs) gained their name as they are upregulated during cellular stress. Large multi-domain proteins may take hours to fold without assistance which leaves them open to unwanted aggregation which could be damaging to the cell. Various disease states such as Parkinson’s and Alzheimer’s have been linked to the decline in chaperone function and are characterised by an increase in aggregated protein species (Hartl et al., 2011). The HSPs assist protein folding through an ATP-dependent mechanism which causes large changes in the chaperone structure. They are also assisted by the binding of multiple co-factors (Pearl and Prodromou, 2006).

Hsp90 is one of the most abundant proteins in the cell making up between 1-2% of the total protein concentration (Stepanova et al., 1996). It is involved in the regulation of around 7% of transcription factors, 30% of ubiquitin ligases and 60% of kinases each of which show a large range of affinities for the chaperone complex (Taipale et al., 2012). Hsp90 lies downstream of Hsp70 and can accept ready folded proteins via
tetrameric repeat (TPR) domain co-chaperones such as HOP, which directly links Hsp70 to Hsp90 (Hartl et al., 2011). Other co-factors such as Cdc37, AHA1 and p23 provide client specificity and recruitment or can further regulate the kinetics of client release by either promoting or inhibiting ATP hydrolysis (Pearl and Prodromou, 2006). Further fine tuning of client or co-chaperone release can be applied through phosphorylation of Hsp90 by casein kinase 2 (CK2) (Olesen et al., 2015) or YES (Xu et al., 2012). Cdc37 is required for the recruitment of kinases to Hsp90 including CDK4 (Stepanova et al., 1996). It has been suggested that Cdc37 selects kinase clients based on their general thermal stabilities rather than a single binding site (Taipale et al., 2012; Keramisanou et al., 2016). The current understanding of the interactions of Cdc37 are described in further detail in Chapter 3.

1.5.1 The Hsp90-Cdc37-client structure and mechanism
The structure of Hsp90 has been determined through a combination of cryo-EM studies and X-ray crystallography of human Hsp90 fragments or homologues from species such as E. coli. The structures reveal that Hsp90 forms a dimer connected by a bundle of four α-helices between the C-terminal domains. The crystal structure of the E. coli Hsp90 equivalent, HtpG, revealed a more open ‘V’ shaped conformation with the N-terminal domains separated (Figure 1-11 A) (Shiau et al., 2006) while more recent single particle cryo-EM structures with CDK4 bound show the more closed conformation with the N-terminal domains brought together (Figure 1-11 B) (Verba et al., 2016). The N-terminal domains of Hsp90 contain the ATP binding site while the middle domains have been implicated in client binding (Pearl and Prodromou, 2006). The EM structure (Figure 1-11 B) shows the dimer of Hsp90 (brown and grey) with CDK4 (blue) unhinged between the N and C-terminal lobes and threaded through the middle of the Hsp90 dimer. In this structure Cdc37 (yellow) interacts predominantly with the N terminal lobe of Hsp90 forming a CDK4-Cdc37-Hsp90 complex in a 1:1:2 ratio as has been observed by size exclusion chromatography (SEC) (Vaughan et al., 2006). The molecular clamp-like mechanism which closes around the client is caused by ATP hydrolysis to ADP and results in substantial alterations in the Hsp90 structure allowing for the capture and rearrangement of clients (Pearl and Prodromou, 2006; Krukenberg et al., 2011).
Figure 1-11 An overview of the structure of the CDK4-Cdc37-Hsp90 complex

Hsp90 acts as a molecular clamp involving large ATP-dependent conformational changes from the open ‘V’ like ligand free structure (A) to the closed ATP-bound structure (B). (A) Image taken from (Saibil, 2013) and shows the Hsp90 dimer in an open conformation displayed in ribbon form. The C-terminal is in blue, the middle terminal in yellow and the N-terminal in green. (B) surface of the cryo-EM model of CDK4-Cdc37-Hsp90 (PDB: 5FWL) The Hsp90 monomers are shown in brown and grey, Cdc37 is shown in yellow and CDK4 in blue. Figure created using CCP4MG (Potterton et al., 2002).

Despite the structural understanding of the Hsp90 complex and the known involvement of multiple co-chaperones, the question as to what Hsp90 actually does to the client remains unclear as clients are often received from Hsp70 in a folded and in some cases already active state (Pearl and Prodromou, 2006). However, protein folding is of a dynamic nature, particularly for many large multi-domain species found in eukaryotes. Unstable proteins may require constant chaperoning throughout their lifetime involving cycles of release and recapture to maintain their folded state (Figure 1-12) (Hartl et al., 2011). Alternatively, Hsp90 may provide a more regulatory role assisting in the rearrangement of client for better access to posttranslational modifying enzymes or client binding partners. Like most chaperone systems Hsp90 may provide a more favourable transition pathway to the active state through an unfolded intermediate (Verba et al., 2016). Conversely Hsp90 binding may serve to protect clients from being dephosphorylated or degraded thereby maintaining an active pool ready for a rapid response when released (Pearl and Prodromou, 2006). The mechanism by which the kinase is removed from this very stable complex is not well understood and has been investigated in this project.
Figure 1-12 Schematic of Hsp90 client regulation

Hsp90 clients, such as CDK4 (1), are believed to be less stable than non-clients. Unstable kinase clients are recognised and recruited by Cdc37 (2) and then subsequently recruited to Hsp90 (3) which undergoes ATP-dependent rearrangement to stabilise the client and sequester it until an appropriate binding partner is found (4). Alternative modifications, such as phosphorylation, may also result in client release from Hsp90. When binding partners are lost, such as through cyclin degradation (5), unstable clients are released.

1.6 CDK deregulation in cancer

Cancer development is a multistep process that evolves through multiple acquired aberrations in a number of cellular mechanisms. These alterations in cellular pathways arise through genetic mutations which can either be inherited or occur through environmental factors such as cigarette smoke or UV radiation (Morgan, 2006). Cancerous cells have escaped the tightly controlled division process and have become able to grow independently and proliferate indefinitely without the need for external growth factors. They are also immune to anti-proliferative signals and the normal routes to cell death. Together with stimulating angiogenesis- blood vessel growth, and metastasis- the ability to spread to new tissues, these traits are often referred to as the hallmarks of cancer (Hanahan and Weinberg, 2011).

The molecular basis of tumorigenesis can vary between tissues due to the different regulatory pathways that control tissue-specific proliferation (Morgan, 2006). Mutations that arise in key tumour suppressors, such as pRB, or mitogenic signalling pathways, such as Ras, can occur in many different tumours and as such are very common in human cancers (Coleman et al., 2004). Due to their prevalence in signalling cascades regulating
growth, proliferation and survival protein kinases are also often upregulated in cancers (Fleuren et al., 2016). The necessity for cancers to overcome the normal quiescent state of adult cells usually results in alterations in the G1/S phase regulators, their targets or their repressors (Malumbres and Barbacid, 2001).

1.6.1 CDK4 and CDK6 dysregulation in cancer
Alterations in CDK4 and CDK6 expression levels are surprisingly less common than defects in their regulation such as by the loss of p16 inhibition or amplification of the D-type cyclins (Figure 1-13, (Asghar et al., 2015) and see www.tumorportal.org). However, CDK4 has been linked to breast cancer progression (Jirawatnotai et al., 2014), some sarcoma cell lines (Khatib et al., 1993) and a mutant form of CDK4 (CDK4R24C), which is incapable of binding to the INKS and therefore is not inhibited by their suppression, has been identified in multiple familial melanoma cases (Malumbres and Barbacid, 2007). CDK6 is overexpressed in a range of leukaemias and lymphomas (Placke et al., 2014) consistent with the haematopoietic tissue specificity observed for CDK6 in the knockout mice. Downregulation of CDK6 in acute myeloid leukaemia led to growth inhibition and differentiation while inhibition of CDK4 had no effect (Antony-Debre and Steidl, 2014). Furthermore, CDK6 has been linked to tumour angiogenesis through its transcription factor role driving expression of the pro-angiogenic factor VEGF-A (Kollmann et al., 2013).

Of the D-type cyclins cyclin D1 is by far the most commonly overexpressed and is amplified in 30-50% of cancers (Casimiro et al., 2014). High levels of expression are particularly observed in breast cancer (Sicinski et al., 1995), pancreatic cancer and melanoma, non-small cell lung cancer and head and neck squamous cell carcinoma (Musgrove et al., 2011). Strikingly CCND1 chromosomal rearrangements causing increased expression are seen in over 90% of mantle cell lymphoma cases (Bertoni et al., 2006) and perhaps correlate with CDK6 activity as shown by the CDK6 expression phenotype in knockout mice. Although much rarer cyclin D3 amplification has been observed in cancers originating in haematopoietic cell lines (Sicinska et al., 2003) while cyclin D2 amplification has only been observed to be actively overexpressed in 2% of gliomas (Cancer Genome Atlas Research, 2008; Musgrove et al., 2011).
Figure 1-13 Chart of amplifications/ deletions in various cancers

Figure taken from (Asghar et al., 2015). The G1 cell cycle regulators are regularly deregulated in a variety of cancers. CDK4, CDK6 (A) and cyclin D1 (B) are generally amplified (red) while the CKI p16 (C) is commonly deleted (blue) or mutated (green). The frequency of gene alterations is plotted for different cancer types described in symbols along the X-axis. Symbol meanings are described in chart (D).

p16 is by far the most frequently lost CKI reported in cancer cases -approximately 50% of gliomas and mesotheliomas, 40–60% of nasopharyngeal, pancreatic and bilary tract tumours and 20–30% of acute lymphoblastic leukaemias (Vermeulen et al., 2003) and it is commonly mutated in melanoma (Smith-Sorensen and Hovig, 1996). Taken together with the changes to CDK4 expression observed in melanoma, it shows the importance of CDK4 regulation to the proliferation of this particular cancer. p16 and p15 knock out mice are prone to spontaneous tumour development (Malumbres and Barbacid, 2001). However, the loss of p15 is far less common in human cancers and has only been identified in a few rare glial tumours and hematologic neoplasms (Esteller et al., 2001). The loss of p18 in cancer appears equally rare and has only been identified in some
Hodgkin lymphomas (Sanchez-Aguilera et al., 2004) and medulloblastomas (Uziel et al., 2005). Notably p18 knock out mice develop pituitary tumours (Malumbres and Barbacid, 2001).

The highest levels of p18 are observed in human skeletal muscle while moderate levels are present in pancreas and heart tissue (Guan et al., 1996). p18 has also been identified as part of the mechanism that regulates myogenic differentiation (Franklin and Xiong, 1996). Finally, p19 mRNA has been observed at high levels in the thymus, peripheral blood leukocytes, and brain while moderate levels are present in the spleen, testis, skeletal muscle, and heart (Hirai et al., 1995). p19 knockout mice, however, only show mild testicular atrophy but remain fertile and are no more susceptible to spontaneous tumour formation than wild-type animals. The testicular atrophy is associated with increased levels of apoptosis (Canepa et al., 2007). As such p19 loss has not been specifically identified in any tumour setting.

The complete loss of CIP/KIP has not been observed in cancer and instead low levels of p27KIP1 seem to enhance tumorigenesis, perhaps through a CDK4/6-cyclin D assembly role. However, p27KIP1 knockout mice are more prone to induced tumours from carcinogenic agents, most likely from the loss of a DNA damage inhibitory response and upregulation of CDK2-cyclin E activity (Sherr and Roberts, 1999).

1.6.2 Hsp90 dysregulation in cancer

The role of Hsp90 in regulating the activity of many oncogenic kinases including B-Raf, ErbB2, Bcr-Abl and CDK4 highlights it as a prime candidate for the development of broad spectrum oncogenic kinase inhibitors capable of treating multiple cancer types (Pearl et al., 2008). Cancers have a greater dependency on chaperone systems as high levels of genetic instability within cancer cells gives rise to higher levels of mutated and dysfunctional proteins which may require greater levels of chaperone activity to effectively regulate them (Whitesell and Lindquist, 2005). As such Hsp90 has been observed to be upregulated in certain cancers including breast cancer (Pick et al., 2007). The inhibition of Hsp90 should therefore have a greater negative effect on these oncogenic kinase- and Hsp90-addicted tumour cells than on normal functioning cells providing a therapeutic window. Initially, it was thought that Hsp90 inhibitors would be too cytotoxic due to many Hsp90 clients being vital for cell survival and proliferation.
However, multiple ATP-competitive inhibitors specific for Hsp90 are currently in clinical trials for the treatment of a number of cancer types, and further development is underway to target co-chaperone and client interactions (Sidera and Patsavoudi, 2014). Overexpression of the scaffold protein Cdc37 has been shown to be oncogenic and is found in various cancers including prostate cancer and presents frequently with increased CDK4 levels and Hsp90 complex formation (Smith et al., 2015). The upregulation of CDK4 by increased levels of Cdc37 highlights Cdc37 as the rate limiting factor in the Hsp90 chaperone cycle. siRNA knockdown of Cdc37 results in proteasomal degradation of client kinases, as was observed for Hsp90 inhibition (Smith and Workman, 2009), and also highlights Cdc37 as a potential kinase-specific alternative anticancer target to Hsp90. In the same way ATP-competitive inhibitors specific to client kinases have been shown to disrupt the interaction between the kinase and Cdc37-Hsp90 resulting in degradation by the proteasome (Polier et al., 2013). This mechanism of Cdc37 complex disruption has been investigated in Chapter 6.
1.7 Aims of the Thesis

This project aims to provide a better understanding of CDK6-cyclin D structure and regulation through the measurement of protein-protein interactions with various binding partners using a range of biochemical, biophysical and crystallographic studies. Particular focus has been paid to elucidating the role of the Cdc37-Hsp90 chaperone system in CDK4/6 activation and the mechanism by which the client CDKs are regulated by it and subsequently released by CDK binding partners. CDK4 and CDK6 are uniquely poised amongst Hsp90 client kinases due to the plethora of well characterised binding partners. Throughout the interactions involving CDK4 and CDK6 have been compared to better understand the differences between this seemingly cell cycle redundant CDK pair. Improved knowledge of the role of CDK4/6-cyclin D in cell cycle regulatory mechanisms and potential involvement in oncogenic pathways as well as better structural characterisation through crystallographic studies could lead to the identification of alternative cancer treatments.

Chapter 2 first describes the generation of the protein library required to answer these questions followed by how the interactions of CDK4 and CDK6 with Cdc37 has been quantified, predominantly through a fluorescent based assay, in Chapter 3. To better understand the mechanism by which the CDKs are relinquished from the Hsp90 chaperone system the fluorescent assay has been adapted in Chapter 4 and used to compare the regulation by the D-type cyclins and the potential involvement of the CIP/KIP family in this process. Chapter 5 continues the study to investigate the ability of the INKs to regulate CDK activity from the Hsp90 chaperone system and the effect that INK point mutants might have on this mechanism. Finally, in Chapter 6, crystallographic studies have been performed on CDK4/6 specific ATP-competitive inhibitors to better understand the specificity and the effects that they have on kinase regulation by Hsp90.
Chapter 2. Reagent generation

2.1 Introduction

2.1.1 Recombinant protein expression systems
The expression and purification of high quality recombinant eukaryotic proteins in sufficient yields for biochemical, biophysical and crystallographic analysis holds many challenges. For this purpose, a number of different recombinant protein expression systems have been developed including *E. coli* (Baneyx, 1999), yeast (Cregg et al., 2000), insect cells (Beljelarskaya, 2011), mammalian cells (Andersen and Krummen, 2002) or even in plants (Doran, 2000). Each method has merits and disadvantages. In this thesis, recombinant proteins have been expressed using a combination of *E. coli* and insect cell expression systems.

*E. coli* are widely used for recombinant protein expression due to their rapid growth rates to high densities and low cost of maintenance, and as such have been well-characterised genetically (Baneyx, 1999). The ability of these prokaryotes to take up foreign DNA and their sensitivity to antibiotics have been exploited to selectively introduce exogenous DNA sequences. A large selection of vectors containing a variety of antibiotic resistance genes, promoters and sequences that encode tags to improve protein yields have been designed to this end (Makrides, 1996). A variety of host strains containing alternative chaperones and transcriptional mechanisms to assist with expression and folding of difficult or toxic proteins have also been produced. The main disadvantages of *E. coli* expression is that they lack the posttranslational modifying, disulphide bond forming or secretion mechanisms that their eukaryotic counterparts possess (Makrides, 1996). Thus, some expressed eukaryotic proteins are unstable or inactive.

An alternative heterologous protein expression system to *E. coli* is immortalized insect cells such as those derived from the moth, *Spodoptera frugiperda* (Sf21 and its derivative Sf9). *Spodoptera frugiperda* cells are eukaryotic and as such possess most of the posttranslational modification, chaperone and transportation systems needed for the assembly and activation of eukaryotic proteins (Luckow and Summers, 1988; Trowitzsch et al., 2010; Beljelarskaya, 2011). N-linked glycosylation mechanisms required for the
activation of some proteins however are different to mammalian cells (Luckow and Summers, 1988). Insect cells are readily cultured in suspension and expression can be scaled up with the use of bioreactors if required (Trowitzsch et al., 2010). DNA to express the protein of interest is introduced by infection with recombinant baculoviruses. These viruses are non-pathogenic, cannot replicate in mammalian cells and can introduce far larger DNA sequences than can be taken up by E. coli transformation. They are therefore ideal for the transfer and expression of very large proteins or multi-protein complexes (Trowitzsch et al., 2010). The main drawbacks are slower insect cell growth (doubling time of 24 hours compared to 20 minutes for E. coli) and the time taken to amplify baculovirus stocks.

The MultiBac™ system (Geneva-Biotech) has been developed by the Berger group at EMBL for expression of eukaryotic protein complexes (Figure 2-1) (Fitzgerald et al., 2006; Trowitzsch et al., 2010). It allows for the modular combination of multiple protein species for expression from the same baculovirus in insect cells. “Acceptors vectors” pACEBac1 and pACEBac2, and “donors vectors” pIDC, pIDK and pIDS, can be combined by an in vitro Cre-LoxP recombinase reaction to drive multi-protein expression from the same virus (Figure 2-1, step 2). Co-expression from a single virus greatly simplifies the process of multi-protein expression as multiple viruses do not have to be created and maintained. Each vector contains different antibiotic resistance markers to permit different vector combinations to be selected.

The MultiBac system has also modified the baculovirus sequence to improve protein yields: (i) the v-cath gene which codes for a viral protease activated upon cell death has been removed to delay the onset of cell lysis and reduce proteolytic cleavage of overexpressed proteins (Trowitzsch et al., 2010); (ii) the virus is generated as a bacmid in a modified DH10 E. coli cell line the success of which can be monitored by blue/white colony formation through lacZα gene disruption by Tn7 transposition (Figure 2-1, step 5); and (iii) a fluorescent marker (yellow fluorescent protein (YFP)) under the control of a late polh promoter has been inserted to permit monitoring of expression of the gene of interest (Figure 2-1, step 7).
Figure 2-1 Schematic of the MultiBac system
Figure adapted from (Sari et al., 2016) (1). Individual proteins are cloned into acceptor and donor vectors. (2). Vectors are combined by a Cre-LoxP recombinase reaction to produce a multigene expression construct (3). (4). The multigene expression vector is combined with viral DNA to produce a Bacmid (5) in modified DH10 cells. (6). Sf9 insect cells are transfected with the purified Bacmid to express protein complexes (7).

Overall, a low multiplicity of infection (moi) must be maintained to avoid detrimental gene deletion during virus amplification. To ensure this is the case, cell counting is used to determine virus titre: the amount of virus used is determined by that needed to allow one doubling of the insect cells but not more. This activity is reflective of the virus titre as once infected the insect cells no longer divide.

This MultiBac™ system is of particular interest as it would allow multiple combinations of different CDK4 and CDK6 constructs to be combined with different cyclin D species and as well as other binding partners for co-expression such as Cdc37 or p27KIP1.

2.1.2 Tailoring protein expression
As discussed above the majority of eukaryotic proteins are found as parts of larger complexes, where they cooperate to perform cellular functions (Alberts, 1998). When individually expressed many eukaryotic proteins are often expressed in low yields, are
aggregated or insoluble. This behaviour results from a number of protein characteristics: many are multi-domain with individual folds carrying out specific functions and cannot acquire their native structure without the assistance of chaperones. Unstructured regions between domains offer the possibility to remodel proteins in response to signalling events and are frequently subject to post-translational modifications (van der Lee et al., 2014) (Jakob et al., 2014), but in the absence of an appropriate cellular environment, may lack defined structure. Finally, many domains offer surfaces to mediate protein-protein interactions which require a specific binding partner for stability.

To address these concerns several approaches have been taken. Tertiary structure prediction methods, for example HHpred (Soding et al., 2005) that aligns the protein sequence to proteins of known structure deposited in the PDB can be used to identify potential domain boundaries that may delineate a more stable sequence. In the absence of a match, secondary structure prediction (for example CFSSP (Chou and Fasman, 1974) or JPred (Drozdetskiy et al., 2015)) can be used to identify potential boundaries that may define stable constructs. Within a potential fold, the removal of long, unstructured regions without compromising function may aid expression. For all these methods, sequences that book end the conserved core fold may be required to stabilise it necessitating screening several constructs to optimise expression. Techniques such as limited proteolysis and 1D-NMR for example are also useful to define and refine the domain boundaries and identify the percentage of unstructured amino acids. As examples, a number of cyclin structures have been determined following identification of C-terminal stable fragments that encode tandem cyclin box folds that bind and activate the CDK fold (Brown et al., 1995; Honda et al., 2005; Petri et al., 2007).

Finally, mutations can be made to the protein to try and improve solubility and stability (van den Burg and Eijssink, 2002). These mutations, for example cysteine to serine may help to avoid inappropriate disulphide bond formation. Alternatively, the introduction of disulphide bonds or salt bridges to the surface of the protein either intra-molecularly, to stabilise single protein folds, or inter-molecularly to stabilise complex formation may be helpful. Other point mutations which reduce the entropy of the unfolded state, thereby increasing the preference to adopt the folded state, or which improve the hydrophobic packing of the core have also been explored as methods to improve protein
solubility (van den Burg and Eijsink, 2002). Changing species to study an orthologue can be viewed as an extreme case of protein mutation. Because of insurmountable difficulties attempting to express monomeric human cyclin D1, D2 and D3, two viral D-type cyclins derived from herpesvirus saimiri (Vcyclin) and Kaposi’s sarcoma-associated herpes virus (Kcyclin) were used as surrogates in this study.

Co-expression or co-purification with binding partners has also proven successful in some cases, and this approach has been used extensively throughout this thesis to produce proteins for analysis. For example, a cyclin A2 fragment identified by partial proteolysis (Brown et al., 1995) aggregates readily, but forms a monodisperse binary complex when co-purified with CDK2 (Brown et al., 1999a). Determination of the CDK1 structure was aided by the presence of the binding partner CKS1 (Brown et al., 2015).

Co-expression with the necessary posttranslational modifiers or chaperone proteins not found in the host cell can also be used to improve solubility and increase yields (Brown et al., 1999b). For example, co-expression of CDK2 with the yeast kinase CDK-activating kinase 1 (CAK1) which phosphorylates CDK2 on a key threonine residue (T160) promoted structural rearrangements and an increase in stability and yield.

Modifications to proteins are also employed to aid with both purification and stability. An example of this approach are affinity tags initially used to separate the desired protein from those of the host after cell lysis. In this thesis, a mixture of polyhistidine (His_{6}) and glutathione S-transferase (GST) affinity tags have been used for purification and a combination of Avidity (Avi) and FLAG tags used for subsequent biophysical analysis.

The His_{6} tag binds to transition metal ions, typically Ni^{2+}, immobilised on a nitrilotriacetic acid matrix. High levels of background protein binding is a drawback to its use, exacerbated in our case by kinases having a propensity to bind non-specifically to nickel resin and insect cell media leaching Ni^{2+} from the resin. Non-specific binders can be removed by washing with a low concentration of imidazole (a competing ligand), and high levels of imidazole must be removed from the eluted protein as it causes protein aggregation and affects crystallisation (Terpe, 2003).

The GST tag binds specifically to glutathione which can be coupled to a resin to generate an affinity column and subsequently used as a competing ligand to elute bound proteins.
of interest. The GST tag also aids solubility, can help protect against intracellular proteases and can be exploited as an antibody target for subsequent assays. GST however does form dimers in solution, so alternative monomeric tags such as maltose-binding protein (MBP) that can also aid solubility of eukaryotic proteins in E. coli may be preferred (Terpe, 2003). Tags can be positioned on either the N or C-termini and cleaved specifically using proteases such as thrombin or the human rhinovirus 3C protease.

Many other affinity tags are available for both purification procedures and subsequent assays, including the Avi and FLAG-tags, allowing the binding of the target proteins to be tailored to the assay at hand. The FLAG tag is a short sequence of eight amino acids which is recognised by monoclonal antibodies making it highly specific for protein detection from cell lysates and for biophysical assays (Terpe, 2003). Bound proteins can then be selectivity eluted by competition with FLAG peptide. The Avi-tag consists of a twenty amino acid sequence which contains the recognition site for a biotin ligase (Schatz, 1993). Following biotinylation of the tag, either in vivo or in vitro, it binds tightly to streptavidin (Kd, 1 fM). The strength of this interaction makes it ideal for immobilising proteins to streptavidin surfaces for biophysical assays, but less useful for protein purification.

2.1.3 Design of truncated CDK6, cyclin D1 and cyclin D3

Prior to the start of this project, structures had been determined for CDK4-cyclin D1 (Day et al., 2009), CDK4-cyclin D3 (Takaki et al., 2009) and for CDK6 bound to a herpes virus saimiri cyclin (Vcyclin, (Schulze-Gahmen and Kim, 2001)). Collectively these structures revealed regions of each protein prone to disorder and provided a starting point from which to design constructs with potentially improved properties for both assays and further structure determination. Though starting from the full-length CDK4 and cyclin D3 sequences only residues 5-295 of CDK4 and 23-254 of cyclin D3 had defined electron density (Takaki et al., 2009). The lack of density for residues 255-292 at the C-terminus of cyclin D3 suggested that this region is highly disordered. This structure contrasts with that of the equivalent sequence (residues 402-432) of cyclin A which in the CDK2-cyclin A structure has an extended interaction with CDK2 (Russo et al., 1996b). However, this region of cyclin D3 is also involved in extensive crystal contacts with the adjacent cyclin
Human cyclins D1 and D3 were aligned using Clustal Omega (Sievers et al., 2011) and show an entirely α-helical structure with long unstructured regions at both the N and C-termini. Residues that are identical are marked by stars, conserved residues are highlighted with a colon (:) or dot (.). Human cyclin D1 and D3 sequences taken from Uniprot entries P24385 and P30281 respectively. The secondary structure is taken from the PDB: 2W96 and 3G33 for cyclin D1 and cyclin D3 respectively. α-helixes are shown in red with the corresponding helix numbers are displayed above.

D3 molecule suggesting that crystal packing may be influencing the cyclin D3 structure in this region.

To improve the quality of the CDK4-cyclin D1 crystals, Day et al. made several truncations to the CDK4 and cyclin D1 sequences. The C-terminal region of cyclin D1 comprised of residues 271-295 that contains a polyglutamate region and a phosphorylation site, and the first (N-terminal) 14 residues that includes the LxCxE motif were removed. Though crystal quality was improved, the final six cyclin D1 residues were still not visible. (Day et al., 2009). Day et al. also removed the last 5 residues of CDK4 and mutated an internal flexible loop region, (residues 42-48, consisting of seven glycine residues) with the equivalent GEEG sequence from CDK6.

Structures for CDK6 have been determined using the full-length sequence as well as sequences with minor modifications to the C-terminus to remove either the last 18 or 25 amino acids and so terminate at residue 308 or 301 respectively. For each of the CDK6 structures the initial 10 residues at the N-terminus and residues beyond 301 are rarely visible suggesting that these regions are disordered (Jeffrey et al., 2000; Schulze-Gahmen and Kim, 2002; Lu and Schulze-Gahmen, 2006).
<table>
<thead>
<tr>
<th>CDK4</th>
<th>CDK6</th>
</tr>
</thead>
<tbody>
<tr>
<td>β1</td>
<td>MSDK</td>
</tr>
<tr>
<td>β2</td>
<td></td>
</tr>
<tr>
<td>β3</td>
<td></td>
</tr>
</tbody>
</table>

\[
\begin{align*}
\text{β1} & \quad \text{β2} & \quad \text{β3} \\
\text{CDK4} & \quad \text{MEK} & \quad \text{G|L} & \quad \text{CR|AQQYEC|VAEE|GAGY|KVFK|ARDL|KNGGR|PVALKVR|VQPTG} & \quad \text{---|EEMPLS} & \quad 57 \\
\text{CDK6} & \quad \text{MEK} & \quad \text{G|L} & \quad \text{CR|AQQYEC|VAEE|GAGY|KVFK|ARDL|KNGGR|PVALKVR|VQPTG} & \quad \text{---|EEMPLS} & \quad 52 \\
\end{align*}
\]

---

**Figure 2-3 CDK4 and CDK6 alignment**

Human CDK4 and CDK6 (Uniprot entries P11802 and Q00534 respectively) were aligned using Clustal Omega (Sievers et al., 2011) and shows 5 β-sheets and an α-helix which forms the N-lobe. The C-lobe is predominantly α-helical. There are short unstructured regions at the termini particularly the C-terminus of CDK6. Resides that are identical are marked by stars, conserved residues are highlighted with a colon (:) or dot (.). The secondary structure is taken from the PDB: 3G33 and 2EUF for CDK4 and CDK6 respectively. α-helixes are shown in red and β-sheets in blue. The corresponding helix and β-sheet numbers are displayed above.

Based on these previously determined structures and on an analysis of the sequences to predict protein crystallisability using XtalPRED (Slabinski et al., 2007) truncated versions of CDK6 and cyclins D1 and D3 were designed in an attempt to produce more stable constructs for biophysical assays and for crystallisation trials (Table 2-1). Figure 2-4 shows the XtalPRED results for CDK6 which predicts a short disordered region, shown by the underlined sequence, of 10 residues at the N-terminus. A much longer region of 24 residues at the C-terminus and a small loop between residues 253-259 are also predicted to be disordered.

As observed in the crystal structures, cyclins D1 and D3 were predicted by XtalPRED to have extended disordered regions at their C-termini from residues 253 or 249 respectively. Interestingly, the disordered region observed in the crystal structure of cyclin D1 was not predicted by XtalPRED. However, constraints imposed by packing can impart order and disorder to protein crystal structures. Removal of these predicted disordered regions greatly improved the XtalPRED crystallisability and instability scores.
Figure 2-4 CDK6 has short predicted disordered regions at the N and C-termini
XtalPRED was used to predict disordered regions in CDK6 and to predict the effects of truncations (Slabinski et al., 2007). The amino acids within predicted disordered regions are boxed.
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<table>
<thead>
<tr>
<th>10</th>
<th>20</th>
<th>30</th>
<th>40</th>
<th>50</th>
<th>60</th>
</tr>
</thead>
<tbody>
<tr>
<td>MEKDL</td>
<td>QQQECVAEIG</td>
<td>EGAYGKVK</td>
<td>RDLKNGR</td>
<td>ALKRVRQVTG</td>
<td>EEGMPLSTIR</td>
</tr>
<tr>
<td>EVAVLRHLET</td>
<td>FEHPNVVR</td>
<td>DVCTVSRTDR</td>
<td>ETKLTLVF</td>
<td>VDQLLTYLD</td>
<td>KVPEGVPT</td>
</tr>
<tr>
<td>TIKDMFMQ</td>
<td>RGLDFLSH</td>
<td>RVHRDLKPQ</td>
<td>ILVTS</td>
<td>SFQMA</td>
<td>LTVV</td>
</tr>
<tr>
<td>VTLWRAPFEV</td>
<td>LLQSSYTAF</td>
<td>DLWSVCGFIA</td>
<td>EMFKRKLFR</td>
<td>GSSDVQLG</td>
<td>ILDVG</td>
</tr>
<tr>
<td>EDWPRDVALP</td>
<td>RQ</td>
<td>ALIEKFVTDID</td>
<td>ELGKDLLLKC</td>
<td>LTFNPAKRIS</td>
<td>AYSALSHYPF</td>
</tr>
</tbody>
</table>

Figure 2-5 The D-cyclins show an extended disordered region towards the C-terminus
XtalPRED was used to predict disordered regions of (A) cyclin D1 and (B) cyclin D3 and to predict the effects of truncations (Slabinski et al., 2007). The amino acids within predicted disordered regions are boxed.

Considering the available crystal structures and secondary structure predictions, a number of CDK6 and cyclin D1 and cyclin D3 constructs were prepared (Table 2-1). Sequences were sub-cloned into baculovirus transfer vectors for subsequent expression in insect cells.
Table 2-1 CDK6 and cyclin D truncated constructs
A summary of the CDK6 and cyclin D1 and D3 truncated constructs designed.

<table>
<thead>
<tr>
<th>Full length protein</th>
<th>Truncated constructs</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK6 (1-326)</td>
<td>CDK6&lt;sub&gt;10-326&lt;/sub&gt;</td>
</tr>
<tr>
<td>cyclin D1 (1-295)</td>
<td>cyclin D1&lt;sub&gt;15-295&lt;/sub&gt;</td>
</tr>
<tr>
<td>cyclin D3 (1-292)</td>
<td>cyclin D3&lt;sub&gt;20-292&lt;/sub&gt;</td>
</tr>
</tbody>
</table>

2.1.4 Design of constructs to express cyclin-dependent kinase inhibitor p27KIP1

CDK4 and CDK6 are inhibited by members of both the INK and CIP/KIP families of cyclin-dependent kinase inhibitors (CKIs). The four INK proteins are comprised of multiple tandem arrays of ankyrin repeats and have proved to be very amenable to heterologous expression in *E. coli*. In contrast, p21CIP1 and p27KIP1 encode extended unstructured regions and to date structural information for family members has been derived from co-complex structures (Russo *et al.*, 1996a; Duffy *et al.*, 2016). The structure of CDK2-cyclin A-p27KIP1 revealed that p27KIP1 bound across an extended interface interacting with both CDK2 and cyclin A ([Russo *et al.*, 1996a], Figure 1-9). A p27KIP1 construct encoding residues 22-106 was expressed, but only residues 25-93 were visible in the electron density (Russo *et al.*, 1996a). For functional studies, p27KIP1 constructs were designed starting with the published construct from the crystal structure. As well as full-length p27, truncated constructs p27M, encoding residues 1-106, p27S, corresponding to the residues built in the structure (23-106) and p27XS (residues 34-106) which lacks the RXL cyclin binding motif (residues 30-32) were prepared. The equivalent p21CIP1 constructs, p21M (residues 1-87), p21S (residues 9-87) and p21XS (residues 23-87), were also made. Taken together, these constructs can be used to assess the importance of
A

| p27 | MSNVRSNGPSLERMDARQEHPKSACRNLFGPVDEELTRDLERKHCDMEEEASQKRW | 60 |
| p21 | --------------MSEPAGDVRQNPCGSKACRRLFGPVDESEQLSRDCDAMCICIQERERW | 49 |

β-hairpin

| p27 | NFDQNHKIPLEGKYEQEVEKGSLEFEYPRPPRPKGACKVPAQESQDVSFGSLPA---P | 118 |
| p21 | NFDFTETPLEGFANERGLPLKLYLP-GPRRGRDELG----------------GRRPGTSPLA | 101 |

β-sheet

| p27 | IGAPANSEDTHLVDPKTDPSDSQTGLAEQCAGIRKRPATDDSSTQKQNRTENVEVSDGS | 178 |
| p21 | LQGTAE-----EDH--------------VDLSLSCTLVPSGE---------------QAEGS | 130 |

(B) p27 constructs as displayed on the CDK2-cyclin A-p27 structure (PDB: 1JSU). Proteins are displayed in ribbon form. CDK2 is in blue and cyclin A in green. Both p27M and p27S cover the full sequence observed in the crystal structure. p27XS does not include the sequence in red, p27\textsubscript{1-79} the sequence in yellow and p27\textsubscript{1-75} additionally the sequence in magenta. Image prepared using CCP4MG (McNicholas et al., 2011).

Figure 2-6 p21 and p27 sequence and constructs

(A) Human p21 and p27 (Uniprot entries P38936 and P46527 respectively) were aligned using Clustal Omega (Sievers et al., 2011). The secondary structure when bound to CDK2-cyclin A is taken from the PDB: 1JSU. α-helices are shown in red and β-sheets in blue and key secondary structure elements are labelled above the sequence. Residues that are identical are marked by stars, conserved residues are highlighted with a colon (:) or dot (.). (B) p27 constructs as displayed on the CDK2-cyclin A-p27 structure (PDB: 1JSU). Proteins are displayed in ribbon form. CDK2 is in blue and cyclin A in green. Both p27M and p27S cover the full sequence observed in the crystal structure. p27XS does not include the sequence in red, p27\textsubscript{1-79} the sequence in yellow and p27\textsubscript{1-75} additionally the sequence in magenta. Image prepared using CCP4MG (McNicholas et al., 2011).

the cyclin RXL recruitment site and the p21CIP1 and p27KIP RXL motifs to cyclin and CKI function.

p27KIP1 inhibits CDK2 by distorting the N-terminal β-sheet, and inserting a 3\textsubscript{10} helix and extended sequence into the catalytic cleft to block ATP and peptide substrate binding respectively. p27KIP1 residues 1-79 (p27\textsubscript{1-79}) was designed to remove the 3\textsubscript{10} helix (residues 85-89) and the subsequent residues which would proceed into the substrate.
Full length | Truncated constructs
--- | ---
p27 (1-79) | p27 (1-75)
p21CIP1 (1-164) | p27M (1-87) p27S (9-87) p27XS (23-87)

Table 2.2 Truncated CIP/KIP constructs designed for this study
A summary of p27 truncated constructs used in subsequent experiments. The table gives the construct name and the residue range in brackets.

A shorter p27KIP1 construct (p27,1-75) removes the CDK interacting region of the p27 β-strand that forces itself between β-sheets 1 and 2 of CDK2. As a result of this interaction, there is no visible electron density for the CDK2 β-sheet (Russo et al., 1996a). Additionally, tyrosine to glutamic acid mutations were made at residues Tyr88 and both Tyr88 and Tyr89 within the p27M sequence to investigate the effect of phosphorylation on these residues. These CIP/KIP constructs were kindly provided by Dr Martyna Pastok (Postdoc, Endicott lab, NICR) and are summarised in Table 2.2.

2.2 Biophysical methods to characterise proteins

Expressed proteins can be characterised by a variety of techniques to ascertain their purity and integrity. These methods include mass spectrometry (MS), circular dichroism (CD), dynamic light scattering (DLS), analytical size exclusion chromatography (SEC), UV spectroscopy at 280 nm and sodium dodecylsulfate polyacrylamide gel electrophoresis (SDS-PAGE). Non-equilibrium pH-gradient electrophoresis of CDK4-cyclin D3 has revealed that CDK4 is expressed as a mixture of phosphorylated and non-phosphorylated species with around 62% of CDK4 being mono-phosphorylated on Thr172 (Takaki et al., 2009). Day et al. removed the last 24 residues on cyclin D1 as it contained a potential phosphorylation site (Day et al., 2009). Constructs have been analysed by a combination of the above techniques to assess their quality and purity for subsequent assays.
2.2.1 Mass spectrometry

Mass spectrometry can be used to accurately determine the mass of proteins. Proteins are first ionised and then accelerated towards a detector by an applied electric field. Mass spectrometric analysis is often coupled with liquid chromatography (LC) to provide sample clean up and separation directly before direct injection onto the mass spectrometer. The most common method of protein ionisation is electrospray (ES). In ES, samples are ejected from a hypodermic needle at high voltage where the water in the micro-droplets rapidly evaporates and imparts its charge onto the protein. ES is a gentle method of protein ionisation which does not cause fragmentation of the protein making it ideal for intact protein mass analysis to identify potential posttranslational modifications or truncations of the protein. Large species such as proteins become multiply charged by the addition of protons imparting them with a mass-to-charge ratio (m/z) sufficient for analysis. By varying the electric field, ions of different m/z can be re-directed towards the detector in order to produce a spectrum of the different charged species in a sample (Mann et al., 2001).

![Figure 2-7 Schematic of a quadrupole TOF instrument.](image)

A schematic of a quadruple TOF instrument. Image taken from (Mann et al., 2001) Ions are produced at the source (left) at atmospheric pressure and are then focussed in the vacuumed quadrupole (q0) separated in Q1 and dissociated in q2. Ions enter the time-of-flight analyser through a grid, are pulsed into the reflector and onto the detector.
2.2.2 Differential scanning fluorimetry

Differential scanning fluorimetry (DSF) can be used to analyse protein and protein complex stability (Ericsson et al., 2006). DSF uses a fluorescent dye, such as Sypro Orange to monitor protein unfolding with increasing temperature. The dye binds to hydrophobic regions of the protein which are typically concealed within the protein fold away from the surrounding solvent. As the temperature is increased the protein will begin to denature and unfold exposing the hydrophobic regions and allowing the dye molecules to bind, whereby their fluorescence is increased by the loss of the quenching effect of water. At higher temperatures the protein will begin to aggregate resulting in dye dissociation and the loss of fluorescence. From the initial dye binding curve a melting temperature for the protein ($T_m$) can be determined as the temperature at which half of the protein is unfolded. The assay can then be used to determine the effect on the melting temperature of the protein from the introduction of compounds or point mutations (Niesen et al., 2007), which may stabilise or destabilise the protein, or from adjusting the buffer conditions (Ericsson et al., 2006).

![Figure 2-8 Diagram of thermal melt assay](image)

**Figure 2-8 Diagram of thermal melt assay**
A schematic of a protein thermal melt assay. Figure adapted from (Niesen et al., 2007). As the temperature increases the protein (blue) begins to unfold. Dye (orange) binds to exposed hydrophobic regions until all hydrophobic regions are filled. At higher temperatures, the protein begins to aggregate concealing hydrophobic regions causing a decline in fluorescence.
2.3 Materials and methods

All chemicals listed in the materials and methods were of analytical grade and obtained from Sigma Aldrich unless otherwise stated.

2.3.1 Construct generation

A pGEX-6P1 derivative to co-express full length human CDK2 and *Saccharomyces cerevisiae* CAK1 (the CDK-activating kinase) as GST fusions, and a modified pET21d vector to express a C-terminal His\textsubscript{6}-tagged cyclin A\textsubscript{2,173-432} sequence were kindly provided (Brown et al., 1999a). p27KIP1 and p21CIP1 constructs were a gift from Dr Martyna Pastok (Postdoc, Endicott lab, NICR). INK, Vcyclin and Kcyclin sequences were synthesised (IDT, Integrated DNA Technologies) and subsequently sub-cloned into the pGEX6P-1 vector to generate N-terminal GST fusions. Cdc37\textsubscript{1-348}, Cdc37\textsubscript{1-378}, Cdc37\textsubscript{S13E-1-378}, Cdc37\textsubscript{Q247R-1-378} and Hsp90\textsubscript{β-1-724} were all provided as N-terminal His\textsubscript{6} fusion proteins in the pRSETA vector by our collaborator Dr Marc Morgan (Postdoc, Pearl lab, University of Sussex). N-terminal GST fusions of human CDK4 and CDK6 and untagged human cyclin D1 and cyclin D3 sequences were provided in the pVL1392 vector by Dr Martyna Pastok (Postdoc, Endicott lab, NICR).

For subsequent cloning, primers were purchased from Eurofins Genomics, purified using standard desalting methods and re-suspended to 100 μM in nuclease-free water (Ambion). A full list of primers is provided in Appendix A. All PCR reactions were performed using the standard protocol described in Appendix A. Template DNA was removed by DpnI (New England Biolabs) digestion using 5 μl of Buffer 4 and 0.5 μl Dpnl per 50 μl PCR reaction product and incubated at 37°C for 1 hour. The Qiagen QIAquick PCR purification kit were used to remove excess primers, template DNA fragments, enzymes and to buffer exchange. DNA concentrations were determined using a Nanodrop Spectrophotometer 2000 (Thermo Scientific).

2.3.2 Cloning

Cloning was performed using a combination of In-Fusion cloning (Clontech) and ligation by T4 DNA ligase (New England Biolabs) of restriction enzyme digested PCR products and vectors.
In-fusion

In-fusion reactions were used to generate full length and truncated CDK6 and cyclin D1 and D3 constructs for the MultiBac™ system as well as sub-cloning of INKs, INK mutants and viral cyclins. 2 µl of 5x In-fusion Enzyme premix was added to 100 ng of purified PCR product and 100 ng of vector, linearized by restriction digest. Reactions were made up to 10 µl using nuclease-free water and incubated at 50 °C for 15 mins before returning to ice. GST-tagged human CDK6 and CDK4 were cloned into the pACEBac1 vector using the 5’ BamH1 and 3’ EcoR1 restriction sites. Human cyclin D1 and cyclin D3 were cloned into the pIDK donor vector at 5’ Xho1 and 3’ Nhe1 restriction sites. For multi-protein expression, vectors were combined by the Cre-LoxP reaction using Cre recombinase (New England Biolabs). 1 µg of each vector were incubated with 1 unit of Cre recombinase for 1 hour at 37°C.

Ligation

Ligation cloning was used to prepare Avi-tagged constructs of Cdc37, Hsp90, the INKs and INK mutants. 5 µl Buffer 4, 1µl Nco1 (20 U/µl), 1µl Spe1 (10 U/µl), 1 µl DpnI (20 U/µl) (New England Biolabs) were added to 30 µl of PCR-purified PCR product and made up to a total of 50 µl using nuclease-free water and incubated at 37 °C for 90 minutes. Vector stocks of pET3d vectors containing either an N-terminal His6-3C or His6-3C-Avi sequence were kindly provided by Dr Richard Heath (Postdoc, Endicott lab, NICR) and were subjected to Nco1 and Spe1 restriction enzyme treatment under conditions described above, followed by the addition of 1 µl of CIP (10 U/µl) (New England Biolabs) and incubated at 37°C for a further 30 minutes. C-terminal Avi-tagged constructs were generated by including the Avi-tag sequence in the PCR primer and then ligation into the N-terminal His6-3C modified pET3d vector for expression. Constructs containing an Avi-tag at the N-terminus are referred to as N-Avi and those with an Avi-tag at the C-terminus C-Avi. All samples were subsequently purified using a Qiagen QIAquick PCR purification kit. Ligation reactions were performed using 1 µl 1 x T4 ligation buffer, 50 ng of the digested vector, 50 ng of the digested insert and 0.5 µl T4 DNA ligase (400 u/µl) (New England Biolabs) to give a total volume of 10 µl and then incubated at room temperature for 1 hour.
2.3.3 *E. coli* transformation

Construct-containing vectors were transformed into chemically competent *E. coli* Stellar cells (Clonetech). 2 μl of the In-fusion or ligation reaction was incubated with 30 μl of thawed competent cells on ice for 15 minutes and then heat-shocked at 42 °C for 1 minute before being returned to ice. 400 μl of SOC media was added to the cells which were then incubated at 37 °C, with shaking, for 1 hour. Cells were plated onto antibiotic-containing agar plates and incubated at 37°C overnight. Individual colonies were used to inoculate 10 ml of LB media, containing the appropriate antibiotics, which were then grown overnight while shaking at 37 °C. Cell pellets were harvested by centrifugation at 1876 x g for 10 minutes and the DNA extracted using the standard protocol supplied with the Miniprep kits (Qiagen). DNA concentrations were measured by absorbance at 280 nm determined by Nanodrop 2000 (Thermo Scientific). Sequences were confirmed by sequencing analysis (Eurofins Genomics) and analysed using the ExPASy translate tool (Gasteiger *et al.*, 2003) and sequence alignment by Clustal Omega (Sievers *et al.*, 2011).

Bacmids were produced by transformation of DH10EMBacY cells with 1 μg of either GSTCDK6 containing pACEBac1 or CDK6-cyclin D multigene fusion vector. Colonies were grown on LB agar plates containing ampicillin (50 μg/ml), kanamycin (30 μg/ml), gentamycin (7 μg/ml), tetracyclin (10 μg/ml) X-Gal (100 μg/ml) and IPTG (40 μg/ml) for 16 hours at 37°C to produce the bacmid. White colonies were then selected after a total of 24 hours incubation and the bacmid isolated by isopropanol precipitation of the DNA. The bacmid pellet was washed twice with 70% ethanol, dried, re-suspended in sterilised water in sterile conditions and stored at -20 °C.

2.3.4 Virus production and amplification

**Transfections of GST3CCDK6 in pVL1392**

The 3C-cleavable GSTCDK6 construct in the pVL1392 transfer vector was prepared (Hallett, 2013). 35 mm dishes were seeded with 2 ml of serum-free Sf900 II media containing 1 x10⁶ Sf9 cells per ml for 1 hour at room temperature. Co-transfection medium was prepared using the FlashBac Ultra system (Oxford Expression Technologies, OET) consisting of 500 ng 3C-cleavable GSTCDK6 transfer vector, 100 ng supplied flashBAC DNA and 5 μl Genejuice transfection reagent and incubated at room temperature for 30 minutes. Excess media and cells were removed from the seeding
dish and the cell monolayer washed with 2 x 1 ml of fresh media. 1 ml of co-transfection medium was added and the cells were incubated at 28°C overnight. After 12 hours the co-transfection medium was removed and replaced with 1 ml of untreated Sf900 media. The V0 stage virus was harvested in this media after a total of 5 days incubation and then amplified as described below.

**Transfection of Bacmids**

Bacmid DNA, as prepared from 3 ml of cells, was re-suspended in 20 μl of nuclease-free sterile water to which 200 μl of Sf900 media had been added. 100 μl of a 1 in 10 v/v dilution of Gene Juice™ (Novagen) transfection reagent in media was added to each bacmid DNA sample. 0.5 x10^6 Sf9 cells per well were seeded in 6-well plates in a total volume of 3 ml per well. 150 μl of each transfection reagent was added to a well, and again to a duplicate, and incubated for 48-60 hours at 27 °C in the dark. Successful transfections were monitored by the appearance of yellow cells using a fluorescent microscope (see below). YFP expression is under a late promoter and so is not expressed until the virus transfection is well established. Transfections were repeated if no fluorescence was observed after 60 hours. The media from each well was harvested as the V0 virus stock and used for subsequent amplification steps.

**Successful transfections determined using fluorescence microscopy**

Transfection efficiency was monitored by visualisation of YFP expression within the cells using a fluorescent microscope (Nikon Eclipse TE2000-U) using a green filter. Fluorescent images were overlaid over light microscope images to identify the locations of cells that were fluorescing. The expression of YFP indicated transfection of the bacmid containing both YFP and the gene of interest into the insect cells. However, expression tests were still required to determine the levels of soluble expression of the protein of interest.

**Virus amplification**

V0 virus was amplified twice to V1 then V2 by infection of 50 ml Sf9 cells at 0.5 x10^6 cells per ml with 0.5 ml of the previous generation of viral stock. Cultures were incubated at 27°C with shaking (120 rpm) and the number of cells per ml counted each day to monitor when cellular division stops and therefore every cell was infected. If necessary cells were diluted back down to 0.5 x10^6 cells per ml to maintain cell numbers. The virus was
harvested 24 hours after arrest of cell proliferation, typically 72 hours after infection, by centrifugation at 2095 x g for 15 minutes. The V2 generation was used for protein expression. Cell pellets were used for expression tests.

**Small scale optimization of expression**

The optimum amount of each virus to use for expression was determined, 30 ml cultures of 1.0 x 10^6 cell per ml of Sf9 cells were infected with varying volumes of V2 viral stock, typically 10 μl, 50 μl or 100 μl of virus and incubated at 27 °C with shaking (120 rpm) for a total of 72 hours. After 24 and 48 hours, cells were counted to identify when they had doubled once and then stopped dividing and therefore the optimum virus concentration had been achieved. Small scale expression tests were repeated using different concentrations of virus until the optimum viral stock volume was determined. Cells were harvested by centrifugation at 646 x g for 15 minutes and frozen at -20°C and were also used for expression tests. At each 24 hour time point the YFP levels were determined by excitation at 488 nm and then measuring the emission at 530 nm to determine when a constant reading had been reached. The expression profiles of YFP and the recombinant construct generally correspond with each other as they were under the same promoter. Typically, the maximum expression was observed after 72 hours. This timescale was therefore used for subsequent protein expression.

**2.3.5 Expression tests**

The cell pellets from the virus amplification steps were lysed using 6 ml of lysis buffer, (50 mM HEPES pH 7.5, 150 mM NaCl, 2 mM DTT, 1% Tween20), to which 200 µl of 10 mg/ml RNAse A, 2 mg/ml DNAse I, 1 M MgCl2 and 1 complete EDTA-free protease inhibitor cocktail tablet (Roche) was added. The cell lysate was subsequently incubated at room temperature for 30 minutes with rotation, and then the supernatant harvested by centrifugation at 6500 x g for 30 minutes. 100 μl of Glutathione-Sepharose resin was added to the supernatant and incubated for 1 hour at room temperature, or overnight at 4 °C, with rotation. The Glutathione-Sepharose beads were harvested by centrifugation at 1610 x g for 15 minutes and washed 3 times by adding 200 μl of lysis buffer without Tween20. After the final wash 10 μl SDS loading dye was added to the pellet, boiled and analysed by SDS-PAGE as described in Appendix A.
2.3.6 Protein expression in E. coli

CDK2-cyclin A2, Cdc37, Hsp90, viral cyclins and CKI constructs were expressed in E.coli BL21 Star (DE3) cells (Invitrogen). 10 ml LB media starter cultures containing ampicillin (50 μg/ml) were grown overnight at 37 °C. Overnight cultures were then used to inoculate 1L of 2YT media (Cdc37, Hsp90, viral cyclins and CKI constructs), or LB media (CDK2 and cyclin A2), supplemented with ampicillin (50 μg/ml). (See Appendix A for media details). CDK2 and cyclin A2 were incubated at 37 °C with shaking (120 rpm) until an optical density at 600 nm (OD$_{600}$) of 0.8-0.9 or 0.6-0.7 respectively. For all other protein expression, cultures were incubated at 30 °C with shaking (120 rpm) until an OD$_{600}$ of 0.6 was achieved. The temperature was then reduced to 18 °C for 30 minutes before the cultures were induced with 80 μM, 100 μM or 500 μM IPTG for CDK2, cyclin A2 and all other proteins respectively. Cultures were incubated for 16-20 hours, or 24 hours for CDK2 to allow for complete phosphorylation, before being harvested by centrifugation, (JLA 8.1000 rotor at 6238 x g for 20 minutes), re-suspended in 25 ml of HBS buffer (10mM HEPES pH7.5, 150mM NaCl, 0.5mM TCEP, 0.5mM EDTA). Cell pellets were stored at -20 °C. Prior to column chromatography, E. coli cell pellets were thawed in cold water and 200 μl of 1 M MgCl$_2$, 10 mg/ml RNAse A, 2 mg/ml DNAse I; 400μl of 25mg/ml lysozyme and 1 cOmplete protease inhibitor tablet (Roche) were added to each 30 ml pellet. Cells were lysed on ice by sonication using a Sonics vibra-cell sonicator at 30% amplitude cycles of 15 seconds on and 45 seconds off. Cycles were repeated for a total of 3 minutes 30 seconds or until the lysate became fluid. Cell debris was removed by centrifugation using JA 25.50 rotor at 48384 x g for 1hour (Beckman Coulter Avanti, JA 25.5) and the supernatant filtered through 0.45 μm filters to remove larger debris.

2.3.7 Protein expression in Insect cells

Full-length human CDK4 and CDK6 with an N-terminal glutathione-S-transferase (GST)-tag and 3C protease recognition site in the pVL1392 vector were initially expressed in 500 ml Sf9 insect cell cultures of 1.5 x10$^6$ cells per ml infected with 1% v/v of their respective baculovirus. CDK-cyclin D complexes were produced through co-expression by inoculating the cultures with two baculoviruses expressing either the CDK or the cyclin D. After adoption of the MultiBac™ baculovirus expression system monomeric CDK4 and CDK6, and CDK4 and CDK6 in complex with their respective cyclin D1 and cyclin D3 partners were routinely expressed from 500 ml Sf9 insect cell cultures of 1.0 x10$^6$
cells per ml infected with 400 μl of their respective baculovirus per litre of cell culture. Infected cultures were incubated at 27°C with shaking (120 rpm) for 72 hours and then harvested by centrifugation, (Beckman Coulter Avanti JLA 8.1000 rotor, at 6238 x g for 20 minutes). Cell pellets were re-suspended in 25 ml of mHBS buffer and stored at -20°C. Insect cell expressed proteins were purified as described above.

2.4 Protein purification by column chromatography

2.4.1 Glutathione-affinity chromatography
For GST-tagged proteins the supernatant was incubated with 3 ml of glutathione-sepharose resin (GE Healthcare) slurry at 50:50 glutathione resin to mHBS buffer for 2 hours at 4 °C with rotation. The suspension was loaded onto gravity columns and washed with 50 ml of mHBS buffer and 1 column volume of mHBS buffer containing 1 M NaCl followed by a further column volume of mHBS buffer. GST-fusion proteins were eluted in 1 ml fractions using mHBS buffer containing 20 mM reduced glutathione, pH 8.0. Protein concentrations were measured using a Nanodrop and then pooled. The GST tag was removed by incubation with 1:50 wt/wt 3C protease at 4°C overnight. The thrombin-cleavable GST-CDK6 construct was incubated with 35 units of thrombin and 12.5μl of 1M CaCl₂ at 4°C for 16 hours.

2.4.2 Ni-NTA chelate chromatography
The supernatants of His₆-tagged proteins were purified using 5 ml Ni-NTA His-Trap columns (GE Healthcare). Samples were washed with 5 column volumes (CV) of imidazole buffer A (10 mM HEPES pH 7.5, 300 mM NaCl, 0.5 mM TCEP and 50 mM imidazole) before the protein of interest was eluted using an imidazole gradient from 50 mM to 500 mM using imidazole buffer B (10 mM HEPES pH 7.5, 300 mM NaCl, 0.5 mM TCEP and 500 mM imidazole). Protein elution was monitored by measuring absorbance at 280 nm and fractions containing the desired protein were pooled. The His₆ affinity tag was removed by incubation with 1:50 wt/wt 3C protease at 4°C overnight.

2.4.3 Size exclusion chromatography
All proteins were subjected to size exclusion chromatography (SEC) post cleavage to remove further impurities. Individual proteins were concentrated to between 2-5 ml and loaded onto a Superdex 75 (26/60) (GE Healthcare) column pre-equilibrated in mHBS.
Protein complexes over 60 kDa were separated on a Superdex 200 (26/60) (GE Healthcare). 4 ml fractions were collected and those containing proteins as judged by absorbance at 280 nm were analysed by SDS-PAGE (see Appendix A). All complexes containing CDK4 or CDK6 were purified at 4 °C. The fractions containing the desired proteins were pooled and concentrated in VivaSpin filter concentrators (Sartorius), by centrifugation at 5,000 rpm (Beckman Coulter Allegra 25R, TA-10-250) and at 4°C, using either 10 kDa, 30 kDa or 50 kDa molecular weight cut-offs depending on the protein/protein complex size.

2.4.4 Subtractive affinity purification

Many of the proteins co-eluted with GST from the SEC column. To remove unwanted GST, pooled fractions containing the desired proteins were re-applied to a gravity flow column containing 3 mls of clean glutathione-Sepharose. This step was repeated a minimum of 3 times or until no residual GST remained in the unbound fraction, as analysed by SDS-PAGE.

For His6-tagged proteins, reverse Ni-affinity purification was performed using a clean 5 ml Ni-NTA His-Trap column (GE Healthcare). Protein samples were loaded by syringe and the unbound fraction collected. This process was again repeated 3 times.

2.4.5 Biotinylation

After purification, Avi-tagged constructs were biotinylated in vitro using BirA, provided by Dr Richard Heath (Postdoc, Endicott lab, NICR). 80 μM of each Avi-tagged construct was diluted two-fold using a 2 X concentrated biotinylation buffer of 0.5 M bicine pH 8.3, 100 mM ATP, 100 mM MgOAc and 500 μM d-biotin. To this mixture, 10 μg of BirA was added and incubated for 1 hour at 30 °C. The resulting biotinylated constructs were buffer exchanged back to mHBS using a Superdex 75 10/60, pre-equilibrated with mHBS. This step was necessary to remove residual ATP and biotin which could interfere with subsequent experiments.

2.4.6 Mass Spectrometry

LC-MS and analysis was performed by Dr Claire Jennings (Postdoc, Endicott lab, NICR) on samples provided. HPLC was performed using a PepSwift monolithic PS-DVB 200μM
x 50 mm column (Thermo Scientific) at 60 °C. 2 μl samples of 10 μM were loaded onto the column at 3 μl/ minute and run at 1 μl/ minute using a buffer gradient from 95 % buffer A (0.05% formic acid) to 90% buffer B (60% acetonitrile, 20% isopropanol and 0.08% formic acid). HPLC eluate was loaded onto a MaXis 4G+ MicroTOF (Bruker) operated in positive mode under the following conditions: capillary voltage: 1800 V; drying gas: 3.0 L/min; drying temperature: 150°C; Spectra rate: 1.0 Hz. Data analysed using the Compass Data Analysis 4.0 SP5 software.

2.4.7 Differential scanning fluorimetry

A standard buffer screen was prepared by Dr Claire Jennings (Postdoc, Endicott lab, NICR) based on a NMR buffer screen. 9 μl of each condition was dispensed into 96 wells of a 384 well plate with 2 μl of 30 μM CDK6 or CDK6-cyclin D3 to give a final concentration of 4 μM. 4 μl of a 37.5 X Sypro orange stock (Thermofisher Scientific) was then dispensed into each well to give a final concentration of 10 X in the 15 μl well. The plate was incubated for 1 hour at 4 °C and then scanned using an RT-PCR instrument (ViiA7, Applied Biosystems). The fluorescent emission signal from dye at 570 nm was measured after excitation at 470 nm. The temperature was increased by 3 °C per minute from 25 °C to 95 °C and measurements were taken at 1 °C intervals. Analysis was performed using the Boltzmann equation in GraphPad Prism 6.0.

2.5 Examples of protein purification from recombinant E. coli cells

The expression of recombinant proteins in E. coli generally yielded high levels of protein after purification ranging from 3-5 mg/L for Cdc37 and Hsp90 constructs up to 80 mg/L for some of the INKs. However, two p16INK4a point mutants, p16D108N and p16M53I yielded less than 1 mg/L. Multiple litres of E. coli culture had to be purified to give sufficient yields for subsequent biophysical assays. The low expression level for these point mutants likely reflects a lowered stability, possibly from alterations in the protein fold or surface entropy, and may be a contributing factor to the reduction in function observed in vivo. Addition of the 15 amino acid Avi-tag to the N-terminus of p16M53I (as described in Section 2.3.2) resulted in no observable soluble expression and instead pushed the protein into the insoluble fraction of the cell pellet. Interestingly, the related p16 mutant p16M53E remained one of the highest expressing proteins, even with the N-terminal Avi tag, with expression levels equivalent to the wild-type.
For soluble expression of Avi-tagged p16\(^{M53I}\), the Avi-tag sequence was introduced into the GST-p16\(^{M53I}\) sequence in the pGEX-6P1 vector through PCR. Extended primers were used for the PCR, both primers were 5’ phosphorylated and contained the C-terminal half of the Avi-tag sequence followed by the start of the p16\(^{M53I}\) sequence while the reverse primer coded for the C-terminus of GST containing the 3C protease site followed by the N-terminal half of the Avi-tag sequence (Appendix A). The standard PCR reaction scheme described in Appendix A was modified by extending the elongation time to 180 seconds. PCR products were subsequently treated with DpnI to remove the template.

**Figure 2-9 Example purification of a Cdc37 construct**

Purification of a C-Avi-tagged Cdc37 construct is shown as an example purification of a His\(_6\)-tagged protein by sequential Ni-NTA affinity and size-exclusion chromatography (SEC). (A) Chromatogram of the C-Avi Cdc37 nickel affinity column purification. Absorbance at 280 nm shown in blue, gradient of buffer B from 50 mM to 300 mM imidazole to shown in green. (B) Chromatogram for the size-exclusion chromatography (SEC) purification step using a Superdex 75 26/60 column. Absorbance at 280 nm is shown in blue (C) Corresponding SDS-PAGE of fractions following SEC purification. Lane 1 PageRuler protein ladder, Lanes 2-12 correspond to fractions 12-22 of the SEC run (green bar). Proteins were visualised by staining with InstantBlue.
DNA and the vector was fused by ligation as described in Section 2.3.2. The substitution of the His6-tag for the GST-tag allowed for the purification of low yields of GST-3C-Avi-p16M53I which remained in solution after cleavage of the GST-tag.

Other Avi-tagged constructs to express Cdc37, Hsp90 and the viral cyclins did not show such marked variation in expression levels from their non-Avi-tag containing predecessors and positioning of the tag on either the N or the C-terminus did not affect expression. A typical purification profile of one of the Cdc37 constructs is shown in Figure 2-9 as an example of these E. coli expressed species.

Truncations of p21CIP1 and p27KIP1 also showed marked variations in expression levels with, in general, the longer full-length species being expressed in far lower yields than the truncated variants. Full-length p21CIP1 in particular was always found in the insoluble fraction after cell lysis. Full-length p27KIP1 could be expressed in E. coli but with low yields (circa 2 mg/L) compared to the truncated variants and it was prone to aggregation when concentrated.

The poor expression levels of these full-length species is likely due to their naturally highly disordered structure which could make them prone to aggregation. The p27M fragment for example (Figure 2-10) had 92 residues removed from the C-terminus and
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**Figure 2-10 Example of p27M purification**

Purification of a GST-tagged p27M construct is shown as an example purification of a GST-tagged protein from E. coli. (A). Chromatogram for the size-exclusion chromatography (SEC) purification step using a Superdex 75 26/60 column. Absorbance at 280 nm is shown in blue. (B). Corresponding SDS-PAGE of fractions following SEC purification. Lane 1 DuelColour protein ladder, Lanes 2-10 correspond to fractions 38-46 (green bar) of the SEC run and lane 11-12 correspond to fractions 67 and 70 respectively. Proteins were visualised by staining with InstantBlue.
as such produced yields of circa 15-20 mg/L and could be comfortably concentrated to over 5 mg/ml without signs of precipitation or aggregation.

2.6 CDK6-cyclin D3 expression in insect cells

Insect cell expression of the CDKs has greatly improved throughout the project. The original CDK6 construct was obtained as a kind gift from Professor Ernest Laue (University of Cambridge) as a recombinant baculovirus expressing full-length CDK6 with an N-terminal GST tag. This virus produced good yields of GSTCDK6 of circa 3 mg/L of Sf9 cell culture. However, problems arose with cleavage of the GST-tag. This original construct contained a thrombin cleavage site between the GST and CDK6. Complete cleavage of the tag was not achieved after overnight incubation (Lane 5, Figure 2-11).

![Figure 2-11](image)

**Figure 2-11 Thrombin cleavage of the GST tag is incomplete and is accompanied by cyclin D3 degradation**

SDS-PAGE of CDK6-cyclin D3 at various stages of the purification protocol. In this example, the thrombin cleavable GSTCDK6 construct has been expressed. Lane 1 PageRuler protein ladder, Lane 2 Lysate after centrifugation, Lane 3 Flowthrough from GST column, Lane 4 GSTCDK6-cyclin D3 eluted from the glutathione resin, Lane 5 GSTCDK6-cyclin D3 complex after overnight incubation with thrombin. In lane 5 GST migrates as two bands, the upper band derives from the recombinant GST-fusion protein (apparent after thrombin treatment), the lower band is the endogenous insect cell GST (present in lane 4). Cyclin D migrates as two bands in lane 4 suggesting some proteolytic digestion in the insect cells. However, after thrombin treatment, both cyclin D3 bands migrate as smaller species indicative of thrombin cleavage. Proteins were visualised by staining with InstantBlue.
and was still not observed when the incubation period was extended to 24 hours. Further complications arose when co-expressed with cyclin D3 as clear degradation of the cyclin was observed after incubation with thrombin to cleave the GST tag (Figure 2-11 Lane 5).

To better understand why cyclin D3 degradation was occurring the amino acid sequence of cyclin D3 was investigated for potential thrombin cleavage sites (Hallett, 2013). Thrombin preferentially cleaves at Gly-Arg-/Gly but will also cleave at sites consisting of A-B-Pro-Arg-/X-Y, where A and B are hydrophobic amino acids and X and Y are non-acidic amino acids (Chang, 1985). Although no exact match to a preferred thrombin cleavage site was found in cyclin D3, a potential site of sequence YVPRAS at residues 38-43 was identified that would cleave 41 amino acids from the cyclin D3 N-terminus to yield a fragment 4.7 kDa smaller in size (Figure 2-2). To prevent cyclin D3 degradation
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**Figure 2-12** 3C protease completely cleaves the GST tag from GST3CCDK6 without degrading cyclin D3

(A) SDS-PAGE to monitor 3C protease cleavage of GST3CCDK6. Lane 1, PageRuler protein ladder; Lane 2, Uncut GST3CCDK6 eluted from the glutathione resin; Lane 3, GST3CCDK6 after incubation with 3C protease for 2 hours at 4 °C; Lane 4, blank; Lane 5, (separate gel) GST3CCDK6 after incubation with 3C protease for 16 hours at 4 °C. (B) SDS PAGE of 3C protease cleavage test of the GST3CCDK6-cyclin D3 complex. Lane 1, PageRuler protein ladder; Lane 2, concentrator flow through; Lane 3, CDK6-cyclin D3 after GST cleavage and purification by size-exclusion chromatography. Proteins were visualised by staining with InstantBlue.
and improve the completeness of GST cleavage the thrombin cleavage site was replaced by the more specific 3C protease cleavage site and transferred to the pVL1392 vector (Hallett, 2013). Successful transfection of the 3C cleavable construct into Sf9 cells was achieved using the protocol outlined in Section 2.3.4. CDK6 expression from this new virus was lower than the previous version only yielding circa 2mg/L of Sf9 cell culture. However, initial 3C cleavage tests, performed at 4°C using 1:50 wt/wt of GSTCDK6 to 3C protease, showed that complete cleavage of the GST tag could be achieved with overnight incubation, as observed by SDS-PAGE (Figure 2-12 A; Lane 5). Complete GST cleavage had not been possible with the thrombin cleavable version. In addition, Figure 2-12 B shows that cyclin D3 degradation was not observed when the CDK6-cyclin D3 complex was incubated with 3C protease.

### 2.6.1 Conversion to the MultiBac™ system for complex expression

Further developments in multi-protein complex expression using the MultiBac™ baculovirus system were investigated. It was hoped that the modular design of the system would make the production of new truncated CDK and cyclin D complex variations much faster and easier. The ability to express multiple genes from a single virus would also allow for the more reliable expression of higher order CDK complexes, such as ternary complexes containing p27KIP1, without the need for the production of each individual virus for co-transfection.

Full-length CDK4 and CDK6 constructs with a 3C-cleavable GST tag as well as the truncated variants described in Section 2.1.3 were cloned into the pACEBac1 acceptor vector, while the untagged human cyclin D1 and cyclin D3 and their truncated variants were cloned into the donor vector pIDK. Cloning was carried out using the primers described in Appendix A and as described in Section 2.3.2. PCR products of each of the truncated CDK6, cyclin D1 and cyclin D3 constructs were successful (Figure 2-13) as shown by the strong PCR product band around 900 bp. From the constructs available, construct combinations of CDK61-301-cyclin D115-271 and CDK61-301-cyclin D31-260 were chosen as the constructs that most closely resembled the CDK6 and cyclin D1 sequences previously used in successful structure determination (Schulze-Gahmen and Kim, 2002; Day et al., 2009) and based on the observable region in the cyclin D3 structure (Takaki et al., 2009). The constructs CDK610-301-cyclin D120-255 and CDK610-301-cyclin D320-255 were
Figure 2-13 PCR amplification of DNA sequences to express truncated constructs of CDK6 and cyclin D

The truncated CDK6, cyclin D1 and D3 construct PCR products were analysed by 1% agarose gel electrophoresis. 8 μl aliquots of each PCR reaction were used. Lane 1, 1 kb DNA ladder; Lane 2, no template control; Lane 3, GSTCDK61-301; Lane 4, CDK610-301; Lane 5, CDK610-326; Lane 6, cyclin D115-295; Lane 7, cyclin D120-295; Lane 8, cyclin D11-271; Lane 9, cyclin D115-271; Lane 10, cyclin D120-271; Lane 11, cyclin D11-255; Lane 12, 1 kb DNA ladder; Lane 13, cyclin D115-255; Lane 14, cyclin D120-255; Lane 15, cyclin D320-292; Lane 16, cyclin D31-260; Lane 17, cyclin D320-260; Lane 18, cyclin D31-255; Lane 19, cyclin D320-255.

also combined and rationalised as the shortest fragments designed with the maximum amount of disordered sequence removed from each protein, as predicted by XtalPRED.

The Cre-LoxP reaction, as described in Section 2.3.4, allows different acceptor and donor vectors each containing one of the desired constructs to be quickly and easily combined in a variety of combinations without the need for further cloning. Successful incorporation of each component vector was verified by a combination of DNA sequencing (Eurofins), PCR reaction or restriction enzyme digestion. Figure 2-14 shows the successful combination of the truncated CDK6 and cyclin D constructs as determined by PCR. The PCR was performed using the PCR primers for each of the individual components of the Cre-combined vectors. The PCR products visible at around 1 kb from each set of primers correlate with the sequence size expected for the CDK6 and cyclin constructs.
Successful Cre-LoxP reactions to generate transfer vectors to co-express various CDK6 and cyclin D proteins were confirmed by PCR

Lane 1, 1 kb DNA ladder; Lane 2, no template control; Lane 3, CDK61-326 control; Lane 4, CDK61-301; Lane 5, cyclin D115-271; Lane 6, CDK61-301; Lane 7, cyclin D31-260; Lane 8, CDK61-301; Lane 9, 1 kb DNA ladder; Lane 10, cyclin D320-260; Lane 11, CDK610-301; Lane 12, cyclin D120-255; Lane 13, CDK610-301; Lane 14, cyclin D320-255.

Sequence verified vectors were transfected into Sf9 cells as described in Section 2.3.4 and fluorescence microscopy was used to visualise successfully transfected insect cells (Figure 2-15). The majority of the cells were rounded and healthy suggesting that non-fluorescent cells had not been transfected. The proportion of fluorescent cells greatly increased between 48 and 60 hours as YFP expression levels increased towards the later stages of infection. Wells showing the highest numbers of fluorescent cells and therefore the best transfection rates were harvested (P0) and amplified for expression.

Starting from PO viruses, P1 and P2 stocks were successfully generated using the protocol described in Section 2.3.4. Subsequent testing for expression revealed that GSTCDK4 and GSTCDK6 could both be expressed in significant quantities using the MultiBac™ system. A large overexpressed GSTCDK4 band can be observed at circa 60 kDa (Figure 2-16 lane 2) whilst a band of GSTCDK6 at circa 65 kDa is detectable in lane4.

Expression tests of baculoviruses that co-expressed CDK4 and CDK6 with the cognate
Successful transfections were identified by YFP expression levels. Image was taken on a Nikon Eclipse TE2000-U microscope using the green filter. (A) Fluorescence microscope image showing YFP expression from a GSTCDK6 containing bacmid transfection. (B) Overlay of fluorescent image onto light microscope image shows the individual cells expressing YFP.

cyclins D1 and D3 showed that significant yields of stoichiometric complexes could be obtained (Figure 2-16). Further expression tests using the MultiBac™ system revealed that far lower volumes of virus were needed to cause complete proliferation arrest.

Figure 2-16 GSTCDK4 and GSTCDK6 expression from the MultiBac system
(A) SDS-PAGE of GST pull-downs performed on P1 and (B) P2 virus amplification cell pellets of GSTCDK4 and GSTCDK6 using the MultiBac™ system. (A) Lane 1, PageRuler protein ladder; Lane 2, GST pull-down of GSTCDK4 from P1 amplification; Lane 3, non-infected cells; Lane 4, GST pull-down of GSTCDK6 from P1 amplification. (B) Lane 1, PageRuler protein ladder; Lane 2, GST pull-down of GSTCDK4 from P2 amplification; Lane 3, non-infected cells; Lane 4, GST pull-down of GSTCDK6 from P2 amplification. Proteins were visualised by staining with InstantBlue.
Samples provided and SDS-PAGE performed by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). GST pull-downs performed on the Sf9 cell pellets from 30 ml virus amplification steps. Lane 1, PageRuler protein ladder; Lane 2, CDK4-cyclin D1 (P1 virus); Lane 3 CDK4-cyclin D1 (P2 virus); Lane 4, CDK4-cyclin D3 (P1 virus); Lane 5, CDK4-cyclin D3 (P2 virus); Lane 6, CDK6-cyclin D1 (P1 virus); Lane 7, CDK6-cyclin D1 (P2 virus); Lane 8, CDK6-cyclin D3 (P1 virus); Lane 9 CDK6-cyclin D3 (P2 virus). Proteins were visualised by staining with InstantBlue.

Expression was optimal at 72 hours, as determined by when the maximum YFP levels were reached. Expression tests were repeated for the multigene CDK6-cyclin D3 expressing vector and showed good expression of both CDK6 and cyclin D3 (Figure 2-17).

However, expression tests of the variously truncated CDK4, CDK6, cyclin D1 and cyclin D3 constructs from viral amplification steps P1 and P2 showed no obvious bands consistent with overexpression of proteins of the expected molecular weights (Figure 2-18). Despite attempts to improve the stringency of the washing steps for the P2 virus pull-downs (Figure 2-18 B), high background contamination remained. It would appear that these transfections were not successful. Neither the expression tests nor the transfections have been repeated. Detecting low but useful levels of recombinant protein expression would be helped by improvements to the pull-down protocol washing steps to further reduce background.
Figure 2-18 Truncated CDK6-cyclin D constructs proved challenging to express
(A) SDS-PAGE of truncated CDK6-cyclin D constructs from P1 viral amplification cell pellets. Lane 1, PageRuler protein ladder; Lane 2, CDK61-301; Lane 3, CDK610-301; Lane 4, blank; Lane 5, CDK61-301-cyclin D115-271; Lane 6, CDK61-301-cyclin D31-260; Lane 7, CDK61-301-cyclin D320-255; Lane 8, blank; Lane 9, CDK610-301-cyclin D120-255; Lane 10, CDK610-301-cyclin D320-255. (B) SDS-PAGE of truncated CDK6-cyclin D constructs from P2 viral amplification cell pellets. Lane 1, PageRuler protein ladder; Lane 2, CDK61-301; Lane 3, CDK610-301; Lane 4, blank; Lane 5, CDK61-301-cyclin D115-271; Lane 6, CDK61-301-cyclin D31-260; Lane 7, CDK61-301-cyclin D320-255; Lane 8, blank; Lane 9, CDK610-301-cyclin D120-255; Lane 10, CDK610-301-cyclin D320-255. Proteins were visualised by staining with InstantBlue.

Of the successful transfections, the expression of CDK4 and CDK6 and cyclin D containing complexes from a single virus greatly improved the efficiency and reliability of these complex expressions. Typical yields of these complexes were around 3-5 mg/L of Sf9 cells using just 400 μl/L of virus. An example of a purification of CDK6-cyclin D3 using the method described in Section 2.4.1 is presented in Figure 2-19.

Purification of CDK6 alone and in complex with cyclin D3 typically produced higher yields than those containing CDK4, with final yields nearer 4 mg/L of Sf9 cells compared to 3 mg/L respectively. In contrast, the expression levels are reversed for the cyclin D1-containing complexes whereby CDK6-cyclin D1 complexes also appeared less stable during SEC than the CDK4 containing counterparts.
Figure 2.19 CDK6-cyclin D3 expression using the MultiBac™ system
Example of a CDK6-cyclin D3 co-purification from Sf9 cells expressed with the MultiBac™ system. (A) Chromatogram from a CDK6-cyclin D3 size-exclusion chromatography (SEC) purification step using a Superdex 200 16/60 column. Absorbance at 280 nm is plotted against elution volume in ml. (B) SDS-PAGE corresponding to peak fractions from the SEC purification. Lane 1, PageRuler protein ladder; Lanes 2-12 correspond to fractions 11-21 from the SEC run (green bar). (C) Final CDK6-cyclin D3 complex after GST removal. Lane 1, PageRuler protein ladder; Lane 2, CDK6-cyclin D3. Proteins were visualised by staining with InstantBlue.

2.6.2 Building larger complexes
A number of CDK4/6 binding partners, apart from cyclin D, can be stably expressed in *E. coli*. To investigate their interactions through biophysical or crystallographic methods, the expression products from *E. coli* and insect cells have to be combined. CDK4/6-Cdc37 and CDK4/6-INK mutant complexes were produced for crystallographic studies by
Figure 2-20 Formation of ternary CDK6-cyclin D3-p27S complexes

Ternary CDK6-cyclin D-p27KIP1 complexes were generated by mixing purified CDK6-cyclin D with a 2-fold molar excess of p27KIP1 and separating the ternary complex from excess p27KIP1 by size-exclusion chromatography (A) Chromatogram from a CDK6-cyclin D3-p27S size-exclusion chromatography (SEC) purification step using a Superdex 200 16/60 column. Absorbance at 280 nm is plotted against elution volume in ml. (B) SDS-PAGE corresponding to peak fractions from the SEC purification. Lane 1, PageRuler protein ladder; Lanes 2-8 correspond to fractions 12-18 (green bar); Lanes 9-12 correspond to fractions 21-24 (purple bar) from the SEC run (green bar). (C) Final CDK6-cyclin D3-p27S complex after concentrating. Lane 1, PageRuler protein ladder; Lane 2, CDK6-cyclin D3-p27S. Proteins were visualised by staining with InstantBlue.

individual expression and purification of each component before complex formation.

Baculoviruses to co-express CDK4/6-Cdc37 were prepared by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). However, they did not produce as high a yield of complex
as could be generated by expressing the proteins individually. The binding partner, being more abundantly and easily expressed in each case, was added in a 2-fold molar excess to the CDK and the mixture was then re-applied to a size exclusion column after incubation for 1 hour at 4 °C. The larger complex eluted earlier from the column.

Co-expression of CDK4(6)-cyclin D complexes permitted the formation of larger ternary complexes containing the CKIs p21CIP1 and p27KIP1. As described above the CDK-cyclin D complexes and the p21CIP1 or p27KIP1 constructs were purified separately before being mixed and subsequently subjected to SEC. However, due to the poor stability of the CDK6-cyclin D1 complex on the SEC column, p27KIP1 was added immediately after CDK6-cyclin D1 elution from the glutathione resin. It was hoped that early addition of p27KIP1 would minimise the amount of cyclin D1 lost by dissociation during SEC thereby maximising the yield of the ternary complex. An example of stoichiometric CDK6-cyclin D3-p27S ternary complex formation is shown below in Figure 2-20.

Recently a selection of baculoviruses which allowed for the co-expression of ternary CDK-cyclin D-p27KIP1 complexes from a single virus were produced by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). These viruses should improve the efficiency of ternary complex expression and purification. However, as the library was not yet comprehensive, complexes produced from these viruses were not used for the comparison of CDK4 and CDK6 containing ternary complexes in subsequent biophysical assays.

2.6.3 Purification of CDK2-cyclin A2

The expression and purification protocol to generate human CDK2-cyclin A2 was well established (Brown et al., 1999b). CDK2 was co-expressed with S. cerevisiae CAK1 to yield phosphorylated CDK2 that can be subsequently activated by cyclin binding. Human cyclin A was expressed in E. coli but has limited solubility in solution when purified without a binding partner. Therefore, the E. coli lysates containing cyclin A and CDK2 were mixed post sonication to form the complex in situ. The CDK2-cyclin A2 complex was then subsequently purified exploiting the GST-tag on the CDK2. An example purification of phosphorylated CDK2-cyclin A2 is shown in Figure 2-21.
Figure 2-21 Purification of CDK2-cyclin A2. CDK2 is co-expressed with *S. cerevisiae* CAK1 to generate CDK2 phosphorylated on Thr160.

Example of a CDK2-cyclin A2 co-purification from *E. coli*. (A) Chromatogram from a CDK2-cyclin A2 size-exclusion chromatography (SEC) purification step using a Superdex 75 26/60 column. Absorbance at 280 nm is plotted against elution volume in ml. (B) SDS-PAGE corresponding to peak fractions from the SEC purification. Lane 1, PageRuler protein ladder; Lanes 2-12 correspond to fractions 21-31 from the SEC run (green bar). (C) Final CDK2-cyclin A2 complex after GST removal. Lane 1, PageRuler protein ladder; Lane 2, CDK2-cyclin A2. Proteins were visualised by staining with InstantBlue.
2.7 Quality control (QC) of protein samples

Protein expression using a combination of *E. coli* and insect cell expression systems have resulted in significant yields of a variety of protein species. These expression systems, particularly insect cells, are however capable of introducing a variety of posttranslational modifications, such as phosphorylation or methylation, to the expressed proteins. Post-translational modifications, such as phosphorylation, are used to modify the function of proteins. Identifying modifications on purified proteins is vital for fully understanding subsequent protein-protein interactions as they can greatly alter the structure and therefore interactions of a protein. Variation between protein purifications may result in significant differences in biophysical measurements leading to large errors or non-reproducible results. In addition, the host cells contain multiple proteases which can unwantedly cleave disordered regions. Levels of these harmful proteases are particularly high in stressed cells such as when they are harvested and lysed making it essential to keep them cold and to extract the recombinant protein from the lysate as soon as possible.

There are many techniques to assess the integrity of protein samples. Here SDS-PAGE stained with either InstantBlue or the more sensitive silver stain and Liquid Chromatography Mass Spectrometry (LC-MS) have been used to assess sample purity. LC-MS also allows for the identification of posttranslational modifications or the proteolytic cleavage of the protein. CDK4 has previously been shown to be partially phosphorylated (Takaki *et al.*, 2009) and so the phosphorylation status of these new CDK6 constructs needs to be confirmed. Alternative methods such as Circular dichroism (CD) and Multi-angle light scattering (MALS) can also be used to routinely check the quality of protein batches by determining the fold, oligomerization state and homogeneity of the sample. Kinase assays, such as the ADP-Glo assay, can be used as another marker of protein quality and phosphorylation state between batches by determining the activity of the CDKs. Finally, here Differential Scanning Fluorimetry (DSF) has also been used to perform a thermal melt buffer screen to optimise buffer conditions.
2.7.1 SDS-PAGE and silver staining to assess protein complexes for use in homogeneous time-resolved fluorescence assays

All expressed proteins were analysed by SDS-PAGE throughout purification and at the final stages before freezing. Figure 2-22 shows the purity of a selection of GSTCDK, GSTCDK-cyclin D and GSTCDK-cyclin-p27M complexes. Most importantly for their use in subsequent biophysical assays no contaminating GST band can be observed at *circa* 26 kDa and an inspection of the relative intensities of each band suggests good stoichiometric complex formation. Faint higher molecular weight bands, potentially relating to the presence of a chaperone, were often seen with CDK4 (lane 2) although this was not usually the case for CDK6. The difference in the amounts of co-purifying chaperone proteins likely relates to the differing stabilities of CDK4 and CDK6, with CDK4 being less stable and therefore more prone to association with chaperones.

2.7.2 Characterisation of CDK6-cyclin complexes by mass spectrometry

LC-MS analysis of CDK6-cyclin D3 and N-Avi p16INK4a was carried out by Dr Claire Jennings (Postdoc, Endicott lab, NICR). The CDK6-cyclin D3 complex was separated before injection into the mass spectrometer therefore no mass at the expected molecular complex weight of 69835.5 Da was observed (Figure 2-23). A mass of 37349.6
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**Figure 2-22 SDS-PAGE analysis of purified proteins**

Purified proteins were examined by SDS-PAGE to check for contaminants, in particular GST. Lane 1, PageRuler protein ladder; Lane 2, GSTCDK4; Lane 3, GSTCDK4-cyclin D1; Lane 4, GSTCDK4-cyclin D1-p27M; Lane 5, GSTCDK4-cyclin D3; Lane 6, GSTCDK4-cyclin D3-p27M; Lane 7, GSTCDK6; Lane 8, GSTCDK6-cyclin D1; Lane 9, GSTCDK6-cyclin D1-p27M; Lane 10, GSTCDK6-cyclin D3; Lane 11, GSTCDK6-cyclin D3-p27M. Proteins were visualised by staining with InstantBlue.
Da was detected, 0.2 Da below the 37349.8 Da expected mass of CDK6 (Figure 2-23 A). In contrast to previous analysis of CDK4 expressed in Sf9 cells, that showed that circa 60% of CDK4 was mono-phosphorylated (Takaki et al., 2009), no post-translational modifications were present on CDK6. It can be hypothesized that the difference in extent of phosphorylation between CDK4 and CDK6 may result from a number of factors. As CDK4 is less stable it may be more prone to non-specific phosphorylation, insect cell CAK1 may more efficiently recognise human CDK4 rather than CDK6 as a substrate, or alternatively phosphorylated CDK6 may be a better substrate for insect cell phosphatases.

A species with a mass of 32530.5 Da was also observed from this CDK6-cyclin D3 sample and is likely to derive from cyclin D3 which has an expected mass of 32503.7 Da (Figure 2-23 B). This observed mass is 26.8 Da higher than the expected mass suggesting that cyclin D3 may have undergone post-translational modification. Potential modifications
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**Figure 2-23 Analysis of CDK6-cyclin D3 by mass spectrometry.**

Mass spectrometry of CDK6-cyclin D3 was performed and analysed by Dr Claire Jennings (Postdoc, Endicott lab, NICR) on samples provided. Analysis of CDK6-cyclin D3 reveals dominant mass species at 37349.6 Da corresponding to CDK6 (A) which was not post-translationally modified and 32530.5 Da corresponding to cyclin D3 (B).
presenting with a similar change in mass include formylation (+28.0 Da), ethylation (+28.1 Da) or similarly two methylations (2 x 14.0 Da).

Accurate quantitative assessment of phosphorylation levels can be difficult, particularly for sub-stoichiometric populations. The negatively-charged phosphates are susceptible to loss during ionisation and phosphate addition can be masked by concomitant losses. To account for these losses and to identify the phosphorylated population the results should have been compared to equivalent phosphatase treated samples to determine the true native state. Alternative methods for determining phosphorylation including phosphospecific antibodies, which specifically target the phosphorylated form of a protein, can also be used to identify phosphorylation either by western blot or used for the enrichment of phosphorylated samples for mass spectrometry (McLachlin and Chait, 2001). Although CDK6-cyclin D3 was examined for potential posttranslational modifications this was not done routinely for the CDKs or the proteins investigated due to limited access to mass spectrometry equipment.

2.7.3 Thermal melt buffer screen to optimise buffer conditions

DSF, described in Section 2.2.2, can be used to assess buffer conditions by measuring the stability of a protein in a range of different buffers. CDK6 and CDK6-cyclin D3 were tested against a standard set of 96 buffer conditions (Appendix A). The melting temperatures (Tm) derived from the corresponding melting curves were used to identify potential buffer components that would aid protein stability during purification.

CDK6 showed improvements in stability in sodium cacodylate and sodium phosphate buffers (Table 2-3) as well as a clear preference for 150 mM NaCl. Examples of some melting curves for CDK6 are shown in Figure 2-24. Perhaps unsurprisingly, due to both samples containing the same protein, CDK6-cyclin D3 also showed improvements in stability in 150 mM NaCl and sodium cacodylate and sodium phosphate buffers. However, unlike monomeric CDK6, a range of other buffers including Tris, HEPES and MOPS also gave increases in Tm (Table 2-4). The melting curves of CDK6-cyclin D3 (Figure 2-25) often present with two distinct unfolding events caused by the different stabilities of each protein component. In these cases the melting temperature (Tm) was determined as the midpoint from the final maximum fluorescent signal. The largest
A thermal melt screen was performed in a predesigned buffer screen to assess buffer conditions which could help to improve protein stability. Melting curves showing improved and weakened thermostability of CDK6 compared to water. The melting curve of CDK6 in water is shown in blue (Tm = 44.59 °C), improved stability of CDK6 in Na Phosphate pH 7.0, 150mM NaCl, 10% Glycerol in green (Tm = 52.48 °C) and reduced stability of CDK6 in Bis-Tris pH 6.0, 2 mM CHAPS, 150 mM NaCl in red (Tm = 35.04 °C). Graphs plotted in Excel.

difference between these two unfolding events was the pH ranges within which each was found to be most stable. CDK6 had a very narrow range between pH 6.5 and 7.0, perhaps caused by an overwhelming binding preference for the cacodylate and

<table>
<thead>
<tr>
<th>Buffer Description</th>
<th>Tm (°C)</th>
<th>ΔTm</th>
<th>R squared</th>
</tr>
</thead>
<tbody>
<tr>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 10% Glycerol</td>
<td>52.84</td>
<td>8.25</td>
<td>0.9989</td>
</tr>
<tr>
<td>Na Phosphate pH 7.0, 150mM NaCl, 10% Glycerol</td>
<td>52.48</td>
<td>7.89</td>
<td>0.9903</td>
</tr>
<tr>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 0.5M TMAO</td>
<td>52.36</td>
<td>7.77</td>
<td>0.9996</td>
</tr>
<tr>
<td>Na Cacodylate pH 6.5, 150 mM NaCl, 200mM Sucrose</td>
<td>51.79</td>
<td>7.2</td>
<td>0.9954</td>
</tr>
<tr>
<td>Na Phosphate pH 7.0, 150mM NaCl, 0.5M TMAO</td>
<td>50.99</td>
<td>6.4</td>
<td>0.9813</td>
</tr>
<tr>
<td>Na Cacodylate pH 6.5, 150mM NH4SO4</td>
<td>50.17</td>
<td>5.58</td>
<td>0.9987</td>
</tr>
<tr>
<td>Na Phosphate pH 7.0, 150 mM NaCl, 200mM Sucrose</td>
<td>50.15</td>
<td>5.56</td>
<td>0.9982</td>
</tr>
<tr>
<td>Na Cacodylate pH 6.5, 500mM NaCl</td>
<td>50.13</td>
<td>5.54</td>
<td>0.9992</td>
</tr>
<tr>
<td>150mM NaCl, 0.5M TMAO</td>
<td>50.11</td>
<td>5.52</td>
<td>0.9999</td>
</tr>
<tr>
<td>Tris pH 8.0, 150mM NaCl, 0.5M TMAO</td>
<td>49.82</td>
<td>5.23</td>
<td>0.9993</td>
</tr>
</tbody>
</table>

Table 2-3 Buffer compositions that stabilised CDK6.
The compositions of the 10 buffer conditions from the buffer screen that gave the largest gain in thermal stability for CDK6 alone.
phosphate species, while CDK6-cyclin D3 had a larger stable pH range of between 6.5 and 8.0.

The presence of cyclin D3 gave a significant improvement to the stability of CDK6 increasing the Tm by 6.3 °C from 44.6 °C to 50.9 °C in water (compare the blue curves in Figure 2-24 and Figure 2-25) highlighting the importance of binding partners for the stability of some proteins. This difference in stability was also reflected in the range of melting temperatures measured for monomeric CDK6 in different buffers that ranged from 34.62 °C to 52.84 °C, a range of 18.22 °C. In the presence of cyclin D3 a much narrower spread of 13.7 °C was observed (42.56 °C to 56.26 °C). Interestingly, for both monomeric CDK6 and in complex with cyclin D3 the lowest Tm was measured in the buffer containing Bis-Tris pH 6.0 and 150mM MgCl₂ suggesting either or both reagents have a particularly destabilising effect on the complex. Other commonly used stabilisation agents such as 10% glycerol and 0.5 M TMAO were also found to stabilise CDK6 and the CDK6-cyclin D3 complex.

Figure 2-25 CDK6-cyclin D3 has two distinct melting events
The thermal melt screen was repeated to assess buffer conditions which could help to improve stability of the CDK6-cyclin D3 complex. Melting curves for CDK6-cyclin D3 in water is shown in blue (Tm = 50.92 °C), CDK6-cyclin D3 in 500 mM NaCl which gave the largest gain in thermal stability is shown in green (Tm = 56.26 °C) and CDK6-cyclin D3 in MES pH 6.5, 2 mM CHAPS and 150 mM NaCl which decreased thermal stability is shown in red. (Tm = 42.95 °C).
<table>
<thead>
<tr>
<th>Buffer Description</th>
<th>Tm (°C)</th>
<th>ΔTm</th>
<th>R square</th>
</tr>
</thead>
<tbody>
<tr>
<td>500mM NaCl</td>
<td>56.26</td>
<td>5.34</td>
<td>0.9888</td>
</tr>
<tr>
<td>150mM NaCl, 0.5M TMAO</td>
<td>54.96</td>
<td>4.04</td>
<td>0.9917</td>
</tr>
<tr>
<td>Tris pH 8.0, 150mM NaCl, 0.5M TMAO</td>
<td>54.67</td>
<td>3.75</td>
<td>0.9845</td>
</tr>
<tr>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 0.5M TMAO</td>
<td>54.46</td>
<td>3.54</td>
<td>0.9889</td>
</tr>
<tr>
<td>Na Phosphate pH 7.0, 150mM NaCl, 0.5M TMAO</td>
<td>54.21</td>
<td>3.29</td>
<td>0.9809</td>
</tr>
<tr>
<td>Tris pH 8.0, 150mM KCl</td>
<td>53.54</td>
<td>2.62</td>
<td>0.9808</td>
</tr>
<tr>
<td>150mM MgCl2</td>
<td>53.37</td>
<td>2.45</td>
<td>0.9739</td>
</tr>
<tr>
<td>HEPES pH 7.5, 150mM NaCl, 0.5M TMAO</td>
<td>53.17</td>
<td>2.25</td>
<td>0.9996</td>
</tr>
<tr>
<td>150mM NaCl</td>
<td>52.85</td>
<td>1.93</td>
<td>0.9927</td>
</tr>
<tr>
<td>MOPS pH 7.0, 150mM NaCl, 0.5M TMAO</td>
<td>52.84</td>
<td>1.92</td>
<td>0.9951</td>
</tr>
</tbody>
</table>

**Table 2-4 Buffer compositions that stabilised CDK6-cyclin D3**

The compositions of the 10 buffer conditions from the buffer screen that gave the largest gain in thermal stability for the CDK6-cyclin D3 complex.

The range of buffer conditions that improve both CDK6 and CDK6-cyclin D3 stability made it difficult to produce an overall set of buffer conditions which would ideally stabilise CDK6 and related complexes. The preferred sodium chloride concentration of 150 mM was already used for the purification buffer and the range of preferred pH values for the CDK6-cyclin D3 complex of 6.5 to 8.0 also includes pH 7.5, the buffer pH.

It was decided that the multiple small polar tetrahedral molecules, such as TMAO, phosphate, cacodylate and NH₄SO₄, that were seen to stabilise both samples should not be added to the purification buffer. High concentrations of these components, particularly phosphates and sulfates, are known to adversely affect protein crystallisation as they readily crystallise and are a distraction in crystallisation trials. Cacodylate is also harmful. 10% glycerol, which was observed to stabilise CDK6, was adopted into the purification buffer for a short time however it caused problems during purification and would have negatively affected subsequent biophysical assays and so was not continued. However, it would be appropriate to consider adding it as a component to the buffer to stabilise CDK6 prior to crystallisation trials. The final mHBS buffer conditions used for all subsequent purifications is shown in Appendix A.
2.8 Discussion

Great improvements have been made to improve the yield and quality of various CDK4 and CDK6 complexes. The use of the MultiBac™ system allowed for the rapid and relatively straightforward production of baculoviruses which can co-express CDK4 and CDK6 alone and in complex with cyclin D1 and cyclin D3 from a single virus. Co-expression from a single virus improved the yields and reliability of expression of these complex. The modular nature of the MultiBac™ system was used to produce a variety of CDK6 and cyclin D truncates based on the removal of predicted flexible regions at the N and C-termini to create more stable constructs for subsequent biophysical, biochemical and crystallographic studies. Unfortunately, expression tests suggest that the initial virus production was unsuccessful.

The quality of CDK6 complex purifications were greatly improved by the replacement of the thrombin cleavage site with a 3C protease alternative. DSF analysis of these complexes revealed a range of potential stabilising conditions for which the mHBS buffer, described in Appendix A, does best to satisfy the range of complexes produced. Further improvements to protein stability suggested by the assay using phosphate buffers or the addition of 10% glycerol were decided against because of potential effects on subsequent crystallisation trials and biophysical assays.

Alternative complexes to those expressed using the MultiBac™ can be produced by mixing the proteins after purification from E. coli and insect cell expression systems. The identity and integrity of some of these species have been examined by SDS-PAGE and mass spectrometry. The routine use of additional validation techniques on protein samples would have greatly improved the extent and confidence of the results from subsequent biophysical experiments. Mass spectrometry analysis of the CDK6-cyclin D3 complex has revealed that CDK6 was unmodified while cyclin D3 appears to have undergone a posttranslational modification corresponding to either formylation, ethylation or two methylations. Further analysis by a technique such as (LC)/MS/MS is required to identify the location and exact identity of this modification. A full list of proteins prepared for the subsequent biophysical, biochemical and structural studies described in the following chapters is provided in Appendix A.
Chapter 3. The CDK-Cdc37 interaction

3.1 Introduction

3.1.1 Hsp90 regulates a large proportion of the protein kinome

Hsp90 is one of the most abundant proteins in the cell making up around 1% of the total soluble protein (Stepanova et al., 1996; Jorgensen et al., 2002; Ghaemmaghami et al., 2003). Hsp90 is responsible for the activation of a wide range of clients making up around 7% of transcription factors, 30% of ubiquitin ligases and 60% of kinases from multiple families across the kinome (Figure 3-1) (Taipale et al., 2012). The scaffold protein Cdc37 is required for recognition and recruitment of kinases to Hsp90 (Cutforth and Rubin, 1994; Gerber et al., 1995). Cdc37 was first identified in mammals as a subunit of Hsp90 where it was also found to bind tightly to CDK4, less efficiently to CDK6 and CDK7 but not to its homologues CDK1, CDK2, CDK3 and CDK5 (Dai et al., 1996). Binding of the CDK to its cognate cyclin and to Cdc37 was also shown to be mutually exclusive (Dai et al., 1996; Stepanova et al., 1996; Lamphere et al., 1997). Both Cdc37 and cyclin

![Figure 3-1 Hsp90 dependency varies considerably across the kinome](image)

Figure 3-1 Hsp90 dependency varies considerably across the kinome
Figure taken from (Taipale et al., 2012). Kinases throughout multiple families are clients of Hsp90. Clients show a wide range of affinities even within closely related families. The dependency on Hsp90 for most members of the human kinome are shown by coloured dots representing the interaction strength to the chaperone. Kinases are graded from white = no interaction, to yellow = weak client, to purple = strong client.
D1 are expressed at the same time in proliferating cells, where around 30% of CDK4 from extracts was found to be associated with Cdc37, but CDK6 association in comparison was very weak (Stepanova et al., 1996). The relative distribution of these complexes within cells at a given time will arise from a combination of affinity, protein concentrations and location.

3.1.2 Kinase sequence features that identify a Cdc37 client

Despite the knowledge of this interaction for some time, until recently, the molecular details of the interaction between Cdc37 and its client kinases were lacking. In particular, the flexible nature of Cdc37 has hindered crystallisation attempts. However, studies to characterise client kinase and Cdc37 mutants that affected the interaction identified several important sequence features (Figure 3-2). The GXGXXG motif towards the N-terminus of many kinases, which is required for stabilising ATP binding, has been linked to the interaction of Cdc37 with CDK4 (green sequence in Figure 3-2). Mutation of Gly15 and Gly18 to alanine prevented the interaction (Zhao et al., 2004), although the isolated motif was not found to interact on its own (Terasawa et al., 2006). However, many kinases including non-clients possess this sequence making it inconclusive as to where the distinction between client and non-client arises.

Another important factor is that phosphorylation of the activation loop appears to reduce the interaction with Cdc37 ((Terasawa et al., 2006), Figure 3-2, marked). Several studies have shown that this loop, that connects the αC-helix and β4 strand in the N lobe (Figure 3-2, gold), is required for the interaction of ErbB2 (Xu et al., 2005) and CDK4 (Terasawa et al., 2006) with Cdc37. C-terminal truncations back to Pro69 on CDK4 located in the middle of the αC-helix to β4 loop (Zhao et al., 2004) and chimeras, made by splicing the N-lobe of CDK4 onto the C-lobe of CDK2 at the same location were able to bind Cdc37 (Terasawa et al., 2006). Taken together, these results highlight the importance of the kinase N-terminal lobe for the Cdc37 interaction. Alternative chimeras of other kinases have produced more intermediate results and suggest that the integrity of both lobes are needed for the interaction. Inserting a loop between αD and αE (red in Figure 3-2) can turn a non-client into a client (Taipale et al., 2012).
Multiple regions of CDK4 have been reported to interact with Cdc37 and Hsp90. These regions lie mainly on extended loops and have been highlighted on the CDK4 sequence (A) and a ribbon model of CDK4 (B). The GXGXXG motif is green, the αC-β4 loop is gold (Proline 69 lies at the tip of this loop), the loop between αD and αE is red and the proline rich repeat in purple. Also, marked with arrows are the activation loop and the αD and αE helices. (B) prepared using CCP4MG (McNicholas et al., 2011).

The αC-β4 loop has also been linked with the interaction of kinases to Hsp90 and again it appears to recognise surface features rather than the specific amino acid sequence. Clients display an overall positive or neutral charge around this loop (Xu et al., 2005; Citri et al., 2006; Gould et al., 2009). However, these features cannot be the sole driver of the interaction, as they would predict that CDK2 would be a client and ERK5 a non-client (Citri et al., 2006) which is not the case.
A conserved PXXP motif in the C-terminal tail of protein kinase C (PKC) has also been linked to Hsp90 binding to this alternative client kinase (Gould et al., 2009). Mutations in this region reduce Hsp90 binding, however, the interaction is not believed to be directly to the sequence itself but to the surrounding regions which are affected by mutations on this helix (Gould et al., 2009). This study identified these regions as the Gly-rich P-loop, the β1-3 strands, the αC-β4 loop and the αD-helix. Deuterium exchange experiments on v-Src confirmed the involvement of these sequences in a second kinase client (Boczek et al., 2015). This study found that the degree of exposure of Hsp90 binding sites determines client strength and hypothesized that displacement and partial unfolding were significant changes accompanying client kinase binding to Hsp90.

As no specific sequence can be identified, an alternative hypothesis is that it is the propensity of the kinase to unfold between the N- and C-lobes that makes them a Hsp90 client (Verba et al., 2016). This characteristic is reflected in the observation that replacing the flexible seven glycine repeat loop sequence of CDK4 with the more rigid sequence present in CDK6, weakens the ability of CDK4 to bind Cdc37/Hsp90 (Verba et al., 2016). As a group, Hsp90 clients are also less well expressed and fewer structures of them have been determined suggesting they have a propensity for disorder (Taipale et al., 2012). For example, a modest difference has been found in the number of glycine residues present in the αC helix of client kinases as compared to non-clients (Taipale et al., 2012). Recent NMR studies of the Cdc37 N-terminal domain suggest that it acts not just as an adapter of the client fold but also to selectively recruit kinases to the Cdc37-Hsp90 system (Keramisanou et al., 2016). The interaction of the N-terminus of Cdc37 is hypothesized to challenge the conformational stability of clients by locally unfolding them, and as such acts as an allosteric activator. Non-clients are proposed to interact through the formation of far weaker and therefore transient interactions.

### 3.1.3 Cdc37 sequence features that identify a client kinase

The structure of Cdc37 has been divided into three regions, the N-terminal region (Figure 3-3 B), the mid-section and the C-terminal lobe (Figure 3-3 D). The N-terminal region (residues 1-126) is responsible for the interaction with clients and when the first 30 amino acids are removed, no interaction is observed (Shao et al., 2003). Further dissection of the sequence requirements shows that mutations to residues 2, 3, 4 or 7
dramatically inhibit kinase binding whereas similar mutations on residues 5, 6 or 8 have no effect (Figure 3-3 A in red). Interestingly, mutations at Trp7 also affected the ability of Cdc37 to interact with Hsp90 (Shao et al., 2003; Vaughan et al., 2006). Recent NMR studies have shown that the N-terminal domain of Cdc37 consists of a two helical bundle, that forms a U shape, connected by a hydrophobic core that generates an extended hydrophobic patch where kinase clients can bind ((Keramisanou et al., 2016), Figure 3-3 B). Earlier studies had predicted an extended coiled coil structure for this region (Roe et al., 2004).

**Figure 3-3 Cdc37 structural features**

Cdc37 consists of three main domains. (A) The amino acid sequence of Cdc37. Key residues identified for interactions with client kinases and Hsp90 are highlighted in red. The sequence is colour coded by domain as described in (C). (B) Image taken from (Keramisanou et al., 2016). The structure of the N-terminal region of Cdc37 solved by NMR, displayed in ribbon form, forms a U-shaped two helical bundle. (C) Diagram of the domain structure of Cdc37. The residues that mark the boundaries of these regions are displayed above the diagram. (D) The crystal structure of part of the mid and C-terminal domains of Cdc37 displayed in ribbon form (PDB: 1US7). Throughout the N-terminal domain is blue, the middle domain yellow and the C-terminal domain orange.
The structure of Cdc37 (residues 148-315) bound to the N-terminal region of Hsp90 has been determined and the interaction between Cdc37 to Hsp90 measured to have a dissociation constant of 1.46 μM (Figure 3-4 B). The mid-section of Cdc37 (residues 128-282), in particular Ser127-Gly163, is responsible for the interaction with Hsp90 ([Shao et al., 2003], Figure 3-4 A). The Cdc37 C-terminal lobe is entirely helical consisting of a bundle of six helixes (residues 148-245) and three more helices between residues 292-347 (Figure 3-4 A). These two bundles are connected by a long helix (residues 246-286).

In the Cdc37-Hsp90 complex structure (Figure 3-4), helices 2, 3 and 5 of the six helical bundle of Cdc37 pack against Hsp90 residues 100-121. Cdc37 Arg167 protrudes into the ATP binding pocket of Hsp90 to displace a nucleophilic water from a key Glu33 residue and so prevent ATPase activity, although ATP and inhibitors can still bind. This interaction prevents the ‘lid’ section of Hsp90 from closing over ATP. In addition, the Cdc37 dimer sits between the two Hsp90 molecules in the asymmetric unit and holds them open to together prevent Hsp90 activity (Roe et al., 2004).

**Figure 3-4 Hsp90 interactions with CDC37**
The crystal structure of the Mid and C-terminal domain of Cdc37 have been determined bound to the N-terminal domain of Hsp90 where it blocks Hsp90 kinase activity. (A) The N-terminal domain of Hsp90 (brown) interacts with the bundle of six helixes in the Mid terminal domain of Cdc37 (yellow). A helical bundle towards the C-terminal domain of Cdc37 is in orange. (B) Cdc37 binding blocks Hsp90 kinase activity through the interaction of Arg167 on Cdc37 with Glu33 of Hsp90 and the surrounding water network. Proteins are displayed in ribbon form with key interacting residues displayed as cylinders and colour coded by atom type. Hydrogen bonds are shown by dashed lines. Images created from PDB: 1US7 using CCP4MG (McNicholas et al., 2011).
Cdc37 forms dimer-like interactions with a symmetry related Cdc37 molecule in the crystal structure. (PDB: 1US7). This interaction involves a range of close packing and hydrogen bonding interactions. Image created using CCP4MG (McNicholas et al., 2011).

The crystal structure of the Hsp90-Cdc37 complex also revealed a Cdc37 homodimer structure mediated by the crystal lattice packing (Figure 3-5). There are close packing interactions between Gln247 and Tyr248, reinforced by ionic interactions between Lys240 and Asp245, from the symmetry-related Cdc37 molecule. Asp294 from each Cdc37 and hydrogen bonds between Arg246 and Glu250 with Glu221 and Glu255 from each symmetry pair complete the interface (Roe et al., 2004). There has been some debate as to whether Cdc37 exists as a dimer or a monomer as both forms have been identified (Stepanova et al., 1996; Vaughan et al., 2006). However, the comparatively weak dimerisation interaction compared to that of the Cdc37-client kinase interaction suggests a Cdc37 dimer is unlikely to exist in cells (Krukenberg et al., 2011).

3.1.4 Molecular details of the interaction of Cdc37-Hsp90 with a client kinase

The large and flexible nature of the Cdc37-Hsp90 complex has made it refractory to crystallographic studies. However, two single particle cryo-EM structures have been determined of CDK4-Cdc37-Hsp90. The first structure was to 19 Å resolution and revealed a dimer of Hsp90 bound to one Cdc37 and one CDK4 molecule creating a structure that was around 140-150 Å long and 85-95 Å wide (Figure 3-6), (Vaughan et al., 2006)). This complex stoichiometry of 2:1:1 was confirmed by mass spectrometric analysis. The N-termini of Hsp90 formed a more rounded end to which the density for
Figure 3-6 The CDK4-Cdc37-Hsp90 complex
Images adapted from (Vaughan et al., 2006). The structure of the CDK4-Cdc37-Hsp90 complex was initially solved by cryo-EM to a resolution to 19 Å. (A) The EM envelope with previously determined crystal structure fragments overlaid. The complex formed a 1:1:2 structure with one CDK4 (red) one Cdc37 (green) and a dimer of Hsp90 (blue and orange). CDK4 was modelled onto the N-terminal domain of one of the Hsp90 molecules. (B) The CDK4-Cdc37-Hsp90 EM envelope from an alternative angle shows an oval channel through the middle of the Hsp90 dimer.

CDK4 and the middle domain of Cdc37 was assigned on opposing Hsp90 molecules (Figure 3-6). The binding of the kinase to one edge of the Hsp90 dimer and not through middle of the complex was deemed unusual. The N-termini of Cdc37 however could not be built although it was assumed they were buried in the Hsp90 N-terminal lobe as they were resistant to dephosphorylation at Ser13 from in vitro experiments. The specific interactions between CDK4 and Cdc37 could not be elaborated (Vaughan et al., 2006).

More recently a far higher resolution map ranging in resolution between 3.5-6 Å has been determined for the same complex ((Verba et al., 2016), Figure 3-7). The higher resolution structure has allowed for more specific interactions between subunits to be identified. While both structures have a similar overall shape and position the C-terminal lobe of CDK4 on the M-domain of Hsp90 they differ substantially in the position of the CDK4 N-terminal lobe (Figure 3-7). The residues that usually form β4-β5 and residues 87-94 of CDK4 are threaded through the Hsp90 dimer to separate the kinase N and C-terminal lobes. This observation is in direct conflict with the previous low resolution structure which clearly shows an empty channel running through the Hsp90 dimer ((Vaughan et al., 2006), Figure 3-6 B).
The structure of Cdc37 also differs considerably between the two structures. Only the M-domain of Cdc37 was modelled into the lower resolution envelope while for the higher resolution structure Cdc37 was observed to be split round Hsp90 with the Cdc37 M/C-domain (residues 148-260) separated from the N-terminal domain (residues 1-147) by a β-sheet constructed from residues 120-129. This β-sheet interacts with the M domain of Hsp90 which contrasts with the earlier structure where Cdc37 interacts entirely with the N-terminal domain of Hsp90 (Verba et al., 2016). Unfortunately, the N-terminal lobe of CDK4 was too poorly resolved to accurately interpret the molecular interactions with the adjacent M/C-domains of Cdc37, in keeping with the high disorder predicted for this region in both structures. The Cdc37 N-terminal sequence was found to adopt an unusual coiled coil motif, the base of which, encoded by residues 20-24, interacts with the CDK4 C-lobe by mimicking the interactions of the now displaced αC-β4 loop (Figure 3-7 F). Cdc37 and Hsp90 are bound together by an extensive array of ionic interactions which would explain the sensitivity of the complex to salt (Verba et al., 2016).

While certain aspects of these two structures appear conflicting the differences may simply arise from the two structures being in alternative Hsp90 conformations. The lower resolution Vaughan et al. structure is described as being in the ‘open’ conformation while the Verba et al. structure in the ‘closed’. Capturing the complex at different phases of the chaperone cycle, a potential side-effect of the purification procedures or the image selection criteria during analysis, may account for the altered locations of CDK4 and Cdc37. Additional differences, observed for Cdc37, mostly arise due to the higher resolution of the Verba et al. structure which allowed further detail to be observed and aided in more accurate domain fitting.

Casein kinase 2 (CK2) phosphorylates Cdc37 exclusively on Ser13 (Liu and Landgraf, 2015). Ser13 is phosphorylated in the higher resolution EM structure and forms salt bridges with Arg36 and His33 of Cdc37, and Lys406 of Hsp90, that help to stabilise the complex (Verba et al., 2016). The functional consequences of phosphorylation on this residue are hotly debated. Some experiments have suggested that Ser13 phosphorylation is essential for client binding and that mutants that cannot be phosphorylated no longer bind to kinases, although they are still capable of binding to Hsp90 (Miyata and Nishida, 2004). Protein phosphatase 5 (PP5) dephosphorylates Cdc37
The recent higher resolution cryo-EM structure of CDK4-Cdc37-Hsp90 (PDB: 5FWL) reveals more information of key interactions and shows considerable distortion and separation of the CDK4 N and C-lobes through the Hsp90 dimer. (A) and (B) surface view of the CDK4 (blue) Cdc37 (yellow) and Hsp90 (grey and brown) complex from two angles 180° apart. (C) and (D) ribbon form view of the CDK4-Cdc37-Hsp90 complex. Hsp90 in brown and grey, CDK4 in ice blue with potential Cdc37 and Hsp90 interacting regions described in Figure 3-2 coloured accordingly. Cdc37 is coloured per Figure 3-3. (E) Close up of the extended β5 sheet of CDK4 drawn through the middle of the Hsp90 dimer. Colours are consistent with (C) and (D). The extended β5 sheet of CDK4 (residues 87-94) are shown in surface form. (F) Interaction of the base of the Cdc37 N-terminal domain coiled-coil (dark blue) mimics the interactions of the displaced CDK4 αC-β4 loop with the C-lobe of CDK4 (ice blue, displayed as a surface). Interacting residues of Cdc37 are displayed as cylinders and coloured by atom type. Figures created using CCP4MG (McNicholas et al., 2011).
and has been shown to be required for kinase release suggesting its importance in complex stability (Oberoi et al., 2016). The general consensus is that Ser13 phosphorylation, or a phosphomimetic, increases kinase-Cdc37-Hsp90 complex recognition and formation but does not directly affect Cdc37 affinity for the kinase (Pearl, 2005; Boczek et al., 2015; Keramisanou et al., 2016). Client kinase release from Cdc37 can also be triggered by phosphorylation of Cdc37 on Tyr298 by the Src family kinase YES (Xu et al., 2012).

CK2 also phosphorylates Hsp90 on Ser226 and Ser255 (Olesen et al., 2015). One study suggested that phosphorylation by CK2 primes the Hsp90 complex for dissociation as it weakens the complex in the presence of ADP but not ATP (Olesen et al., 2015). Other phosphorylation events play alternative roles in complex regulation including phosphorylation of Hsp90 Tyr197 which dissociates Cdc37 from Hsp90 immune complexes, and phosphorylation of Tyr313 that stimulates association with Aha1 (Xu et al., 2012). As mentioned above, Tyr298 phosphorylation by YES triggers Cdc37 client kinase release, while phosphorylation of Hsp90 on Tyr627, also by YES dissociates CDK4. The latter modification also dissociates Aha1 and PP5 from Hsp90 (Oberoi et al., 2016).

Interestingly, both Vaughan et al. and Verba et al. reported that CDK4-Cdc37-Hsp90 complex formation in vitro is inefficient, and in both instances the complex was purified directly from insect cells. This observation suggests a requirement for some form of modification or cooperation with a chaperone in vivo (Verba et al., 2016). However, the presence of the co-chaperone Hsp70 has been shown to have no influence on the activity of Hsp90 (Boczek et al., 2015). It should be noted that Cdc37 purified from recombinant E. coli is non-phosphorylated (Liu and Landgraf, 2015), whereas Cdc37 expressed in insect or mammalian cells is predominantly phosphorylated (Vaughan et al., 2006; Liu and Landgraf, 2015). The extent to which phosphorylation and the presence of accessory proteins contribute to client kinase-Cdc37-Hsp90 complex formation awaits the reconstitution of the pathway using purified components.

Despite these structural insights, the question as to what Hsp90 actually does to the client is unclear. One hypothesis is that Hsp90 acts in a regulatory mechanism to assist in rearrangement of kinases so that they can be phosphorylated and activated. Hsp90 would prevent client kinases from being dephosphorylated and therefore would help to
maintain an active pool ready for a rapid response (Pearl, 2005; Pearl and Prodromou, 2006). An alternative hypothesis is that Hsp90 may assist in complex formation by binding to unstable kinases in the cytoplasm before they associate with a partner protein and are transported to the nucleus. An example would be Hsp90 binding to CDK4 before it associates with cyclin D (Dai et al., 1996; Stepanova et al., 1996). However, not all kinase clients of Hsp90 require a binding partner for activation (Pearl and Prodromou, 2006).

The most recent hypothesis, proposed subsequent to the determination of the higher resolution CDK4-Cdc37-Hsp90 structure, is that like most chaperone systems, Hsp90 may provide a more favourable transition pathway to the active state through an unfolded state (Verba et al., 2016). This mechanism of activation would accommodate diverse kinase sequences and would also allow the addition of posttranslational modifications. Extensive rearrangements to the kinase fold would be possible so that clients could be more easily tuned to changes in environmental conditions at the protein level rather than relying on transcription to modulate activity (Pearl and Prodromou, 2006). CDK4 and CDK6 provide an excellent model system with which to study the mechanism by which kinases exit the Hsp90 chaperone system due to the availability of multiple widely characterised binding partners including the CKIs and D-type cyclins.

3.2 Biophysical methods to measure protein-protein interactions

Many biophysical and biochemical techniques have been developed to measure protein-protein interactions. Straightforward methods such as simple pull-downs, that use an attached affinity tag to identify interacting partners, or size exclusion chromatography, which can separate complexes from individual components based on their size and shape are semi-quantitative at best and can fail to detect biologically relevant, low affinity (K\text{d}> 1 \mu M) interactions. In this project, surface plasmon resonance (SPR), isothermal titration calorimetry (ITC), microscale thermophoresis (MST) and fluorescence-based methods (homogenous time-resolved fluorescence (HTRF)) have been used to gain a greater understanding of the interactions between CDK4 and CDK6 and the Cdc37-Hsp90 chaperone system. Each of these methods are described in more detail below. These techniques can yield quantitative details about a molecular interaction, but measure different parameters and have different advantages and
disadvantages. Some protein reagents used in biophysical assays were obtained from Dr Martyna Pastok (Postdoc, Endicott lab, NICR) and have been noted in the appropriate figure legends.

3.2.1 Homogenous Time Resolved Fluorescence (HTRF)
Homogenous time resolved fluorescence (HTRF) is ideal for measuring protein-protein or protein-peptide interactions and is, theoretically at least, the most sensitive analytical technique ((Mathis, 1993), Figure 3-8). The fluorescent signal measured in HTRF is dependent on the distance and orientation of two fluorophores to each other based on Förster’s theory of non-radiative energy transfer (Förster, 1948). The Försters resonance energy transfer (FRET) signal is a short-range energy transfer, the efficiency of which drops off rapidly by $1/d^6$, where $d$ is the distance between fluorophores (Mathis, 1993). To this end the rare earth metal cryptates and allophycocyanin fluorophore pairs have been developed to optimise the range of energy transfer to up to 90 Å (Bazin et al., 2001), which is roughly the distance between a protein pair and an attached labelled antibody. As well as direct binding measurements, HTRF can be used to determine the enzymatic or inhibition kinetics of a reaction (Jia et al., 2006).

![Figure 3-8 Schematic of an HTRF experiment](image)

Homogenous time-resolved fluorescence occurs through a non-radiative energy transfer, FRET. Rare earth metal (green) labelled antibodies recognise a target protein (red) which is interacting with a binding partner (light blue). The binding partner is in turn tagged by streptavidin (dark blue) with a dye molecule (purple) attached. Upon excitation of the rare-earth metal, at 337 nM, a FRET energy transfer, at 620 nM, is established to excite the nearby dye molecule which fluoresces at 655 nM. The efficiency if the FRET signal is dependent on the rare-earth metal and dye molecule being brought close in space by the protein interaction.
The use of cryptates around the metal ion improves the excitation wavelength while cross-linking of the allophycocyanins has produced the dye XL665 which possesses greatly increased stability and quantum yields than its predecessors (Bazin et al., 2001). The distance, timescale and wavelengths of the fluorophores can be adjusted by varying the chelating groups around the metal ion or the dye. Most importantly for HTRF it is vital that the donor and acceptor pair emit at different wavelengths so that their contribution to the emission signal can be distinguished. Rare earth metal cryptate donors, such as Eu\(^{3+}\) cryptates, have a long-lived fluorescent half-life and therefore give rise to a long-lived acceptor fluorescent signal (Mathis, 1993). This is important for the clear distinction of the fluorescent signal obtained from complex formation from the contributions of unbound fluorophores. Unbound fluorophores which are just near in space to the excited donor would otherwise lead to high background fluorescence and therefore poor sensitivity (Bazin et al., 2001).

The emission from unbound fluorophores decays much more rapidly than their bound counterparts. The inclusion of a 10-100 μs delay between excitation and the emission measurement allows the short lived emission signal to be removed and allows real time correction of the signal (Mathis, 1999). Further correction to the signal can be applied by taking the ratio of acceptor signal emission to donor metal ion emission. This has the effect of removing any background absorbance effects of the media so that the final ratio obtained should relate entirely to that of the biological interaction (Mathis, 1995).

To determine how tightly the CDKs bound to their binding partners, GST-tagged CDK which binds a Terbium (Tb)-labelled anti-GST antibody (Life Technologies) were both held at fixed concentrations while the Avi-tagged binding partner and streptavidin labelled dye (SAXL665) (Cisbio) were titrated against them (Figure 3-9). Competent binding partners will form a complex thereby bringing the two tags into close proximity. Excitation of the terbium with light at a wavelength of 337 nm results in emission of a Förster resonance energy transfer signal at 620 nm which in turn excites the dye molecule. After a short pause of 60 μs, 300 measurements of the emission signal at 655 nm are taken over a 340 μs period and integrated. From this titration series a binding curve can be plotted of the 655/620 ratio from which a dissociation constant (K\(_d\)), the concentration at which half the CDK molecules are bound, for the interaction can be determined.
**Figure 3-9 The HTRF assay format for determining CDK interactions with Cdc37.**

To measure the interaction of CDK4 and CDK6 with Cdc37 GST-tagged CDK6(4) (orange/red) is incubated with biotinylated Cdc37 (light blue) to form the GSTCDK6-Cdc37 complex. The complex is then incubated with the Tb labelled anti-GST antibody (green/brown) and streptavidin tagged XL665 dye (dark blue/purple). The resulting Tb and XL665 labelled complex should produce a FRET signal resulting in a measurable emission signal upon excitation.

The GST affinity tag was initially chosen for this assay as CDK4 and CDK6, as well as many other proteins of interest, were already expressed with a GST tag using well established protocols that produced high yields of soluble protein. The assay was therefore quick to establish and was readily adaptable for the exploration of multiple interactions. Each of the GST tagged constructs were linked with a 3C protease cleavage site (amino acid sequence LEVLFQGP) which provides some flexibility for antibody binding and hopefully minimises the effect of the antibody presence on the interaction being measured. GST had also previously been successfully used by other members of the lab for alternative HTRF assays which provided the starting point for assay development and the Tb-labelled anti-GST antibody. Due to the expense of labelled antibodies an anti-GST antibody was chosen to allow the exploration of the largest number of targets without having to order multiple labelled antibodies or extensive re-cloning.

A major caveat of GST is that it forms a dimer in solution which can be hard to separate from target proteins, leaving contamination which can affect the signal, and could also lead to artificially enhanced interactions through target proteins being brought together by GST dimerization. Alternatively, the large size of GST may negatively influence protein-protein interactions through steric effects. Dimerization of GST may give rise to aberrant fluorophore signals caused by either multiple antibodies binding to the GST dimer or multiple dye molecules being excited by one antibody which has been brought near in space by GST dimerization. Unfortunately, it is not known whether the antibody binds to only one GST molecule or the GST dimer. The potential for multiple combinations of binding partners and fluorophores could give rise to non-linear binding
responses whereby the binding of the first may hinder or enhance the addition of the second. $K_d$ values determined by the HTRF assay may be affected by these processes and have therefore been described as apparent affinity ($K_d$-app) under these conditions. The hill equation from binding curves analysis was closely monitored to determine whether interactions were cooperative or non-cooperative. While most interactions were non-cooperative, suggesting GST dimerization may not ubiquitously affect measurements, several interactions measured showed some degree of cooperative binding and are described further in the main text. Data did not fit reanalysis for two site binding, therefore, these effects may instead be caused by the aggregation of certain proteins or from limitations in analysis due to incomplete binding curves.

The assay format is highly adaptable and the interaction with many different CDK binding partners can be measured by repositioning the Avi-tag onto alternative proteins. For example, the Avi-tag was moved from Cdc37 to Hsp90 to allow the interaction strength between the CDKs and Hsp90, via Cdc37, to be measured (Figure 3-10). The GST-tag has also been added to other proteins, such as CDK2, to measure comparative interactions. Alternative donor and acceptor fluorophores, such as Europium or GFP, as well as antibodies which bind to different affinity tags, such as the FLAG tag, are also available but have not been explored in this work. This variability allows fine-tuning of the acceptor and emission spectra for different wavelengths and the distances between the fluorophores. Repositioning of the tags onto either end of each binding partner may also help to improve the signal, depending on the nature of the interaction, by bringing

![Figure 3-10 The Avi-tag can be repositioned to measure alternative interactions](image)

The assay can be adapted to measure interactions with alternative binding partners such as Hsp90. GST-tagged CDK6 (orange/red) is incubated with biotinylated Cdc37-Hsp90 complex (light blue/green) to form the GSTCDK6-Cdc37-Hsp90 complex. The complex is then incubated with the Tb labelled anti-GST antibody (green/brown) and streptavidin tagged XL665 dye (dark blue/purple). The resulting Tb and XL665 labelled complex should produce a FRET signal resulting in a measurable emission signal upon excitation.
the fluorophores closer together. For the subsequent experiments CDKs N-terminally tagged with GST (GSTCDK) and Avi-tagged binding partners in conjunction with the streptavidin labelled XL665 dye have been used throughout.

3.2.2 Surface plasmon resonance

Surface plasmon resonance (SPR) was first used as a technique to measure the interactions of biomolecules in 1983 by measuring the binding of antibodies to one side of a gold metal surface (Liedberg et al., 1983). The first commercial instrument however was not available until 1990 whereby the gold surfaces had been adapted with a range of carboxymethylated dextran, streptavidin, chelated nickel and hydrophobic surfaces to allow a range of proteins to be bound to it and their interactions with binding partners measured (McDonnell, 2001). SPR can be a label-free technique which allows proteins in solution (termed the analyte) to bind to an immobilised protein (termed the ligand or bait) on the gold surface, the interaction of which can be observed in real time. Because the interaction is observed in real time both the kinetics of the interaction (the on and off rates) as well as the binding at equilibrium can be measured, so that a dissociation constant can be determined knowing either the kinetic or thermodynamic parameters of the interaction.

Figure 3-11 Diagram of SPR set-up

SPR can be used to measure protein binding events in real time. A protein of interest (ligand) is attached to a gold surface, such as through an anti-GST antibody, then a binding partner (analyte) is flowed across the surface. The additional mass of analyte binding to the ligand changes the refractive properties of the gold surface which is detected by a reduction in polarised light reflected from the surface at a given angle.
Surface plasmon resonance is the result of long range Coulombic interactions between valence electrons in metals which yield collective plasma oscillations (Pitarke et al., 2007). In short, the presence of a mass at one position of a metal surface affects the resonance properties of the electrons across the entire surface. This change in electron resonance is reflected in the refractive index of the surface which can be measured by the decrease in intensity, at a given angle, of a beam of polarised light reflected from the surface. Changes in refractive index of a surface are directly proportional to the changes in absorbed mass (Malmqvist, 1993).

Modern SPR instruments can measure a range of masses from chemical compounds to cells, and affinities from picomolar to milimolar. This sensitivity to small molecular weights and weak interactions has opened its use for drug discovery. Additional methods of immobilising proteins to surfaces are now available including hydrophobic dextran surfaces, immobilized biotin/avidin or covalent amine, thiol or aldehyde group chemistry (Malmqvist, 1993). SPR also has the advantage of being capable of being performed over a wide range of temperatures, pHs and buffer conditions including cell lysates (McDonnell, 2001). Analysis of the results is relatively straightforward as absorption to the ligand is first order, as the concentration bound to the surface is constant, and the association rate constant can be determined from a series of absorption experiments at different analyte concentrations. The dissociation rate ($k_{off}$) can be determined from the logarithmic decrease in analyte after the flow of analyte addition is stopped. This method can lead to very long dissociation times of very tight binders due to the associated slow off rates. The accuracy of the binding measurement is increased by the use of double referencing which compares the sample measurement to that of a control surface and removes the measurement as determined from a buffer only run. This approach has the effect of removing any contribution to the signal caused by non-specific binding or from the buffer itself (McDonnell, 2001).

3.2.3 Microscale Thermophoresis

Microscale thermophoresis (MST) uses the change in the movement of a fluorescently labelled molecule in the presence of different concentrations of binding partner when a small temperature gradient is applied to the sample. Thermophoresis describes the motion of molecules in temperature fields which is dependent on properties such as the
size, charge, conformation and solvation shell of a molecule. The technique is therefore suitable for the measurement of interactions with almost any binding partner including ions, compounds or proteins. Additional advantages are that MST is very quick-a binding curve can be collected in just a few minutes, and the use of fluorescent labels makes it very sensitive-only low nanomolar concentrations of sample are needed for each measurement (Jerabek-Willemsen et al., 2011). Figure 3-12 outlines a typical MST experiment. Firstly, an infrared (IR) laser heats the sample by just a few degrees kelvin in a tens of micrometer radius to create a localised temperature field. After an initial temperature jump, thermophoresis occurs which can be described with a linear drift response that is limited by the rate of diffusion. The final fluorescence signal after thermophoresis is measured and compared to the initial fluorescent state. When the laser is turned off, the fluorescence signal increases again due to back diffusion of the

![Diagram of typical MST experiment](image-url)

**Figure 3-12 Diagram of typical MST experiment**

Figure taken from (Jerabek-Willemsen et al., 2011). MST can determine protein-protein and protein-ligand interactions through changes in the diffusion of a fluorescent protein upon heating. A fluorescently labelled protein is heated by an infra-red (IR) laser which heats a small area of the sample solution. After an initial lag stage, where the solution is heated, a temperature gradient is established causing the fluorescent molecules to diffuse to form a new equilibrium state. This is measured by a change in fluorescence. Once the IR laser is switched off the temperature returns to ambient and the fluorescent molecules revert to their original steady state through back-diffusion. The affinity of a binding partner can be determined through repeating the experiment with a range of concentrations of the binding partner and measuring the effect the binding partner has on the thermophoresis of the fluorescently labelled protein.
fluorescent molecule. A titration approach by repeating this process in the presence of increasing binding partner concertation can then be used to measure affinities, enzymatic activation or modifications by the determination of the bound and unbound fractions (Jerabek-Willemsen et al., 2011).

In MST experiments reproducibility of the initial fluorescent signal is very important and this signal is highly dependent on the integrity of the protein sample. Aggregation or oligomerisation can result in changes in back diffusion yielding uneven thermophoresis curves. Interactions with the capillary surfaces can also influence the fluorescent signal but can be overcome by adding detergents to the buffer or using treated capillaries to prevent binding (Jerabek-Willemsen et al., 2011).

MST can be used to analyse samples from blood serum or cell lysates (Wienken et al., 2010), in competitive mode to identify drug binding sites based on known interactions (Mao et al., 2015), and label-free exploiting the inherent UV fluorescence of proteins. In this thesis, CDK4 was labelled using a N-hydroxysuccinimide (NHS) ester dye that reacts with the primary amines of lysine side chains or the N-terminus. The random nature of this attachment should minimise possible local effects on binding behaviour. However, there is no guarantee that the labels will not still influence binding (Seidel et al., 2013).

3.3 Materials and methods

All chemicals were of analytical grade and obtained from Sigma Aldrich unless otherwise stated.

3.3.1 Protein production

CDK4 and CDK6 were expressed as N-terminal GST fusions in Sf9 insect cells (Section 2.3.7). Cdc37 and Hsp90 constructs were expressed from recombinant E. coli (Section 2.3.6). Proteins were subsequently purified using standard protocols outlined in Section 2.4.

3.3.2 Biotinylation of Avi-tagged constructs

Avi-tagged proteins (Cdc37, Cdc37513E and Hsp90β) were biotinylated in vitro using BirA (kindly provided by Dr Richard Heath; Postdoc, Endicott lab, NICR). 40 μM of each Avi-tagged protein was incubated with 10 μg BirA in biotinylation buffer (50 mM Bicine pH
8.3, 10 mM ATP, 10 mM MgOAc, 50 μM d-biotin) at 30°C for 60 minutes. Following biotinylation, proteins were buffer-exchanged into mHBS (10 mM HEPES, pH 7.5, 150 mM NaCl, 0.5 mM TECEP and 0.5 mM EDTA) using a Superdex 75 10/60 column, pre-equilibrated with mHBS, to remove residual ATP and biotin which could interfere with subsequent experiments. The extent of protein biotinylation was monitored by pull downs using High Capacity NeutrAvidin® Agarose Resin (Thermo Scientific Pierce).

3.3.3 Streptavidin pull-downs
50 μl of 5 μM of protein was incubated with 10 μl NeutrAvidin® Agarose Resin (Thermo Scientific Pierce) for 60 minutes at 4 °C in mHBS. Resin was pelleted using a table top microcentrifuge at 3381 x g for 2 mins at 4 °C and the supernatant removed. Pellets were washed 3 times by adding 200 μl ice-cold mHBS buffer and repeating the pelleting step described above between each addition. After the final wash, 10 μl of SDS loading dye was added to the pellet which was boiled and analysed by SDS-PAGE. Proteins were visualised by InstantBlue staining.

3.3.4 Microscale thermophoresis
MST measurements were carried out using the Monolith NT. 115 Nano-Blue/Red instrument (Nanotemper). CDK4 was chemically tagged with the amine coupling fluorescent dye NT-647 NHS using the Nanotemper protein labelling kit red and following the protocol provided. Samples were centrifuged at 10000 x g at 4 °C (Beckman Coulter Allegra X22R) before use. A twofold 16 point serial dilution series of untagged Cdc371-348 was prepared from a 30 μM stock and titrated against fixed concentrations of NT-647 NHS-labelled CDK4 at 83.3 nM in a total volume of 20 μL at 22 °C. Samples were diluted using MST buffer (10 mM HEPES pH 7.5, 150 mM NaCl, 0.5 mM TCEP, 0.5 mM EDTA, 0.05% Triton-X-100). Measurements were taken using an LED power of 40% (645 nm) and thermophoresis energy of 20% (1475 nM) and the emission at 680 nm was recorded. \( K_d \) values were determined by the MST analytical software using the law of mass action described in Equation 3-1 where \( A \) is the concentration of labelled CDK4, \( B \) is the concentration of Cdc37, \( [AB] \) is the concentration of complex and \( FB \) is the fraction bound.
\[ FB = \frac{[A] + [B] + Kd - \sqrt{([A] + [B] + Kd)^2 - 4[AB]}}{2[B]} \]

Equation 3-1 The law of mass action
The MST analysis software uses the law of mass action to calculate \(K_d\) values based on the concentrations of components used.

### 3.3.5 Optimisation of the HTRF direct binding mode assay

The HTRF assay protocol was greatly optimised throughout the project and went through many iterations to achieve a suitably large and reliable fluorescent signal and to ensure the maximum level of accuracy from the assay within and between runs. An early parameter that was optimised was temperature. First experiments were carried out at room temperature but subsequently all results included in this thesis, except where noted, were collected at 4 °C. Further optimisation could be divided into optimisation of (i) the reagents, and (ii) the reaction conditions. The main optimisation steps are outlined below.

**Optimisation of reagents:**

(i) Biotinylation of Avi-tagged proteins: The *in vitro* biotinylation protocol was reviewed to maximise the extent of biotinylation. The aim was to completely biotinylate the Avi-tagged proteins while minimising the incubation time at 30°C, where protein instability and degradation may occur. Biotinylation of multiple Cdc37 constructs; N-Avi-Cdc37\(_{30-348}\), N-Avi-Cdc37\(_{30-Fl}\), C-Avi-Cdc37\(_{Fl}\), C-Avi-Cdc37\(_{30-Fl}\), N-Avi-Cdc37\(_{Fl}\) and N-Avi-Cdc37\(_{1-348}\) was carried out using the biotinylation protocol described in Section 3.3.2 and 10 μl samples of each construct were taken at time points of 0, 30, 60, 120 and 300 minutes. The relative biotinylation levels at each time point were determined by streptavidin pull-down as described in Section 3.3.3.

(ii) Avi-tag location: Although the N-terminus of Cdc37 is known to be required for kinase binding, the exact interactions were unclear. Alternative positioning of the Avi-tag on either the N- or the C-terminus of Cdc37 was therefore investigated for potential impact on CDK binding. Secondly, due to the distance restraints imposed by the FRET, alternative Avi-tag positioning was also studied to determine impact on the size of the fluorescence ratio obtained. Experiments were carried out as described in 3.4.2, except that incubations were carried out at room temperature rather than 4 °C.
**Optimisation of reaction conditions:**

Early experiments set out to optimise the concentration of GST-tagged constructs. Five different concentrations (100 nM, 50 nM, 25 nM, 10 nM and 5 nM) were assayed. Subsequently, assays were repeated to identify the highest concentration of Avi-tagged Cdc37 that could be measured accurately, by varying the Avi-tagged Cdc37 concentration from 0 to 1500 nM. In these experiments the concentration of GSTCDK4 or GSTCDK6 was 10 nM and the concentration of the dye was held at 1/8th the concentration of the Cdc37. The final reaction parameter to be optimised was the incubation time of the reaction prior to addition of the detection reagents and measurement of the fluorescent signal. Alternative incubation times were investigated by repeated measurements over an extended period from 45 minutes to 24 hours to identify when the maximum signal was measured. The reactions were carried out at 4 °C and all other reaction parameters were as described in 3.3.6.

### 3.3.6 HTRF direct binding mode assay

HTRF assays were performed in 384 well black assay plates. Samples were centrifuged at 10000 x g at 4 °C (Beckman Coulter Allegra X22R) before use. For direct binding measurements the biotinylated protein of interest was titrated, over 11 serial dilution points and an additional buffer blank point, against 5 fixed concentrations of either GSTCDK4 or GSTCDK6 (100 nM, 50 nM, 25 nM, 10 nM and 5 nM) in duplicate. Avi-tagged construct concentrations were chosen based on estimated K\textsubscript{d} values for each interaction from literature values and preliminary results. GSTCDK and the binding protein of interest were prepared in HTRF buffer A (50 mM HEPES pH 7.5, 100 mM NaCl, 1 mM DTT and 0.1 mg/ml BSA) and incubated together for 60 minutes at 4°C. 5 nM Tb labelled anti-GST antibody (Life Technologies) and SAXL665 (Cisbio), at 1/8th the concentration of the biotinylated protein, were prepared in HTRF buffer B (50 mM HEPES pH 7.5, 100 mM NaCl and 0.1 mg/ml BSA) and added to each well. The plate was incubated for a further 120 minutes at 4°C before being scanned using the PHERAstar FS (BMG LABTECH). Samples were excited using a wavelength of 337 nm and emission spectra measured at 620 nm and 665 nm. K\textsubscript{d-app} values were determined from binding curves of the fluorescence 620/665 nm ratio (from which the buffer only measurement containing no GSTCDK was subtracted) against the GSTCDK concentration. Curves were plotted and analysed using GraphPad Prism 6.0.
3.4 Results

3.4.1 Optimisation of the HTRF protocol

The HTRF assay was initially performed at room temperature, however, this met with limited success. Although a fluorescent binding signal could be observed for the CDK-Cdc37 interaction it was small, unreliable and often could not be reproduced. The issue of reproducibility was hypothesized to arise from a combination of poor CDK stability at room temperature, resulting in degradation or aggregation, weak binding of CDK6 to Cdc37 and GST contamination of the GSTCDKs. Prior to HTRF assay, several steps were taken to address issues of reagent stability. As CDK4 had been shown to be particularly susceptible to changes in temperature during purification, both CDKs were purified at 4 °C. GST contamination would result in fluorophore loss through non-specific binding of the terbium labelled anti-GST antibody to GST. To address this pitfall, GSTCDK4 and GSTCDK6 purification protocols were modified to include a more stringent cut-off of the peak fractions to ensure no GST contamination was carried through (Figure 2-22). The larger signal obtained at 4 °C also allowed the concentrations of GSTCDK4 and GSTCDK6 in the direct binding assay to be dramatically lowered, allowing for more accurate $K_d$ determination.

Figure 3-13 B shows that a more than tenfold increase in fluorescent signal was observed for the CDK6-Cdc37 interaction when the HTRF experiment was carried out at 4 °C. It

Figure 3-13 Performing the HTRF assay at 4 °C greatly enhances the size and reliability of the fluorescent signal obtained

Examples of the interaction between C-Avi Cdc37 over several concentrations of GSTCDK6 performed at room temperature (A) and 4 °C (B). GSTCDK6 concentrations (nM) at which each of the curves were measured are provided in the panels. The errors represent the standard deviation. Graphs produced using GraphPad Prism.
was not always possible to fit complete binding curves for the CDK6 interaction. However, a sufficient signal was measured to permit direct comparison with CDK4. Because of these experiments, all subsequent HTRF experiments presented in this work were performed at 4 °C.

Similar experiments were carried out to optimise the assay conditions to measure the reconstitution of a CDK-Cdc37-Hsp90 complex (Figure 3-14). Again, only a weak signal could be observed between N-Avi Hsp90 and GSTCDK4, bridged by unlabelled Cdc37, at room temperature (Figure 3-14 A), and no interaction was observed between CDK6 and Hsp90 (Figure 3-14 B). The assay was therefore performed at 4°C, again in the hope of improving protein integrity and complex stability and therefore the size of the signal. The concentrations of GST-tagged CDK4 or CDK6 were also significantly lowered to single digit nanomolar. With these changes to the assay format, formation of a ternary GSTCDK-Cdc37-N-Avi Hsp90 complex could be measured.

The initial protocol for the HRTF assay used a short incubation time of 45 minutes between addition of the detection reagents and measurement of the fluorescent signal. Alternative incubation times were investigated by repeated measurements over an extended period in order to identify when the maximum signal from complex formation was obtained. This may be particularly important for the formation of large complexes containing Hsp90, the kinetics of which may be slow at 4 °C. Time courses performed
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**Figure 3-14 The N-Avi Hsp90 interaction is weak at high temperatures**
Examples of the interaction between N-Avi Hsp90 interaction performed at room temperature with several concentrations of GSTCDK4 (A) and GSTCDK6 (B). The concentration of GSTCDK4 or GSTCDK6 in each assay is indicated by the colour key in each panel. The errors represent the standard deviation. Graphs plotted using GraphPad Prism.
Figure 3-15 The change in fluorescent signal was assessed over time
Average maximum fluorescent signal of CDK6-Cdc37 at 4 °C over a time course of 30, 60, 90, 120, 150, 990, 1410 and 3150 minutes. In this experiment the GSTCDK6 concentration was 10 nM and that of Cdc37, 1500 nM.

signal increased considerably with time. The time course for the CDK6-Cdc37 interaction (Figure 3-15) shows the fluorescent signal increased from a TRF ratio of circa 1000 at the original time point of 45 minutes to a maximum of circa 6500 after 24 hours, presumably from increased complex formation. From these time course experiments an incubation time of 2 hours was chosen as the time point at which the CDK4-Cdc37-Hsp90 complex reached its maximum, although the maximum signal was not achieved for the CDK6-Cdc37 complex until 24 hours. Longer incubation times were decided against due to both practicality and the potential loss in protein and dye quality over time, as suggested by the gradual decline in signal between 24 and 52.5 hours.

3.4.2 Optimisation of reagents

Biotinylation
All samples show partial biotinylation at time point 0 (Figure 3-16, gel A lanes 2-7) as each Cdc37 construct was pulled out by the streptavidin beads. This background biotinylation is likely performed by the E. coli expression system which contains a low level of biotin ligase activity. The extent of biotinylation in cell can be increased by co-expression of the BirA enzyme, however this method was not explored as it requires the addition of high quantities of d-biotin to the growth media. The extent of biotinylation was measured at 0, 30, 60, 120 and 300 minutes (Figure 3-16). The maximum level of biotinylation was observed after 60 minutes (Figure 3-16, gel B lanes 3-8) as shown by the most intense bands, roughly double that at 30 minutes (Figure 3-16, gel A lanes 8-12). Unfortunately, the samples for the 120 minute time point (gel C lanes 2-7) were
accidently over boiled before SDS-PAGE analysis and so are not available for interpretation. What is clear is the relative decrease in biotinylated protein after 300 minutes (Figure 3-16, gel c lanes 8-12) in comparison to those taken at the 60 minute

![Figure 3-16 Biotinylation levels assessed by streptavidin pull-downs](image)

*Figure 3-16 Biotinylation levels assessed by streptavidin pull-downs*

The extent of biotinylation of a collection of Cdc37 constructs was determined at multiple time points during an *in vitro* biotinylation reaction by streptavidin pull-downs. Bars show the repeated set of Cdc37 constructs measured at each time point. The number associated with each bar corresponds to the length of incubation in minutes. Sets of Cdc37 constructs are laid out as; N-avi-Cdc37\textsubscript{30-348}, N-avi-Cdc37\textsubscript{30-fi}, C-avi-Cdc37\textsubscript{fi}, C-avi-Cdc37\textsubscript{30-fi}, N-avi-Cdc37\textsubscript{fi} and N-avi-Cdc37\textsubscript{1-348}, in respective lanes. The protein size marker used throughout is PageRuler protein ladder and proteins were visualised using InstantBlue.
time point. The decrease in biotinylated protein after 300 minutes is likely due to protein degradation caused by the extended incubation at 30 °C.

From these experiments an incubation time of 60 minutes was selected for subsequent \textit{in vitro} biotinylation reactions. Although initial optimisation was carried out on a range of constructs subsequent assays were performed using full-length Cdc37 unless specifically stated.

\textbf{Avi-tag positioning}

Initial streptavidin pull-downs revealed that both N and C Avi-tagged Cdc37 still bound to CDK4 and CDK6. This observation was subsequently verified when they were subjected to the HTRF assay as described in Section 3.3.6. Fluorescent ratio signals obtained for each terminally tagged construct were almost equivalent. Due to the equivalent signal the full-length C-terminally tagged Cdc37 construct was chosen for all subsequent HTRF experiments because of the larger protein yields obtained.

Similar optimisation experiments were not carried out to explore the effect on signal of moving the Avi-tag to either end of Hsp90. In this case, the Avi-tag was only positioned on the N-terminus on Hsp90. This decision was based on the single particle cryo-EM structure at the time which showed CDK4 to be positioned at the N-terminus of Hsp90. As such, the N-terminus of Hsp90 was closest in space to CDK4 and therefore best positioned to give the largest signal. Due to the size of Hsp90, (\textit{circa} 150 Å), it was possible that positioning tags at these extremes of the molecule would be too far away for FRET. An N-terminal luciferase tag had been placed on Hsp90 by Taipale et al. (Taipale \textit{et al.}, 2012) and was still able to bind CDK4 and CDK6, as well as a range of other kinases, so the far smaller Avi-tag was not expected to interfere with the interaction.

\textbf{Optimisation of the reaction conditions}

A concentration of 100 mM NaCl was primarily used to maintain CDK4 and CDK6 stability. It is also around physiological concentrations and so should more closely mimic interaction conditions found in the cell. While a more accurate determination of biological $K_d$ values could be measured through the inclusion of other cations and co-factors, such as potassium, magnesium or ATP, they were not included to keep assay conditions to a minimum and facilitate the optimisation process by. Early experiments
set out to optimise the concentration of GST-tagged CDK constructs. Of the five different concentrations that were assayed (100 nM, 50 nM, 25 nM, 10 nM and 5 nM, (Figure 3-17), a concentration of 10 nM was found to be the lowest concentration which still gave well defined binding curves. Examples of binding curves presented in this work were performed using 10 nM GSTCDK unless otherwise stated. In order to measure relatively weak interactions, higher concentrations of titrating ligand are required. The next optimisation step set out to determine the highest concentration of Avi-tagged Cdc37 that could be accurately measured. Throughout, the concentration of the dye was held at 1/8th the concentration of the Cdc37.

Although there is no theoretical limit to how weak an interaction can be measured using HTRF, practical issues have shown that higher dye concentrations can lead to larger signal variation and it has been noted that higher concentrations of dye can lead to a quenching of the fluorescent signal (Jia et al., 2006). We observed that increasing the Avi-tagged Cdc37 above 1.5 μM and therefore the dye above 187.5 nM (1/8th the Cdc37 concentration) lead to increased variation and a drop in observed signal (Results not shown). Possible reasons for this arise from the Hoo k effect, caused by a mismatch in fluorophore concentrations compared to the interacting proteins resulting in a drop of fluorescent signal being measured despite more protein-protein interactions being

![Figure 3-17 Concentration dependent conditions](image)

An example of the interaction between C-Avi Cdc37 over several concentrations of GSTCDK4 performed at 4 °C. GSTCDK4 concentrations (nM) at which each of the curves were measured are provided in the panel. The errors represent the standard deviation. Graphs produced using GraphPad Prism.
Figure 3-18 Potential Hook effect

An example of the interaction between C-Avi Kcyclin over several concentrations of GSTCDK4 performed at 4 °C to demonstrate the hook effect. At C-Avi Kcyclin concentrations of around 100 nM the fluorescent signal begins to plateau however after around 250 nM the fluorescent signal begins to decline. This is most obvious for the 10 nM GSTCDK4 curve (purple). GSTCDK4 concentrations (nM) at which each of the curves were measured are provided in the panels. The errors represent the standard deviation. Graphs produced using GraphPad Prism.

made, or quenching of the dye by hydrophobic interactions with the proteins or protein aggregates at higher concentrations. The concentration of dye and therefore Cdc37 used in the assay were capped at 187.5 nM and 1.5 μM respectively for the majority of direct binding experiments. Figure 3-18 demonstrates the hook effect using the interaction between GSTCDK4 and C-Avi Kcyclin as an example.

3.5 Determining Cdc37 affinity for CDK4 and CDK6

As described in Section 3.1.1 the recruitment of kinases to the Hsp90 chaperone system is dependent on the co-chaperone Cdc37. A greater understanding of this key interaction would help us to better understand the regulation of kinases by the Hsp90 chaperone system. Preliminary experiments using pull-downs and SEC suggested an interaction between Cdc37 and CDKs 4 and 6. However, SEC results were inconclusive as the complexes could not be clearly separated from the individual components. Alternative more quantitative techniques have therefore been used to measure the Cdc37 interaction with the CDKs.

Here HTRF has been used, as described in Section 3.3.6, to measure the direct interaction of a dilution series of full-length C-Avi Cdc37 against fixed concentrations of full-length GST-CDK4 (Figure 3-19 A) or GST-CDK6 (Figure 3-19 B). $K_{d, app}$ values for these...
**Figure 3-19 CDK4 binds tighter than CDK6 to Cdc37**

Binding curve of the C-Avi Cdc37 interaction with GSTCDK4 (A) and GSTCDK6 (B) determined by Homogenous Time Resolved Fluorescence (HTRF) assay. The concentration of GSTCDK4 and GSTCDK6 used in these assays was 10 nM. HTRF measurements were carried out in duplicate a total of 7 and 6 times for CDK4 and CDK6 respectively using two independently expressed and purified C-Avi Cdc37 samples. The error bars represent the standard deviation. Binding curves produced using GraphPad Prism.

Interactions were determined from the binding curves to be 92 +/- 29 nM and >500 nM for CDK4 and CDK6 respectively. Hillslope evaluation from analysis gave 1.08 +/- 0.10 and 1.42 +/- 0.32 for CDK4 and CDK6 respectively suggesting cooperative effects with CDK6, although accurate analysis is hindered by incomplete saturation of CDK6 binding curves. This difference is reflective of previous studies that have suggested CDK4 to be a stronger client of Cdc37 than CDK6 (Stepanova et al., 1996; Taipale et al., 2012). The \( K_{d-app} \) for CDK6 could not be more accurately determined as it fell at the upper limit of detection for the assay. However, the values are consistent with an affinity of 200 nM for the interaction between Braf\(^{V600E}\), a strong kinase client, and Cdc37 determined by our collaborators using the alternative technique of ITC (Polier et al., 2013).

The HTRF assay was repeated using GST (Figure 3-20 A) and GSTCDK2 (Figure 3-20 B) which are not clients of Cdc37-Hsp90. As CDK2 is not a Cdc37 client, as expected, no detectable association with Cdc37 was observed. At higher Cdc37 concentrations, some small changes in fluorescence were observed with GST although these were far smaller than the observed interactions with CDK4 and CDK6.
Figure 3-20 Cdc37 does not interact with GST or CDK2
Cdc37 does not bind to glutathione-S-transferase (GST) (A) or GSTCDK2 (B). The GST and GSTCDK2 concentrations were 25 nM and measurements were carried out only once in duplicate. In both panels the error bars indicate standard deviation. Graphs produced using GraphPad Prism.

3.5.1 Cdc37 interactions confirmed by MST
Several orthogonal techniques including ITC, MST and SPR were explored to confirm the \( K_d \) measurements determined by HTRF. Although tested, ITC required too much of the CDK proteins than were available at the time and so was not taken further. Equally SPR has recently been trialled but insufficient time remained to optimise the conditions. The interaction between CDK4 and Cdc37\(_{1-348}\) was measured by MST. However, the interaction between CDK6 and Cdc37 did not appear to be directly amenable to MST and would have required considerable further optimisation.

MST has the advantage that there is no need to tag the reagents and so these can be removed to reduce potential steric clashes that could affect the interaction. It was of concern that the presence of a GST tag, antibody or streptavidin-bound dye detection reagents may influence the HTRF \( K_d \) determination. CDK4 was successfully amine coupled to the fluorescent dye NT-647 NHS and the MST assay was carried out as described in Section 3.3.4. A \( K_d \) of 477 +/- 42.7 nM was determined using the integrated analysis software from three repeat experiments (Figure 3-21). The maximum unbound fluorescent signal was 876 and the maximum bound fluorescent signal was 827 which left an amplitude between them of 48.4. Due to instrument setup the MST experiments were carried out at room temperature. The \( K_{d-app} \) for this interaction at room temperature as determined by HTRF was 190 +/- 43 nM. These values are reasonably similar and consistent with the interaction between Cdc37 and Braf\(^{V600E}\) as measured by ITC (Polier et al., 2013). It should be noted that at different laser energy setting (20% instead of 40%) the \( K_d \) value determined for this interaction was different.
Figure 3-21 MST confirms CDK4/Cdc37<sub>348</sub> interaction strength

Plot of the change in fluorescence upon thermophoresis with increasing Cdc37<sub>348</sub> concentration. The three repeat measurements are shown with blue squares, green triangles and black crosses. The best fit binding curve for K<sub>d</sub> determination is shown in blue. MST measurements were carried out a total of 3 times performed on different days.

(321 +/- 40.7 nM). Ideally this experiment would need to be repeated at a range of settings to get a more accurate average using this technique. GST-tagged CDK4 and CDK6 were also chemically labelled with the NT-647 NHS dye to allow for direct comparison with the HTRF assay. However, these constructs were not amenable to MST and did not produce a stable signal, potentially caused by the dimerisation of the GST.

3.5.2 Cdc37<sup>S13E</sup> does not show an enhanced interaction with the CDKs

The phosphorylation of Ser13 on Cdc37 has been shown to be important for stabilising the CDK4-Cdc37-Hsp90 complex (Verba <i>et al.</i>, 2016) and to influence the interaction of Cdc37 with client kinases (Miyata and Nishida, 2004). To investigate the effects of phosphorylation at this site on CDK4 and CDK6 binding, a Ser13 phosphomimetic mutant (C-Avi Cdc37<sup>S13E</sup>) was used in the HTRF assay. No significant changes in interaction were observed for either CDK4 (Figure 3-22 A) or CDK6 (Figure 3-22 B).

The K<sub>d-apps</sub> for the interaction of wild-type Cdc37 and Cdc37<sup>S13E</sup> were 92 +/- 29 nM and 56 +/- 20 nM respectively with CDK4, and >500 nM and >950 nM respectively with CDK6. Hillslope evaluation from analysis gave 1.23 +/- 0.02 and 0.99 +/- 0.01 for CDK4 and CDK6 respectively suggesting cooperative effects with CDK4. The enhancement in interaction with CDK4 is modest particularly considering the variation in signal observed between readings. The phosphomimetic appeared to have little effect with CDK6 eliciting an almost twofold weaker interaction than the wild-type.
**Figure 3-22 Interactions with Cdc37<sup>S13E</sup> are comparable to wild-type**

Binding curve of C-Avi Cdc37 S13E with GSTCDK4 (A) and GSTCDK6 (B). The GSTCDK concentrations were 10 nM and measurements were carried out in duplicate. HTRF measurements were carried out in duplicate a total of 3 times for both CDKs performed on different days. In both panels the error bars indicate standard deviation. Binding curves produced using GraphPad Prism.

However, large variations in $K_{d-app}$ determination between repeats occur for this interaction (+/-234 nM) due to the inaccuracies of predicting a $K_{d-app}$ value from incomplete binding curves at the highest concentration ranges. Taken together these results suggest that this limited phosphomimic on Ser13 does not enhance the interaction between Cdc37 and client kinases, however, alternative phosphomimics or the phosphorylated species were not explored.

It was hoped that an enhancement in the binding strength of the Cdc37<sup>S13E</sup> construct for CDK6 would help to improve the accuracy of the $K_d$ determination by bringing the binding curve further into the Cdc37 concentration range so that saturation could be achieved. This would have allowed for a more accurate direct comparison of binding strengths between CDK4 and CDK6. A summary of the $K_d$ values determined between Cdc37 and CDK4 or CDK6 is provided in Table 3-1.

<table>
<thead>
<tr>
<th>Binding partner</th>
<th>Technique</th>
<th>Temperature</th>
<th>CDK4 (nM)</th>
<th>CDK6 (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cdc37</td>
<td>HTRF</td>
<td>4°C</td>
<td>92 +/- 29</td>
<td>&gt;500</td>
</tr>
<tr>
<td>Cdc37&lt;sup&gt;S13E&lt;/sup&gt;</td>
<td>HTRF</td>
<td>4°C</td>
<td>56 +/- 20</td>
<td>&gt;950</td>
</tr>
<tr>
<td>Cdc37&lt;sup&gt;348&lt;/sup&gt;</td>
<td>MST RT</td>
<td>477 +/- 42.7</td>
<td>ND</td>
<td></td>
</tr>
<tr>
<td></td>
<td>HTRF</td>
<td>RT</td>
<td>190 +/- 43</td>
<td>ND</td>
</tr>
</tbody>
</table>

**Table 3-1 Table of Cdc37 affinities**

Summary of $K_d$ values determined for Cdc37 to CDK4 and CDK6 by different techniques.
3.6 Formation of a CDK-Cdc37-Hsp90 complex \textit{in vitro}

Once the interaction with the co-chaperone Cdc37 had been established by HTRF, an attempt was made to measure the interaction with Hsp90. Initial attempts to introduce untagged Hsp90 into the GSTCDK-C-Avi Cdc37 system resulted in quenching of the fluorescent signal, potentially due to steric interference between Hsp90 and the Avi-tag on Cdc37. The Avi-tag was therefore moved to the N-terminus of Hsp90 based on the single particle cryo-EM structure at the time which showed CDK4 to be positioned at the N-terminus of Hsp90 (Vaughan \textit{et al.}, 2006). This position of the Avi-tag would locate it closest in space to CDK4 and therefore hopefully maximise the FRET signal and emission.

Firstly, attempts were made to confirm the dependency of CDK4 on Cdc37 for the interaction with Hsp90. As described in Section 3.1.1, kinases require Cdc37 to recruit them to Hsp90, and without Cdc37 no binding should occur. The HTRF assay was carried out with Hsp90 in direct binding mode, as described in Section 3.3.6, using a twofold serial dilution of N-Avi Hsp90 from 3 μM combined with a twofold serial dilution of untagged Cdc37 from 1.5 μM. These concentrations were defined by the the 2:1:1 (Hsp90:Cdc37:CDK4) stoichiometry of the complex. Each Hsp90-Cdc37 concentration was titrated against fixed concentrations of 5 nM, 4 nM, 3 nM, 2 nM and 1 nM of the GSTCDKs. No signal was observed in the absence of Cdc37 (Results not shown).

HTRF was then used to measure the interaction of N-Avi Hsp90 via Cdc37 with GSTCDK4 (Figure 3-23 A) and GSTCDK6 (Figure 3-23 B) using the protocol described in Section 3.3.6. From these binding curves $K_{d-app}$ values of 519 +/- 1.25 nM and 927 nM (n = 1) were determined using GSTCDK4 and GSTCDK6 concentrations, each of 5 nM, however the interaction with CDK6 was not reproducible with other Hsp90 samples. Both estimates are near the upper concentration limit of this assay. Hillslope evaluation from analysis showed non-cooperative interactions with either CDK4 and CDK6. The $K_{d-app}$ of CDK6 to Hsp90 is similar to that observed for direct binding of CDK6 to Cdc37 while that for CDK4 is weaker (>500 nM vs 927 nM and 92 nM vs 519 nM respectively). However, CDK4 is again shown to be a stronger client than CDK6. Previous studies have reported the direct interaction between Cdc37 and Hsp90 to be 1.1 μM (Olesen \textit{et al.}, 2015) which is not dissimilar to the values measured in these
3.6.1 The Q247R mutant did not enhance CDK interactions with Hsp90

A Cdc37 mutant (Cdc37Q247R) was provided by our collaborators. They have shown that it enhances Hsp90 complex stability (Personal communication with Dr Marc Morgan; Postdoc, Pearl lab, University of Sussex). Gln247 is part of the Cdc37 dimerisation interface in the crystal structure of the Cdc37 C-terminal lobe with the Hsp90 N-terminal lobe ([Roe et al., 2004], Figure 3-5) and therefore potential stabilisation of the Hsp90 complex may arise from destabilisation of the Cdc37 dimer. The assay described above was repeated using GSTCDK4 and N-Avi Hsp90 in the presence Cdc37Q247R (Figure 3-24). A modest twofold increase in affinity for the Cdc37Q247R mutant for CDK4 over the wild-type Cdc37 was observed (Kd values of 212 +/- 10.5 nM (n = 2) and 519 +/- 1.25 nM respectively) suggesting some stabilisation of the Hsp90 complex. Hillslope evaluation from analysis suggested potential cooperative effects (1.46 +/- 0.10) unlike the wild-type Cdc37. This mutant may therefore be more prone to aggregation.
Figure 3-24 The Cdc37$^{Q247R}$ mutant does not dramatically affect the GSTCDK4-N-Avi Hsp90 interaction

Binding curves of the N-Avi Hsp90 interaction with several concentrations of GSTCDK4 via Cdc37$^{Q247R}$. 5 nM GSTCDK4 was used. HTRF measurements were carried out in duplicate a total of 2 times performed on different days. The error bars represent the standard deviation. Graphs plotted using GraphPad Prism.

Cdc37$^{S13E}$ and Cdc37$^{Q247R}$ were not investigated in more depth due to poor reproducibility of the assay with Hsp90. The CDK4-Cdc37-Hsp90 complex was optimised for use in the HTRF competition mode, described in Section 4.2.4. However, the results were not reproducible and the use of Hsp90 in the competition assay was discontinued. The problems with reproducibility are likely caused by the complexity of the system being measured with multiple proteins potentially forming interactions and dimerising as well as simply the malleability of Hsp90 itself. A summary of the $K_{d-app}$ values determined between Hsp90 and CDK4 or CDK6 is provided in Table 3-2.

<table>
<thead>
<tr>
<th>Binding partner</th>
<th>Technique</th>
<th>Temperature</th>
<th>CDK4 (nM)</th>
<th>CDK6 (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hsp90</td>
<td>HTRF</td>
<td>4°C</td>
<td>519 +/- 1.25</td>
<td>927</td>
</tr>
<tr>
<td>Cdc37$^{Q247R}$</td>
<td>HTRF</td>
<td>4°C</td>
<td>212 +/- 10.5</td>
<td>ND</td>
</tr>
</tbody>
</table>

Table 3-2 Table of Hsp90 affinities

Summary of $K_{d-app}$ values determined for Hsp90 to CDK4 and CDK6 by different techniques.
3.7 Discussion

The interaction of Cdc37 with CDK4 and CDK6 have been measured through a variety of techniques. While initial pull-downs and SEC experiments were inconclusive, the interaction was analysed quantitatively by HTRF and by MST. The $K_d$ values determined by experiments reported in this Chapter are compiled in Table 3-3. Following considerable optimisation of the HTRF assay protocol, the interaction between Cdc37 and CDK4 has been determined to be $92 \pm 29 \text{nM}$, whereas CDK6 bound significantly weaker with a $K_{d-app}$ of $>500 \text{nM}$. This trend is consistent with previously reported values (Stepanova et al., 1996; Taipale et al., 2012) and suggests that CDK4 would bind preferentially to Cdc37 and be sequestered by the Hsp90 chaperone system. This may reflect either the less stable nature of CDK4 within cells or a greater need for CDK4 regulation to insure appropriate association with binding partners.

The orthogonal technique of MST was also used to measure the interaction between CDK4 and Cdc37. The $K_d$ determined for this interaction from this experiment was $321 \text{nM} \pm 40.7 \text{nM}$ which lies in the same range as the equivalent $K_{d-app}$ determined by HTRF at room temperature ($190 \pm 43 \text{nM}$). Both these values are consistent with the previously published value for the interaction of Cdc37 with an alternative strong kinase client Braf$^{V600E}$ (Vaughan et al., 2006). $K_{d-app}$ values were also determined for the Cdc37-dependent interaction of CDK4 and CDK6 with Hsp90 as $602 \text{nM}$ and $927 \text{nM}$ respectively, although the interaction with CDK6 could not be reproduced. The more similar binding strength of both CDKs for Hsp90 and the far weaker interaction observed for CDK4 suggests that it is this initial tight interaction with Cdc37 that determines the dependency of the client kinases for the Hsp90 chaperone system, and that subsequent binding to Hsp90 is predominantly determined by the Cdc37 interaction with Hsp90.

In direct binding assays the mutation of Ser13 to a glutamate did not appear to alter the interaction between Cdc37 with either CDK4 or CDK6. The $K_d$ values were determined as $56 \pm 20 \text{nM}$ and $>950 \text{nM}$ respectively. Phosphorylation of Ser13 has been proposed to be a pre-requisite for the interaction of Cdc37 with kinases (Miyata and Nishida, 2004). However, the recent EM structure of a CDK4-Cdc37-Hsp90 complex shows that there is no direct interaction between CDK4 and the phosphorylated Ser13 residue on
Cdc37. Instead this phosphate group assists in stabilising the Cdc37-Hsp90 fold. Based on this observation, it would be interesting to repeat the Hsp90 experiments with the Cdc37 phosphomimetic mutant as it would be predicted to enhance the stability of the CDK4-Cdc37-Hsp90 complex.

Despite the recent high resolution structure it is difficult to make predictions for further CDK4 residues that could be mutated to affect the interaction between CDK4 and Cdc37 as the interface described between them is limited. Of the interfaces that are visible, interactions with Cdc37 mimic interactions between the N and C kinase lobes and interactions with Hsp90 are predominantly through interactions with extensive regions of the kinase β4 sheet of the N-terminal lobe. Mutations in these regions would likely lead to a highly unstable CDK4 construct. The main region of Cdc37 in this structure that interacts with CDK4 comprises residues 20-24. Deletion of this region has already been shown to prevent interactions with kinases (Shao et al., 2003). These studies identified Cdc37 residues 2, 3, 4, and 7 as important for kinase recognition. However, in this structure these residues are packed against Hsp90 and do not contribute to the Cdc37-kinase interface. Therefore, instead of further examination of the CDK-Cdc37 interaction, the HTRF assay has been adapted in an attempt to better understand the mechanism through which CDKs are extracted from the Cdc37-Hsp90 chaperone system.

**Table 3-3 Table of CDK4 and CDK6 affinities**

Summary of $K_d$ values determined for Cdc37 and Hsp90 to CDK4 and CDK6 by different techniques.
Chapter 4. CDK regulation by the Hsp90 chaperone system

4.1 Introduction

Despite the structural insights provided by the recent cryo-EM structure of the CDK-Cdc37-Hsp90 complex, and crystal structures of sub-domains, the mechanism of Hsp90 action and subsequent client release is still unknown. One hypothesis is that Hsp90 is a more traditional chaperone that can promote and accommodate extensive rearrangements of the kinase fold to support a more favourable transition pathway for phosphorylation events or client binding partner interactions (Taipale et al., 2012; Verba et al., 2016). An alternative model is that Hsp90 may act in a more regulatory role whereby unstable kinases are requisitioned and protected from degradation or de-phosphorylation until required, thereby maintaining an active pool ready for a rapid response (Pearl and Prodromou, 2006). It should be noted, that the two hypotheses are not mutually exclusive and share many mechanistic aspects. We have explored the Cdc37-Hsp90 chaperone system in this role whereby CDK4 is sequestered away until released by an appropriate binding partner.

4.1.1 Viral cyclins are surrogates for canonical D-type cyclins

The canonical D-type cyclins, D1, D2 and D3, are not suitable reagents for probing the mechanism of client handoff from the Cdc37-Hsp90 chaperone system as they are unstable as monomeric proteins. They cannot be expressed alone in heterologous expression systems and are frequently found in the insoluble fraction- a state that can be avoided by co-expression with either CDK4 or CDK6. The viral D-type cyclins were therefore explored as surrogates as they can be readily expressed in E. coli.

Vcyclin and Kcyclin are cyclins of Herpesvirus saimiri and Kaposi’s sarcoma virus respectively. The viral sequences were identified as cyclin homologues as they share 22% sequence identity and 46% similarity to the human cyclin D1 (Figure 4-1) and at 29 kDa are similar in size to a typical cyclin (Jung et al., 1994; Li et al., 1997). Both viral cyclins have been linked to cancer progression. Monkeys infected with Herpesvirus saimiri are prone to lymphomas and leukemias (Jung et al., 1994), and Kaposi’s sarcoma virus is associated with increased levels of body cavity lymphomas and lymphoproliferative disorders (Swanton et al., 1997; Kaldis, 2005).
Figure 4-1 The viral cyclins share high structural homology canonical cyclins

(A) Sequence alignment of cyclin D1 with the viral cyclins Vcyclin and Kcyclin. Conserved residues are marked with an ‘*’ and similar residues are marked with a ‘.’. Sequence alignment performed with ClustalOmega (Sievers et al., 2011). (B) Structural alignment of cyclins D1 and D3 with the viral cyclins Vcyclin and Kcyclin to show structural homology. All cyclins are displayed as ribbons. Cyclin D1 and D3 are extracted from the PDB entries 2W96 and 3G33 and drawn in gold and blue respectively. Vcyclin is taken from the structure (2EUF) and is shown in coral and Kcyclin from the structure (1G3N) and is shown in grey. Image produced using CCP4MG (McNicholas et al., 2011).

Vcyclin and Kcyclin have since been well characterised as D-type cyclin homologues found predominantly in complexes with CDK6 (Swanton et al., 1997; Laman et al., 2001) but also weakly associated with CDK4 (Li et al., 1997; Mann et al., 1999; Schulze-Gahmen and Kim, 2002) and to some extent CDK5 (GoddenKent et al., 1997) and CDK2 (Kaldis et
al., 2001). However, the viral cyclins appear only to activate CDK6, as shown by immunodepletion assays (Jarviluoma et al., 2004). Once activated, CDK6 bound to viral cyclins can phosphorylate a much broader range of substrates more efficiently than when bound to canonical D-type cyclins. These novel substrates include histone H1, Thr187 of p27KIP1 and CDK2-cyclin E DNA replication targets. Collectively these new activities promote progression into the S-phase of the cell cycle (Mann et al., 1999; Laman et al., 2001; Kaldis, 2005).

The viral cyclins are also resistant to both p27KIP1 and INK inhibition making them completely invulnerable to G1 arrest (Swanton et al., 1997; Jarviluoma et al., 2004). Resistance to p27KIP1 arises from both an altered binding surface on the cyclin where the RXL motif of p27KIP1 binds (Schulze-Gahmen et al., 1999) as well p27KIP1 downregulation. This activity results from the ability of CDK6-Vcyclin to phosphorylate p27KIP1 on Thr187 targeting it for degradation by SCF-Skp2 ubiquitin pathway (Grimmler et al., 2007).

Both p16 and p18 form ternary complexes with CDK6 and Kcyclin which retain some activity. The structure of a ternary p18-CDK6-Kcyclin complex shows p18 distorts the kinase catalytic cleft leading to the misalignment of ATP binding residues, disordering of the activation loop and a reduction in the surface area for the Kcyclin interaction that would prevent canonical cyclin binding (Jeffrey et al., 2000). CDK6-Kcyclin complexes however have been shown to be resistant to INK inhibition when phosphorylated on CDK6 Thr177 suggesting that reordering and stabilisation of the activation loop promotes a more rigid CDK6-Kcyclin structure (Kaldis et al., 2001; Schulze-Gahmen and Kim, 2002). Although Thr177 phosphorylation gives CDK6-Kcyclin complexes resistance to p16 inhibition, unlike the canonical D-type cyclins, viral cyclin activation of CDK6 does not require Thr177 phosphorylation and is capable of phosphorylating downstream targets without it both in vitro and in vivo (Kaldis, 2005). This activity was identified through a CDK6T177A mutant, which cannot be phosphorylated, and which showed activity in the presence of Kcyclin but not cyclin D1 (Kaldis et al., 2001).

Multiple structures of CDK6-Vcyclin complexes have been determined and reveal that despite their low sequence homology, the viral cyclin adopts a typical all α-helical cyclin fold (Figure 4-1 B). Compared to other cyclins, Vcyclin also has an additional N-terminal
helix and a C-terminal loop which may contribute to the observed altered substrate specificity (Schulze-Gahmen et al., 1999). In these structures the Vcyclin causes CDK6 to adopt the quintessentially active CDK conformation, as described by the phosphorylated CDK2-cyclin A structure, whereby the CDK C-helix is shifted to the ‘in’ position and the activation segment is ordered (Figure 4-2 A). The ordering of the activation loop arises through an increased interaction surface between the viral cyclin and the CDK activation loop that is 20% larger than that of CDK2-cyclin A (Figure 4-2 B). The extended interaction surface comprises an extensive network of Van der Waals interactions which would clash with the known CDK2 structure and may help to explain the viral cyclin specificity (Schulze-Gahmen and Kim, 2002). However, the orientation of the viral cyclins in relation to the kinase and the interaction entirely with the kinase N-terminal lobe (Schulze-Gahmen et al., 1999) is reminiscent of the CDK4-cyclin D binding model (Takaki et al., 2009), Figure 4-2 C).

Whether the difference in activation loop conformation observed between CDK6-Vcyclin and CDK4-cyclin D structures is due to an inherent difference in the binding mode of CDK6 or a characteristic of the viral cyclins is not known. To resolve the question will require either a structure of CDK4 bound to a viral cyclin or CDK6 bound to a canonical cyclin partner.

![Figure 4-2 Comparison of CDK2-cyclin A to CDK6-Vcyclin and CDK4-cyclin D3](image)

**Figure 4-2 Comparison of CDK2-cyclin A to CDK6-Vcyclin and CDK4-cyclin D3**
Structural comparison of CDK cyclin complexes. CDK2-cyclin A (A) (PDB: 1JST) shows the classical cyclin to CDK interaction whereby cyclin binding causes repositioning of the C-helix and assists in ordering the activation loop. CDK6-Vcyclin (B) (PDB: 2EUF) also shows the active conformation with a larger cyclin interface with the CDK. In contrast CDK4-cyclin D3 (C) (PDB: 3G33) has a small interface between the CDK and cyclin and remains in an inactive conformation. All proteins are rendered in ribbon representation and are coloured with the CDK in blue, cyclin in green, C-helix in yellow and activation loop in red. Figures created using CCP4MG (McNicholas et al., 2011).
4.1.2 The CIP-KIP family as assembly factors

The cell cycle regulators p21CIP1 and p27KIP1 are a family of intrinsically disordered proteins that are capable of binding and inhibiting all cell cycle CDK-cyclin complexes (Mitrea et al., 2012). However, CDK4-cyclin D complexes containing either p21CIP1 (Zhang et al., 1994) or p27KIP1 (Blain et al., 1997; Larrea et al., 2008; Ou et al., 2011) have been found to be active and still capable of phosphorylating pRb both in vitro and in vivo. The comparatively weak interaction between CDK4 and canonical cyclins has led to the suggestion that p21CIP1 and p27KIP1 may therefore be required for effective complex formation and indeed p21CIP1 and p27KIP1 have been shown to promote CDK4-cyclin D complex formation that is associated with an increase in kinase activity both in vitro and in vivo (LaBaer et al., 1997; Cheng et al., 1999). In cell lysates CDK4-cyclin D is almost always associated with the constitutively expressed p27KIP1, whereas CDK6-cyclin D complexes are rarely so (Blain, 2008), while at low concentrations of cyclin D the majority of CDK4 is found in inactive pools with either the INKs or Cdc37-Hsp90 (Dai et al., 1996).

The importance of p21CIP1 and p27KIP1 for CDK4-cyclin D assembly in vivo has been shown in studies using mouse embryonic fibroblasts (MEFs) derived from knockout mice whereby cells lacking both p21CIP1 and p27KIP1 failed to assemble CDK4 complexes with cyclin D (Cheng et al., 1999). As a result less cyclin D-associated migration of CDK4 to the nucleus was observed. Overexpression had the opposite effect increasing CDK4-cyclin D levels and reversing the effects caused by knockdown. Unfortunately, CDK6 and cyclin D3 expression in these cells was too low to detect for comparison (Cheng et al., 1999; Sugimoto et al., 2002). Interestingly no halt or adverse effects on the cell cycle were observed suggesting either enough residual CDK4 activity remained or that other CDKs could compensate for the loss (Cheng et al., 1999; Sugimoto et al., 2002).

The structure of CDK2-cyclin A-p27KIP1 shows that the main inhibitory role of p27KIP1 comes from protrusion into the CDK ATP binding pocket thereby preventing ATP binding and hence kinase activity (Figure 4-3 B). The sequence C-terminal to the residues that bind into the ATP binding pocket are not visible, but are hypothesized to head further towards the activation loop as when bound they inhibit CDK2 phosphorylation by CAK (Russo et al., 1996a). The structure shows the N-terminal residues of p27KIP1 (residues 25-50) bind to the cyclin through a coil region and a large α-helix which interacts with α-
helices 1, 3 and 4 of the cyclin (coloured coral in Figure 4-3 B). Residues 51-93 extent the α-helix and then form a β strand that is highly conserved in sequence (residues 61-81, coloured purple in Figure 4-3 B, C). The sequence makes numerous interactions with the CDK2 N-terminal lobe notably packing against β1 of the kinase to displace the kinase N-terminal residues. Finally, a 310 helix (residues 85-90) can be seen that extends into the kinase catalytic cleft (Sequence coloured pink in Figure 4-3 B, C). Tyr88 makes significant hydrophobic and hydrogen bonding interactions with the CDK (Figure 4-3 C). The intrinsically disordered nature the of CIP/KIP proteins means that they predominantly have no secondary structure in solution which allows them to interact
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| p27 | MSNVRVSNGPSLGERMDARQAHPKPSACRNLFPGVDHEELTRDLEKCRDMEASQRK | 60 |
| p21 | ---------------MSFPAGSDVQRNPCGSKACRLFGPVDSEQLSRDCLALMGCIQEAREW | 49 |
| p27 | NFDQQHKPLEGKYVLGEOYKGSRPEFVWPPPRPPKGAACKVPAQESQVSGSRLPA--PL | 118 |
| p21 | NFDFTETPLGEDFAMERVGLGFLPKLYPLT--GPRGREDLGG--GRRPGTSPLAL | 101 |
| p27 | IGAPANSEDVLDKTDQSGTGLAEQCGIRKRPATDDSTQNKRANTEENVSGS | 178 |
| p21 | LQGTAEE--EDH--VDSLSCTLVPRSGE--QAEGS | 130 |
| p27 | PNAVGVPQTPKGLRQRQT---- | 198 |
| p21 | PGG----PGDQGRKRRQTSMTDFYHSKRRLIFSFRKP | 164 |

B
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Figure 4-3 The interaction of p27KIP1 with CDK2-cyclin A
(A) Alignment of the human p21CIP1 (Uniprot entry P38936) and p27KIP1 (Uniprot entry P46527) sequences. Residues that form intimate interactions with the CDK2 N-terminal β-sheet and active site are coloured purple and pink (see also (B)). (B) Structure of the CDK2-cyclin A-p27 complex (PDB entry IJSU), to highlight the extended interactions of p27KIP1 with both cyclin A and CDK2. All proteins are rendered in ribbon representation and the CDK2 and cyclin A subunits are coloured blue and green respectively. (C) Close-up to show the locations of p27KIP1 Tyr88 and Ty89 in the CDK2 active site. Phosphorylation of these residues is hypothesized to eject the p27KIP1 and alleviate inhibition. The p271-79 construct is truncated from the pink region and the p271-75 construct has additionally had the purple section removed.
with and inhibit each of the cell cycle regulating CDK-cyclin complexes (Yoon et al., 2012). Differences in the interacting residues between CDK2 and CDK4 may limit the hydrophobic interactions to p27KIP1 and reduce binding (Ou et al., 2011).

However, it is hard to see how the binding of such a potent inhibitor is compatible with CDK4-cyclin D activity. An answer to this conundrum came from NMR studies by Grimmler et al. which showed that phosphorylation on residues Tyr88 or Tyr89 of p27KIP1, located on the 3_{10} helix, resulted in the ejection of the p27KIP1 sequence from the CDK catalytic cleft. As a result partial catalytic activity was restored, and the post-translational modifications did not affect the overall affinity of p27KIP1 for the tested CDK-cyclin complexes. In the case of CDK2-cyclin E, phosphorylation of Tyr88 also resulted in subsequent intra-molecular phosphorylation of p27KIP1 on Thr187 by CDK2, targeting the p27KIP1 for degradation via the SCF-Skp2 pathway (Grimmler et al., 2007). Phosphorylation of Tyr88 and Tyr89 also tracks with the expression profiles of tyrosine kinases, including Abl and Lyn, which are most active just after G_{0} when the activities of CDK4 and CDK6 begin to rise (Blain, 2008). Differences between CDK2-cyclin A and CDK4-cyclin D surface features suggest Tyr88 is more exposed when bound to CDK4 priming it for phosphorylation (Ou et al., 2011). However only 5-10% of CDK4-cyclin D-p27KIP1 complexes are phosphorylated on Tyr88 or Tyr89 in cells which leaves only a small active pool -although seemingly still enough to hyper-phosphorylate pRB (Blain, 2008).

The increased CDK4/6 activity accompanying increased p21CIP1 and p27KIP1 expression may instead be caused by enhanced localisation of CDK4-cyclin D to the nucleus as D-type cyclins lack a nuclear import signal of their own (Cheng et al., 1999). Once in the nucleus, these complexes phosphorylate pocket proteins (LaBaer et al., 1997; Blain, 2008). Alternatively, p27KIP1 interactions may prevent cyclin D1 phosphorylation at Thr286 thereby stabilising it against degradation (LaBaer et al., 1997). The potential role of p21CIP1-p27KIP1 as assembly factors was explored in the context of the Hsp90 chaperone system as a mechanism by which the CIP/KIP proteins could assist D-types cyclins to extract the CDKs from the CDK-Cdc37-Hsp90 complex.
4.1.3 HTRF in competition mode

To investigate the mechanism of client handoff from the Hsp90 chaperone system, the HTRF direct binding assay, described in Section 3.3.6 was adapted to run in competition mode. In competition mode the concentrations of CDK, C-Avi Cdc37, Tb-labelled antibody and SAXL665 remain constant while a dilution series of a potential competitor is introduced (Figure 4-4). The fluorescent signal should therefore remain constant across all conditions unless the CDK-Cdc37 complex is disrupted by the competitor which resulting in a loss in fluorescent signal.

This assay uses the short-range FRET signal to determine the proportion of C-Avi Cdc37 to that of a CDK potential binding partner as exchange of the GSTCDK would result in a drop in fluorescence from the loss of the FRET pair. By poising the concentration of C-Avi Cdc37 at the determined CDK-Cdc37 $K_d$, the contribution of the Cdc37 component can be removed so that the disruption in fluorescent signal is directly related to the concentration of competitor. The fluorescent signal, at a given competitor concentration, is compared to that of an experimentally determined maximum signal, where no competitor is present, and a minimum signal, where no GSTCDK is present, so that the percentage inhibition can be calculated using Equation 4-1. Percentage inhibition was then plotted against competitor concentration using GraphPad Prism.

Due to problems with reproducibility, Hsp90 has not been used in the competition assay. Instead the interaction of Cdc37 has been used as a surrogate for the Cdc37-Hsp90 complex as the initial binding to Cdc37 is required for client kinase binding to Hsp90. This assay format has been used to investigate and compare the abilities of a range of

![Diagram of the HTRF assay in competition mode](image)

**Figure 4-4 Diagram of the HTRF assay in competition mode**

The CDK binding partners act as competitors for CDK4(6) and prevent formation of the CDK-Cdc37 complex, resulting in a loss of signal.
\[
\% \text{Inhibition} = \left( \frac{(TRF_{\text{Max}} - TRF_{\text{Com}})}{(TRF_{\text{Max}} - TRF_{\text{Min}})} \right) \times 100
\]

**Equation 4-1 % inhibition calculation for competition mode HTRF assays**

The percentage inhibition at each competitor concentration was determined. TRF<sub>max</sub> = the TRF ratio determined from the average of the maximum signal control wells. TRF<sub>min</sub> = the TRF ratio determined from the average of the minimum signal control wells. TRF<sub>com</sub> = the TRF ratio determined from the average of the signal from wells containing a particular competitor concentration.

CDK binding partners, including the D-type viral cyclins, CIP/KIP proteins, INKs and small molecule ATP-competitive inhibitors, to compete with Cdc37 for binding to CDK4 and CDK6. These experiments aim to develop a better understanding of how these CDK binding partners can compete with the Hsp90 chaperone complex to regulate CDK activity.

**4.2 Materials and Methods**

All chemicals listed in the materials and methods were of analytical grade and obtained from Sigma Aldrich unless otherwise stated.

**4.2.1 Protein production**

CDK4 and CDK6 were expressed as N-terminal GST fusions in Sf9 insect cells, either alone or co-expressed with untagged cyclin D1 or cyclin D3 to prepare CDK-cyclin complexes, as described in Section 2.3.6. Kcyclin, Vcyclin, p21CIP1 and p27KIP1 constructs were expressed as N-terminal GST fusions in BL21STAR (DE3) E. coli, as described in Section 2.3.7. Cdc37 constructs were also expressed from the BL21STAR (DE3) strain, but were alternatively tagged with an N-terminal His<sub>6</sub> sequence. Proteins were purified as described in Section 2.4.

**4.2.2 Biotinylation of Avi-tagged constructs**

Avi-tagged Cdc37, Kcyclin and Vcyclin were biotinylated *in vitro* per the protocol outlined in Section 2.4.5

**4.2.3 HTRF in direct binding mode**

All direct binding HTRF assays were carried out as described in Section 3.3.6
4.2.4 HTRF in Competition mode

Competition mode optimisation

To determine optimum detection reagent concentrations, a matrix of Tb-labelled anti-GST antibody (5, 3, 1, 0.5 and 0.3 nM) and SAXL665 dye (50, 37.5, 18.75 and 9.38 nM for CDK4 and 250, 125, 62.5 and 31.25 nM for CDK6) was assayed against a fixed concentration of either 10 nM GSTCDK4 or GSTCDK6 and either 150 nM or 500 nM C-Avi Cdc37 for CDK4 and CDK6 respectively. The C-Avi Cdc37 concentrations were selected as the $K_d$ values of Cdc37 for CDK4 and CDK6 determined by direct binding assays. Protein components were diluted using HTRF buffer A (50 mM HEPES pH 7.5, 100 mM NaCl, 1 mM DTT and 0.1 mg/ml BSA) while detection reagents were diluted in HTRF buffer B (50 mM HEPES pH 7.5, 100 mM NaCl and 0.1 mg/ml BSA). Incubation times and plate reading were performed as described in Section 3.3.6 for the direct binding mode assay. TRF and signal to noise (S-N) ratios were plotted for each combination of Tb-labelled anti-GST antibody and dye combination using GraphPad Prism.

For subsequent optimisation of GSTCDK component concentrations GSTCDK4 and GSTCDK6 were titrated as twofold serial dilutions from 25 nM and 50 nM against 150 nM and 1000 nM C-Avi Cdc37 respectively. Protein components were diluted using HTRF buffer A (described above). After 60 minutes incubation at 4 °C, 0.5 nM Tb-labelled anti-GST antibody and 18.75 nM SAXL665 or 3 nM Terbium-labelled anti-GST antibody and 250 nM SAXL665, as determined by the previous experiment, were added to CDK4 or CDK6 respectively. Detection reagents were diluted in HTRF buffer B (described above) and incubation times, plate reading and data analysis were performed as described for the direct binding mode assay in Section 3.3.6. The TRF ratio was plotted against GSTCDK concentration using GraphPad Prism.

Competition mode

Competition mode was used to compare the ability of CDK binding partners to compete with full-length Cdc37. 8 nM GSTCDK4 and 150 nM C-Avi Cdc37, or 6 nM GSTCDK6 and 500 nM C-Avi Cdc37, as determined above, were added to each well with a twofold serial dilution of the competitor protein, set up in duplicate. Concentrations of the competitor protein varied depending on their suspected $K_d$ values from the literature and preliminary results. All protein dilutions were made using HTRF buffer A (50 mM HEPES...
pH 7.5, 100 mM NaCl, 1 mM DTT and 0.1 mg/ml BSA). Following incubation for 60 minutes at 4°C, 0.5 nM Tb-labelled anti-GST antibody and 18.75 nM SAXL665 (for CDK4 measurements) or 3 nM Tb-labelled anti-GST antibody and 62.5 nM of SAXL665 (for CDK6 measurements), as determined from the previous experiment described above, were added to each well. Concentrations of detection reagents were prepared using HTRF buffer B (50 mM HEPES pH 7.5, 100 mM NaCl and 0.1 mg/ml BSA). The plate was incubated for a further 120 minutes at 4°C before being scanned using the PHERAstar FS (BMG LABTECH) as described in Section 3.3.6. Percentage inhibition at a given competitor concentration was determined using Equation 4-1 and plotted against competitor concentration, using GraphPad Prism 6.

4.2.5 Competitive pull-downs

Competitive pull-downs for the comparison of Cdc37 and Cdc37-Hsp90 binding to CDK4 or CDK6 in the presence of cyclin D1 or cyclin D3, shown in Section 1.4.3, were performed by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). 90 nmol of N-terminally FLAG-tagged Cdc37 or Cdc37-Hsp90 complex were incubated for 60 minutes at 4 °C with 30 μl Anti-FLAG M2 Affinity Agarose Gel (Sigma Aldrich) in 20 mM Tris pH 7.5, 150 mM NaCl, 5 mM Na2MoO4, 0.5 mM EDTA, 0.5 mM TCEP and 0.5% Igepal. A 3-fold molar excess of CDK-cyclin D complexes, purified from insect cells, was added and incubated for a further 60 minutes at 4 °C. Each pull-down was washed 3 times using 200 μl of pull-down buffer, the resin pelleted using a table top microcentrifuge at 8000 x g for 3 mins and the supernatant removed after each incubation period. Pull-downs were boiled in 10 μl SDS loading dye prior to separation by SDS-PAGE. Proteins were visualised by InstantBlue staining.

4.3 Results

4.3.1 Competition mode optimisation

The HTRF assay was adapted from measuring the direct binding of CDKs to their partners to a competition mode whereby we could evaluate the ability of binding partners to compete with Cdc37 for the CDKs. Firstly, the concentrations of detection reagents were optimised by comparing the TRF ratios from a matrix of detection reagent concentrations to ensure the maximum signal with minimum background noise. For CDK4 the combination of 0.5 nM Tb-labelled anti-GST antibody and 18.75 nM SAXL665
Figure 4-5 Optimisation of detection reagents for the GSTCDK4-C-Avi Cdc37 interaction

Detection reagent concentrations were optimised using a matrix of Tb-antibody and SAXL665 concentrations. Plot of (A) the fluorescent signal and (B) the signal to noise ratio obtained from a matrix of Tb-labellethed anti-GST antibody and streptavidin-labelled dye with GSTCDK4-C-Avi Cdc37. Streptavidin bound dye concentration is displayed on the x-axis. In each panel the Tb-labelled anti-GST concentration of 5 nM is shown in blue, 3 nM in red, 1 nM in green, 0.5 nM in purple, and 0.3 nM in orange. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism.

gave one of the strongest signals, at circa 4000 (Figure 4-5 A), while maintaining a high signal to noise ratio, (of circa 4, Figure 4-5 B). However, it should be noted that there was little difference between each of the sets of conditions except for at the lowest concentrations of dye, which produced a smaller signal, and antibody, which resulted in a lower S-N ratio.

The same set of experiments were carried out to optimise the reagent concentrations for the competition assay with GSTCDK6. Despite a lower TRF signal (circa 1750), it was still sufficient to allow for a loss in signal to be robustly detected. The final reagent concentrations for GSTCDK6 were 3 nM Tb-labelled anti-GST antibody and 62.5 nM SAXL665. These concentrations were used for all subsequent competition experiments described here.

Finally, having optimised the fluorophore concentrations, the concentration of the GSTCDK component was optimised. Twofold serial dilutions of GSTCDK4 or GSTCDK6, from 25 nM or 50 nM respectively, were titrated against fixed concentrations of C-Avi Cdc37. From the resulting plots of TRF ratio against GSTCDK concentration the concentration that gave the largest fluorescent signal while still in the initial linear range
Figure 4-6 Optimisation of the GSTCDK concentrations for use in the HTRF assay in competition mode

The concentrations of GSTCDK were optimised for use in the HTRF competition assay. Fluorescent signal was plotted against increasing GSTCDK concentrations. Plot of fluorescent signal with increasing GSTCDK4 (A) or GSTCDK6 (B) concentration. Graphs were plotted using GraphPad Prism. The error bars represent the standard deviation of the measurements.

for each was determined. For CDK6, the peak of the initial linear range was clearly defined as 6 nM (Figure 4-6 B), shown by the clear plateau in TRF ratio above this concentration. This region was far less distinct for CDK4 (Figure 4-6 A). However, a concentration of 8 nM GSTCDK4 was selected after which the signal began to level off. These concentrations were used for all subsequent HTRF competition assays outlined in this work.

In summary, these modifications to the assay resulted in a dramatic improvement in the lower limit of detection as well as a reduction in the concentrations of proteins and detection reagents required (Table 4-1).

<table>
<thead>
<tr>
<th>Assay component</th>
<th>Initial conditions (nM)</th>
<th>Revised conditions (nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GSTCDK4</td>
<td>625</td>
<td>8</td>
</tr>
<tr>
<td>C-Avi Cdc37</td>
<td>250</td>
<td>150</td>
</tr>
<tr>
<td>Tb-anti GST-antibody</td>
<td>7</td>
<td>0.5</td>
</tr>
<tr>
<td>SA-XL665</td>
<td>31.25</td>
<td>18.75</td>
</tr>
</tbody>
</table>

Table 4-1 Optimisation of the competition assay at 4 °C has greatly reduced the concentrations of reagents required

Changes in conditions for the HTRF assay in competition mode.
4.3.2 The viral cyclins bind tightly to CDK4 and CDK6. 

The ability of the D-type cyclins to displace the CDKs from the Cdc37-Hsp90 complex was interrogated with the HTRF assay by using the CDK-Cdc37 interaction as a surrogate for the CDK-Cdc37-Hsp90 complex. As the canonical D-type cyclins are insoluble when expressed alone, the viral cyclins, Vcyclin and Kcyclin were used as surrogates. Full-length viral cyclins were used for all experiments.

Preliminary pull-downs and SEC experiments showed that the viral cyclins bound to both CDK4 and CDK6. The HTRF assay was used in direct binding mode, as described in Section 3.3.6 to quantify these interactions. For these experiments serial dilutions of C-terminal Avi-tagged viral cyclins were prepared starting at 500 nM and titrated against fixed concentrations of GSTCDK4 and GSTCDK6. Vcyclin bound very tightly to CDK4 (Figure 4-7 A) and CDK6 (Figure 4-7 B) at 24.7 +/- 5.7 nM and 11.8 +/- 2.9 nM respectively. Hillslope evaluation from binding curves gave 1.34 +/- 0.11 and 1.81 +/- 0.36 for CDK4 and CDK6 respectively suggesting cooperative effects with both CDKs. Vcyclin binding analysis however was severely affected by hook effects. The difference in binding between CDK4 and CDK6 was surprisingly small and much tighter than expected for CDK4. However, the K\textsubscript{d-app} for CDK6 lies close to the limit of detection (10 nM) and as such may not be accurately determined. This high affinity interaction coupled with high level of expression associated with viral proteins would result in rapid association and activation of the CDKs. These experiments also suffered greatly from signal drop off at high Vcyclin concentrations. This phenomenon is most commonly caused by the Hook effect, whereby insufficient detection reagents are present, and may signify some carry
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Figure 4-7 Vcyclin binds very tightly to CDK4 and CDK6

Binding curves for the interaction of C-Avi Vcyclin with GSTCDK4 (A) and GSTCDK6 (B). Binding curves produced using GraphPad Prism. HTRF measurements were carried out in duplicate a total of 3 times for both CDKs performed on different days. The error bars represent the standard deviation of the measurements.
Figure 4-8 Kcyclin binds very tightly to CDK4 and CDK6
Binding curves for the interaction of the C-Avi Kcyclin interaction with GSTCDK4 (A) and GSTCDK6 (B). Binding curves produced using GraphPad Prism. HTRF measurements were carried out in duplicate a total of 3 times for both CDKs performed on different days. The error bars represent the standard deviation of the measurements.

through of excess biotin from the biotinylation reaction. The topmost concentrations have therefore been removed from the binding curves.

The interaction of Kcyclin with CDK4 (Figure 4-8 A) and GSTCDK6 (Figure 4-8 B) was also determined by HTRF. $K_{d\text{-app}}$ values determined for these interactions were 31.3 +/- 9.9 nM and 13.0 +/- 4.4 nM for CDK4 and CDK6 respectively. Hillslope evaluation from analysis gave 1.07 +/- 0.10 and 1.66 +/- 0.34 for CDK4 and CDK6 respectively suggesting cooperative effects only with CDK6. These values are almost identical to those determined with Vcyclin and show a slight preference for viral cyclin binding to CDK6. The interactions with Kcyclin did not suffer from the same drop in fluorescent signal as observed for Vcyclin.

As a control, potential background interactions of the viral cyclins to GST were investigated by HTRF as some non-specific interactions had been observed during preliminary pull-down experiments. For these experiments the same dilution series of the viral cyclins were titrated against 10 nM of GST as the bait. Some low level non-specific binding is present for both viral cyclins with GST although the interaction is much weaker for Kcyclin (Figure 4-9 A). The interaction with Vcyclin (Figure 4-9 A) was more readily detectable and the fluorescent signal began to rise considerably after 100 nM. However, these signals produced from non-specific interactions are much smaller than the respective CDK binding curves. They are indicative of an interaction of much reduced affinity and as such the overall signal was not adjusted to take this contribution into
account. The interaction of Vcyclin with GST may partly explain the loss of fluorescence observed at higher Vcyclin concentrations due to an increase in non-specific binding.

The tight binding of the viral cyclins to both CDK4 and CDK6 is somewhat unexpected. Previous studies have shown the viral cyclins to either only interact with CDK6 (Jung et al., 1994; GoddenKent et al., 1997) or to have much higher affinity for CDK6 than CDK4 (Li et al., 1997; Mann et al., 1999; Jarviluoma et al., 2004). However, these studies have all extracted the complexes from cells which may possess alternative mechanisms that affect cyclin binding to CDK4. It is also possible, due to its vicinity to the lower limit of detection, that the interaction between CDK6 and Vcyclin is much tighter than determined.

4.4 Trends in D-type cyclin binding to CDKs

4.4.1 The viral cyclins differ in their ability to displace the CDKs from Cdc37

The direct binding assays showed that both viral cyclins were capable of binding tightly to CDK4 and CDK6. Next their ability to compete with Cdc37 was explored. For these experiments the HTRF assay was used in competition mode as described in Section 4.2.4. Here untagged Vcyclin and Kcyclin were titrated in a twofold dilution from 500 nM against the GSTCDK4-C-Avi Cdc37 and GSTCDK6-C-Avi Cdc37 complexes.

The inhibition curves for both viral cyclins with CDK6 (Figure 4-10 B) show rapid disruption of the Cdc37-containing complex shown by the sharp rise to 100% inhibition at low viral cyclin concentrations. This rapid disruption reflects what would be expected
Figure 4-10 The viral cyclins strongly compete with Cdc37 for CDK6 but not CDK4

(A) Inhibition curves showing disruption of the GSTCDK4-C-Avi Cdc37 complex by HTRF. Vcyclin inhibition is shown in blue. Kcyclin inhibition is shown in red. (B) Inhibition curves showing the disruption of the GSTCDK6-C-Avi Cdc37 complex by HTRF. Measurements with both viral cyclins were carried out in duplicate a total of 3 and 5 times with CDK4 and CDK6 respectively performed using two independently expressed and purified samples. Kcyclin and Vcyclin used for one repeat produced by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). Vcyclin inhibition is shown in blue. Kcyclin inhibition is shown in red.

for a tight binding protein as determined by the direct binding assays. The Kd values for the inhibition curves with CDK6 cannot accurately be determined as they are beyond the lower limit of detection of the system (6 nM), which is the concentration of GSTCDK6. These curves suggest that the interaction of the viral cyclins with CDK6 are even tighter than those determined by the direct binding assay. It is therefore likely that the viral cyclins would readily displace CDK6 from Cdc37 and the Hsp90 complex at low concentrations. The inhibition curves with CDK4 (Figure 4-10 A) do not have a profile expected from the direct binding results, which showed the viral cyclins to bind almost as tightly to CDK4 as to CDK6. Instead they show the viral cyclins to be only weak competitors of Cdc37 for binding to CDK4.

4.4.2 Assessment of the ability of Cdc37 to displace viral cyclins from their CDK partners

As demonstrated above, the viral cyclins vary in their ability to displace Cdc37 from a CDK-Cdc37 complex. The next set of experiments aimed to determine whether the reverse reaction is also the case, i.e. does Cdc37 displace viral cyclins from their CDK partners, and if so does the Cdc37 activity correspond to that we might predict: The viral cyclins have a greater ability to compete CDK6 from Cdc37 in the competition assay (Figure 4-10).
Both of the viral cyclins were bound to CDK4 and CDK6 in vitro and the complexes were purified by SEC. As expected from the previous competition assay results, a clear preference of the viral cyclins for CDK6 over CDK4 was observed for both Vcyclin and Kcyclin. This result shows that there is no disruption of the CDK6-Kcyclin complex by Cdc37 in the concentration range used. This trend of incredibly tight binding also correlates with the direct binding assay which showed that the viral cyclins bound with 10 nM affinity or less to CDK6 (Figure 4-7, Figure 4-8). CDK4 showed a very different behaviour and readily redistributed to Cdc37 from the viral cyclins (Figure 4-11 A and C). However, it should be noted that this observation is not what might have been expected,

**Figure 4-11** Viral cyclin containing CDK6 complexes are resistant to Cdc37 displacement whereas those containing CDK4 are not
(A) Binding curve for the interaction of C-Avi Cdc37 with GSTCDK4 or GSTCDK4-Vcyclin. GSTCDK4 binding curve shown in blue, GSTCDK4-Vcyclin binding curve shown in red. (B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6 or GSTCDK6-Vcyclin. GSTCDK6 binding curve shown in blue, GSTCDK6-Vcyclin binding curve shown in red. (C) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4 or GSTCDK4-Kcyclin. GSTCDK4 binding curve shown in blue, GSTCDK4-Kcyclin binding curve shown in red. (D) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6 or GSTCDK6-Kcyclin. GSTCDK6 binding curve shown in blue. GSTCDK6-Kcyclin binding curve shown in red. Graphs plotted using GraphPad Prism. Measurements performed only once in duplicate. The error bars represent the standard deviation of the measurements.
given that Kds of circa 30 nM were measured for the direct interaction between CDK4 and each of the viral cyclins, and that the experiment was only performed once.

These findings instead correlate with the weak displacement of CDK4 from Cdc37 by the viral cyclins observed in the competition assay (Figure 4-10). They also agree with the literature which suggests that the viral cyclins preferentially bind and activate CDK6 (Jung et al., 1994; GoddenKent et al., 1997; Li et al., 1997; Mann et al., 1999; Jarviluoma et al., 2004). Taken together these findings show that the viral cyclins would preferentially displace CDK6 from the Hsp90 chaperone complex over CDK4.

4.4.3 D-type cyclins vary in their affinities for CDK4 and CDK6

The observed difference between the viral cyclins’ abilities to displace CDK4 and CDK6 from Cdc37 may simply be a property of the viral cyclins and as such may not reflect the interaction between CDK4 and CDK6 with Cdc37. We therefore wanted to compare the displacement profiles of the viral cyclins to the canonical D-type cyclins. As mentioned previously, the canonical D-type cyclins are insoluble as monomers and therefore we were unable to directly repeat the competition experiment above. Instead, we again approached the question from the other direction and investigated the ability of C-Avi Cdc37 to disrupt co-purified CDK-canonical cyclin complexes. For this set of experiments, the direct binding assay format was used as described in Section 3.3.6. However, C-Avi Cdc37 was titrated against pre-purified full-length GSTCDK-cyclin D complexes. In this experiment a shift towards the right, at higher Cdc37 concentrations, would signify a stronger interaction of the cyclin with the CDK. This assay format is not quantitative for the cyclin interaction as the canonical D-type cyclins are not poised at their \( K_d \) concentrations. However, it does permit comparison of the ability of each of the D-type cyclins to resist competition by Cdc37 and to reveal if there are any differences between CDK4 and CDK6.

First, CDK-cyclin D1 complexes were interrogated for their ability to resist displacement by Cdc37. As previously observed, there is a considerably tighter interaction between C-Avi Cdc37 and GSTCDK4 (Figure 4-12 A) than between C-Avi Cdc37 and GSTCDK6 (Figure 4-12 B). Interestingly however when Cdc37 was introduced in the presence of cyclin D1 (red curves) the binding curves were almost indistinguishable from those without the cyclin present (blue curves). The similar increase in fluorescent signal, from the
Figure 4-12 Cyclin D1 is readily displaced from CDK4 and CDK6 by Cdc37
(A) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4 or GSTCDK4-cyclin D1. GSTCDK4 binding curve shown in blue. GSTCDK4-cyclin D1 binding curve shown in red.
(B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6 or GSTCDK6-cyclin D1. GSTCDK6 binding curve shown in blue. GSTCDK6-cyclin D1 binding curve shown in red.
HTRF measurements were carried out in duplicate a total of 5 and 4 times for CDK4 and CDK6 respectively using two independently expressed and purified GSTCDK and GSTCDK-cyclin D1 samples. Error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.

formation of the GSTCDK-C-Avi Cdc37 complex, shows that cyclin D1 was readily displaced by Cdc37 from both CDK4 and CDK6 and suggests weaker binding of cyclin D1 to the CDKs compared to Cdc37. The poor ability of cyclin D1 to compete Cdc37 for CDK binding suggests that they would struggle to displace the CDKs from the Hsp90 complex in a cellular context unless high concentrations of cyclin D1 were achieved.

Figure 4-13 The CDK6-cyclin D3 complex is more stable to Cdc37 disruption
(A) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4 or GSTCDK4-cyclin D3. GSTCDK4 binding curve shown in blue. GSTCDK4-cyclin D3 binding curve shown in red.
(B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6 or GSTCDK6-cyclin D3. GSTCDK6 binding curve shown in blue. GSTCDK6-cyclin D3 binding curve shown in red.
HTRF measurements were carried out in duplicate a total of 8 times for both CDKs using two independently expressed and purified GSTCDK and GSTCDK-cyclin D3 samples. Error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
The HTRF experiment was repeated with GSTCDK-cyclin D3 complexes. This time cyclin D3 formed a complex with CDK6 which was resistant to disruption by Cdc37. This behaviour is revealed by the reduction of fluorescence in the presence of cyclin D3 (Figure 4-13 B red curve) compared to in its absence (Figure 4-13 B blue curve) and distinguishes cyclin D3 from cyclin D1. CDK4, on the other hand, was again readily displaced from cyclin D3 by Cdc37 resulting in a broadly similar binding curve to that observed with cyclin D1 (Figure 4-13 A). The ability of cyclin D3 bound to CDK6 to resist disruption by Cdc37 suggests cyclin D3 binds more tightly to CDK6 than cyclin D1 and that it would be more able to displace CDK6 from a Cdc37-Hsp90 complex.

HTRF experiments involving Hsp90 have proven unreliable and hard to reproduce. Competitive pull-downs, as described in Section 4.2.4, have therefore been performed by Dr Martyna Pastok (Postdoc, Endicott lab, NICR) to determine the interactions between Cdc37, and CDK or CDK-cyclin complexes. Figure 4-14 shows that when FLAG-Cdc37 is now bound to beads, cyclin D1 is again readily displaced from both CDK4 and CDK6 (Figure 4-14), while only CDK4 is displaced from cyclin D3 (Figure 4-14 A). These

Figure 4-14 Cyclin D1 and D3 can be distinguished by their displacement from CDK4 and CDK6 by CDC37
FLAG-Cdc37 pull-downs. Samples prepared and pull-down performed by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). (A) Incubation of CDK4-cyclin D1 and CDK4-cyclin D3 with Cdc37-FLAG charged anti-FLAG beads. CDK4 readily redistributes into a complex with CDK4 and cyclin D1 or D3 is not present in the pull down. (B) Incubation of CDK6-cyclin D1 and CDK6-cyclin D3 with Cdc37-FLAG charged anti-FLAG beads. CDK6 readily redistributes from CDK6-cyclin D1 into a complex with Cdc37, but not when bound to cyclin D3. The constituent components of each pull-down are displayed below the gels.
pull-downs are not quantitative and do not distinguish if the redistribution is due to a stronger interaction of Cdc37, or a weaker interaction of cyclin D3 with CDK4 as opposed to CDK6. They do, however, confirm that the interaction between Cdc37 and CDK client is mutually exclusive with CDK-cyclin association.

4.5 p27KIP1 can act as an assembly factor

The direct binding assays to measure the activity of Cdc37 towards CDK4-cyclin D complexes show that CDK4 is not readily displaced from a Cdc37-Hsp90 chaperone complex by D-type cyclins. In all experiments so far CDK4 has been observed to readily redistribute into a complex with Cdc37, while CDK6 preferentially complexes with the viral cyclins and to some extent cyclin D3. Therefore, the potential role of p21CIP1 and p27KIP1 as an accessory factor to assist in CDK4-cyclin D complex formation was explored as a mechanism by which D-type cyclins could compete with the Hsp90 chaperone complex for CDK4.

4.5.1 p27KIP1 and p21CIP1 stabilise CDK-cyclin complexes to disruption by Cdc37

When C-Avi Cdc37 was titrated against 10 nM of co-purified CDK-cyclin D1-p27M complexes, dramatic reductions in the ability of Cdc37 to displace the CDKs were observed for both CDK4 (Figure 4-15 A) and CDK6 (Figure 4-15 B). In the presence of p27M (green curves) almost no fluorescent signal was detected demonstrating that the Avi-tagged Cdc37 was not binding to CDK4 or CDK6 in appreciable amounts. In contrast, when CDK-cyclin D1 complexes were incubated with Cdc37 (red curves) significant cyclin D displacement by Cdc37 was observed.

The experiment was repeated starting from CDK-cyclin D3-p27M complexes and they too were highly resistant to disruption by C-Avi Cdc37. For both CDK4 (Figure 4-16 A) and CDK6 (Figure 4-16 B) almost no increase in fluorescence in the presence of p27M (green curves) was observed. To confirm that this stabilisation effect was not a property only of p27KIP1 and was shared with p21CIP1, the p21M fragment was also co-purified with CDK4-cyclin D3 and included in the assay (Figure 4-16 A purple line). p21M was just as effective as p27M at stabilising CDK4-cyclin D3 and no increase in fluorescence was observed.
**Figure 4-15** p27 stabilised CDK4-cyclin D1 and CDK6-cyclin D1 complexes against Cdc37

(A) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4, GSTCDK4-cyclin D1 or GSTCDK4-cyclin D1-p27KIP1M. GSTCDK4 binding curve shown in blue. GSTCDK4-cyclin D1 binding curve shown in red. GSTCDK4-cyclin D1-p27KIP1M binding curve shown in green. (B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-cyclin D1 or GSTCDK6-cyclin D1-p27KIP1M. GSTCDK6 binding curve shown in blue. GSTCDK6-cyclin D1 binding curve shown in red. GSTCDK4-cyclin D1-p27KIP1M binding curve shown in green. HTRF measurements were carried out in duplicate a total of 4 times for both CDKs using two independently expressed and purified GSTCDK-cyclin D1-p27KIP1M samples. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.

**Figure 4-16** p27KIP1 and p21CIP1 stabilise CDK4-cyclin D3 and CDK6-cyclin D3 complexes against Cdc37

(A) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4, GSTCDK4-cyclin D3, GSTCDK4-cyclin D3-p27KIP1M or GSTCDK4-cyclin D3-p21CIP1M. GSTCDK4 binding curve shown in blue. GSTCDK4-cyclin D3 binding curve shown in red. GSTCDK4-cyclin D3-p27KIP1M binding curve shown in purple. (B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-cyclin D3 or GSTCDK6-cyclin D3-p27KIP1M. GSTCDK6 binding curve shown in blue. GSTCDK6-cyclin D3 binding curve shown in red. GSTCDK6-cyclin D3-p27KIP1M binding curve shown in green. HTRF measurements were carried out in duplicate a total of 8 times for both CDKs using two independently expressed and purified GSTCDK-cyclin D3-p27KIP1M samples. Measurements for p21CIP1M were only performed once in duplicate. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
The increase in stability of CDK-cyclin D complexes when challenged with Cdc37 in the presence of p21CIP1 or p27KIP1 suggests that these binding partners could assist in CDK-cyclin D complex formation helping to partition these complexes away from Cdc37-Hsp90. The increased stability observed for the CDK6-cyclin D3 in the presence of Cdc37 suggests that this complex is more likely to form independently of p21CIP1 and p27KIP1. However, the instability of CDK4-cyclin D complexes suggests higher levels of cyclin D1 or D3 or the presence of p21CIP1 or p27KIP1 would be needed before CDK4 is displaced from the Cdc37-Hsp90 chaperone system.

4.5.2 p27M is not sufficient to prevent Cdc37 binding

To check that the prevention of Cdc37 binding was not simply caused by the presence of p27KIP1 perturbing the interaction of the CDK with Cdc37, the C-Avi Cdc37 titration was repeated against a CDK4-p27M complex in the absence of D-type cyclins. Here p27M was included in the assay at a twofold molar excess of CDK4. Figure 4-17 shows that no inhibition was observed following the addition of p27M in the absence of cyclin D (red curve). The binding curve overlaps with the CDK4 control without p27M present (blue curve). This result shows that p27M alone is not sufficient to prevent the interaction of Cdc37 with CDK4 at the concentrations used in the above experiments and that the inhibition of the Cdc37 interaction is therefore cyclin D dependent.
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**Figure 4-17 p27M is not sufficient to prevent CDK4-Cdc37 complex formation**

Binding curve of the C-Avi Cdc37 interaction with GSTCDK4 and GSTCDK4-p27M. GSTCDK4 binding curve shown in blue. GSTCDK4-p27M binding curve shown in red. HTRF measurements were carried out in duplicate a total of 2 times performed on different days. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
4.5.3 Viral cyclin containing complexes are not affected by p27KIP1

For comparison with the canonical D-type cyclins, the Cdc37 binding assay in the presence of p27M was repeated with the viral cyclins. The viral cyclins lack the RXL binding site which interacts with the CIP/KIP proteins and so their presence was not expected to impact Cdc37 disruption of the CDK-viral cyclin complexes. As both viral cyclins already nearly prevented Cdc37 binding to CDK6-viral cyclin complexes we did not expect to be able to observe a further reduction in signal upon p27M addition. p27M

Figure 4-18 p27M addition does not stabilise viral cyclin complexes against Cdc37
(A) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4, GSTCDK4-Vcyclin, GSTCDK4-Vcyclin-p27M. GSTCDK4 binding curve shown in blue. GSTCDK4-Vcyclin-p27M binding curve shown in green. (B) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-Vcyclin or GSTCDK6-Vcyclin-p27M. GSTCDK6 binding curve shown in blue. GSTCDK6-Vcyclin-p27M binding curve shown in green. (C) Binding curve of the C-Avi Cdc37 interaction with GSTCDK4, GSTCDK4-Kcyclin, GSTCDK4-Kcyclin-p27M. GSTCDK4 binding curve shown in blue. GSTCDK4-Kcyclin-p27M binding curve shown in green. (D) Binding curve of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-Kcyclin or GSTCDK6-Kcyclin-p27M. GSTCDK6 binding curve shown in blue. GSTCDK6-Kcyclin-p27M binding curve shown in green. Measurements were performed only once in duplicate. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
was added at a twofold molar excess of the GSTCDK-viral cyclin complexes. For all four complexes tested no substantial stabilisation against Cdc37 was observed, as shown by the similar binding curves in the presence of p27M (green curves) as without (red curves) (Figure 4-18). For CDK4 (Figure 4-18 A and C) the minor reduction in observed signal is likely attributed to inaccuracies in the concentration as the binding does not show a shift towards higher Cdc37 concentrations as would be expected from inhibition of the Cdc37 interaction. These results are preliminary and further verification is required.

Overall these results show that CDK4 and CDK6 can be distinguished by D-type cyclins and that the inability of the D-type cyclins to resist Cdc37 displacement suggests a requirement for an additional assembly factor, an activity that has previously been ascribed to p21CIP1 or p27KIP1. We hypothesise that the stabilisation against Cdc37 displacement caused by CIP/KIP addition would assist CDK4 and CDK6 to re-distribute from Cdc37 complexes into stable complexes containing D-type cyclins.

4.6 Analysis of the p27KIP1 interactions involved in Cdc37 displacement

To better understand the molecular interactions made by p27KIP1 that stabilise the CDK-cyclin D-p27KIP1 complex to disruption by Cdc37, several further truncations and point mutants were made in the p27KIP1 sequence. Phosphomimetic mutations were introduced at residues Tyr88 and Tyr89, by changing both tyrosine residues to glutamate. Tyr88 and Tyr99 phosphorylation is reported to be required to relieve CDK4 or CDK6 from inhibition by p27KIP1 (Grimmler et al., 2007). Further truncations were also made to the C-terminal sequence where it binds and blocks the kinase ATP binding site between the N and C lobes.

4.6.1 p21CIP1/p27KIP1 fragments weakly disrupt CDK-Cdc37 complexes

Direct binding measurements of p21CIP1 and p27KIP1 to CDK4 and CDK6 have not been possible as Avi-tagged constructs were not available. Their highly-disordered nature has also made biophysical assays such as SPR difficult due to non-specific interactions with the surface. To determine their affinity for CDK4 and CDK6 without D-type cyclins present, p21CIP1 and p27KIP1 truncates have been assayed using the HTRF competition format described in Section 4.1.1. Here twofold serial dilutions of a selection of constructs were made, either starting at 10 μM (for constructs p21M1-87, p27M1-106 and
p27FL (1-197) or 20 μM, (for constructs p21S9-87 and p27S23-106). Comparison with full-length p21 was not been possible as it could not be stably expressed.

Inhibition curves were determined for each construct with both CDK4 (Figure 4-19 A) and CDK6 (Figure 4-19 B). Each CIP/KIP fragment could disrupt the CDK-Cdc37 complex, however their effectiveness varied between fragments and was relatively weak compared to other binding partners tested. There was also considerable variation in $K_{d-app}$ values obtained for some fragments between the repeats, perhaps reflecting the disordered nature of these proteins giving rise to aggregation of some constructs. The most effective displacement was observed using p27FL with $K_{d-app}$ values determined as 67.4 +/- 26.7 nM and 65.4 +/- 21.2 nM for CDK4 and CDK6 respectively. Similar values were obtained for p21M of 158 +/- 89 nM and 90.62 +/- 35.2 nM for CDK4 and CDK6 respectively. The weakest interaction was observed for p27M with CDK6 (3589 +/- 1715 nM) although this also gave the largest variation. In contrast the $K_{d-app}$ determined for p27M with CDK4 was 688 +/- 218 nM for CDK4 which was more consistent with the short

Figure 4-19 p21CIP1 and p27KIP1 fragments can weakly disrupt CDK-Cdc37 complexes
(A) Inhibition curves showing the disruption of the GSTCDK4-C-Avi Cdc37 complex by p21CIP1 and p27KIP1 constructs using HTRF. p21S inhibition is shown in blue. p21M inhibition is shown in red. p27S inhibition is shown in green. p27M inhibition is shown in purple. p27FL inhibition is shown in orange. (B) Inhibition curves showing the disruption of the GSTCDK6-C-Avi Cdc37 complex by p21 and p27 constructs using HTRF. p21S inhibition is shown in blue. p21M inhibition is shown in red. p27S inhibition is shown in green. p27M inhibition is shown in purple. p27FL inhibition is shown in orange. Measurements with each p21CIP1/p27KIP1 construct were carried out in duplicate a total of 3 times with both CDKs, performed on different days, except for p27M which was carried out 4 times using two independently expressed and purified p27M samples. p27S used in one repeat produced by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
fragments p21S (1058 +/- 313nM and 722.6 +/- 41.5 nM) and p27S (461 +/- 288 nM and 1912 +/- 543 nM) to CDK4 and CDK6 respectively. Evaluation of the hillslopes from these competition assays suggested no cooperative effects with the CDKs. The trends of interaction strength across all but one of the fragments were consistent for CDK4, with p27FL and p21M showing around a 10-fold tighter interaction than the shorter, while the p27M and p27S fragments were both weak towards CDK6.

These shorter fragments were designed based on the p27KIP1 structure that was visible in the CDK2-cyclin A-p27KIP1 crystal structure (Russo et al., 1996a). The weakened ability to displace suggests that part of the sequence outside of this visible region also assists in displacing the CDKs from Cdc37. The binding strength of the p27M and p27S constructs varied greatly between the two CDKs. These fragments bind approximately 4-5 times more tightly to CDK4, than to CDK6. This difference in affinity may arise from a difference in the interactions of p21CIP1 and p27KIP1 with CDK4 and CDK6, as in general the interactions between p27KIP1 truncates and CDK6 are weaker. These results show that at high concentrations p21CIP1 and p27KIP1 can disrupt the CDK-Cdc37 complex in the absence of the D-type cyclins.

4.6.2 The RXL binding motif is not required for p27 stabilisation of CDK-cyclin D complexes

To investigate further the weak ability observed for CIP/KIP fragments to displace the CDKs from Cdc37, we first performed the direct binding assay as described in Section 4.5 with the p27XS construct. This construct encodes p27KIP1 residues 34-106 and lacks the RXL motif in the coil region which is required for cyclin binding. Therefore, the interaction with the CDK-cyclin complex is more dependent on contacts with the CDK subunit. Here p27XS was added in a twofold molar excess of GSTCDK-cyclin D3. Figure 4-20 shows that p27XS (purple) was as capable as the p27M construct (green) at stabilising CDK-cyclin D3 constructs against Cdc37, although this effect is most marked for CDK4. The RXL motif on p27KIP1 is therefore not required to stabilise the CDK-cyclin D3 complexes against Cdc37. However, this effect was stronger than expected when compared to the competition assay and would also suggest that the ability of p27KIP1 to displace Cdc37 form the CDKs is independent of a potential assembly role with the D-type cyclins.
Figure 4-20 The RXL binding site is not required for complex stabilisation

(A) Binding curves of the C-Avi Cdc37 interaction with GSTCDK4-cyclin D3, GSTCDK4-cyclin D3-p27KIP1M or GSTCDK4-cyclin D3-p27KIP1XS. GSTCDK4-cyclin D3 binding curve shown in blue. GSTCDK4-cyclin D3-p27KIP1M binding curve shown in green. GSTCDK4-cyclin D3-p27KIP1XS binding curve shown in red. (B) Binding curves of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-cyclin D3, GSTCDK6-cyclin D3-p27KIP1M or GSTCDK6-cyclin D3-p27KIP1XS. GSTCDK6 binding curve is shown in blue. GSTCDK6-cyclin D3 binding curve shown in red. GSTCDK6-cyclin D3-p27KIP1M binding curve shown in green. GSTCDK6-cyclin D3-p27KIP1XS binding curve shown in purple. Measurements with p27XS were carried out in duplicate a total of 3 and 4 times with CDK4 and CDK6 respectively performed on different days. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.

4.6.3 Phosphomimetic mutants do not decrease p27KIP1 stabilisation

The loss of the inhibitory effect of p27KIP1 and the reactivation of kinase activity has been shown to be dependent on the phosphorylation of residues p27KIP1 Tyr88 and Tyr89 which leads to ejection of p27KIP1 from the ATP binding pocket (Grimmler et al., 2007). For p27KIP1 to act as an assembly factor, complexes containing these phosphorylated residues would need to remain resistant to Cdc37 disruption if the ternary complex formed was to be active. For these experiments the p27$^{Y88E}$ and p27$^{Y88E/Y89E}$ phosphomimetic mutants were used as the polar environment created by the glutamic acid sidechain more resembles a phosphorylated residue.

The experiment performed above for the p27XS construct, (Section 4.6.2), was repeated adding a twofold molar excess of either the p27$^{Y88E}$ or p27$^{Y88E/Y89E}$ double mutant. These results were compared to complexes containing the equivalent wild-type p27M construct and CDK-cyclin D3 with no p27KIP1 present. No difference was observed between the phosphomimetic mutants (Figure 4-21 orange/black curves) and the wild-
Figure 4-21 p27KIP1 phosphomimetic mutants can still stabilise CDK-cyclin D3 complexes against Cdc37

(A) Binding curves of the C-Avi Cdc37 interaction with GSTCDK4-cyclin D3, GSTCDK4-cyclin D3-p27M, GSTCDK4-cyclin D3-p27Y88E or GSTCDK4-cyclin D3-p27Y88E/Y89E. GSTCDK4-cyclin D3 binding curve shown in blue. GSTCDK4-cyclin D3-p27M binding curve is shown in red. GSTCDK4-cyclin D3-p27Y88E binding curve shown in green. GSTCDK4-cyclin D3-p27Y88E/Y89E binding curve shown in purple. (B) Binding curves of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-cyclin D3, GSTCDK6-cyclin D3-p27M, GSTCDK6-cyclin D3-p27Y88E or GSTCDK6-cyclin D3-p27Y88E/Y89E. GSTCDK6 binding curve is shown in blue. GSTCDK6-cyclin D3 binding curve shown in red. GSTCDK6-cyclin D3-p27M binding curve is shown in green. GSTCDK6-cyclin D3-p27Y88E binding curve shown in orange. GSTCDK4-cyclin D3-p27Y88E/Y89E binding curve shown in black. Measurements with p27Y88E were carried out a total of 3 and 2 times in duplicate with CDK4 and CDK6 respectively and with p27Y88E/Y89E a total of 4 times in duplicate with both CDKs. Measurements performed on different days. The error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.

type p27M construct (Figure 4-21 green). These results show that these phosphomimetic mutants are still capable of stabilising CDK4-cyclin D3 and CDK6-cyclin D3 against Cdc37. This result would therefore suggest that a p27KIP1 phosphorylated on Tyr88 or Tyr89 would still be able to stabilise the CDK-cyclin D complexes and prevent their redistribution into complexes with Cdc37-Hsp90.

4.6.4 Extended p27KIP1 C-terminal truncations weaken the stabilisation effects of p27KIP1

Previous experiments described in Section 4.6.2 using the p27XS construct have shown that the interaction between p27KIP1 and cyclin D is not required for stabilisation of a CDK-cyclin-p27KIP1 complex to decrease its redistribution into complexes with Cdc37. Further truncations were then made to the C-terminus of p27KIP1 that binds the CDK to investigate the effect of this region on CDK-cyclin D stabilisation against disruption by
Cdc37. Two p27KIP1 constructs were tested; p27\textsubscript{1-79} and p27\textsubscript{1-75}. The p27\textsubscript{1-79} construct removes the 3\textsubscript{10} helix which binds into the ATP binding pocket between the N and C lobes of the kinase and would confirm the observations made with the phosphomimetic mutants, which should have been ejected from this site (Figure 4-3). The p27\textsubscript{1-75} construct does not include the sequence that forms the β-sheet that binds against β1 of the N-terminal lobe of the CDK above the ATP-binding pocket. A twofold molar excess over CDK-cyclin D3 of these constructs was used.

The results with CDK6-cyclin D3 are unclear as the addition of cyclin D3 (Figure 4-22 B red curve) already greatly reduces the ability of Cdc37 to interact with CDK6. However, as cyclin D3 shows only a small reduction in stability against Cdc37 with CDK4 an effect is more pronounced (Figure 4-22 A). Here p27\textsubscript{1-79} (yellow line) forms a stable complex that is resistant to Cdc37 disruption equal to that of p27M (green line). This observation correlates with the phosphomimetic mutants which show ejection of this region from the ATP binding site did not adversely affect stabilisation against Cdc37. However,
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**Figure 4-22 p27\textsubscript{1-75} does not stabilise GSTCDK4-cyclin D3 against Cdc37**

(A) Binding curves of the C-Avi Cdc37 interaction with GSTCDK4, GSTCDK4-cyclin D3, GSTCDK4-cyclin D3-p27KIP1M, GSTCDK4-cyclin D3-p27\textsubscript{1-75} or GSTCDK4-cyclin D3-p27\textsubscript{1-79}. GSTCDK4 binding curve shown in blue. GSTCDK4-cyclin D3 binding curve shown in red. GSTCDK4-cyclin D3-p27KIP1M binding curve is shown in green. GSTCDK4-cyclin D3-p27\textsubscript{1-75} binding curve shown in purple. GSTCDK4-cyclin D3-p27\textsubscript{1-79} binding curve shown in orange. (B) Binding curves of the C-Avi Cdc37 interaction with GSTCDK6, GSTCDK6-cyclin D3, GSTCDK6-cyclin D3-p27KIP1M, GSTCDK6-cyclin D3-p27\textsubscript{1-75} or GSTCDK6-cyclin D3-p27\textsubscript{1-79}. GSTCDK6 binding curve shown in blue. GSTCDK6-cyclin D3 binding curve shown in red. GSTCDK6-cyclin D3-p27KIP1M binding curve is shown in green. GSTCDK6-cyclin D3-p27\textsubscript{1-75} binding curve shown in purple. GSTCDK6-cyclin D3-p27\textsubscript{1-79} binding curve shown in orange. Measurements with both p27KIP1 constructs were carried out in duplicate a total of 2 times with both CDKs performed on different days. Error bars represent the standard deviation of the measurements. Graphs plotted using GraphPad Prism.
p27\textsubscript{1-75} (purple line) can no longer stabilise CDK4-cyclin D3 against Cdc37. The CDK4-cyclin D3-p27\textsubscript{1-75} complex is readily disrupted and its activity towards Cdc37 resembles that of CDK4-cyclin D3 with no p27KIP1 present (red curve). This result suggests that p27KIP1 residues 76-79 that are removed by this truncation are important in stabilising the kinase N-terminal lobe against displacement by Cdc37. These results are preliminary and further verification is required.

4.7 Discussion

HTRF has been used to investigate the mechanism by which client kinases are displaced from the Cdc37-Hsp90 chaperone complex by the D-type cyclins and the role that the CKIs p21CIP1 and p27KIP1 might play in assisting complex assembly. Preliminary experiments using SEC and pull-downs to assess competitive interactions were inconclusive and the presence of multiple species could not be distinguished from ternary complex formation. A modified HTRF assay has been used to quantify these interactions which has been greatly optimised allowing single digit nanomolar interactions of binding partners to be measured for both CDK4 and CDK6.

The direct binding assays showed tight interactions of both viral cyclin surrogates to CDK4 and CDK6 of \textit{circa} 30 nM and 15 nM respectively. Binding of this affinity was unexpected for CDK4 as previous findings had shown the viral cyclins to bind preferentially to CDK6 (Li \textit{et al.}, 1997; Jarviluoma \textit{et al.}, 2004). However, previous studies have used CDK-cyclin complexes extracted from cells which may have additional components aiding complex formation and activation, and we are unaware of any studies that have measured the affinity \textit{in vitro} directly. It is also possible that the CDK6 affinity is tighter than measured, due to the approach of the K\textsubscript{d-app} value to the lower limit of detection. The competition assay confirmed this interpretation and showed that the interactions of the viral cyclins with CDK6 are even tighter than measured directly, while in contrast the viral cyclins appeared to only be weak competitors of Cdc37 for CDK4. One potential explanation is that CDK4 is distorted by Cdc37 and unfolded more than the weaker binding CDK6 thereby making it less competent to bind the viral cyclins. Such an explanation would be consistent with the recently determined structure of a CDK4-Cdc37-Hsp90 complex cryo-EM structure (Verba \textit{et al.}, 2016). Comparison of the relative binding affinities for the viral cyclins to CDK4 and CDK6 compared to Cdc37 gives
a Cdc37:viral cyclin affinity ratio for CDK6 of >31 (>500 nM/<15 nM) whereas that for CDK4 is 3 (90 nM/30 nM). This ratio supports a cellular model whereby CDK6 is readily handed over from Cdc37 even at low concentrations of the viral cyclins, to form a comparatively stable CDK6-viral cyclin complex, while CDK4 would require much higher concentrations of the viral cyclins to be displaced.

These findings extend to the canonical D-type cyclins which showed a similar pattern with cyclin D3 binding more tightly to CDK6, and cyclin D1 binding with lower affinity to both CDK6 and CDK4. As with the viral cyclins, higher concentrations of cyclin D3 would be needed to displace CDK4 from Cdc37-Hsp90 than CDK6, while even higher concentrations of cyclin D1 would be required to displace both CDK4 and CDK6. It is possible that this difference in affinities allows for fine-tuning of the G1 CDK activation in a tissue-specific manner based on the D-type cyclin isoform expression profiles. The tighter interaction between CDK6 and cyclin D3 is reflected in their propensity for expression together in haematopoietic cell lines (Sicinska et al., 2003; Malumbres and Barbacid, 2009) and is also reflected in the types of cancers caused by Herpesvirus saimiri (Jung et al., 1994) and Kaposi’s sarcoma virus (Kaldis, 2005) showing the importance of differential CDK4 and CDK6 regulation in these cell lines. Overall these results show that CDK4 and CDK6 can be distinguished by D-type cyclins and that the poor ability of the D-type cyclins to resist Cdc37 displacement when bound to CDK4 suggests a requirement for an additional assembly factor to assist D-type cyclin complex formation from the Cdc37-Hsp90 chaperone system.

p21CIP1 and p27KIP1 were shown to be able to assist CDK-cyclin D complex stabilisation suggesting a mode of action by which they could partition the CDK away from Cdc37-Hsp90 even with relatively low levels of cyclin D expression. The increased stability observed for CDK6-cyclin D3 against Cdc37 displacement suggests this complex is more likely to form independently of a p21CIP1 and p27KIP1 mechanism. However, the lowered stability of CDK4-cyclin D complexes against Cdc37 suggest either higher levels of cyclin D1 or D3 or the presence of p21CIP1 or p27KIP1 would be required before CDK4 could be displaced from the Cdc37-Hsp90 chaperone system. The catalytic activity of the ternary CDK-cyclin D-p27KIP1 complexes still needs to be confirmed to show that p21CIP1 and p27KIP1 are acting in an assembly factor role and not simply as an alternative inhibitory process. Activity would only be expected for the p27
phosphomimetic mutants (Tyr88 or Tyr89) or the p271-79 constructs which removes the 3_{10} helix from the ATP binding site of the CDKs.

The competition assay with a variety of p21CIP1 and p27KIP1 fragments appeared to show a variety of affinities between CDK4 and CDK6 with in general the interactions between p27KIP1 constructs and CDK6 being weaker. The difference in affinity between them potentially highlights differences in the specific interactions between CDK4 and CDK6. This disruption of the CDK-Cdc37 complexes shows that at high concentrations p21CIP1 and p27KIP1 can disrupt the CDK-Cdc37 complex even without the D-type cyclins present, a result which was reflected in the ability of p27XS which lacks the RXL recognition site to stabilise CDK4-cyclin D3. Under closer examination of the C-terminal domain of p27KIP1, phosphomimetic mutants on Tyr88 or Tyr89 were still found to be capable of stabilising CDK4-cyclin D3 and CDK6-cyclin D3 against Cdc37. Phosphorylation on Tyr88 or Tyr89 has been shown to remove the inhibitory role of p27KIP1. Therefore, this finding that phosphorylation or even complete removal of this site still leaves p27KIP1 capable of resisting redistribution back to Cdc37-Hsp90 thereby acting as an assembly factor of the CDK-cyclin D. Further truncation of p27KIP1 residues 76-79 can no longer stabilise CDK4-cyclin D3 against Cdc37 suggesting that these residues are important in stabilising the kinase N-terminal lobe against Cdc37 interactions. This observation requires repetition to confirm the findings and it would be interesting to use it in the competition assay as we would no longer expect it to be able to displace Cdc37 from the CDKs.
Chapter 5. INK regulation

5.1 Introduction

Binding of p16\(^{INK4a}\) (p16) and Cdc37 to CDK4 is mutually exclusive, and in cells overexpression of Cdc37 is capable of reducing the levels of p16 bound to CDK4 (Stepanova et al., 1996; Lamphere et al., 1997). The ability of the INKs to displace CDK4 and CDK6 from the Cdc37-Hsp90 chaperone system and the potential effects of cancer-associated INK point mutants on this process have been investigated.

5.1.1 INK mutations drive cancer progression

The Inhibitors of CDK4 (INK4) proteins are potent inhibitors of CDK4 and CDK6 but not the later cell cycle regulators CDK2 or CDK1 (Hirai et al., 1995; Baumgartner et al., 1998). p16 was first identified as a cyclin dependent kinase inhibitor 1 in 1993 (Serrano et al., 1993) and since then further members of the INK family p15\(^{INK4b}\) (p15), p18\(^{INK4c}\) (p18) and p19\(^{INK4d}\) (p19) have also been characterised. All four INKs appear to be structurally redundant and are equally potent at inhibiting both CDK4 and CDK6. However, varying expression profiles in different cell lineages suggest tissue-specific functions, a model borne out by the differing phenotypes of INK knockout mice (Ciemerych and Sicinski, 2005). INK expression usually results from cellular stress causing G1 arrest and cellular senescence, a state in which cells are no longer dividing and are insensitive to mitogenic signals, thereby fulfilling the role of a tumour suppressor (Canepa et al., 2007). The INKs, unlike p21CIP1 and p27KIP1, do not require the presence of D-type cyclins to bind the CDKs, and instead actively displace them (Hirai et al., 1995). They are also able to effectively compete with p21CIP1 and p27KIP1 for CDK inhibition (McConnell et al., 1999).

The high level of sequence identity between the INKs is reflected in their structural homology (Figure 5-1). Only the structure of p15 remains unsolved by crystallography, however, a partial NMR structure reveals that it closely resembles the p16 fold (Yuan et al., 2000). The NMR and crystal structures of p16, p18 and p19 show that the INKs form a highly ordered stack of either four (p16) or five (p18 and p19) ankyrin repeats, each connected by similarly ordered loops that make extensive β-sheet interactions between each other ((Luh et al., 1997; Byeon et al., 1998; Li et al., 1999), Figure 5-1). The
Figure 5-1 The structural makeup of p16 and p19

(A) Cartoon of p16 structure shown as ribbons (PDB: 1BI7). (B) Cartoon of p19 structure shown as ribbons (PDB: 1B18). Each ankyrin repeat is composed of two antiparallel helices separated by loops that build to a solenoid structure that generates the CDK interaction site. Image created using CCP4MG (McNicholas et al., 2011).

structures reveal that the INK family possess a characteristic shorter α3 helix, that makes up the second ankyrin repeat, which results in a short β-sheet region and more splayed β-loops 1 and 2 compared to other Ankyrin containing proteins such as GABPβ, 53BP2 and myotropin (Baumgartner et al., 1998).

Crystal structures of CDK6 bound to p16 (Russo et al., 1998) and to p19 (Brotherton et al., 1998) revealed the mechanism of CDK inhibition imposed by the INKs. These structures show that ankyrin repeats 1-3 pack almost at a right angle to CDK6 in a cleft on the N-terminal lobe, just above the active site (Figure 5-2). The ankyrin repeats and INK β-turns 1-3 pack around the CDK N-terminal β-sheets making extensive contacts, while the INK β-turn loops 4 and 6 interact with the C-terminal domain of CDK6. This site considerably overlaps with the p27KIP1 binding site making the two inhibitors mutually exclusive (Brotherton et al., 1998). As this binding site is on the opposite side of CDK6 to where the cyclin binds the inhibitory effect of the INKs is allosteric and arises from considerable distortion of the relative orientation of the CDK6 N and C-lobes pushing...
The mechanism of INK inhibition involves the binding of p16 and p19 to CDK6, distorting the two lobes of the CDK and repositioning the C-helix. This distortion interferes with ATP binding by disorientating key catalytic residues required for catalysis (Brotherton et al., 1998; Russo et al., 1998).

The strong inhibitory effect of the INKs on the G1 phase of the cell cycle highlights their role as tumour suppressors, and as such p16 and p15 have been found to be deleted in a wide range of cancers including leukemias and melanomas (Krukenberg et al., 2011). In one study of melanoma samples, 56% showed reductions in p16 expression that often correlated with overexpression of either CDK4 or cyclin D1 (Young et al., 2014). As such, these tumours were more sensitive to CDK4/6-specific inhibitors. The tumour suppressive role of p15 and p16 is highlighted in knockout mice which are prone to spontaneous tumours and are more susceptible to carcinogenic agents (Ciemerych and Sicinski, 2005). Mice deleted for p16 present with a similar phenotype to those deleted...
for pRB strongly suggesting that the main regulatory effect of p16 is though inhibition of CDK4 or CDK6 phosphorylation of pRB (Liggett and Sidransky, 1998). While p16 mutations are common cancer alterations, mutations to p15 and p18 are significantly rarer and p19 rarer still. p19 null mice are in fact no more susceptible to tumour development than wild-type (Canepa et al., 2007).

CDK inhibition is not only lost from p16 gene deletions but also through truncations or mutations. Residue Asp84 of p16 (Figure 5-3) makes a key hydrogen bond with CDK6 Arg31 (Arg24 on CDK4) and has been identified to be mutated to asparagine (D84N) in oesophagus and lung cancers (Smith-Sorensen and Hovig, 1996). The importance of this hydrogen bond is shown also by the identification of the CDK complementary mutation Arg24Cys on CDK4 (Arg31Cys in CDK6) in melanoma cases that makes them insensitive to INK inhibition but not to p21CIP1 or p27KIP1 binding (Wolfel et al., 1995; Rodriguez-Diez et al., 2014).

The p16 point mutant Met53Ile (M53I), (Figure 5-3) has been identified in several familial melanoma cases and is highly studied (Walker et al., 1995; FitzGerald et al., 1996). In some studies the M53I mutation was highly prevalent affecting around two thirds of patients (Flores et al., 1997). The p16 Met53 residue (Met50 in p19) packs against loop 7 and the α2 helix of CDK6 and makes extensive interactions (Brotherton et al., 1998; Russo et al., 1998), Figure 5-3). Previous studies have reported either that the p16M53I mutant does not bind to CDK4 or CDK6 (Harland et al., 1997) or that it retains a wild-type ability to bind to CDK6, but has no observable interaction with CDK4 in vivo (Sun et al., 1997; Walker et al., 1999; McKenzie et al., 2010). Other p16 point mutants such as Arg24Pro have been identified in melanoma patients. They also only bind CDK6 and not CDK4, and again highlight the importance of CDK4 inhibition by p16 over CDK6 in melanomas (Jones et al., 2007).

Due to the prevalence of p16 mutations in cancer a number of studies have been performed to investigate their effect and mechanisms of action. In many cases the loss of p16 binding appeared to be independent of the location of the mutants in relation to the CDK binding site suggesting that these mutations instead interfere with the packing and structure of p16 leading to defective folding and/or aggregation (Luh et al., 1997; Baumgartner et al., 1998; Byeon et al., 1998). Indeed, in fluorescence cell based studies
the p16^[M53I] mutant has been observed to clump and its localisation is altered. Both changes are indicative of instability (Walker et al., 1999; McKenzie et al., 2010). However, this is not the case for all non-CDK interacting residues (Jones et al., 2007). For example, the p16^[D84N] mutant retains structural integrity as demonstrated by NMR, but no longer binds to CDK4 (Byeon et al., 1998).

The effect of p16 point mutations on CDK handoff from the Cdc37-Hsp90 chaperone system was investigated using the clinically relevant cancer mutants M53I, D84N and
D108N (Figure 5-3). D108N was identified through the website www.tumorportal.org. This database contains the details of genetic alterations identified from thousands of tumour samples. D108N was identified in familial melanoma in several Australian families (Flores et al., 1997; Goldstein et al., 2006). Due to the potential destabilising effects of introducing an isoleucine at the Met53 position, a corresponding glutamic acid mutant (M53E) was also designed to ensure that any changes measured were due to side chain alterations and not through misfolding. The equivalent p16 Met53Glu mutation of p19 Met50Glu (M50E) and the Gly19Asp (G19D) mutation on the adjacent loop were also made to compare the effect on p19.

5.2 Materials and methods

All chemicals listed in the materials and methods were of analytical grade and obtained from Sigma Aldrich unless otherwise stated.

5.2.1 Protein production

CDK4 and CDK6 were expressed as N-terminal GST fusions in Sf9 insect cells, as described in Section 2.3.7. Avi-tagged p16, p19, p16M53I, p16M53E, p19G19D, p19M50E constructs were expressed with an N-terminal His6-tag while p15, p16, p18, p19, p16M53I, p16M53E, p16D84N, p16D108N, p19G19D, p19M50E and Avi-tagged p16M53I, p16D84N and p16D108N were expressed as N-terminal GST fusions. Cdc37 constructs were expressed with an N-terminal His6-tag. All constructs were expressed in BL21STAR (DE3) E. coli, as described in Section 2.3.6. All proteins were purified using the standard protocols outlined in Section 2.4.

5.2.2 Biotinylation of Avi-tagged constructs

Avi-tagged proteins (Cdc37, p16, p19, p16M53I, p16M53E, p16D84N, p16D108N, p19G19D and p19M50E) were biotinylated in vitro according to the protocol outlined in Section 2.4.5.

5.2.3 HTRF in direct binding mode

For direct binding assays of wild-type INKs and mutants twofold serial dilutions were prepared from 500 nM or 1000 nM respectively. In all experiments presented the GSTCDK concentration was 10 nM. All other conditions were as described in Section 3.3.6.
5.2.4 HTRF in competition mode
For INK and INK mutant competition experiments the INKs were introduced as twofold serial dilution from 500 nM. All other conditions were as described in Section 4.2.4.

5.2.5 Microscale thermophoresis
To measure the p16-CDK6 interaction p16 was titrated in a twofold serial dilution from 500 nM against 41.6 nM of fluorescently labelled CDK6. All other parameters were as described in Section 3.3.4. Experiments were repeated in triplicate.

5.2.6 Surface plasmon resonance
All SPR experiments were performed on a Biacore S200 (GE Healthcare) at 25 °C using SPR buffer (10 mM HEPES pH 7.5, 150 mM NaCl, 0.5 mM TCEP, 3 mM EDTA and 0.05% Tween 20). Samples were centrifuged at 10000 x g at 4 °C (Beckman Coulter Allegra X22R) before use. 20 μg/mL GSTCDK4 or GSTCDK6 were captured on a surface of goat anti-GST antibody at 5 μL/min for 480 seconds. Goat anti-GST antibody was amine coupled to a CM5 BIAcore sensor chip using the standard protocol provided in the capture kit (GE Healthcare). Analyte solutions of p16 and p16 mutants at 100 nM, 25 nM, 6.25 nM, 1.56 nM and 0.4 nM were flowed over the bound GSTCDKs at 30 μL/min for 120 seconds and the dissociation was measured over 600 seconds. The bound GSTCDKs were removed from the antibody using 20 mM glycine pH 2.2 at 30 μL/min for 240 seconds. The chip was regenerated by capturing fresh GSTCDKs before each analyte concentration run. GST was loaded onto a separate lane at 10 μg/mL for 60 seconds at 30 μL/min to act as a negative control. Sensorgram readings from the GST control were subtracted from GSTCDK sensorgrams to correct for non-specific interactions and bulk effects. K_d values and dissociation rates were calculated based on the rate equation using the Biacore S200 evaluation software.

5.2.7 Differential Scanning Fluorimetry
A protein/Sypro orange mix containing 5 μM protein and a 1:5,000 dilution of dye in DMSO (as supplied by Sigma Aldrich) was prepared just before plate setup in 10 mM HEPES pH 7.5, 150 mM NaCl, 0.5 mM EDTA and 0.5 mM TCEP. 14.5 μL of the protein/Sypro orange mix was aliquoted into 384-well plates and sealed. Each experiment was done in triplicate. Thermal melting experiments were carried out using
an QuantStudio Real Time PCR machine (Applied Biosystems). The plates were first equilibrated at 25°C for 2 min in the PCR machine before starting the thermal melting experiment upon which the plates were heated at 0.05°C per second from 25 to 99°C. The fluorescence intensity was recorded using the ROX filters under continuous collection. Raw fluorescence data were extracted from the QuantStudio Real-Time PCR software and analysed using the Applied Biosystems Protein Thermal Shift software. Calculated derivative Tm values for each of the three repeats were extracted and the average values calculated.

5.3 Determining INK affinity for G1 CDKs

Before the ability of the INKs to extract the CDKs from the Cdc37-Hsp90 chaperone system could be characterised, their CDK affinity had to be determined. Preliminary pull-downs showed that all four INKs bound to both CDK4 and CDK6 (results not shown). HTRF, MST and SPR were subsequently used to quantify the affinity and to better understand the kinetics of the interaction. Full-length INKs were used for subsequent biophysical experiments.

**INK binding determined by HTRF**

HTRF was used in direct binding mode, as described in Section 3.3.6, to quantify the interaction between various INKs and the CDKs. First to assess whether there is any non-specific interaction between GST and the INK proteins, Avi-tagged p19 and -p16 were
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**Figure 5-4 Avi-tagged INKs do not interact with GST**
(A) Background binding of N-Avi p16 to GST only control. (B) Background binding of N-Avi p19 to GST only control. Measurements were only performed once in duplicate. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism 6.
titrated against a GST-only negative control. No substantial interaction with GST was detected for either N-Avi p16 (Figure 5-4 A) or N-Avi p19 (Figure 5-4 B).

Next, GSTCDK4 or GSTCDK6 was used as the bait and titrated against a twofold serial dilution of N-Avi p16 starting at 500 nM. A clear increase in fluorescent signal was observed with increasing N-Avi p16 concentration with both CDK4 (Figure 5-5 A) and CDK6 (Figure 5-5 B) showing formation of the CDK-p16 complex. The resulting binding curves revealed that p16 bound very tightly to both CDKs so that the K\textsubscript{d-app} values could not be accurately determined. The lower limit of detection for the system is 10 nM, which is determined by the concentration of the GSTCDK bait. Therefore, an upper limit of 10 nM was set for the strength of the interaction of p16 with CDK4 or CDK6 although the actual interaction may be even tighter. Hillslope evaluation from analysis gave 1.16 +/- 0.16 and 0.99 +/- 0.13 for CDK4 and CDK6 respectively.

To investigate if there was a difference in the interaction between the shorter INKs, p15 and p16, (that contain four ankyrin repeats) and the longer INKs, p18 and p19 (that contain five), the HTRF assay was repeated using the N-Avi tagged p19 construct (Figure 5-6). The fluorescent signal again increased showing the formation of the CDK-p19 complex. Binding curves determined from this interaction yielded K\textsubscript{d-app} values of 29 +/- 14 nM and 30 +/- 17 nM for CDK4 and CDK6 respectively, suggesting that interaction of p19 with CDK4 or CDK6 is weaker than that of p16. Evaluation of the hillslope from analysis showed no cooperative effects with CDK4 or CDK6.

![Figure 5-5 p16 bound tightly by HTRF](image)

(A) Representative binding curve fitted for the N-Avi p16 interaction with GSTCDK4. (B) Representative binding curve fitted for the N-Avi p16 interaction with GSTCDK6. Measurements were carried out in duplicate a total of 3 and 2 times with CDK4 and CDK6 respectively performed on different days. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism 6.
**Figure 5-6 p19 binding was weaker than p16**

(A) Representative binding curve fitted for the N-Avi p19 interaction with GSTCDK4. (B) Representative binding curve fitted for the N-Avi p19 interaction with GSTCDK6. Measurements were carried out in duplicate a total of 2 times with both CDKs performed on different days. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism 6.

However, although nominally within the limits of detection, the experimental variation between runs would suggest that the value should again be treated as an upper limit for the strength of the interaction. That p16 and p19 appear have similar strengths of interaction with the CDKs is perhaps not surprising as the additional p19 ankyrin repeat does not make any additional contacts (Figure 5-2).

**Microscale thermophoresis**

The interactions between the CDKs and p16 were too tight to accurately determine by the HTRF assay and so other biophysical techniques were explored to more accurately measure these interactions. Microscale thermophoresis (MST) is an orthogonal solution-based fluorescent technique. CDK6 was chemically tagged with the amine coupling fluorescent dye NT-647 NHS and titrated against a twofold serial dilution series of untagged p16 starting at 500 nM. Full details of the method are described in Section 3.3.4.

Although a steady fluorescent signal could be measured and a fluorescent shift observed, a $K_d$ for this interaction could not be accurately determined. Figure 5-7 shows the inflection point for the interaction to be sub-nanomolar indicating a tighter interaction than that observed by HTRF. This sub-nanomolar inflection was reproducible and was not a result of non-specific variations in fluorescence which were consistent across each concentration point. A binding curve could not be fitted as it was also
Thermophoresis change upon increasing p16 concentration to measure the CDK6-p16 interaction by MST. No binding curve could be plotted. Experiment was repeated a total of 3 times performed on different days using two independently expressed and purified p16 samples. Experiment carried out at room temperature using an LED power of 50% and thermophoresis energy of 40%.

substantially below the limits of detection, determined by the concentration of NT-647 NHS labelled CDK6, of 41.6 nM. Unfortunately, we were unable to reduce the concentration to maintain a reliable fluorescent signal below the expected p16 binding affinity. In addition, the instrument is designed to measure interactions in the nanomolar to millimolar range and as such would not have been able to accurately measure this interaction even if it had been possible to reduce the fluorescently-labelled CDK6 concentration far enough. MST was not explored further to quantify other INK-CDK interactions due to the limit of detection being higher than that of the HTRF assay.

**Surface plasmon resonance**

Unlike the HTRF and MST assays, SPR does not depend on a fluorescent signal for the measurement of interactions between species. The interaction is instead directly dependent on the sizes of the interacting species localised to the chip surface and as such is not subject to the same concentration-dependent limits of detection. SPR measurements are also taken in real time and so permit the kinetics of the interaction to be studied. At the time of writing only preliminary results derived from a single experiment for each interaction are available. However, kinetic analysis has revealed important insights into the interactions of p16 and selected p16 mutants with CDKs.
A summary of all the results from SPR kinetic analyses of CDK-INK interactions is provided in Table 5-1. Consistent with the HTRF analysis the interaction between the CDKs and p16 is very tight, 0.298 pM and 59.7 pM for CDK4 and CDK6 respectively. These values are far beyond the limit of detection for the HTRF assay. However, the accuracy of these \(K_d\) values, that have been determined from the micro \(k_{on}\) and \(k_{off}\) rates, are compromised by the accuracy with which \(k_{off}\) can be measured. As shown in Figure 5-8, there is no discernible dissociation of the wild-type p16 from the immobilised GSTCDK4 or GSTCDK6 over the time-scale of this experiment. The \(K_d\) determination could not be improved by using the equilibrium binding measurements as the association curves did not reach saturation. The association rates \((k_a)\) for both CDK4 and CDK6 are similar at 69.5 x10\(^4\) M\(^{-1}\)s\(^{-1}\) and 152 x10\(^4\) M\(^{-1}\)s\(^{-1}\) respectively.

**Figure 5-8** p16 binding to CDK4 and CDK6 is very tight and is characterised by a very slow off rate

(A) SPR plot of response units against time for the interaction of p16 with CDK4. (B) SPR plot of response units against time for the interaction of p16 with CDK6. Measurements performed only once.
Taken together these results show that p16 binds rapidly and tightly to both CDK4 and CDK6. Intriguingly, as determined by the HTRF assay, p19 appears to bind less tightly to its CDK partners than p16. However, due to time constraints, the interactions with p19 have not been interrogated by SPR to confirm the strength of the interaction.

5.4 INK mutants affect CDK affinity

We have established that p16 binding to the CDKs is incredibly tight. Many p16 mutants have been identified in a variety of cancers whose mechanism of action is believed to be through loss of CDK, particularly CDK4, inhibition. The model would be that these mutants show reduced binding to CDK4 or CDK6 and cannot therefore compete as effectively against other CDK partners for CDK binding. The HTRF and SPR assays have been used to investigate the effect of the p16 point mutants p16^{M53I}, p16^{M53E}, p16^{D84N} and p16^{D108N} on their ability to bind to CDK4 and CDK6. Full-length p16 mutants were used for subsequent experiments.

5.4.1 The D108N mutation had no effect on CDK binding

The p16^{D108N} point mutant was identified in several familial melanoma cases in Australia (Flores et al., 1997). Although not directly involved in interactions with the CDK, the Asp108 residue is solvent exposed on the third β-loop of p16 near to several key hydrogen bonding residues (Figure 5-3). As such alterations in the structure around this loop may negatively impact the binding of these residues and the packing around the CDK N-terminal lobe.

SPR was subsequently used to try and more accurately determine the $K_d$ for the CDK-p16^{D108N} interaction. Kinetic analysis revealed similar $k_{on}$ values for the p16^{D108N} mutant, of $40.4 \times 10^4 \text{M}^{-1}\text{s}^{-1}$ and $104 \times 10^4 \text{M}^{-1}\text{s}^{-1}$ for CDK4 and CDK6 respectively. For CDK6 (Figure 5-9 B) the $k_{off}$ was also similar to that observed for the wild-type p16: over the time-frame of this experiment there was no discernible dissociation of the p16 from the immobilised CDK6. As such the $K_d$ of 0.354 pM determined for the CDK6- p16^{D108N} interaction is limited by the $k_{off}$ determination and again could not be improved upon by thermodynamic analysis. A difference in affinity of p16^{D108N} compared to p16 however was observed for CDK4 (Figure 5-9 A). Although the $k_{on}$ values for each p16 variant are similar, a considerable difference was observed in the $k_{off}$, as shown by the gradual loss
A
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**Figure 5-9 p16D108N binding by SPR**

(A) SPR plot of response units against time for the interaction of p16D108N with CDK4. (B) SPR plot of response units against time for the interaction of p16D108N with CDK6. Measurements performed only once. p16D108N used in this experiment produced by Dr Martyna Pastok (Postdoc, Endicott lab, NICR).

In signal during the dissociation phase. From these dissociation curves a $k_{off}$ of 0.8 x10^{-3} s^{-1} was measured allowing a more accurate $K_d$ determination of 2.0 nM for the CDK4-p16D108N interaction.

Although still tight for a protein-protein interaction it is considerably weaker than wild-type p16, and therefore may be sufficiently reduced to prevent inhibition of CDK4 *in vivo*. It is also worth noting that the recombinant expression levels of p16D108N were considerably lower than wild-type p16 and that of the other p16 mutants investigated, apart from p16M53I. As this mutated residue makes no direct interactions with the CDK it is possible that this mutant exerts at least some of its inhibitory effect through destabilising the p16 fold leading to lower levels of expression.
5.4.2 Mutation of Asp84 to asparagine reduces the affinity of p16 for CDK4 and CDK6

Next the direct interactions of the p16\textsuperscript{D84N} mutant with the CDKs was explored. Residue Asp84 of p16 makes a key hydrogen bond to Arg31 of CDK6 or the equivalent Arg24 of CDK4 and has been identified in several cancer types including oesophageal and lung cancers (Smith-Sorensen and Hovig, 1996). Unlike the p16\textsuperscript{D108N} mutant, p16\textsuperscript{D84N} is expressed in high yields similar to the wild-type protein and previous NMR studies have shown this mutant is folded (Byeon et al., 1998).

To confirm the HTRF result, p16\textsuperscript{D84N} was also subjected to SPR as described in Section 5.2.6. A clear reduction in binding was seen to both CDKs (Figure 5-10), as is evident from the rapid loss in signal once the flow of p16\textsuperscript{D84N} was removed after 120 seconds. Unfortunately, due to the very low response unit count using CDK4 as the bait, it has

![Figure 5-10 p16\textsuperscript{D84N} binding by SPR](image)

(A) SPR plot of response units against time for the interaction of p16\textsuperscript{D84N} with CDK4. (B) SPR plot of response units against time for the interaction of p16\textsuperscript{D84N} with CDK6. Measurements performed only once.
been difficult to accurately fit an association and dissociation curve from which to determine a $K_d$. However, by visual inspection a concentration-dependent increase in binding and a more rapid dissociation rate can be observed. This experiment with CDK4 needs to be repeated to determine an accurate $K_d$. The measured response units when CDK6 was coupled to the chip were also small, however the signal was sufficient to determine both association and dissociation rates. This experiment showed that the $k_{on}$ was again similar to the wild-type p16, $(97.0 \times 10^4 \text{ M}^{-1}\text{s}^{-1})$. However, the $k_{off}$ was significantly larger at $46.1 \times 10^{-3} \text{ s}^{-1}$ resulting in a $K_d$ of 47.5 nM.

Taken together these results show a clear reduction in the affinity of p16$^{D84N}$ for CDK4 and CDK6. As the p16$^{D84N}$ mutant was expressed well and has previously been shown to be stable (Byeon et al., 1998) it is likely that this reduction in affinity arises through the loss of the key hydrogen bond between Asp84 and Arg31/24 on CDK6 and CDK4 respectively. This greatly diminished affinity attributed mainly to the rapid off rate likely gives rise to the loss of CDK inhibition observed in the associated cancers.

### 5.4.3 p16 Met53 mutants can differentiate between CDK4 and CDK6

Two p16 Met53 mutants were also investigated for alterations in affinity for CDK4 and CDK6: p16$^{M53I}$ which has been genetically linked to familial melanoma and the analogous mutant p16$^{M53E}$. The Met53 residue on p16 is surface exposed and when p16 interacts with CDK6 it points towards the C terminal lobe of the CDK packing closely with CDK6 residues Asp102, Gln103, Asp104 and Thr107. The loss of these interactions is expected to account for the loss of CDK4 inhibition associated with this mutation in familial melanoma cases. Interestingly, a considerable difference was observed in the expression levels of these two Met53 mutants. p16$^{M53I}$ was expressed in the smallest yields of any of the p16 mutants, typically only 1-2 mg/L, while p16$^{M53E}$ expressed at effectively wild-type levels of circa 60 mg/L. These differences in expression and solubility suggest that this residue may have an important role in stabilising the protein structure.

Despite these problems with protein expression, both p16$^{M53I}$ and p16$^{M53E}$ were tested in the HTRF assay in direct binding mode. Unlike the wild-type construct a drop in signal intensity was observed after plateauing at around 100 nM. This phenomenon is most likely attributable to the Hook effect caused by a mismatch in detection reagent
Figure 5-11 p16^{M53E} interaction by HTRF
(A, B) Representative binding curve fitted for the N-Avi p16^{M53E} interaction with GSTCDK4 (A) or GSTCDK6 (B). Measurements were carried out in duplicate a total of 5 times with both CDKs performed using two independently purified p16^{M53E} samples. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad prism.

compared to protein concentrations and may be a result of incomplete removal of biotin after biotinylation. These anomalous points were removed from the binding curves, a decision justified as they arose after the signal had plateaued and did not affect the binding curve. The binding curves revealed that these interactions are very tight, and the derived $K_{d-app}$ values for both Met53 point mutants were on the 10 nM limit of detection. Hillslope evaluation from analysis gave 0.93 +/- 0.23 and 1.44 +/- 0.55 for CDK4 and CDK6 respectively suggesting cooperative binding with CDK6. These values are similar to those measured for wild-type p16 association with either CDK4 (Figure 5-11 A, C) or CDK6 (Figure 5-11 D, E) in this assay. Although no reduction in binding was observed in the HTRF assay, it may still be the case that these mutants can be distinguished from the wild-type p16 using SPR.

SPR was used to more accurately determine the interactions of p16^{M53I} and p16^{M53E} with CDK4 and CDK6. Using this technique, we were able to observe a considerable difference in the affinity of the Met53 mutants for CDK4 and CDK6. Figure 5-12 A and C show a considerable reduction in binding for both Met53 mutants to CDK4 with $K_d$ values determined as 109 nM and 105 nM for p16^{M53I} and p16^{M53E} respectively. These values compare with equivalent $K_d$s for p16^{M53I} and p16^{M53E} binding to CDK6 of 0.81 nM and 1.31 nM (Figure 5-12 B and D). For all four of these interactions, rapid binding is observed corresponding to $k_{on}$ values in the range of $87 \times 10^4$ M$^{-1}$s$^{-1}$ and $138 \times 10^4$ M$^{-1}$s$^{-1}$. These values are consistent with those obtained for wild-type p16 of $69.5 \times 10^4$ M$^{-1}$s$^{-1}$ and $152 \times 10^4$ M$^{-1}$s$^{-1}$ for CDK4 and CDK6 respectively. They show that all the mutants
Figure 5-12 p16 Met53 mutants binding by SPR

(A, B) SPR plot of response units against time for the interaction of p16\textsuperscript{M53I} with CDK4 (A) and CDK6 (B). (C, D) SPR plot of response units against time for the interaction of p16\textsuperscript{M53E} with CDK4 (C) and CDK6 (D). Measurements performed only once.
interact rapidly with both CDK4 and CDK6, and that the difference observed in their affinities arises from considerably different dissociation rates. For the Met53 mutants with CDK4 $k_{off}$s were determined as $109 \times 10^{-3}$ s$^{-1}$ and $91.7 \times 10^{-3}$ s$^{-1}$ for p16$^{M53I}$ and p16$^{M53E}$ respectively compared to much lower $k_{off}$ values of $1.12 \times 10^{-3}$ s$^{-1}$ and $1.37 \times 10^{-3}$ s$^{-1}$ for CDK6. This difference results in the 100-fold difference in $K_d$ observed. The more rapid off-rates also correlate with the dissociation observed during SEC when trying to purify the CDK4-p16$^{M53E}$ complex for crystallographic trials. In contrast, stable CDK6-p16$^{M53E}$ and -p16$^{M53I}$ complexes could be purified (not shown).

The $K_d$ values for the p16 Met53 mutants with CDK6 of 1 nM determined by SPR are consistent with the tight interaction measured to have an affinity of <10 nM by HTRF. However, the SPR-derived $K_d$ values for these interactions of nearer 100 nM should have been observed with the HTRF assay. The tighter interaction determined by the HTRF assay is likely influenced by the rapid association of these mutants with CDK4 or CDK6 which are similar to wild-type p16. Taken together, these results suggest that the altered p16 inhibition profile in familial melanoma patients carrying the M53I mutation occurs predominantly through CDK4, as shown by the 100-fold weaker affinity of this mutant for CDK4 over CDK6. However, the precise mechanism is unclear as the residues that interact with p16 Met53 are conserved between CDK4 and CDK6. One hypothesis is that

<table>
<thead>
<tr>
<th>Sample</th>
<th>$k_a$ (M$^{-1}$s$^{-1}$ x 10$^4$)</th>
<th>$k_d$ (s$^{-1}$ x 10$^{-3}$)</th>
<th>$K_D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>p16WT</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>*CDK4</td>
<td>69.5</td>
<td>0.000207</td>
<td>0.298 pM</td>
</tr>
<tr>
<td>*CDK6</td>
<td>152</td>
<td>0.0907</td>
<td>59.7 pM</td>
</tr>
<tr>
<td>p16$^{D108N}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDK4</td>
<td>40.4</td>
<td>0.81</td>
<td>2.0 nM</td>
</tr>
<tr>
<td>*CDK6</td>
<td>104</td>
<td>0.000367</td>
<td>0.354 pM</td>
</tr>
<tr>
<td>p16$^{D84N}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>#CDK4</td>
<td>1770</td>
<td>0.00392</td>
<td>0.222 pM</td>
</tr>
<tr>
<td>CDK6</td>
<td>97.0</td>
<td>46.1</td>
<td>47.5 nM</td>
</tr>
<tr>
<td>p16$^{M53I}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDK4</td>
<td>101</td>
<td>109</td>
<td>109 nM</td>
</tr>
<tr>
<td>CDK6</td>
<td>138</td>
<td>1.12</td>
<td>0.812 nM</td>
</tr>
<tr>
<td>p16$^{M53E}$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CDK4</td>
<td>87.1</td>
<td>91.7</td>
<td>105 nM</td>
</tr>
<tr>
<td>CDK6</td>
<td>104</td>
<td>1.37</td>
<td>1.31 nM</td>
</tr>
</tbody>
</table>

Table 5-1 Summary of SPR kinetic analysis
Summary of kinetic data obtained from the preliminary SPR experiments with the p16 mutants. # indicates the signal was too small to accurately measure parameters, * indicates the $k_{off}$ was too slow to be accurately determined in the timescale used.
the reduced stability of the p16M53I mutant, as observed by its considerably lower recombinant expression levels, may have a larger effect on the interactions it makes with CDK4 than with CDK6. However, this model would not explain the reduced affinity observed for p16M53E, the expression levels of which were not affected. An alternative hypothesis is that interactions to the second shell of residues are affected and these changes impact the interaction with CDK4 more significantly.

5.5 p19 mutants also reduce CDK binding

For comparison with p19, the equivalent p19 variant of the p16M53E mutant was assayed by HTRF in direct binding mode. p19M50E has not been associated with any particular cancer, but it makes a conserved set of interactions with CDK6 as revealed by a comparison of the structures of CDK6-p19 (PDB code 1BI8) and CDK6-p16 (PDB code 1BI7). As determined by HTRF, the interaction of CDK6 with wild-type p19 (30 +/- 17 nM) is considerably weaker than that with p16. The p19M50E mutant showed a small reduction in affinity, if any, with Kd-app values for CDK4 (Figure 5-13 A) of 38 +/- 16 nM and CDK6 (Figure 5-13 A) of 55 +/- 41 nM. Hillslope evaluation from analysis suggested cooperative binding of this mutant to both CDKs, with 1.45 +/- 0.16 and 1.27 +/- 0.03 for CDK4 and CDK6 respectively. Unlike the equivalent mutation in p16, no difference was observed between CDK4 and CDK6 suggesting that the contribution of the interactions made by this methionine residue to the INK-CDK interface is different depending on its molecular context.

![Figure 5-13 Direct binding of p19 mutant M50E to CDK4 and CDK6](image)

(A, B) Representative binding curve fitted for the N-Avi p19M50E mutant interaction with GSTCDK4 (A) and GSTCDK6 (B). Measurements were carried out in duplicate a total of 3 times with both CDKs performed on different days. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad prism.
An alternative p19 mutant, \( p_{19}^{G19D} \) was also prepared and its direct binding to CDK4 and CDK6 was measured by HTRF. The \( p_{19}^{G19D} \) mutant has also not been identified in any particular cancers, however, its key role in stabilising the first \( \beta \)-turn in p19 and its vicinity to the Met50 residue may both effect the stability of the p19 structure and the interactions of the neighbouring residues. Expression levels were only slightly lower than the wild-type and no obvious aggregation was observed during purification.

Interaction of the \( p_{19}^{G19D} \) mutant with CDK4 and CDK6 was observed and the \( K_{d-app} \) values derived from the resulting binding curves were 230 +/- 180 nM for CDK4 (Figure 5-14 A) and 130 +/- 69 nM for CDK6 (Figure 5-14 B) respectively. Hillslope evaluation from analysis gave 1.31 +/- 0.14 and 1.78 +/- 0.30 for CDK4 and CDK6 respectively suggesting cooperative binding with both CDKs. Analysis may be affected by the incomplete saturation of some binding curves for these p19 mutants. These values suggest a fivefold drop in affinity for the CDKs compared to the wild-type p19. As p19 Gly19 makes no direct interactions with the CDKs it must therefore be hypothesised that its reduction in affinity arises from an altered structure causing misalignment of neighbouring interacting residues. A technique such as circular dichroism (CD) would be able to establish if this was the case.

**Figure 5-14 Direct binding of p19 mutant G19D to CDK4 and CDK6**

(A) Representative binding curve fitted for the N-Avi p19 G19D mutant interaction with GST-CDK4. (B) Representative binding curve fitted for the N-Avi p19 G19D mutant interaction with GST-CDK6. Measurements were carried out in duplicate a total of 3 times with both CDKs performed on different days. The error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad prism.
5.6 Competition assays

To investigate if the INKs are potential binding partners to which a CDK would be relinquished by a Cdc37-Hsp90 complex, CDKs were subjected to competition assays in the presence of Cdc37. Initial competitive pull-downs were inconclusive as the presence of larger ternary complexes or multiple species could not be distinguished. The small size of the INKs and the similar size of Cdc37 and the CDKs precluded analysis by SEC. HTRF was therefore used in competition mode as described in Section 4.2.4.

5.6.1 The INKs rapidly disrupt the CDK-Cdc37 complex

SPR experiments revealed that p16 binds very tightly to CDK4 and CDK6, although the slow off rates hindered accurate determination of the $K_d$ values. These results suggested that the weaker binding Cdc37, as established in Section 3.5 would be readily displaced. HTRF analysis of p19, however, suggested a weaker interaction, of 30 +/- 17 nM, which should be distinguishable by HTRF. Firstly, the abilities of untagged wild-type p15, p16, p18 and p19 to disrupt CDK4-Cdc37 and CDK6-Cdc37 complexes were investigated. All four INKs appeared to be equipotent at displacing both CDK4 (Figure 5-15 A) and CDK6 (Figure 5-15 B) from Cdc37. In all cases the $K_d$-app values determined from the inhibition curves were at or below the limit of detection: 8 nM and 6 nM for CDK4 and CDK6 respectively, and as such could not be more accurately described. Ready displacement of the CDKs from Cdc37 by the INKs highlights their roles as potent CDK4 and CDK6 inhibitors of the cell cycle as it shows that when they are expressed they would rapidly displace and sequester the CDKs from the Cdc37-Hsp90 chaperone system. The observed ready displacement was expected for p16 which showed a sub-nanomolar interaction as measured by both MST and SPR, however, the efficiency of p19 was not.

An explanation for the observed difference between the competition and direct binding assay results for p19 may be inaccuracies in determining the protein concentration. p19 contains no tryptophans and so has a very low absorption at 280 nm. If the concentrations have been underestimated the $K_d$ determined by the direct binding assay may actually be beyond the limit of detection for the system and so tighter than measured.
Figure 5-15 All INKs can effectively compete with Cdc37 for the CDKs

(A, B) Representative HTRF competition curves of p15 (blue), p16 (red), p18 (green) and p19 (purple) vs the GST-CDK4/C-Avi Cdc37 (A) or the GST-CDK6/C-Avi Cdc37 (B) complex. Measurements were carried out in duplicate a total of 3, 10, 3 and 6 times for p15, p16, p18 and p19 respectively with CDK4 and 3, 12, 5, and 7 times with CDK6. Measurements performed on different days with p15 and p18 or using two independently expressed and purified p16 and p19 samples. The error bars represent the standard deviation of the measurements. All curves produced using GraphPad prism.

5.6.2 The p16 M53 mutants show a difference in ability to disrupt CDK4-Cdc37 and CDK6-Cdc37 complexes

The HTRF competition assay was repeated with the p16 INK mutants p16<sup>M53I</sup>, p16<sup>M53E</sup>, p16<sup>D84N</sup>, p16<sup>D108N</sup> and compared to the activity of the wild type p16. Against CDK4 (Figure 5-16 A) a substantial reduction in the ability to displace Cdc37 was observed compared to the wild-type for all p16 mutants tested. However, as observed by SPR, the Met53 mutations still bound tightly to CDK6 (Figure 5-16 B orange and green curves) with a greater affinity than can be determined by the HTRF assay and so showed no reduction in CDK displacement over wild-type p16 (red curve). This result shows that p16<sup>M53I</sup> and p16<sup>M53E</sup> would still be able to displace CDK6 from the Cdc37-Hsp90 complex while their ability would be greatly reduced for CDK4. The reduced binding to the CDKs in general correlates with the reduction in mutant affinities observed by SPR, and although the affinities for CDK4 appear to be slightly weaker than expected they cannot be determined from this experiment. The ability of p16<sup>D108N</sup> to disrupt the CDK-Cdc37 complexes, however, does not match the SPR results which suggested binding of 2 nM to CDK4 and near wild-type for CDK6. It can be hypothesized that the observed difference may be attributed to the reduced structural stability of the p16<sup>D108N</sup> mutant, as shown by its poor levels of expression. This lowered stability may lead to protein destabilisation which would leave a smaller competent pool to bind the CDKs, although an effect on the CDK fold caused by Cdc37 binding may also contribute. Although the
Figure 5-16 INK4 mutants show a weakened ability to displace Cdc37
(A) Representative HTRF inhibition curves of p16 (red), p16 M53I (turquoise), p16 M53E (orange) and p16 D84N (grey) vs the GSTCDK4-C-Avi Cdc37 complex. (B) Representative HTRF inhibition curves of p16 (red), p16 M53I (turquoise), p16 M53E (orange) and p16 D84N (grey) vs the GSTCDK6-C-Avi Cdc37 complex. Measurements were carried out in duplicate a total of 9, 8, 7 and 8 times for p16M53I, p16M53E, p16D84N and p16D108N respectively with CDK4 and 7, 5, 5, and 6 times with CDK6. Experiments were performed using two independently expressed and purified samples of each mutant. p16D108N used in two repeats was produced by Dr Martyna Pastok (Postdoc, Endicott lab, NICR). The errors bars represent the standard deviation of the measurements. All curves produced using GraphPad prism.

p16M53I expression levels were considerably lower than the wild-type the consistency of these results with the p16M53E mutant, which showed no reduced expression, suggests that an additional impact on the interaction with the CDKs must also be taking place.

A thermal melt assay, as described in Section 5.2.7, was performed on p16 and the clinically identified point mutants investigated in this study. A summary of the results is shown in Table 5-2 which show that only a small decrease in thermal stability of 2.5°C is

<table>
<thead>
<tr>
<th>Mutant</th>
<th>Tm (°C)</th>
<th>ΔTm (vs. p16) (°C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>p16WT</td>
<td>47.5 (+/- 1.94)</td>
<td>0.0</td>
</tr>
<tr>
<td>p16M53E</td>
<td>43.2 (+/- 0.38)</td>
<td>-4.3</td>
</tr>
<tr>
<td>p16M53I</td>
<td>42.7 (+/- 0.47)</td>
<td>-4.9</td>
</tr>
<tr>
<td>p16D84N</td>
<td>45.1 (+/- 1.92)</td>
<td>-2.5</td>
</tr>
<tr>
<td>p16D108N</td>
<td>36.4 (+/- 3.21)</td>
<td>-11.2</td>
</tr>
</tbody>
</table>

Table 5-2 Thermal stability of p16 point mutants
Summary of p16 mutant melting temperatures determined by DSF. Values displayed are calculated from three separate experiments, performed in triplicate, using two independently expressed and purified protein samples.
observed for p16<sup>D84N</sup>, when compared with the wildtype, while the M53 mutants are less stable shown by a further decrease of 1.8-2.4°C. The p16<sup>D108N</sup> mutant, however, is considerably less stable than the wildtype by 11.2°C and may therefore be more prone to aggregation. This may account for the lower expression levels of this mutant and may be partially responsible for the reduced activity in cancer.

5.6.3 p19 displaces CDK4 from Cdc37

For comparison, the HTRF competition assays were also performed with the p19 mutants p19<sup>M50E</sup> and p19<sup>G19D</sup> and compared to wild-type p19 for their ability to disrupt the CDK4-Cdc37 complex. Figure 5-17 shows that as observed with the previous HTRF competition assay, the wild-type p19 (purple curve) displaced Cdc37 at a concentration below the limit of detection (8 nM). Both p19<sup>M50E</sup> (gold curve) and p19<sup>G19D</sup> (blue curve) showed a reduced ability to displace Cdc37 compared to authentic p19. For the p19 mutants, the measured affinities for CDK4 in the presence of Cdc37 (133.3 +/- 63.3 nM and 177.4 +/- 83.6 nM for p19M50E and p19G19D respectively) appeared to be in a similar range to those observed for the direct interaction. However, incomplete saturation effects the fitting of these binding curves and limits the accuracy of these estimates.

![Figure 5-17 p19 mutants showed a reduced ability to displace CDK4 from Cdc37](image)

Representative HTRF inhibition curves of p19 (purple), p19 G19D (gold) and p19 M50E (dark blue) vs the GST-CDK4-C-Avi Cdc37 complex. Measurements were carried out in duplicate a total of 4 times for p19G19D and p19M50E using two independently expressed and purified samples of each mutant. The error bars represent the standard deviation of the measurements. All curves produced using GraphPad prism.
5.7 Discussion

The affinities of the INKs for CDK4 and CDK6 were found to be very tight at 10 nM and 41.6 nM by HTRF and MST respectively. Although measurements were limited by the concentrations of GSTCDK used, the subsequent MST thermophoresis shift and SPR analyses confirmed tight binding, measuring affinities in the sub-nanomolar range. Repetition of the SPR analysis is currently underway to more accurately determine the $K_d$ values which was hampered by the very slow dissociation rates. This potency of at least 100-fold magnitude greater than the Cdc37 interaction is reflected in the ability of the INKs to rapidly displace the CDKs from a CDK-Cdc37 complex. Surprisingly, the $K_{d_{app}}$ values determined for p19 binding to the CDKs by the HTRF direct binding assay, of circa 30 nM, were significantly weaker than was observed in the competition assay and were also considerably weaker than were measured for p16. These results may be due to poor protein stability or aggregation within the assay. Overall, these results highlight the role of the INKs as potent inhibitors of both CDK4 and CDK6 and show that they are suitable binding partners for handoff from the Cdc37-Hsp90 complex and would readily sequester the CDKs away in normal cells, even at very low concentrations. The sub-nanomolar affinities determined by SPR suggest that CDK-INK complexes cannot be readily disrupted by the introduction of alternative binding partners. Instead the resulting cell cycle arrest is only likely to be relieved by CDK-INK degradation and subsequent CDK synthesis providing a potent inhibitory mechanism.

The loss of inhibition observed for a selection of p16 point mutants was shown to arise through a combination of reduced affinity, as observed by SPR, and protein instability as reflected in the expression levels of some mutants, although analysis through a technique such as DSF or CD is needed to confirm the loss in stability or structure. The SPR kinetic analysis revealed that the difference in affinity between the p16 mutants arises from a considerable increase in the mutant dissociation rates compared to the wild-type, whose dissociation could not be determined within the timescale of the assay design. This increased dissociation rate of p16$^{M53E}$ was confirmed by subsequent attempts to purify a CDK4-p16$^{M53E}$ complex which were hampered by complex stability during the size-exclusion chromatography step. The $K_d$ values obtained by SPR were reduced to between 2 and 100 nM, although the exact magnitude of the reduction in mutant affinity cannot be determined until more accurate $K_d$ values for the wild-type
p16 interaction with the CDKs are established. The range in affinities for the INK mutants p16^{D84N}, p16^{M53I} and p16^{M53E} were reflected in the reduced ability to disrupt the CDK-Cdc37 complex, observed in the HTRF competition assay, as the rapid dissociation rates allow CDK redistribution with Cdc37.

The loss of affinity of the p16^{D108N} mutant was attributed to reduced protein stability associated with its poor expression levels. This residue makes no direct contact with the CDK which may also explain why the magnitude of the disruption in the HTRF assay was considerably less than expected given the $K_d$s determined by SPR for the interactions. Aggregation would result in a lower active concentration than expected although the possible effect of Cdc37 interactions on the CDK fold may also attribute to weaker displacements observed in the HTRF competition assay. However, the reduction in affinity of p16^{D84N}, which expressed well, is more likely attributed to the loss in hydrogen bonding to Arg31 in CDK6 or Arg24 in CDK4, as it had equally deleterious effects on both CDK4 and CDK6 association.

Interestingly, the SPR revealed a 100-fold difference in affinity of both p16 Met53 mutants between CDK4 and CDK6 due to a substantially faster dissociation rate with CDK4. The mismatch in affinity between the SPR and the HTRF direct binding assay for the p16 Met53 mutants for CDK4 were attributed to the rapid association rate, of *circa* $100 \times 10^4$ M$^{-1}$s$^{-1}$, which was consistent across all the p16 constructs tested showing that the INK mutants are still capable of binding. The p19 mutants p19^{M50E} and p19^{G19D} also showed a reduction in affinity towards the CDKs by HTRF suggesting their binding was compromised. This explanation could be substantiated by further SPR analysis.

In a cancer setting CDK inhibition by these INK mutants would be lost as the rapid dissociation rates would mean they would not be able to efficiently displace the CDKs from the Cdc37-Hsp90 complex and maintain inhibition. Additionally, aggregation of poorly folded mutants would result in a lower active concentration in the cell resulting in the loss of effective inhibition. These results also highlight the importance of CDK4 in driving familial melanoma progression over CDK6 as the p16 Met53 mutants, identified in this disease state, are still able to bind CDK6 to a considerable extent while CDK4 binding is dramatically reduced.
Chapter 6. CDK-cyclin inhibition by ATP-competitive inhibitors

6.1 Introduction

6.1.1 Structure based design of kinase inhibitors

Kinases are key participants in virtually all signalling cascades that regulate cellular processes from growth to promoting angiogenesis. For this reason, upregulated or aberrant kinase activities are frequently associated with cancer progression as a result of deregulation of the associated pathways (Asghar et al., 2015). Cancers are often described as being addicted to these oncogenic kinases leaving them susceptible to their inhibition (Weinstein, 2002). As such, considerable research has been performed to design potent and selective inhibitors that has resulted in a number of ATP-competitive kinase inhibitors reaching the clinic (Kelland, 2000; O'Leary et al., 2016; Roskoski, 2016).

To date all kinase inhibitors in the clinic work through binding tightly to the ATP binding site and displacing ATP. However, with around 518 predicted kinases in the human genome, along with many other ATPases including chaperones and motor proteins that require ATP binding for activity, the design of selective inhibitors for a particular target is no easy task (Zhang et al., 2009; Muller et al., 2015). Small molecule inhibitors can also take advantage of the large structural rearrangements that occur within kinases as they transform from an inactive to an active state (Endicott et al., 2012). Inhibitors can trap the kinase in an inactive form thereby preventing alignment of key catalytic residues and substrate binding (Wang et al., 2014). As inactive kinases show greater variation of exposed residues when inactive, the design of selective inhibitors should be more successful if they target the inactive conformation (Echalier et al., 2014).

All kinases contain the same conserved features required for ATP binding and phosphate transfer (Figure 6-1). ATP binds in a large cleft between the N and C lobes making significant interactions with the hinge region, through multiple hydrogen bonds to the backbone moieties. Above this pocket sits a glycine-rich loop (the P-loop, highlighted in coral in Figure 6-1), composed of the residues between β1 and β2 and including the GXGXXG motif that interacts with the ATP phosphates. This region has also been associated with the Cdc37 interaction (Zhao et al., 2004; Terasawa et al., 2006). The highly-conserved Asp-Phe-Gly (DFG) motif (purple) is highly conserved and contains the
Figure 6-1 The structure of CDK2-cyclin A to highlight key conserved structural elements

Key structural elements of CDKs shown using CDK2-cyclin A (PDB: 1JST) displayed in ribbon form. CDK2 N lobe in cyan, C lobe in ice blue, P-loop in coral, activation loop in red, DFG in purple, Glu51 in pink, Lys33 in pale crimson, C-helix in yellow, phosphorylated Thr160 in magenta and cyclin A in lawn green. Figure prepared using CCP4MG (McNicholas et al., 2011).

Key aspartate that coordinates Mg$^{2+}$ which, along with a lysine on β3 (pale crimson) and a glutamate (pink) on the αC helix (yellow), orientates the ATP phosphates for efficient transfer to the substrate. The DFG motif is located at the beginning of the activation segment (red) which when not phosphorylated folds back and blocks ATP and substrate access. The DFG motif exists in two distinct states the so called ‘in’ and ‘out’ states. The DFG ‘in’ state, which has a more strained conformation and so is less favoured, has the key aspartate orientated towards the magnesium for catalysis while in the ‘out’ state the aspartate is rotated by almost 180 ° and points away (Jura et al., 2011). Through repositioning of the αC helix to orientate the glutamate for phosphate binding and restructuring the activation loop by phosphorylation to orientate the DFG motif the activity of kinases can be tightly controlled (Zhang et al., 1994).

Kinase inhibitors can be classified into three classes (Dar and Shokat, 2011), Figure 6-2). Type I inhibitors are the most common and inhibit the active kinase conformation by mimicking ATP binding. They interact with the hinge and can also extend towards a hydrophobic pocket at the back of the ATP binding site and towards a hydrophobic pocket at the solvent exposed front of the pocket. Type II inhibitors recognise the inactive conformation and bind in the ATP pocket in a manner reminiscent of the Type I
Figure 6-2 Classification of protein kinase ATP-competitive inhibitors

(A) Type I inhibitors are ATP-competitive and occupy the substrate binding site (delineated by light blue oval). (B) Type II inhibitor binding mode. Within the active site, this inhibitor type explores regions not occupied by ATP (yellow oval) and promotes an inactive conformation. (C) Type II inhibitors occupy an allosteric binding pocket (lime green oval) and so indirectly disrupt the ATP binding pocket. (A) PDB: 1JST. (B) and (C) PDB: 1HCK. Activation segment removed for clarity.

Inhibitors, but also extend past the DFG ‘out’ motif towards a third hydrophobic site beneath the C-helix. Finally, Type III inhibitors are allosteric and do not compete with ATP; instead they interact with regions outside the ATP site and prevent rearrangement of the kinase to the active state (Zhang et al., 2012). Allosteric inhibitors may offer an even greater degree of selectivity due to the higher diversity of residues in sites other than the ATP binding site (Wang et al., 2014).

Since the identification of the first kinase inhibitor Staurosporine, which potently inhibits over 90% of kinases, much effort has been made towards producing inhibitors that are more specific by taking advantage of subtle differences between non-conserved residues around the ATP binding pocket (Dar and Shokat, 2011). Structure-informed design using bioinformatics and structure determination by crystallography or NMR have provided major advances in improving specificity (Dar and Shokat, 2011; Zhang et al., 2012). Fragment-based screening, for example, has led to great success in this field by allowing the identification of multiple smaller fragments that bind to a target (Murray and Blundell, 2010). These fragments can then be interlinked and extended to optimise surrounding ionic or hydrophobic interactions both improving specificity and potency (Cho et al., 2012; Erlanson et al., 2016). Inhibitors can even be designed to better target specific mutations associated with some oncogenic kinases (Jia et al., 2016).
6.1.2 The CDK binding pocket

For this study CDK2 has been used as a structural surrogate to investigate the binding of CDK4/6 specific inhibitors. Although CDK2, CDK4 and CDK6 show high levels of conservation in the ATP binding pocket (Figure 6-3 and Figure 6-4) some key residues differ. On the P-loop CDK2 residues Glu12 and Thr16 are Val14 and Ala16 on CDK4 respectively and Thr16 on CDK2 is Ala23 on CDK6, although the side chains of these residues point out into solvent and do not make interactions with in binding pocket. The main differences between CDK2 and CDK4/6 occur at the hinge region which is Phe82/Leu83/His84 in CDK2 and His95/Val96/Asp97 and His100/Val101/Asp102 on CDK4 and CDK6 respectively. Although the side chains of these residues do not interact directly with ATP they may affect the packing and rigidity of this region (Honma et al., 2001). Towards the front of the ATP pocket, in line with the hinge, Lys89 of CDK2 becomes Thr102/Thr107 in CDK4/CDK6 while Gln131, located towards the other side of the front of the pocket, becomes Glu144 on CDK4. Finally, Leu133 on CDK2 is slightly altered to Ile146/Ile151 on CDK4/CDK6 respectively, all of which point down to form internal hydrophobic interactions with the C lobe and do not participate directly in ATP interactions. As CDK4 and CDK6 only differ at two positions within the ATP pocket, Val14 on the P-loop of CDK4 which is Glu21 on CDK6, and Glu144 at the front of the pocket on CDK4 which is Gln149 on CDK6, designing inhibitors that are specific to one over the other has been challenging.

CDK2  -----MENFQKEKIGEMVYKARNKL-TGEVVALKIRLDE---TEGVYST 47
CDK4  -----MATSYCPVAEIGEMVYKARDPH-SGHFVALRVRVPNGGGGGGLPIS 52
CDK6  MEKDGLCRADQQYECVAEIGEMVYFVFKARLKNNGFRVALRVRVQTG---EEMGPLS 57

Figure 6-3 Conserved residues in ATP binding site

Sequence alignment of human CDK2 (uniprot entry P24941), CDK4 (uniprot entry P11802) and CDK6 (uniprot entry Q00534). Conserved residues are marked with an ‘*’ and similar residues are marked with a ‘.’. Sequence alignment performed with ClustalOmega (Sievers et al., 2011). Residues that differ between the CDK family members and may offer opportunities to design selective inhibitors are green for those that are different to CDK2 and dark tan are those that are different between CDK4 and CDK6. Key residues are also highlighted including Lys33 in pale crimson, Glu51 in pink and the DFG motif in purple.
Figure 6-4 Conserved sequence features in the CDK2, CDK4 and CDK6 ATP binding sites residues

The ATP binding site with interacting residues of (A) CDK2-cyclin A2 (PDB: 1JSU) (B) CDK6-Vcyclin (PDB: 2EUF) and (D) CDK4-cyclin D3 (PDB: 3G33). The residues in grey are interaction residues that are conserved between all three, those that are different to CDK4/6 are brown, green are different to CDK2 and dark tan are different between CDK4 and CDK6. The remaining colours are the N lobe in cyan, C lobe in ice blue, P-loop in coral, activation loop in red, DFG in purple, Glu51 in pink, Lys33 in pale crimson, C-helix in yellow, phosphorylated Thr160 in magenta. Residue selection based on (Echalier et al., 2014). Image created using CCP4MG (McNicholas et al., 2011).

Three CDK4/6 specific ATP-competitive inhibitors; PD0332991 (Palbociclib), LEE011, (Ribociclib) and LY2835219 (Abemaciclib) are currently in phase 3 clinical trials for the treatment of a variety of cancer targets (O'Sullivan, 2016). PD0332991 has been granted FDA approval for the treatment of ER-positive HER2-negative breast cancer in combination with Letrozole (O'Leary et al., 2016). All three are highly potent with measured IC\textsubscript{50} values against CDK4/6-cyclin D complexes of 11/15 nM, 10/39 nM and 2/5 nM respectively and offer at least 1000-fold selectivity over CDK1 and CDK2. (Gelbert et al., 2014; O'Leary et al., 2016).
6.1.3 ATP-competitive inhibitors cause kinase-Cdc37-Hsp90 complex disruption

Hsp90 is essential to the regulation of many of the protein kinases known to be overexpressed or mutated in human cancers, including BRaf, ErbB2, PKB and CDK4. These kinases and others when aberrantly expressed or regulated result in insensitivity to anti-growth signals, evading apoptosis or sustaining angiogenesis, all hallmarks of cancer. When overexpressed Hsp90 acts as a buffer against the increasingly stressed environment of cancer cells (Neckers and Workman, 2012). The key role of Hsp90 in the regulation of so many oncogenic targets has highlighted it as a potential target for the development of a broad-spectrum inhibitor what could be used to treat a multitude of cancers (Butler et al., 2015). Studies of Hsp90 inhibition have shown that targeting Hsp90 both prevents client association and therefore activation but also leads to proteasomal degradation or aggregation of the clients (Pearl et al., 2008; Taipale et al., 2012). Despite initial concerns of the potential catastrophic side effects of inhibiting such a vital regulator of so many members of the proteome, Hsp90 has become a key anticancer target with a number of inhibitors now in clinical trials (Sidera and Patsavoudi, 2014).

Intriguingly it has also been shown that ATP-competitive inhibitors specific to client kinases and not Hsp90 are also capable of preventing kinase interactions with the Cdc37-Hsp90 complex (Nakatani et al., 2005; Taipale et al., 2012; Polier et al., 2013). Instead of blocking Hsp90 ATPase activity it is thought that kinase inhibitors prevent the recruitment of the kinase to Cdc37 thereby preventing kinase entry into the Cdc37-Hsp90 system. This mechanism of inhibiting client kinases may be an alternative mechanism through which clinical kinase inhibitors impart at least part of their action (Polier et al., 2013).

An in-depth study into this process by Polier et al. has shown that kinase-specific inhibitors for B-Raf can prevent Cdc37 association in vitro, although ATP alone was insufficient to disrupt Cdc37 binding due to its substantially weaker affinity. Using a selection of clinically approved B-RafV600E inhibitors they were also able to show concentration- and time-dependent dissociation of Cdc37 and Hsp90 in vivo (Figure 6-5). This observation was repeated with two other Hsp90 client kinases ErbB2 and EGFRG719S.
ATP-competitive inhibitors can disrupt the Hsp90 complex in vivo

Figure 6-5

Taken from (Polier et al., 2013). B-Raf<sup>V600E</sup> immunoprecipitation from cell lysates with subsequent western blotting analysis for Hsp90 and Cdc37. HT29 human colon cancer cells were dosed with a variety of Vemurafenib concentrations (1, 5 and 10 times the GI<sub>50</sub>) and harvested after either 0, 8 or 24 hours.

As had been observed for Hsp90 inhibition, the prevention of client binding to the chaperone complex results in ubiquitin targeted degradation of the client via the ubiquitin-proteasome pathway (Citri et al., 2002), Figure 6-6. Overexpression of Cdc37 resulted in higher concentrations of inhibitor being required for the same effect confirming the role of Cdc37 in this process (Polier et al., 2013). It can be hypothesized that given the substantial unfolding of the kinase that accompanies binding to Cdc37, the tight binding ATP-competitive inhibitors stabilise the kinase fold preventing extensive Cdc37 interactions (Verba et al., 2016) (Taipale et al., 2013).

The clinically relevant CDK4/6 specific ATP-competitive inhibitors; PD0332991 (Palbociclib), LEE011, (Ribociclib) and LY2835219 (Abemaciclib) were investigated for their abilities to disrupt CDK4/6-Cdc37 complexes using the HTRF competition assay. CDK2-cyclin A2 was subsequently used as a structural surrogate in crystallographic studies to investigate and compare the interactions of these clinically relevant inhibitors.

Figure 6-6

kinases not bound to the Hsp90 complex are degraded

Taken from (Polier et al., 2013). ErbB2 immunoprecipitation from cell lysates with subsequent western blotting analysis for Hsp90 and Cdc37. BT474 breast cancer cells were dosed with a variety of Lapatinib concentrations (1, 5 and 10 times the GI<sub>50</sub>) and harvested after either 0, 8 or 24 hours. The association of Cdc37 with ErbB2 is considerably reduced on drug treatment.
6.2 Materials and methods

Reagents

All chemicals listed in the materials and methods were of analytical grade and obtained from Sigma Aldrich unless otherwise stated. CDK4/6 inhibitors PD0332991 (Palbociclib) was purchased from Sigma Aldrich while LY2835219 (Abemaciclib) and LEE011 (Ribociclib) were obtained from MedChem Express. AMP-PNP was obtained from Sigma Aldrich.

6.2.2 Protein production

CDK4 and CDK6 were expressed as N-terminal GST fusions in Sf9 insect cells, as described in section 2.3.7. C-Avi Cdc37 was expressed with an N-terminal His<sub>6</sub>-tag, CDK2 was expressed as an N-terminal GST fusion and cyclin A2 was expressed with a C-terminal His<sub>6</sub>-tag, but was co-purified exploiting the GST-tag on CDK2. These proteins were expressed in BL21STAR (DE3) E. coli, as described in Section 2.3.6. Proteins were purified using the standard protocols outlined in Section 2.4 with the exception that the buffer used for purification of CDK2-cyclin A2 was modified to mHBS2A (40 mM HEPES, pH 7.0, 200 mM NaCl and 1 mM DTT).

6.2.3 Biotinylation of Avi-tagged constructs

C-Avi Cdc37 was biotinylated in vitro per the protocol outlined in Section 2.4.5.

6.2.4 HTRF in competition mode

All direct binding HTRF assays were carried out as described in Section 4.1.3. A twofold serial dilution of Lee011 was prepared from a 20 μM stock in HTRF buffer A (50 mM HEPES, 100 mM NaCl, 1 mM DTT and 0.1 mg/ml BSA) with 0.1% DMSO. PD0332991 and LY2835219 were prepared as twofold serial dilutions from 5 μM or 500 nM stocks for CDK4 and CDK6 respectively in HTRF buffer A.

6.2.5 Crystallisation trials and structure determination

For co-crystallisation trials of CDK6-cyclin D with ATP-competitive inhibitors (PD0332991, LY2835219, Lee011 or AMP-PNP). 1 mM of the inhibitor was incubated with purified CDK6-cyclin D3, at around 1 mg/ml, for 1 hour at 4 °C before being
concentrated, using 2 mL Ultracel® 30 kDa centrifugal filters (Amicon® Ultra), to between 4-7 mg/ml. Samples were subsequently filtered through 0.22µm Ultrafree® centrifugal filters (Millipore) to remove any precipitate. CDK6-p16M53I, CDK6-p16M53E, CDK6-cyclin D3-p27M, CDK6-cyclin D3-p27S and CDK6-cyclin D3-p27S co-purified complexes were concentrated and filtered as described above to 8 mg/mL for the INK mutant-containing complexes or 4-5 mg/mL for the CIP/KIP-containing complexes. CDK2-cyclin A2 was concentrated to 10 mg/ml before incubation with 1 mM of the inhibitor and incubated for 1 hour at 4 °C before being filtered through 0.22µm Ultrafree® centrifugal filters (Millipore).

All crystallisation trials were carried out in 96-well crystallisation sitting drop vapour diffusion trays (MRC two-well plate, Molecular Dimensions) using a range of commercially available screens: Index (Hampton Research), JCSG+, Morpheus, Structure, PACT and ProPlex (all from Molecular Dimensions) and AmSO₄ suite (Qiagen). A previously designed CDK2-cyclin A2 optimised crystallisation screen (Echalier et al., 2008), outlined in Appendix A, was prepared in a deep-well block using a Biomek (Beckman Coulter) liquid handling station. 80µl of solution was pipetted into each reservoir and crystallisation trays were subsequently prepared using a Mosquito LCP liquid handler (TTP Labtech) using ratios of 100 nl: 100 nl and 200 nl: 100 nl protein complex to reservoir solution. The plates were incubated at 4°C and examined regularly over 30 days.

Lee011 did not co-crystallise with CDK2-cyclin A2 and so was soaked into Apo CDK2-cyclin A2 crystals. A variety of methods were implemented as the inhibitor readily precipitated in the AmSO₄ based CDK2-cyclin A2 optimised crystallisation screen. 1 mM Lee011 in 30% PEG400 was added to drops containing Apo-CDK2-cyclin A2 crystals and crystals were added to drops of mother liquor containing 1 µM Lee011. The structure was determined from crystals soaked in Lee011 powder that was introduced directly to the drop by acupuncture needle and incubated at 4 °C overnight before harvesting. Crystals were harvested using CryoLoops (Hampton Research) and cryoprotected in saturated (>3.5M AmSO₄) before flash freezing in liquid nitrogen. A summary of the various crystallisation trials is provided in Table 6-1.
Table 6-1 Crystal growth conditions
Growth conditions for CDK2-cyclin A2 and CDK6-cyclin D3 crystals used for structure determination.

<table>
<thead>
<tr>
<th>Protein complex</th>
<th>Ligand</th>
<th>Growth conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>CDK2-cyclin A2</td>
<td>LY2835219</td>
<td>100 mM HEPES, pH 7.5, 1.3 M ammonium sulfate, 650 mM potassium chloride</td>
</tr>
<tr>
<td>CDK2-cyclin A2</td>
<td>Lee011</td>
<td>100 mM HEPES, pH 7.5, 1.3 M ammonium sulfate, 700 mM potassium chloride</td>
</tr>
<tr>
<td>CDK6-cyclin D3</td>
<td>PD0332991</td>
<td>2 M ammonium sulfate, 0.1 M sodium acetate</td>
</tr>
</tbody>
</table>

6.2.6 Data collection and processing.
Data collection was performed at the Diamond Light Source (Didcot, UK) on beamline IO4-1 at 100 K. Typically, 2000 images were collected from a single crystal with an oscillation of 0.1° per image and an exposure of 0.01 s. Data imported from Xia2 (Winter, 2010) and scaled using Aimless (Evans, 2006). Molecular replacement was performed using MolRep (Vagin and Teplyakov, 1997), part of the CCP4i2 suite (Winn et al., 2011), using the previously determined CDK2-cyclin A2 structure (1H1S) as a search model. The structure was refined by rounds of refinement using COOT (Emsley et al., 2010) and REFMAC5 (Murshudov et al., 1997) with non-crystallographic symmetry (NCS) restraints. Inhibitor coordinates were prepared using Make Ligand (Moriarty et al., 2009). The final structural parameters were evaluated using Molprobility (Chen et al., 2010) and COOT. All figures were produced using CCP4MG (McNicholas et al., 2011).

6.3 CDK4/6-specific inhibitors disrupt Cdc37 complex formation
The three clinically relevant CDK4/6 specific ATP-competitive inhibitors; PD0332991 (Palbociclib), LEE011 (Ribociclib) and LY2835219 (Abemaciclib) were investigated for their abilities to disrupt the CDK4/6-Cdc37 interaction. Preliminary pull-downs and SEC experiments were inconclusive as the weak interaction between CDK6 and Cdc37 precluded reproducible detection of the complex. Instead HTRF was used in competition mode, as describe in Section 4.2.4, as a more sensitive method.
Before testing the CDK4/6-selective inhibitors, titration experiments were carried out with the natural ligand ATP. If the ability of the ATP-competitive inhibitors to displace Cdc37 from the CDK is a mechanism of action then ATP at physiologically relevant concentrations should not be able to displace either CDK4 or CDK6 from Cdc37. ATP was titrated against the CDK-Cdc37 complexes up to physiological concentrations (2mM). As shown in Figure 6-7, ATP was unable to significantly disrupt either the CDK4-Cdc37 (A) or CDK6-Cdc37 (B) complexes even at the highest concentrations.

These results show that CDK4-Cdc37 and CDK6-Cdc37 complexes are not disrupted by ATP at concentrations that would be present in the cell. Next, the abilities of the three CDK4/6-selective inhibitors to displace Cdc37 from CDK4 or CDK6 were tested. While a more biologically relevant $K_d$ could be determined in the presence of physiological concentrations of ATP, by mimicking conditions present in the cell, this was not included to minimise sources of error between measurements. Inhibition curves revealed a substantial difference between the abilities of the three compounds to disrupt the CDK-Cdc37 interaction as well as a difference between CDK4 and CDK6. Figure 6-8 shows that PD0332991 (blue curves) readily displaced Cdc37 from both CDK4 and CDK6 with $K_{d-app}$ values of 98.9 +/-22.6 nM and 11.1 +/-3.7 nM respectively. For CDK6 this $K_{d-app}$ was very near the lower limit of detection (6 nM). Lee011 (red curves) displaced both CDK4 and CDK6 from Cdc37 with $K_{d-app}$ values of 1094 +/-60.5 nM and 320 +/-110 nM for CDK4 and CDK6 respectively, showing over a 10-fold weaker ability to disrupt the CDK4 complex and a 30-fold weaker ability to disrupt the CDK6 complex than PD0332991.

![Graphs](image)

**Figure 6-7 ATP does not disrupt the interaction of CDK4/6 with Cdc37**  
(A) Representative curve of CDK4-Cdc37 complex disruption by ATP. (B) Representative curve of CDK6-Cdc37 complex disruption by ATP. HTRF measurements were carried out in duplicate a total of 3 times for both CDKs using different stock solutions on performed on different days. Error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism 6.
Figure 6-8 ATP-competitive inhibitors disrupt CDK-Cdc37 complexes

(A) Representative curve of CDK4-Cdc37 complex disruption by CDK4/6 specific ATP-competitive inhibitors. PD0332991 (blue) and Lee011 (red). (B) Representative curve of CDK6-Cdc37 complex disruption by CDK4/6 specific ATP-competitive inhibitors. PD0332991 (blue), Lee011 (red) and LY2835219 (green). HTRF measurements were carried out in duplicate a total of 3 and 4 times for PD0332991 and Lee011 with CDK4 and 3, 4 and 3 for PD0332991, Lee011 and LY2835219 with CDK6 respectively. Measurements were performed using two independent stock solutions of each compound and on different days. Error bars represent the standard deviation of the measurements. Graphs were plotted using GraphPad Prism 6.

The K\textsubscript{d-app} values associated with disruption of the CDK4-Cdc37 complex are substantially weaker than the published IC\textsubscript{50} values. PD0332991 and Lee011 are potent inhibitors of the CDK4 catalytic activity with measured IC\textsubscript{50} values of 11 nM and 10 nM respectively. This difference may simply reflect differences in compound affinities for the CDK-cyclin D complexes, (used to determine the IC\textsubscript{50} values) and the inactive monomeric kinase conformation (the kinase state used in this assay). The substantially higher concentrations required for CDK4-Cdc37 disruption may also reflect the ability of Cdc37 to more greatly affect the CDK4 structure, compared to the more stable structure of CDK6. It can be hypothesized that in vivo, at lower inhibitor concentrations, CDK6 would be more readily displaced from Cdc37 than CDK4, leading to greater levels of inhibition.

For both CDKs Lee011 was far less able to displace Cdc37 despite having a similar inhibitory potency to the other inhibitors (IC\textsubscript{50} values of 10/39 nM for CDK4/6 respectively). This difference in ability to disrupt Cdc37 binding may reflect an alternative binding mode of Lee011 which is less able to stabilise the kinase N-terminal domain against Cdc37. However, it should also be noted that Lee011 was the least soluble compound and required DMSO to dissolve the concentrated stock. The reduction in inhibition observed might therefore reflect a lower soluble concentration...
than expected. It would be interesting to see if this correlation of weaker CDK-Cdc37 disruption by Lee011 matched clinical results presenting as a reduced effectiveness of Lee011 inhibition through a reduction of this alternative inhibitory pathway via Hsp90 inhibition.

LY2835219 is a highly potent agonist of CDK6-Cdc37 complex formation (Figure 6-8 B green curve). Its ability to displace Cdc37 is similar to PD0332991 (blue curve), although the K_d-app value determined for this interaction at 6.12 +/- 2.37 nM is again on the limit of detection for the assay. As such, this interaction may be even tighter than determined, though it should be noted it agrees very well with the published IC_{50} value of 5 nM. Inhibition curves for LY2835219 displacement of Cdc37 from CDK4 could not be reliably measured. This interaction produced a linear plot between roughly 20 and 80% inhibition (Figure 6-9). As the compound is soluble in water and disrupted the CDK6-Cdc37 complex this result was unexpected. The difference in the ability of LY2835219 to displace CDK4 may be due to a different LY2835219 binding mode thereby making the competition no longer mutually exclusive with Cdc37. To better understand the inhibitor interactions which give rise to these differences in Cdc37 displacement, complexes of CDK2-cyclin A2 bound to LY2835219 and Lee011 were crystallised as structural surrogates. Similar biophysical analysis to those described above could not be performed on CDK2 as it does not form a stable complex with Cdc37.

![Graph](image)

**Figure 6-9 Determination of the ability of LY2835219 to displace CDK4 from CDK4-Cdc37**

The displacement assay was repeated on seven occasions from two independent stocks using the standard assay conditions. Despite repeated attempts, the experiment did not generate conventional displacement curves. Error bars represent the standard deviation of all the measurements. Graphs were plotted using GraphPad Prism 6.
The structure of PD0332991 bound to CDK2-cyclin A2 had previously been determined (Hallett, 2013).

6.4 CDK6 crystallisation trials

Throughout the project multiple crystallisation trials were performed on CDK6-cyclin D3 using the previously described CDK4/6 ATP-competitive inhibitors; PD0332991, LY2835219 and Lee011 and the non-hydrolysable ATP analogue AMP-PNP. Addition of inhibitors that stabilise the kinase fold has been reported as a route to help bring order to the complex for better crystal packing (Eswaran and Knapp, 2010). Despite considerable improvements in CDK6-cyclin D3 expression levels, quality and purity (Figure 6-10 A) no crystal hits were obtained. One potential crystal lead for CDK6-cyclin D3 in complex with PD0332991 in the JCSG+ commercial screen (Molecular Dimensions) formed in 2 M ammonium sulfate, 0.1 M sodium acetate. A small rod like crystal was observed after 10 days and slowly grew to almost 200 μm in length after a further 10 days (Figure 6-10 B). The crystal was harvested, as described in Section 6.2.5, revealing it was fragile to the touch, however no diffraction was observed at the synchrotron. Further, optimisation around this condition is currently underway.

![Figure 6-10 CDK6-cyclin D3 crystallisation trials](image)

(A) CDK6-cyclin D3 used for crystallisation. 12% SDS-PAGE stained using InstantBlue. Lane 1, PageRuler protein ladder; Lane 2, CDK6-cyclin D3. (B) Image of potential CDK6-cyclin D3-PD0332991 crystal hit taken by the Minstrel automated imaging system (Rigaku). The crystal is 200 μm in length.
Additional CDK6 crystallisation trials were performed using members of the INK family. Crystallisation trials of CDK6-p16<sup>M53I</sup>, CDK6-p16<sup>M53E</sup>, CDK6-cyclin D3-p27M, CDK6-cyclin D3-p27S and CDK6-cyclin D3-p21S complexes were prepared, as outlined in Section 6.2.5, using a range of commercially available screens. However, no crystals were obtained. A range of truncated CDK6, cyclin D1 and cyclin D3 constructs were also designed, as described in Section 2.1.3, to removal flexible regions at both the N and C-termini for improved crystal packing. However, expression of these constructs was not successful.

6.5 ATP-competitive inhibitor crystallisation trials using a CDK2 surrogate

The readily crystallisable CDK2-cyclin A2 complex was used as a structural surrogate to investigate the interactions of CDK4/6 selective ATP-competitive inhibitors. Whilst having far higher affinity towards CDK4/6 (low nanomolar) compared to CDK2 (tens of micromolar) incubation with millimolar concentrations of the inhibitors, with the highly homologous CDK2, can allow ligand bound structures to be determined. Structural analysis may lead to better understanding of their selectivity towards CDK4/6 and potential consequences on the Cdc37 interaction. CDK2-cyclin A2 was expressed and purified in a phosphorylated form (Figure 6-11) as described in Sections 2.3.6 and 2.4.

![Figure 6-11 CDK2-cyclin A2 used in crystallisation trials was phosphorylated on Thr160.](image)

(A) CDK2-cyclin A2 used in crystallisation trials, shown in ribbon form, is present in the ‘active’ conformation. CDK2 is shown in ice blue, cyclin A in green, the C-helix in yellow and the activation loop in red. The phosphorylated Thr160 residue is also highlighted.

(B) A close up of phosphorylated Thr160 and surrounding residues displayed with 2F<sub>o</sub>-F<sub>c</sub> electron density (blue mesh) contoured at 0.32 electrons/Å<sup>3</sup>. Residues are displayed in cylinder form and coloured by atom type. Images created in CCP4MG (McNicholas et al., 2011).
Co-crystallisation trials of CDK2-cyclin A2 using both LY2835219 and Lee011 were set up using an optimised ammonium sulphate and potassium chloride buffer screen (Appendix A). Co-crystals were obtained with LY2835219 in a variety of conditions (Figure 6-12 A). Co-crystallisation attempts with Lee011 proved unsuccessful, most likely due to the requirement of DMSO to maintain Lee011 solubility. Therefore, Lee011 was soaked into apo-CDK2-cyclin A2 crystals (Figure 6-12 B) as described in Section 6.2.5. Crystals used for structure determination were grown in the conditions outlined in Table 6-1. Most hits formed small tetragonal crystals after three days of between 100-150 μm in length. Crystals were harvested using saturated ammonium sulphate as a cryoprotectant and flash frozen in liquid nitrogen.

Data collection was performed at the Diamond Light Source (Didcot, UK) on beamline IO4-1 at 100 K using an oscillation range of 0.1° for a total oscillation of 200°. Data processed using Xia2 (Winter, 2010) and programmes from the CCP4i2 suite (Winn et al., 2011) and the structures determined by molecular replacement using Molrep (Vagin and Teplyakov, 1997) with the previously determined CDK2-cyclin A2 structure (PDB: 1H1S) as a search model followed by rounds of refinement using COOT (Emsley et al., 2010) and REFMAC5 (Murshudov et al., 1997). The final structures were validated using MolProbity (Chen et al., 2010). CDK2-cyclin A2 structures containing LY2835219 and Lee011 were determined to 2.07 Å and 2.65 Å and the data collection and processing statistics are provided in Table 6-2 and Table 6-3 respectively.
CDK2-cyclin A2-LY2835219

<table>
<thead>
<tr>
<th>Wavelength (Å)</th>
<th>0.92</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space Group</td>
<td>P 21 21 21</td>
</tr>
<tr>
<td>a, b, c, (Å)</td>
<td>74.9, 136.3, 151.5</td>
</tr>
<tr>
<td>a, b, γ (°)</td>
<td>90.0 90.0 90.0</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>68.2 - 2.07 (2.11 - 2.07)</td>
</tr>
<tr>
<td>I/σI</td>
<td>8.4 (1.5)</td>
</tr>
<tr>
<td>Rmerge</td>
<td>0.124 (1.388)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>100 (100)</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>7.2 (6.7)</td>
</tr>
</tbody>
</table>

Refinement

| Rwork/Rfree       | 0.225 / 0.253 |
| Mean B-Value (Å²) | 36.3, 39.9, 51.5, 58.1 |
| (Chains; A, B, C, D) | 32.9 |
| Water             | 40.7, 49.2 |
| LY2835219         | 36.3, 39.9, 51.5, 58.1 |
| No. of atoms      | 4744, 4137, 4247, 4092 |
| Protein           | 109 |
| Water             | 69, 69 |
| LY2835219         | 36.3, 39.9, 51.5, 58.1 |
| Rmsd              | 0.0109 |
| Bond lengths (Å)  | 1.384 |
| Angles (°)        | 0.92 |
| Clashscore (All atoms) | (100th percentile - 2.07 Å +/- 0.25 Å) |
| Poor rotomers     | 5 (0.53 %) |
| Ramachandran outliers | 2 (0.19 %) |
| Ramachandran favoured | 912 (98.58 %) |
| No of CB deviations (> 0.25 Å) | 1 (0.10 %) |
| Molprobity score  | 0.78 (100th percentile - 2.07 Å +/- 0.25 Å) |
| Residues with bad bonds | 4 (0.05 %) |
| Residues with bad Angles | 0 (0.00 %) |

Table 6-2 Data collection and refinement statistics for determination of the CDK2-cyclin A2-LY2835219 complex structure

Data collection statistics for CDK2-cyclin A2 co-crystals with LY2835219. The data was collected from a single crystal at 100 K on beamline IO4-1 at Diamond Light Source (DLS). The data was processed using xia2 (3daii-run). Statistics are presented as averages with values for the highest resolution shell in parentheses. Refinement statistics were generated using Refmac5, and Validation statistics by the Molprobity web server.
### CDK2-cyclin A2-Lee011

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wavelength (Å)</td>
<td>0.92</td>
</tr>
<tr>
<td>Space Group</td>
<td>P 2 1 2 1 2 1</td>
</tr>
<tr>
<td>a, b, c, (Å)</td>
<td>74.8 135.5 151.7</td>
</tr>
<tr>
<td>α, β, γ (°)</td>
<td>90.0 90.0 90.0</td>
</tr>
<tr>
<td>Resolution (Å)</td>
<td>67.7 - 2.65 (2.74 - 2.65)</td>
</tr>
<tr>
<td>I/σI</td>
<td>9.3 (1.6)</td>
</tr>
<tr>
<td>Rmerge</td>
<td>0.177 (1.121)</td>
</tr>
<tr>
<td>Completeness (%)</td>
<td>100 (100)</td>
</tr>
<tr>
<td>Multiplicity</td>
<td>7.2 (7.6)</td>
</tr>
<tr>
<td>Refinement R&lt;sub&gt;work&lt;/sub&gt;/R&lt;sub&gt;free&lt;/sub&gt;</td>
<td>0.212 / 0.265</td>
</tr>
<tr>
<td>Mean B-Value (Å&lt;sup&gt;2&lt;/sup&gt;) (Chains; A, B, C, D)</td>
<td>58.8, 59.7, 89.9, 92.7</td>
</tr>
<tr>
<td>Water</td>
<td>48.1</td>
</tr>
<tr>
<td>LY2835219</td>
<td>67.4, 87.9</td>
</tr>
<tr>
<td>No. of atoms</td>
<td>Protein</td>
</tr>
<tr>
<td>Water</td>
<td>Water</td>
</tr>
</tbody>
</table>
| LY2835219                 | Rmsd                                      | Bond lengths (Å)                             | 0.0124
|                           | Angles (°)                                | 1.612                                        |
|                           | Molprobity                                | Clashescore (All atoms)                      | 1.87 (100<sup>th</sup> percentile - 2.65 Å +/- 0.25 Å) |
|                           |                                           | Poor rotomers                                | 28 (2.92 %)                                 |
|                           |                                           | Ramachandran outliers                        | 4 (0.38 %)                                  |
|                           |                                           | Ramachandran favoured                        | 1025 (96.24 %)                              |
|                           |                                           | No of CB deviations (> 0.25 Å)               | 4 (0.39 %)                                  |
|                           |                                           | Molprobity score                             | 1.56 (100<sup>th</sup> percentile - 2.65 Å +/- 0.25 Å) |
|                           |                                           | Residues with bad bonds                      | 4 (0.04 %)                                  |
|                           |                                           | Residues with bad Angles                     | 1 (0.04 %)                                  |

**Table 6-3 Data collection and refinement statistics for determination of the CDK2-cyclin A2-Lee011 complex structure**

Data collection statistics for CDK2-cyclin A2 crystals soaked with Lee011. The data was collected from a single crystal at 100 K on beamline IO4-1 at Diamond Light Source (DLS). The data was processed using xia2 (3daii-run). Statistics are presented as averages with values for the highest resolution shell in parentheses. Refinement statistics were generated using Refmac5, and Validation statistics by the Molprobity web server.
The space group of \text{P}_2_1 \text{P}_2_1 \text{P}_2_1 was determined with 81.5\% and 72.5\% probability for \text{LY2835219} and \text{Lee011} respectively by Pointless. Lower symmetry space groups for each had less than a 1\% likelihood as they are prohibited by the 90° angles determined for all three unit cell dimensions. The three-fold screw axis was confirmed by systematic absence analysis which had over 92\% probability of a 2-fold access for each dimension, except for one dimension for \text{Lee011} which was 83\%. The next most probable space groups, with a two-fold screw axis, were only 7.5\% and 14.7\% likely. Both structures contained two complexes of CDK2-cyclin A2 in the unit cell, however, the electron density for chains A and B (one CDK2-cyclin A2 complex) in both cases was more extensive than for the alternative complex (chains C and D) suggesting improved ordering of the first complex through crystal contacts. This difference in electron density was also observed in a native crystal collected, which was also \text{P}_2_1 \text{P}_2_1 \text{P}_2_1 and possessed almost identical unit cell dimensions, suggesting that the overall protein structure and subsequent packing is not significantly altered by inhibitor binding.

6.6 Comparison of CDK4/6 inhibitor interactions

The electron density for \text{LY2835219} (Figure 6-14 A) and \text{Lee011} (Figure 6-14 B) was clearly visible in the CDK2 ATP binding pocket allowing the inhibitors to be modelled into the sites. Ligand presence was confirmed by composite omit map (Figure 6-14 C and D). The chemical structures of each of these compounds are provided in Figure 6-13.

\text{LY2835219}

\text{Lee011}

\text{PD0332991}

\text{Figure 6-13 Chemical structures of LY2835219, Lee011 and PD0332991}

Structures were drawn in Chemdraw.
Figure 6-14 Structures of LY2835219 and Lee011 bound to the CDK2-cyclin A2 ATP binding site

(A) LY2835219 bound to the active site of CDK2. Amino acids within 4 Å are displayed and coloured by atom type. 2F_o-F_c maps contoured at 0.32 electrons/Å³  
(B) Lee011 bound to the active site of CDK2. Amino acids within 4 Å are displayed and coloured by atom type. 2F_o-F_c maps contoured at 0.23 electrons/Å³. 
(C) Composite omit map of LY2835219 contoured at 0.32 electrons/Å³. (D) Composite omit map of Lee011 contoured at 0.23 electrons/Å³. Omit maps generated using Composite omit map in Phenix (Terwilliger et al., 2008). In each panel, some residues have been removed for clarity. Images created in CCP4MG (McNicholas et al., 2011).

The structure of CDK2-cyclin A2-PD0332991 has previously been determined (Hallett, 2013) allowing for comparison of the binding modes of these three inhibitors. PD0332991, LEE011 and LY2835219 share a very similar binding mode and are typical Type I kinase inhibitors. All three compounds sit in the same plane and share an orientation such that their 2-pyrimidinamine-benzimidazole pyrimidine-based scaffolds pack towards the back of the pocket against the gatekeeper (Phe80). All three inhibitors form a conserved hydrogen bond to the hinge. The specific interactions of these compounds were investigated to better understand which differences, if any, may underlie the observed differences in their abilities to disrupt the CDK-Cdc37 complexes. Interactions were analysed using CCP4MG based on residues which fell within a distance of 4 Å from the compound. Hydrogen bonds were assigned by CCPMG based on the
Figure 6-15 Inhibitor overlay
Overlay of all three inhibitors in the ATP binding pocket from two angles. Residues displayed are from the Lee011 containing CDK2-cyclin A structure. Bonds are displayed in cylinder form with oxygens in red, nitrogen in blue, fluorine in grey and carbon in light blue, green, yellow and brown for the CDK2, LY2835219, Lee011 and PD0332991 respectively. Images created in CCP4MG (McNicholas et al., 2011).

optimum distance of a hydrogen bond of 3 Å. Binding modes were further analysed using Poseview to provide a 2D representation of the key interactions.

6.6.1 LY2835219 vs Lee011 binding to CDK2-cyclin A
LY2835219 makes one hydrogen bond to the carbonyl moiety of Leu83, a hinge backbone interaction that is not made by the authentic ligand ATP. In addition, there is an extensive network of interactions between a fluorine and two water molecules occupying a cavity at the back of the binding site that is lined by the sidechains of Lys33 and Glu51 (Figure 6-16 A). Lee011 also makes this hydrogen bond (Figure 6-16 B). However, for both inhibitors the hydrogen bonding network between the 2-aminopiridine group and the remainder of hinge region backbone (Phe82, Leu83, His84, Gln85) appears to be inefficient due to longer than optimum bond distances of around 3.2 Å to Leu83 and 3.8 Å to Gln85.

Both compounds pack tightly against the gatekeeper residue (Phe80) at the back of the pocket forming hydrophobic interactions with it and Val64. Additional hydrophobic interactions are formed with Leu134 beneath the inhibitor, from the C lobe, while Ala31 and Ile10 form additional hydrophobic interactions from above. Comparison of the pocket’s size and shape also shows that LY2835219 pushes Glu81 back (Figure 6-16 E), by around 1 Å, forming a larger pocket than observed with Lee011 (Figure 6-16 F), reflecting the larger size of LY2835219. Additional interactions are observed between
Figure 6-16 A structural comparison of the binding of LY2835219 and Lee011 to CDK2

(A) LY2835219 bound to the active site of CDK2. Amino acids within 4 Å are displayed in cylinder form and coloured by atom type with carbon (light blue), oxygen (red), nitrogen (blue) and fluorine (grey). Inhibitor displayed in ball and stick form and hydrogen bonds are shown by dashed lines. (B) Lee011 bound to the active site of CDK2. Amino acids within 4 Å are displayed in cylinder form and coloured by atom type. Inhibitor displayed in ball and stick form and hydrogen bonds are shown by dashed lines. (C) 2D representation of LY2835219 interactions with CDK2 created by Poseview. (D) 2D representation of Lee011 interactions with CDK2 created by Poseview. (E) The protein surface of LY2835219 bound to the active site of CDK2 coloured by electrostatic potential with negative in red and positive in blue. Inhibitor atoms are displayed as ball and stick form. (F) The protein surface of Lee011 bound to the active site of CDK2 coloured by electrostatic potential. Inhibitor atoms are displayed as ball and stick models. Structural images were created in CCP4MG (McNicholas et al., 2011).
the dimethylamide of Lee011 which packs against Asp145 and Ala144 at the back of the pocket between the gatekeeper (Phe80) and the catalytic Asp145 that forms the beginning of the DFG motif.

Each compound contains a solubilising moiety, a piperazine on Lee011 (and PD0332991) and the slightly bulkier ethyl-piperazinyl group on LY2835219. These groups protrude out of the pocket, following the line of the hinge, into the solvent. While the piperazine group on Lee011 remains in the same plane as the rest of the molecule the ethyl-piperazinyl on LY2835219 is kinked upwards towards the N lobe (Figure 6-16 A, E). While this potentially brings the nitrogen on the ethyl-piperazinyl within range to make a weak hydrogen bond (3.4 Å) with the backbone oxygen of Ile10, the incomplete electron density for this group suggests a degree of mobility still exists. This orientation may be partially caused by the close location of Lys89 which sits just outside the mouth of the pocket, and which may sterically hinder optimal binding. However, this residue is disordered and is not visible in the electron density.

6.6.2 Alternate packing of the P-loop

In the LY2835219-bound structure Tyr15 on the P-loop of CDK2 is folded back towards the inhibitor and stacks on top of a methyl group of LY2835219 (Figure 6-17 A). Interestingly, this is not observed in either of the other inhibitor structures for which there is little to no electron density in this region showing that this loop remains, comparatively, disordered. In the Lee011 structure (Figure 6-17 B) only the electron density for the carbon backbone is visible, whereas in the structure of PD0332991 the side chain of Thr14 has not been built due to the lack of density present. This region contains the GXGXXG sequence that is involved in the interaction with Cdc37 (Zhao et al., 2004; Terasawa et al., 2006; Verba et al., 2016). It can be hypothesized that this stabilisation of the P-loop would lead to LY2835219 being a more potent inhibitor and that this behaviour would also make it an effective inhibitor of the CDK-Cdc37 interaction. Such behaviour was observed in the HTRF competition assay with CDK6 (Figure 6-8 B). However, it does not explain the result observed with CDK4 (Figure 6-9).
Figure 6-17 LY2835219 orders the CDK2 P-loop
(A) The ordered structure of the P-loop of CDK2 with LY2835219 bound. The 2F_o-F_c map is contoured at 0.25 electrons/Å^3. (B) The disordered structure of the P-loop of CDK2 with Lee011 bound with only the carbon backbone distinguished. The 2F_o-F_c map is contoured at 0.25 electrons/Å^3. In each panel, the carbon backbone of CDK2 is displayed in worm form in blue and the inhibitor is displayed in ball and stick form with the carbons (green), nitrogen (blue), oxygen (red). Sidechains are displayed in cylinder form with carbon (yellow), nitrogen (blue) and oxygen (red). Images created in CCP4MG (McNicholas et al., 2011).

6.6.3 Comparison of Lee011 and PD0332991 binding to CDK2-cyclin A2
The structure of PD0332991 bound to CDK2 has been determined and the interactions it makes described (Hallett, 2013). Comparison of this structure with that of the CDK2-cyclin A2-Lee011 complex reveals an almost identical binding mode for the two inhibitors. However, PD0332991 makes an additional hydrogen bond between the acetyl oxygen and the backbone amide of Asp145 (Figure 6-18 A), and Lee011 packs slightly tighter to Phe80 and Glu81 at the back corner of the pocket, likely due to the presence of the bulkier dimethylamide group and the lack of the methyl group on PD0332991.

The structure of PD0332991 bound to CDK6-Vcyclin has been determined (PDB: 2EUF) and is in the active conformation due to viral cyclin binding. Here PD0332991 makes more efficient hydrogen bonds with the hinge region backbone (Val101, Asp102, Gln103) due to improved packing against the hinge shortening the bond distances (Figure 6-18 B). An additional hydrogen bond is also made between the ketone group and the amide of Asp163 (Asp145 in CDK2) due to slightly better packing of the inhibitor in the pocket. The tighter packing is caused by a shift in the P-loop causing residues Ile19, Gly20 and Val27 to pack closer on top of PD0332991 closing the pocket more efficiently around the inhibitor (Figure 6-18 F).
Figure 6-18 A comparison PD0332991 binding to CDK2-cyclin A2 and CDK6-Vcyclin

(A) PD0332991 bound to the active site of CDK2. Amino acids within 4 Å are displayed in cylinder form and coloured by atom type with carbon (light blue), oxygen (red) and nitrogen (blue). Inhibitor displayed in ball and stick form and hydrogen bonds are shown by dashed lines. (B) PD0332991 bound to the active site of CDK6. Amino acids within 4 Å are displayed in cylinder form and coloured by atom type. Inhibitor displayed in ball and stick form with carbon (yellow) and hydrogen bonds are shown by dashed lines. (C) 2D representation of PD0332991 interactions with CDK2 created by Poseview. (D) 2D representation of PD0332991 interactions with CDK6 created by Poseview. (E) The protein surface of PD0332991 bound to the active site of CDK2 coloured by electrostatic potential with negative in red and positive in blue. Inhibitor atoms are displayed as ball and stick form. (F) The protein surface of PD0332991 bound to the active site of CDK6 coloured by electrostatic potential. Inhibitor atoms are displayed as ball and stick from. Images were created in CCP4MG (McNicholas et al., 2011).
6.6.4 Modelling PD0332991 into CDK6 active site

The PD0332991-CDK6-Vcyclin structure was then used as a template to compare the binding modes of PD0332991, LEE011 and LY2835219 between CDK2 and CDK6. The sequences of CDK2 and CDK6 were aligned using the conserved residue ranges 56-67 and 98-163 (of CDK6) and then the three inhibitors bound to CDK2 were displayed over the CDK6 binding site bound to PD0332991. Bound to CDK6, PD0332991 sits around 1 Å lower in the binding pocket, towards the C-terminal lobe, than each of the CDK2 bound inhibitors. This binding mode is most likely caused by the tighter packing of the P-loop from above.

As observed previously, the positions of PD0332991 in both CDKs overlap well with only a slight variation in the piperazine group orientation which now packs closer towards the hinge in the CDK6-bound structure (Figure 6-19 A). This combination of piperazine group shift and the tighter clamping down by the P-loop on PD0332991 in CDK6 better aligns the hinge hydrogen bonding groups. The 2-pyrimidinamine group of LY2835219 in this position would pack too closely with Glu99 (2.24 Å) and therefore form unfavourable van der Waals interactions (Figure 6-19 B). Comparison of the conserved 2-pyridinyl groups which form the hydrogen bonds with the hinge, reflects this movement showing on average a 1.3 Å shift further towards the front of the pocket for PD0332991 bound to CDK6. The equivalent shift in Lee011 is smaller, just under 1 Å, reflecting the slightly smaller size of the pyrrolo[2,3-d]pyrimidine scaffold (Figure 6-19 C). The removal of the methyl group present on PD0332991 would also allow closer packing to Phe98. Comparison of the position of the solvent-exposed piperazine groups shows a comparable shift of between 1.3 Å and 1.8 Å for the three compounds bound to CDK2 compared to CDK6. As a result, the PD0332991 piperazine packs more closely with Thr107 allowing better alignment along the hinge, perhaps due to the loss of steric hindrance from Lys89, the equivalent residue in CDK2. The combination of the shift of the solvent exposed piperazine group towards Thr107, helping to align the hinge hydrogen bonds, assisted by the tighter clamping down of the P-loop likely give rise to the specificity of these compounds towards CDK4/6 over CDK2.
Given the similarities in binding position and interactions between the two very analogous inhibitors PD0332991 and Lee011, and CDK2, it is difficult to see why Lee011 appears considerably less potent at disrupting the CDK-Cdc37 interaction. The only difference observed in inhibitor binding was slightly tighter packing to the back of the pocket due to the lack of the methyl group present on PD0332991. However, comparison of the position of the P-loop also reveals a more open pocket for Lee011 (Figure 6-20 B) compared to that of PD0332991 (Figure 6-20 C). This region is different again in the LY2835219-bound CDK2 structure, which showed tight packing of Tyr15 and
Figure 6-20 Comparison of the binding of LY2835219, Lee011 and PD0332991 to CDK2-cyclin A

For each panel the view is taken looking in to the CDK2 (A, B, C) or CDK6 (D) ATP binding pocket and the CDK surface is coloured by electrostatic potential with negative in red and positive in blue. All inhibitors are drawn in ball and stick mode. (A, B, C) LY2835219 (A), Lee011 (B) and PD0332991 (C) bound to CDK2. Inhibitor atoms are coloured by atom type: carbon (green), nitrogen (blue), oxygen (red) and fluorine (grey). (D) PD0332991 bound to CDK6. PD0332991 atoms are coloured by atom type with carbon in yellow.

Images were created in CCP4MG (McNicholas et al., 2011).

an ordered P-loop (Figure 6-20 A). The packing of the P-loop was observed to be tighter still in CDK6 (Figure 6-20 D). It is possible that this more open and accessible structure, through poorer packing of the P-loop, gives rise to the easier disruption of the kinase N lobe by Cdc37 and hence the poorer ability of this inhibitor to compete.

A small shift in the position of Lys33 of around 2.3 Å (Figure 6-21 orange) was also observed in the CDK2-Lee011 complex when compared to the structure of CDK2 bound to LY2835219 (blue), PD0332991 (grey) and the equivalent Lys43 in CDK6 (gold). This loss of an extended hydrogen bonding network instigated by its interaction with Glu51, may be sufficient to weaken the kinase N-terminal lobe and improve Cdc37 binding. The dimethylamide that interacts with this corner of the ATP binding pocket appears to
Lys33 of CDK2 in the Lee011 containing structure is out of line compared with the corresponding residue in other structures. Lee011 atoms are displayed as ball and stick models with carbon (green), nitrogen (blue) and oxygen (red). Amino acids are displayed in cylinder form with CDK2-LY2835219 (light blue), CDK2-Lee011 (coral), CDK2-PD0332991 (grey), CDK6-PD0332991 (gold). 2Fo-Fc maps contoured at 0.22 electrons/Å³ for the residues corresponding to the Lee011 bound structure.

intrude into this site which may be sufficient to cause steric hindrance of the lysine hydrogen bonding network. However, the movement of this residue may also reflect a general weakening of the N lobe stability due to weakened inhibitor packing in the binding site.

**6.7 Discussion**

The ability to disrupt CDK-Cdc37 complexes using clinically relevant CDK4/6-specific inhibitors was investigated using the HTRF competition assay. A clear 10-fold difference was observed in the ability of PD0332991 and Lee011 to disrupt the complex despite their seemingly similar structures. Additionally, the inhibitors were less active towards CDK4, although this may simply reflect the difference in stability between these two proteins as revealed by their differing Cdc37 affinities.

Despite improvements in CDK6 expression and purification attempts to crystallise a number of CDK6-containing complexes proved unsuccessful. Although multiple chemical and protein binding partners were explored to attempt to stabilise CDK6 complexes, the use of CAK to phosphorylate and order the CDK6 activation segment was not explored and would be the next step for crystallisation trials. CDK2-cyclin A2 was instead used as a structural surrogate to investigate the binding modes of CDK4/6-specific inhibitors to better understand the difference observed in their ability to disrupt
CDK-Cdc37 complexes. X-ray structure determination revealed only minor differences in the overall positioning and orientations of the three compounds. However, a substantial difference in the ordering of the P-loop was observed upon LY2835219 binding because of inhibitor-Tyr15 packing. The CDK6-Vcyclin-PD0332991 structure also shows that tight packing of the P-loop is a key feature of tight binding inhibitors. Ideally comparison with an inhibitor-bound CDK4 structure is needed to determine whether P-loop disordering is one of the factors that gives rise to the differing activities of the CDK4- and CDK6-Cdc37 complexes in the HTRF assay.

Comparison with the CDK6-Vcyclin-PD0332991 structure suggested that compound selectivity between CDK6 and CDK2 could be provided by substitution of Lys89 (in CDK2) with Thr107 in CDK6/4 resulting in the loss of potential steric hindrance with the inhibitor piperazine groups. Better alignment of the compound with the hinge and improved hydrogen bonding would then result. It is also possible that the nitrogen atoms in the piperazine group could form additional hydrogen bonds to the sidechain of Thr107 further stabilising this position. Other studies, however, have suggested that the altered flexibility of the hinge region, due to sequence differences, is what gives rise to the difference in selectivity between CDK4 and CDK2 (Honma et al., 2001; Lu and Schulze-Gahmen, 2006). While writing this manuscript a paper was published describing the interactions of these three inhibitors determined structurally in the binding pocket of CDK6 (Chen et al., 2016). They also noted the substitution of Lys89 in CDK2 with Thr107 as key to providing the specificity of these compounds towards CDK4/6 however they also noticed stabilising hydrogen bonds to the sidechain of His100 on CDK6, which are not possible to Phe82 of CDK2. Direct comparison with CDK4 is difficult as there are no structures of CDK4 in the active conformation. There are only two sequence differences between CDK4 and CDK6 in the ATP binding site. The substitution of Val14 on the P-loop of CDK4 for Glu21 in CDK6, although not directly involved in inhibitor interactions, may have a larger effect on the overall packing and flexibility of this loop.

It was less clear as to what gave rise to the significantly weaker ability of Lee011 to disrupt CDK-Cdc37 complexes, as its binding appears highly comparable to PD0332991. The tighter packing of Lee011 to the back of the pocket may reduce its interaction with the P-loop and so reduce its potential to stabilise. Misalignment of Lys33 with Glu51 was only observed in the CDK2-Lee011 structure and suggests Lee011 binding may
destabilise the N-lobe fold. A thermal melt assay would determine if these compounds varied in their abilities to stabilise CDK4 and CDK6. A reduction in stability would suggest Cdc37 would be better able to bind, due to the observed propensity for Cdc37 to interact with less stable proteins (Keramisanou et al., 2016). Determination of the $K_d$ values of the inhibitors with the monomeric CDKs, for example using SPR, would determine if the observed weakened interaction, compared to the published IC$_{50}$ values, is simply due to a difference in affinity to the monomeric state. However, the reduced solubility of Lee011 may preclude straightforward analysis.

It would be interesting to see if this difference in ability to destabilise the CDK-Cdc37 complexes by these inhibitors could be observed in vivo or even in the clinic. The HTRF results suggest that LY2835219 and PD0332991 would be more effective at downregulating CDK4/6 than Lee011 due to better inhibition of the Hsp90 pathway leading to higher levels of degradation. However, in contrast to BRaf inhibitors (Polier et al., 2013), PD0332991 has been shown to stabilise CDK4-cyclin D complexes against degradation (Paternot et al., 2014).
Chapter 7. Conclusions and future directions

The transition of cells through the early G1 stage of the cell cycle is co-ordinated by CDK4 and CDK6 following mitogen-dependent expression of D-type cyclins. This process is tightly controlled as irregular CDK activity results in abnormal cell cycle control and is a significant indicator of poor cancer prognosis. Hsp90 and the kinase specific co-chaperone Cdc37 form stable complexes with both CDK4 and CDK6 in vivo; however, the mechanism of client regulation and subsequent CDK4(6)-cyclin D complex formation is not fully understood. A range of biophysical and biochemical techniques have been used to investigate the mechanism of CDK4(6)-cyclin D complex formation and regulation via the Hsp90 chaperone system by both the D-type cyclins and CKIs.

In cells, the CDKs are predominantly distributed into either chaperone complexes with Hsp90, active cyclin-bound complexes or inhibited CKI-bound complexes (Stepanova et al., 1996). The CDK distribution will depend on the relative concentrations and affinities of each CDK binding partner. The affinities of multiple CDK clients have therefore been determined using re-constituted in vitro assays and their abilities to displace Cdc37 compared. Firstly, CDK4 and CDK6 were shown to differ considerably in their affinity for Cdc37 and Hsp90 with $K_{d\text{-app}}$ values determined as $92 +/- 29$ nM and $>500$ nM for CDK4 and CDK6 respectively. This difference, first observed in vivo, has been suggested to reflect the inherent stability of the client kinase fold (Taipale et al., 2012) with clients undergoing repeated rounds of capture and release of the chaperone system until an appropriate stabilising binding partner is found (Krukenberg et al., 2011). The higher affinity of CDK4 may simply reflect the difference in protein stability between CDK4 and CDK6 or it may show tighter regulation of CDK4 by Hsp90 is required to prevent unwanted interactions within cells, suggesting a predominance of CDK4 activity in driving the G1 phase of the cell cycle.

The D-type cyclins displayed a wide range of abilities to redistribute the CDKs from Cdc37 and appeared to differ considerably in their affinities for CDK4 and CDK6. CDK6 complexes containing the viral cyclins or cyclin D3 formed more stable complexes against Cdc37 than those containing CDK4. The ability of the viral cyclins to disrupt the CDK6-Cdc37 complex correlated with the <10 nM affinity measured for the direct interaction. Cyclin D3 also bound tightly to CDK6, forming a stable complex against
Cdc37, while cyclin D1 binding was insufficient to prevent redistribution. In contrast CDK4, the stronger Cdc37-Hsp90 client, readily redistributed to a Cdc37 complex from all D-type cyclins. These results show that the D-type cyclin isoforms can distinguish between CDK4 and CDK6 when bound to Cdc37-Hsp90. As both CDK6 and cyclin D3 are required for lymphocyte development this difference in affinity may reflect an interaction which would allow preferential tissue specific fine tuning of CDK6 complex formation over CDK4 in these cells. Cyclin D2 has not be investigated in this thesis as it does not express in a soluble form, however, it would be interesting to see if it also showed a CDK preference.

The inability of any of the D-type cyclins to displace CDK4 from Cdc37 led to the investigation of p21CIP1 and p27KIP1 as potential assembly factors to assist D-type cyclin displacement of CDK4. Previous evidence for an assembly role function comes from studies on mouse embryonic fibroblasts (MEFs) which are far less efficient at assembling CDK4/6-cyclin D complexes in vivo when p21CIP1 and p27KIP1 are knocked down (Cheng et al., 1999) and from isolated ternary CDK4-cyclin D-p27KIP1 complexes which retain kinase activity (Blain et al., 1997). The in vitro HTRF experiments carried out here showed that the CIP/KIP family were inefficient at displacing both CDK4 and CDK6 from Cdc37 alone whilst in the presence of either cyclin D1 or cyclin D3 they formed stable ternary complexes that were highly resistant to Cdc37. From these results, it can be inferred that the reverse mechanism of this equilibrium process, whereby the presence of p21CIP1 or p27KIP1 would assist the D-type cyclins to partition the CDKs away from the Cdc37-Hsp90 complex, must also be true. With the assistance of either p21CIP1 or p27KIP1 the D-type cyclins would be able to rapidly extract the CDKs from the Hsp90 complex, speeding up the entry into the cell-cycle upon D-type cyclin expression and when the cellular concentrations of p21CIP1 and p27KIP1 are still high.

The ability of p27KIP1 to stabilise against Cdc37 displacement was explored using further truncated constructs and phosphomimetic point mutants at residues Tyr88 and Tyr89. Both of these point mutants and the p271-79 truncate, all of which removes the 3_10 helix from the active site, were still able to stabilise the CDK-cyclin complexes against Cdc37. This result is functionally significant as the displacement of the 3_10 helix from the ATP binding pocket of CDK4/6 is required for CDK activity (James et al., 2008). CDK4/6-cyclin D bound to p27KIP1 phosphorylated on Tyr88 or Tyr89 would still be stable against
redistribution to Cdc37 while remaining active, supporting the idea of an assembly role for p27KIP1 and not just as an inhibitory mechanism.

Further truncation of a β-sheet on p27KIP1, which packs against β2 of the CDK N-terminal lobe, showed a marked reduction in ability to stabilise CDK-cyclin complexes against Cdc37. This loss of stabilisation is likely a result of a severe reduction in affinity for the CDKs by the removal of this β-sheet. The direct affinity of the CIP/KIP constructs, however, were not determined by either HTRF or SPR and are the work of ongoing experiments. These experiments would confirm if the loss of this region has a detrimental effect on affinity as suggested. To establish if p21CIP1 and p27KIP1 are acting in an assembly role in this system, not as an inhibitory mechanism, the activity of Tyr88/Tyr89 phosphorylated ternary complexes extracted from Cdc37-Hsp90 would need to be established. The ADP-Glo assay, which measures ATP turnover and therefore kinase activity, could be used to determine this activity in future analysis.

The INKs proved to be highly potent CDK binding partners, by HTRF and SPR experiments, as might be expected for inhibitors that preferentially bind to CDK4 and CDK6 to halt the cell cycle. The INKs were measured by SPR to have sub-nanomolar affinity for the CDKs, predominantly a result of their very slow off rates, although experiments are currently being repeated to more accurately determine the strength of this interaction. The high affinity of the INKs to the CDKs was reflected in the HTRF competition assay, shown by the ready displacement of Cdc37, and predicts that INK expression in cells would result in the rapid redistribution of the CDKs from Cdc37-Hsp90-bound complexes to inhibited INK-bound complexes.

The introduction of a subset of cancer associated p16 point mutants resulted in a considerable reduction in their direct affinity to the CDKs, as determined by SPR, from sub-nanomolar to over 100 nM although the Met53 point mutants showed a marked difference in their affinities for CDK4 and CDK6. This difference would suggest a possible alternative binding mode of these mutants with CDK4 and CDK6, however, crystallisation trials of these mutants to explore this observation are still ongoing. The ability of the p16\textsuperscript{MS31} mutant to distinguish between CDK4 and CDK6 highlights the CDK-specific dependency of the Melanocyte cell lines affected in these cancers. This mutation
in CDK6 dependent cell lines would not show the same loss of inhibition and cancer progression.

This loss in potency of the p16\textsuperscript{D84N} mutant was ascribed to a loss of a key hydrogen bond to Arg24/Arg31 of CDK4/CDK6 respectively. However, low expression levels of p16\textsuperscript{D108N} would suggest that this mutant is unstable causing a reduction in affinity due to a loss in protein concentration from aggregation. A thermal melt assay confirmed a large decrease in thermal stability of 11.2 °C for p16\textsuperscript{D108N} compared to wildtype p16. Aggregation of unstable mutants in cells would lead to the reduced ability to inhibit CDK4/6 observed in the derived cancers from an effective drop in inhibitor concentration. The reduced potency of some of these point mutants with the CDKs correlated with their abilities to disrupt the CDK-Cdc37 complex. Together these results show that p16\textsuperscript{D84N} and p16\textsuperscript{D108N} would be less able to redistribute CDK6 from Cdc37-Hsp90 into inhibitory complexes than the wild-type protein, while all four mutants investigated would be less able to redistribute CDK4. This reduced ability \textit{in vivo} would result in the loss of CDK inhibition and continued cancer proliferation.

Finally, the mechanism of CDK-Cdc37 disruption by three CDK4/6 selective ATP-competitive inhibitors currently in clinical trials was reconstituted \textit{in vitro}. It has previously been reported that the chaperone cycle can be blocked by ATP-competitive kinase inhibitors (Polier \textit{et al.}, 2013) resulting in ubiquitin mediated proteasomeal degradation of the client kinase (Butler \textit{et al.}, 2015), potentially providing a secondary mechanism for kinase inhibitory activity (Polier \textit{et al.}, 2013). All three inhibitors disrupted the interaction with Cdc37, although with a range of abilities, with LY2835219 and PD0332991 being more potent than Lee011. Crystallographic studies of these inhibitors, using CDK2-cylin A as a surrogate, suggested that the difference in ability to disrupt the CDK6-Cdc37 complex is reflective of the extent of interactions made with the ATP binding pocket. The difference in ability to displace Cdc37 could be seen in clinical potencies as the more potent disruptors should result in higher levels of kinase degradation through the ubiquitin proteasome pathway and therefore would have a greater therapeutic benefit. However, current clinical trials have not been compared to investigate this difference.
Taken together the *in vitro* experiments performed in this thesis provide a quantitative assessment of the molecular interactions involved in CDK regulation and handoff by the Hsp90 chaperone system. The results support a model whereby inactive CDK clients are protected by the Hsp90 complex until an appropriate binding partner is found. In this model CDK6 would be readily handed over to cyclin D3 or the viral cyclins from the Hsp90 complex whereas the comparatively weaker CDK4-cyclin D1, CDK4-cyclin D3 and CDK6-cyclin D1 complexes would require either a higher cyclin concentration or the presence of an assembly factor, such as p27KIP1, for formation. The range of cyclin affinities towards the two CDKs, the potential role of p21CIP1 and p27KIP1 as assembly factors to assist complex formation and the high affinity of the INKs provide multiple opportunities for Cdc37-Hsp90 to fine-tune the activities of CDK4 and CDK6. Additional CDK binding partners, not investigated in this study, or phosphorylation of the CDKs or Cdc37-Hsp90 may provide further opportunities to tailor the release of the CDKs for specific roles in regulating G1 phase activity.

Further development of the HTRF assay is still required to allow the assessment of CDK handoff from the full Hsp90 containing complex as this interaction proved to be poorly reproducible. Better understanding and monitoring of the posttranslational modifications that regulate this interaction may help to achieve this. A key unmet aim of the project was to determine the structure of CDK6-cyclin D. While a potential crystal hit was observed, of CDK6-cyclin D3 with PD0332991, insufficient time remained to optimise around these conditions to see if the crystal could be repeated or improved upon. To improve the chances of crystallisation the truncated CDK6 and cyclin D construct transfections need to be repeated to remove the predicted disordered regions that may be preventing packing and crystal formation. This technique has proven successful for several published CDK6 containing structures. Point mutations could also be made to make CDK6 or cyclin D more like other previously crystallised CDKs and cyclins in the hope of making them more crystallisable. In addition, CAK phosphorylation of CDK6 on Thr177, thought by mass spectrometry to be non-phosphorylated, could further order the protein structure by bringing order to the activation segment. Similarly, the use of a peptide substrate mimic may help to order the peptide binding site. Given more time a combination of these techniques, along with those already attempted, would allow structural determination of CDK6-cyclin D.
Appendix A.

A.1 Additional techniques

A.1.1 Polymerase chain reaction
PCR reactions contained 1x Phusion buffer, 200 µM dNTPs, 0.5 µM forward primer and 0.5 µM reverse primer, 100 ng template DNA, 3% DMSO, 1U Phusion Hot Start DNA Polymerase. The PCR reaction was heating to 98°C for 30 seconds then consisted of 30 cycles of 98°C for 10sec, 50°C for 30sec and 72°C for 30sec. The final extension was carried out at 72°C for 10 minutes then the reaction held at 4°C. PCR products were cleaned using Qiagen QIAquick PCR purification kit and DNA concentrations were measured using the Nanodrop.

A.1.2 Transformations
50µl competent cells stored at -80°C were thawed slowly on ice and then 2µl of DNA was added, mixed by gentle tapping, and then left on ice for 15 minutes. Heat-shock cells at 42°C for 1 minute and then return to ice. Add 400µl SOC media, (or LB), to cells and incubate at 37°C, with shaking, for 1 hour. Cells then spread on Ampicillin (50µg/ml) agar plates and incubated at 37°C overnight.

A.1.3 Agarose gels
0.4g of Ultrapure agarose was dissolved in 40ml of TAE by heating then 0.4µl of SYBR Safe (Invitrogen) was added once cooled. 5µl of 1kb ladder or 10µl of PCR product was mixed with 2µl of loading dye and loaded onto the gel and run at 100V for 40 minutes.

A.1.4 Sequencing
Plasmids were extracted for sequencing using a Qiagen QIA prep spin Miniprep kit following manufacturer’s instructions from the pellets of 10ml cultures grown in Ampicillin (50µg/ml) containing LB media at 37°C overnight. Pellets were harvested by centrifugation at 1610 g for 10 mins. Sequencing was performed by Eurofins and the results analysed using the ExPASy translate tool and Clustal Omega.
A.1.5 SDS-PAGE

Expedeon precast gels were run using SDS run buffer and stained with instant blue. 2µl of lysate or unbound fraction was added to 10µl of loading dye or 10µl of purified protein was added to 3µl of loading buffer and boiled at 95°C for 5 minutes. 5µl of PageRuler pre-stained protein ladder (Thermo Scientific) or 12µl of each sample were loaded onto the gel and run at 180V for 60 minutes. Proteins were visualised by InstantBlue staining.

A.1.6 Determining protein concentration

Protein concentrations were determined using a NanoDrop2000 UV-Vis Spectrophotometer (Thermo Scientific).

A.2 Primers

<table>
<thead>
<tr>
<th>Primer name</th>
<th>Forward primer</th>
<th>Reverse primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>N-Avi 16</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTATAATCGGGGAGATGCGCTCG</td>
</tr>
<tr>
<td>N-Avi 19</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>N-Avi-Cdc371-348</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>C-Avi-Cdc371-348</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>N-Avi-Cdc3730-348</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>C-Avi-Cdc3730-348</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>N-Avi-Cdc371-378</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>C-Avi-Cdc371-378</td>
<td>AGGAGATATACCATGGAACCGGCAGCGGGTC</td>
<td>GTTAGCAGCCACTAGTTACAGCGGCAGGGGCCCATGT</td>
</tr>
<tr>
<td>Construct</td>
<td>Forward primer</td>
<td>Reverse primer</td>
</tr>
<tr>
<td>----------------</td>
<td>----------------------------------</td>
<td>----------------------------------</td>
</tr>
<tr>
<td>N-Avi Cdc3730-378</td>
<td>AGGAGATATACCATGGCAGCTGGCG</td>
<td>GTTAGCAGCCACTAGTTACACACACTGAGCATCCTTCATCGGCA</td>
</tr>
<tr>
<td>N-Avi Cdc3730-378</td>
<td>GCATCAGGCCCAGGGGTGG</td>
<td></td>
</tr>
<tr>
<td>C-Avi Cdc37513E</td>
<td>AGGAGATATACCATGGGACAGCTGGCG</td>
<td>GTTAGCAGCCACTAGTTACACACACTGAGCATCCTTCATCGGCA</td>
</tr>
<tr>
<td>N-Avi Hsp90</td>
<td>AGGAGATATACCATGGGACAGCTGGCG</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 1-295</td>
<td>GCATCCAGGCCCAGGGGTGG</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 15-295</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 20-295</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 1-271</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 15-271</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 20-271</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 1-255</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
<tr>
<td>Cyclin D1 15-255</td>
<td>TCACCCGGGATCTCGAGATGGAACA</td>
<td></td>
</tr>
</tbody>
</table>

Table A-1 Primers for Avi-tagged constructs
### Table A-2 Primers for truncated CDK6 and D-type cyclins for MultiBac™ system

<table>
<thead>
<tr>
<th>Cyclin</th>
<th>Start-Stop</th>
<th>Forward Primer</th>
<th>Reverse Primer</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>20-255</td>
<td>TCACCCGGGATCTCGATGGCCAACCTCCTCAACGACCCGG</td>
<td>GCTTCGATCTGCTTCG</td>
</tr>
<tr>
<td>D3</td>
<td>1-292</td>
<td>ACCCGGGATCTCGAGATGGAGCTGCTGTGTTGCGAAG</td>
<td>GCATCAGCTGCTAGCTACAGGTGAAG</td>
</tr>
<tr>
<td>D3</td>
<td>20-292</td>
<td>TCACCCGGGATCTCGATGCGGCTGCTGGGGGACCAGCGT</td>
<td>GCATCAGCTGCTAGCTACAGGTGAAG</td>
</tr>
<tr>
<td>D3</td>
<td>1-260</td>
<td>ACCCGGGATCTCGAGATGGAGCTGCTGTGTTGCGAAG</td>
<td>GCATCAGCTGCTAGCTACAGGTGAAG</td>
</tr>
<tr>
<td>D3</td>
<td>20-260</td>
<td>TCACCCGGGATCTCGATGCGGCTGCTGGGGGACCAGCGT</td>
<td>GCATCAGCTGCTAGCTACAGGTGAAG</td>
</tr>
<tr>
<td>D3</td>
<td>1-255</td>
<td>ACCCGGGATCTCGAGATGGAGCTGCTGTGTTGCGAAG</td>
<td>GCATCAGCTGCTGCTACAGGTGAAG</td>
</tr>
<tr>
<td>D3</td>
<td>20-255</td>
<td>TCACCCGGGATCTCGATGCGGCTGCTGGGGGACCAGCGT</td>
<td>GCATCAGCTGCTGCTACAGGTGAAG</td>
</tr>
</tbody>
</table>

**A.2.1 Additional constructs**

cDNA of p15, p16, p18 and p19 were obtained from Dharmacon (GE) and codon optimised p16 were synthesised by Eurofins. P16 mutants were synthesised and cloned into pGEX6P1 by GeneScrit. Vcyclin and Kcyclin were synthesised by IDT (Integrated DNA Technologies).
### A.3 Table of protein constructs

<table>
<thead>
<tr>
<th>Uniprot name</th>
<th>Referred to as</th>
<th>Residue range</th>
<th>Molecular weight</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>CDK6</strong></td>
<td>CDK6</td>
<td>1-326</td>
<td>36 938</td>
</tr>
<tr>
<td></td>
<td>GSTCDK6</td>
<td></td>
<td>63 426</td>
</tr>
<tr>
<td><strong>CDK4</strong></td>
<td>CDK4</td>
<td>1-308</td>
<td>34 141</td>
</tr>
<tr>
<td></td>
<td>GSTCDK4</td>
<td></td>
<td>60 554</td>
</tr>
<tr>
<td><strong>CCND1</strong></td>
<td>cyclin D1</td>
<td>1-295</td>
<td>33 729</td>
</tr>
<tr>
<td><strong>CCND3</strong></td>
<td>cyclin D3</td>
<td>1-292</td>
<td>32 519</td>
</tr>
<tr>
<td><strong>CDK2</strong></td>
<td>CDK2</td>
<td>1-298</td>
<td>33 930</td>
</tr>
<tr>
<td><strong>CCNA2</strong></td>
<td>cyclin A2</td>
<td>173-432</td>
<td>29 833</td>
</tr>
<tr>
<td><strong>CDKN2B</strong></td>
<td>p15</td>
<td>1-138</td>
<td>14 722</td>
</tr>
<tr>
<td><strong>CDKN2A</strong></td>
<td>p16</td>
<td>1-156</td>
<td>16 533</td>
</tr>
<tr>
<td></td>
<td>N-Avi p16</td>
<td>1-176</td>
<td>18 771</td>
</tr>
<tr>
<td></td>
<td>p16&lt;sup&gt;MS3I&lt;/sup&gt;</td>
<td>1-156</td>
<td>16 515</td>
</tr>
<tr>
<td></td>
<td>p16&lt;sup&gt;MS3E&lt;/sup&gt;</td>
<td>1-156</td>
<td>16 531</td>
</tr>
<tr>
<td></td>
<td>N-Avi p16&lt;sup&gt;MS3E&lt;/sup&gt;</td>
<td>1-176</td>
<td>18 551</td>
</tr>
<tr>
<td></td>
<td>p16&lt;sup&gt;D84N&lt;/sup&gt;</td>
<td>1-156</td>
<td>16 532</td>
</tr>
<tr>
<td></td>
<td>p16&lt;sup&gt;D108N&lt;/sup&gt;</td>
<td>1-156</td>
<td>16 532</td>
</tr>
<tr>
<td><strong>CDKN2C</strong></td>
<td>p18</td>
<td>1-168</td>
<td>18 128</td>
</tr>
<tr>
<td><strong>CDKN2D</strong></td>
<td>p19</td>
<td>1-166</td>
<td>17 700</td>
</tr>
<tr>
<td></td>
<td>N-Avi p19</td>
<td>1-186</td>
<td>19 939</td>
</tr>
<tr>
<td></td>
<td>p19&lt;sup&gt;G19D&lt;/sup&gt;</td>
<td>1-166</td>
<td>17 758</td>
</tr>
<tr>
<td></td>
<td>N-Avi p19&lt;sup&gt;G19D&lt;/sup&gt;</td>
<td>1-186</td>
<td>19 778</td>
</tr>
<tr>
<td></td>
<td>p19&lt;sup&gt;MS0E&lt;/sup&gt;</td>
<td>1-166</td>
<td>17 698</td>
</tr>
<tr>
<td></td>
<td>N-Avi p19&lt;sup&gt;MS0E&lt;/sup&gt;</td>
<td>1-186</td>
<td>19 718</td>
</tr>
<tr>
<td>CDKN1B</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td></td>
<td>p27KIP1</td>
<td>1-198</td>
<td>22 073</td>
</tr>
<tr>
<td></td>
<td>p27M</td>
<td>1-106</td>
<td>12368</td>
</tr>
<tr>
<td></td>
<td>p27(^{Y88E})</td>
<td>1-106</td>
<td>12334</td>
</tr>
<tr>
<td></td>
<td>p27(^{Y88E/Y89E})</td>
<td>1-106</td>
<td>12301</td>
</tr>
<tr>
<td></td>
<td>p27S</td>
<td>23-106</td>
<td>9952</td>
</tr>
<tr>
<td></td>
<td>p27XS</td>
<td>34-106</td>
<td>8701</td>
</tr>
<tr>
<td></td>
<td>p27(_{1-79})</td>
<td>1-79</td>
<td>9354</td>
</tr>
<tr>
<td></td>
<td>p27(_{1-75})</td>
<td>1-75</td>
<td>8812</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CDKN1A</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>p21M</td>
<td>1-87</td>
<td>9800</td>
</tr>
<tr>
<td></td>
<td>p21S</td>
<td>9-87</td>
<td>7067</td>
</tr>
<tr>
<td></td>
<td>p21XS</td>
<td>23-87</td>
<td>8684</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>72     (Herpesvirus saimiri)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Vcyclin</td>
<td>1-254</td>
<td>28637</td>
</tr>
<tr>
<td></td>
<td>C-Avi Vcyclin</td>
<td></td>
<td>30657</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ORF72 (Kaposi’s sarcoma-associated herpesvirus)</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Kcyclin</td>
<td>1-257</td>
<td>28100</td>
</tr>
<tr>
<td></td>
<td>C-Avi Kcyclin</td>
<td></td>
<td>30120</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Uniprot name</th>
<th>Referred to as</th>
<th>Residue range</th>
<th>Molecular weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hsp90AB1</td>
<td>Hsp90</td>
<td>1-724</td>
<td>83264</td>
</tr>
<tr>
<td></td>
<td>N-Avi Hsp90</td>
<td>1-744</td>
<td>85502</td>
</tr>
<tr>
<td>Cdc37</td>
<td>Cdc37(_{1-348})</td>
<td>1-348</td>
<td>41432</td>
</tr>
<tr>
<td></td>
<td>Cdc37(_{30-348})</td>
<td>30-348</td>
<td>38070</td>
</tr>
<tr>
<td></td>
<td>His-Avi-1-348 (N)</td>
<td>1-348</td>
<td>43671</td>
</tr>
<tr>
<td></td>
<td>His-1-348-Avi (C)</td>
<td>1-348</td>
<td>43528</td>
</tr>
<tr>
<td></td>
<td>His-Avi-30-348 (N)</td>
<td>30-348</td>
<td>40510</td>
</tr>
<tr>
<td>Protein Construct</td>
<td>Start-Stop</td>
<td>Cdc37</td>
<td></td>
</tr>
<tr>
<td>-------------------</td>
<td>------------</td>
<td>-------</td>
<td></td>
</tr>
<tr>
<td>His-30-348-Avi (C)</td>
<td>30-348</td>
<td>40440</td>
<td></td>
</tr>
<tr>
<td>Cdc37</td>
<td>1-378</td>
<td>44668</td>
<td></td>
</tr>
<tr>
<td>Cdc37</td>
<td>30-378</td>
<td></td>
<td></td>
</tr>
<tr>
<td>His-Avi-1-FL (N)</td>
<td>1-378</td>
<td>46707</td>
<td></td>
</tr>
<tr>
<td>His-1-FL-Avi (C)</td>
<td>1-378</td>
<td>46565</td>
<td></td>
</tr>
<tr>
<td>His-Avi-30-FL (N)</td>
<td>30-378</td>
<td>43474</td>
<td></td>
</tr>
<tr>
<td>His-30-FL-Avi (C)</td>
<td>30-378</td>
<td>43404</td>
<td></td>
</tr>
<tr>
<td>Cdc37S13E</td>
<td>1-378</td>
<td>44510</td>
<td></td>
</tr>
<tr>
<td>N-Avi Cdc37S13E</td>
<td>1-378</td>
<td>46530</td>
<td></td>
</tr>
<tr>
<td>Cdc37Q247R</td>
<td>1-378</td>
<td>44496</td>
<td></td>
</tr>
<tr>
<td>N-Avi Cdc37Q247R</td>
<td>1-378</td>
<td>46516</td>
<td></td>
</tr>
</tbody>
</table>

**Table A-3 Protein constructs produced**

A table of all the protein constructs discussed in this thesis.

### A.4 Media and buffers

<table>
<thead>
<tr>
<th>Buffer</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>mHBS</td>
<td>10 mM HEPES pH7.5, 150 mM NaCl, 0.5 mM EDTA, 0.5 mM TCEP</td>
</tr>
<tr>
<td>mHBS2A</td>
<td>40mM HEPES pH 7.0, 200 mM NaCl, 1mM DTT</td>
</tr>
<tr>
<td>HTRF buffer A</td>
<td>50 mM HEPES pH 7.5, 100 mM NaCl, 1mM DTT, 0.1 mg/ml BSA</td>
</tr>
<tr>
<td>HTRF buffer B</td>
<td>50 mM HEPES pH 7.5, 100 mM NaCl, 0.1 mg/ml BSA</td>
</tr>
<tr>
<td>MST buffer</td>
<td>10 mM HEPES pH7.5, 150 mM NaCl, 0.5 mM EDTA, 0.5 mM TCEP, 0.05% Triton-X-100</td>
</tr>
<tr>
<td>SPR buffer</td>
<td>10 mM HEPES pH7.5, 150 mM NaCl, 3 mM EDTA, 0.05% Tween</td>
</tr>
<tr>
<td>Lysis buffer</td>
<td>10 mM HEPES pH7.5, 150 mM NaCl, 0.5 mM EDTA, 0.5 mM TCEP, 0.01 mg/mL DNase, 0.05 mg/mL RNase, 0.25 mg/mL</td>
</tr>
<tr>
<td></td>
<td>Lysozyme, 5 mM MgCl₂, 1 EDTA-free complete™ protease inhibitor tablet (Roche),</td>
</tr>
<tr>
<td>-------------------------</td>
<td>--------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Biotinylation buffer</td>
<td>0.5 M bicine pH 8.3, 100 mM ATP, 100 mM MgOAc and 500 μM d-biotin</td>
</tr>
<tr>
<td>LB</td>
<td>Prepared from premade powder; 25g per litre</td>
</tr>
<tr>
<td>2YT</td>
<td>1.6 % Trypton, 1% Yeast Extract, 0.5% NaCl</td>
</tr>
</tbody>
</table>

Table A-4 Table of media and buffer components

A.5 CDK2-cyclin A2 optimised crystallisation screen

All wells contain 0.1 M HEPES pH 7.0. KCl increases in 0.05 M increments from 0.6 M to 0.95 M down tray (A-H). (NH₄)₂SO₄ increases in 0.1 M increments from 0.8 M to 1.3 M across half the tray (1-6 and 7-12)
<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Water</td>
<td>500mM NaCl</td>
<td>150mM NaCl</td>
<td>150mM KCl</td>
<td>150mM NaHCl</td>
<td>150mM MgCl2</td>
<td>150mM NaH4SO4</td>
<td>2 mM CHAPS, 150 mM NaCl</td>
<td>150mM NaCl, 0.5M TMAO</td>
<td>150mM NaCl, 50mM Glu/Arg</td>
<td>150mM NaCl, 10% Glycerol</td>
<td>150mM NaCl, 200mM Sucrose</td>
</tr>
<tr>
<td>B</td>
<td>Bis-Tris pH 6.0</td>
<td>Bis-Tris pH 6.0, 500mM NaCl</td>
<td>Bis-Tris pH 6.0, 150mM KCl</td>
<td>Bis-Tris pH 6.0, 150mM NaHCl</td>
<td>Bis-Tris pH 6.0, 150mM MgCl2</td>
<td>Bis-Tris pH 6.0, 150mM NaH4SO4</td>
<td>Bis-Tris pH 6.0, 2 mM CHAPS, 150 mM NaCl</td>
<td>Bis-Tris pH 6.0, 150mM NaCl, 0.5M TMAO</td>
<td>Bis-Tris pH 6.0, 150mM NaCl, 10% Glycerol</td>
<td>Bis-Tris pH 6.0, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>Na Cacodylate pH 6.5, 500mM NaCl</td>
<td>Na Cacodylate pH 6.5, 150mM NaCl</td>
<td>Na Cacodylate pH 6.5, 150mM KCl</td>
<td>Na Cacodylate pH 6.5, 150mM NaHCl</td>
<td>Na Cacodylate pH 6.5, 150mM MgCl2</td>
<td>Na Cacodylate pH 6.5, 150mM NaH4SO4</td>
<td>Na Cacodylate pH 6.5, 2 mM CHAPS, 150 mM NaCl</td>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 0.5M TMAO</td>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 10% Glycerol</td>
<td>Na Cacodylate pH 6.5, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>MES pH 6.5</td>
<td>MES pH 6.5, 500mM NaCl</td>
<td>MES pH 6.5, 150mM NaCl</td>
<td>MES pH 6.5, 150mM KCl</td>
<td>MES pH 6.5, 150mM NaHCl</td>
<td>MES pH 6.5, 150mM MgCl2</td>
<td>MES pH 6.5, 2 mM CHAPS, 150 mM NaCl</td>
<td>MES pH 6.5, 150mM NaCl, 0.5M TMAO</td>
<td>MES pH 6.5, 150mM NaCl, 10% Glycerol</td>
<td>MES pH 6.5, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>Na Phosphate pH 7.0</td>
<td>Na Phosphate pH 7.0, 500mM NaCl</td>
<td>Na Phosphate pH 7.0, 150mM NaCl</td>
<td>Na Phosphate pH 7.0, 150mM KCl</td>
<td>Na Phosphate pH 7.0, 150mM NaHCl</td>
<td>Na Phosphate pH 7.0, 150mM MgCl2</td>
<td>Na Phosphate pH 7.0, 2 mM CHAPS, 150 mM NaCl</td>
<td>Na Phosphate pH 7.0, 150mM NaCl, 0.5M TMAO</td>
<td>Na Phosphate pH 7.0, 150mM NaCl, 10% Glycerol</td>
<td>Na Phosphate pH 7.0, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>MOPS pH 7.0</td>
<td>MOPS pH 7.0, 500mM NaCl</td>
<td>MOPS pH 7.0, 150mM NaCl</td>
<td>MOPS pH 7.0, 150mM KCl</td>
<td>MOPS pH 7.0, 150mM MgCl2</td>
<td>MOPS pH 7.0, 2 mM CHAPS, 150 mM NaCl</td>
<td>MOPS pH 7.0, 2 mM CHAPS, 150 mM NaCl</td>
<td>MOPS pH 7.0, 150mM NaCl, 0.5M TMAO</td>
<td>MOPS pH 7.0, 150mM NaCl, 10% Glycerol</td>
<td>MOPS pH 7.0, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G</td>
<td>HEPES pH 7.5</td>
<td>HEPES pH 7.5, 500mM NaCl</td>
<td>HEPES pH 7.5, 150mM NaCl</td>
<td>HEPES pH 7.5, 150mM KCl</td>
<td>HEPES pH 7.5, 150mM MgCl2</td>
<td>HEPES pH 7.5, 150mM NaH4SO4</td>
<td>HEPES pH 7.5, 2 mM CHAPS, 150 mM NaCl</td>
<td>HEPES pH 7.5, 150mM NaCl, 0.5M TMAO</td>
<td>HEPES pH 7.5, 150mM NaCl, 10% Glycerol</td>
<td>HEPES pH 7.5, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td>Tris pH 8.0</td>
<td>Tris pH 8.0, 500mM NaCl</td>
<td>Tris pH 8.0, 150mM NaCl</td>
<td>Tris pH 8.0, 150mM KCl</td>
<td>Tris pH 8.0, 150mM MgCl2</td>
<td>Tris pH 8.0, 150mM NaH4SO4</td>
<td>Tris pH 8.0, 2 mM CHAPS, 150 mM NaCl</td>
<td>Tris pH 8.0, 150mM NaCl, 0.5M TMAO</td>
<td>Tris pH 8.0, 150mM NaCl, 10% Glycerol</td>
<td>Tris pH 8.0, 150mM NaCl, 200mM Sucrose</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A-5 DSF buffer screen conditions
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