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Abstract 

The frequently studied lobula giant movement detector (LGMD) system of the 

locust responds most strongly to approaching objects. This thesis describes simu­

lations which were designed with the ultimate aim of constructing a comprehen­

sive model of the neural circuitry showing the effects of individual neurons on the 

overall responses of the system. 

The Rind and Bramwell neural network model of the LGMD was studied us­

ing new stimuli which revealed that the responses of the model are dependent on 

the shape of the stimulus. A modification of the model removes this dependence 

and allows the model to respond to more complex stimuli. 

Two models of a locust photoreceptor were developed with the aim of pro­

ducing a detailed model of a light-adapting photoreceptor which could be used to 

study the responses of the LGMD to natural scenes. The first model, an electri­

cal model of the cell membrane which describes the principal ionic conductances, 

was found to be overly complex for use in large scale simulations. However, the 

model was used to calculate from the photoreceptor's impulse response the aver­

age conductance change produced by individual photons. The second photorecep­

tor model, which is suitable for large scale simulations, uses two leaky integrators 

to mimic the effects of light adaptation on the photoreceptor's response. 

An electrical model of the lamina region of the optic lobe allowed the proposal 

that inhibition in the lamina is produced by electrical presynaptic inhibition to be 

studied, along with the possible effects of this inhibition on the visual input to 

the LGMD. The responses of the model correspond well with those measured 

from the LMCs of locusts and other insects, and their implications for the LGMD 

system are discussed. 
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Preface 

I began the research described in this thesis almost by accident. While I was an 

undergraduate in the Department of Electrical and Electronic Engineering here in 

Newcastle I developed a strong interest in robotics and asked my lecturer, Charles 

Allen, whether he had any PhD projects. He had none but, as I had written an 

essay for him focussing on techniques for collision avoidance in mobile robotics, 

he pointed me in the direction of the Department of Neurobiology where he was 

collaborating with an insect neurobiologist, Claire Rind, who was keen to develop 

a collision avoidance sensor based on the neural system she had been studying. 

At first this seemed to me to be a strange turn of events but after an informal 

meeting held in the coffee room of the Zoology Department I accepted the project. 

Thus began my introduction to the wonderful world of neurobiology, little did I 

know what I was letting myself in for! 

The results of four and a half years of work are presented here. Despite the 

original intention of developing a collision avoidance sensor for use on a mobile 

robot, I became fascinated by the insect visual system. As a result the focus of the 

project shifted to a more detailed study of the biology of the neural system which 

was to form the basis of the sensor, the lobula giant movement detector (LGMD) 

system of the locust. Taking as my starting point a neural network model of the 

LGMD system developed by Dr. Rind and my predecessor, David Bramwell, I 

have addressed questions about the processing of visual information by the early 

visual system and the effects of this processing on the detection of approaching ob­

jects by the LGMD system with the ultimate aim of developing a comprehensive 

model of the neurons which comprise the LGMD system and an understanding of 

their individual effects on the responses of the system as a whole. 

9 
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Chapter 1 

Introduction 

Since the beauty of the compound eye was revealed using the earliest microscopes 

in the 17th century, many scientists have been fascinated by the visual systems of 

insects. Today an extensive range of work is conducted, stretching from the study 

of genetics using the visual mutants of Drosophila through electrophysiological 

investigation of the properties of many visual neurons to the modelling and simu­

lation of visual circuits and functions. 

The focus of this thesis is the frequently studied lobula giant movement de­

tector (LGMD) system of the locust. The results of various simulations are pre­

sented, which were developed with the ultimate aim of constructing a compre­

hensive model of the neural circuitry showing the effects of individual neurons 

on the overall responses of the system. In order to set the scene this introduction 

presents: 

• the visual system of the locust, focussing on the photoreceptor cells of the 

compound eye, processing in the lamina region of the optic lobe and the 

responses of the lobula giant movement detector (LGMD) neuron. 

• the major techniques used to model neural systems, including single cell 

models, large neural networks and "neuromorphic engineering". 

• an overview of this thesis. 

12 
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1.1 The locust visual system 

The visual systems of many insects, including several species of locust (notably 

Locusta migratoria and Schistocerca gregaria), have been studied extensively and 

many similarities in anatomy and neuronal responses have been found. In this 

introduction, the early visual processing performed by the photoreceptor cells of 

the compound eyes and the large monopolar cells of the lamina is described along 

with a review of movement detection systems, which includes the lobula giant 

movement detector (LGMD) system of the locust. 

Where possible, data obtained from the locust is used: however, in some sec­

tions, especially those on phototransduction and the responses of large monopolar 

cells (LMCs), findings from other insects have been included. These findings are 

used with caution as significant differences may exist between species due to dif­

ferent evolutionary pressures. However, there are sufficient similarities between 

the visual systems of many arthropods to suggest that this pooling of information 

is appropriate. 

1.1.1 Anatomy 

Before discussing particular components of the locust visual system it is helpful to 

give a brief description of the basic anatomy. The locust visual system comprises 

two compound eyes, one located on each side of the head, with three neuropiles 

(the lamina, the medulla and the lobula) behind each eye. Known collectively as 

the optic lobe, these neuropiles process the visual information as it passes from the 

eye to the brain (the protocerebrum). Figure 1.1 shows the structure of the optic 

lobe behind one eye. (The locust also has three simple eyes, the ocelli, which are 

not considered in this thesis.) 

In Locusta each compound eye has an estimated 8500 ommatidia (Shaw 1978) 

packed into a hexagonal array measuring approximately 3mm by 2mm (Wilson, 

Garrard and McGinness 1978). The eyes use simple apposition optics where each 

ommatidium samples a discrete point in space (Nilsson 1989). The spatial reso­

lution (acuity) is determined by both the angular separation of the ommatidia and 

their receptive field (acceptance angle). The angular separation is not uniform: 
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Figure 1.1 : Structure of the locust optic lobe, showing the three synaptic regions. 
Width of figure corresponds to 1.25mm. CE, compound eye; La, lamina; Me, 
medulla; Lo, lobula. From Burtt and Catton (1964). 

there is an acute zone at the front of the eyes looking ahead of the animal (Hor­

ridge 1978) while in a region at the dorsal rim of the eyes the ommatidiallenses 

are maller and fused (Eggers and Gewecke 1993). Structural changes within the 

ommatidia (Tunstall and Horridge 1967, Horridge, Duniec and Marcelja 1981) 

increase the acceptance angle as the ambient light intensity falls (Wilson 1975). 

The increase in acceptance angle allows light from a wider area to be captured by 

the ommatidium, improving sensitivity at low light levels (Williams 1983). 

Within each ommatidium there are eight photoreceptor (retinula) cells which 

combine to form a fused rhabdom with their microvilli (Wilson et al. 1978). Six 

of the photoreceptors (R1-6, also known as short visual fibres (SVFs) because 

their synaptic terminals are in the lamina) contribute to the rhabdom along the 

full length of the ommatidium while the remaining two photoreceptors (R7-8, or 

long visual fibres (LVF ) which have synaptic terminals in the medulla), once 

thought to be econd order cells (Scholes 1965), contribute a small amount in 

the proximal third of the rhabdom. The rhabdom is the photosensitive structure 

within the ommatidium, with rhodopsin molecules embedded in the microvillar 
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membranes of the photoreceptors (Williams 1983) 

At the proximal end of an ommatidium the photoreceptor axons form into 

a bundle which passes through the basement membrane and projects to the first 

optic neuropile, the lamina (Meinertzhagen 1976). The neurons in the lamina 

are grouped into cartridges and there is a precise retinotopic mapping from the 

ommatidia to these cartridges which preserves the spatial information of the visual 

image. 

There are many anatomical similarities between the neurons identified in the 

locust lamina and those in other insects (Nowel and Shelton 1981, James and Os­

orio 1996, Strausfeld 1976, Shaw 1984). The terminals of the six SVFs are found 

in the cartridge: the axons of the LVFs pass through the lamina and project to the 

medulla. There are six monopolar cells, two of which, M 1 and M2, have thickened 

axons and dendrites confined within the cartridge. These correspond to the large 

monopolar cells (LMCs) found in Hies which receive extensive synaptic input 

from the six SVF terminals (Nicol and Meinertzhagen 1982). Twelve cell types 

have been observed in Hies (Strausfeld and Campos-Ortega 1977), including the 

monopolar cells, amacrine cells whose dendrites project across many cartridges 

and efferent cells from the medulla: it is reasonable to assume that similar cells 

are present in the locust. 

A number of glial cell processes are found around the cartridges which electri­

cally isolate neighbouring cartridges (Shaw 1984). In addition the locust lamina 

is isolated from the eye and the optic lobe by glial cells and trachea which fill the 

extracellular space, forming diffusion barriers (Shaw 1977, Shaw 1978). 

As with the lamina the second optic neuropile, the medulla, has a retinotopic 

arrangement of neuronal cartridges. However the visual information is reversed 

horizontally by the projections from the lamina which cross at the first optic chi­

asma. 

Little is known about the anatomy of the medulla cartridges in the locust. 

Estimates suggest that each cartridge contains at least 40 distinct cell types (Osorio 

1992) and a few of these cell types have been identified (O'Carroll, Osorio, James 

and Bush 1992, James and Osorio 1996). The anatomy of the Hy medulla has been 

studied in greater detail and many more cell types have been found and identified 

(Strausfeld 1976, Strausfeld 1989). 
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The third optic neuropile, the lobula, has a coarse retinotopic arrangement 

with the positions of the cartridges reverting to their original positions after the 

second optic chiasma. However, many of the neurons found in the lobula have 

dendritic trees which cover large areas of the neuropile and hence the visual field. 

These wide-field neurons can be identified reliably in different individuals from 

their anatomy. A variety of neurons of this type has been identified in the locust 

(Rind 1987, Rind 1990) including the lobula giant movement detector (LGMD) 

(O'Shea and Williams 1974), the neuron at the heart of this thesis. 

In addition to the flow of information down the optic lobe from the eye to 

the brain there are neurons which project in the opposite direction. All of the 

optic neuropiles receive inputs from the brain and the contralateral eye via efferent 

neurons with large axonal arborizations which cover large areas of the visual field 

(Gewecke and Hou 1993, Stern, Thompson, Zhou, Watson, Midgley, Gewecke 

and Bacon 1995). Other neurons project centrifugally between regions of the 

optic lobe (Strausfeld 1976, Shaw 1984). 

1.1.2 Locust photoreceptors 

The photoreceptors of the compound eye are the gateway through which the ani­

mal perceives the visual world. As such they play a crucial role in all subsequent 

processing. A large amount of work has concentrated on the photoreceptors of 

the locust and, when combined with the knowledge obtained from other insects, a 

detailed picture of the mechanisms underlying their responses emerges. 

Response properties 

Locust photoreceptors, and those of all insects, respond to light with predom­

inantly graded depolarisations of their membrane potential. Very low intensity 

light produces irregularly spaced depolarising bumps at a frequency which is pro­

portional to the intensity (Scholes 1965) and statistical analysis has shown that 

each bump is produced by a single photon (Lilly white 1977). The size and shape 

of the bumps vary due to fluctuations in the phototransduction process (transducer 

noise) which determines the threshold intensity at which a stimulus is seen (Lil­

lywhite and Laughlin 1979). When two or more bumps are produced together the 
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total response is nonlinear (French and Kuster 1985). 

As the light intensity increases the bumps merge to form a sustained depo­

larisation, the receptor potential (Scholes 1965) which rises with increasing light 

intensity. A sudden (step) increase in intensity causes the receptor potential to rise 

rapidly to an initial peak which decays slowly to a lower steady-state due to light 

adaptation (Tunstall and Horridge 1967). 

A brief, weak flash is often used to characterise the impulse response of pho­

toreceptors. In the locust the duration of the impulse response decreases with 

increasing background light intensity (Howard 1981, Payne and Howard 1981). 

Very bright flashes cause a prolonged depolarisation which can take more than 

an hour to decay (Tsukahara and Horridge 1977, Horridge and Tsukahara 1978). 

As this afterdepolarisation decays, the sustained receptor potential is replaced by 

bumps similar to those seen with dim light. 

The acceptance angle of the ommatidium determines the angular sensitivity 

of the photoreceptors. Responses to a point source of light are strongest on the 

optical axis and reduce gradually as the angle between the axis and the source 

increases. In the dark the acceptance angle is 2.50
, falling to 1.50 under strong 

light (Wilson 1975). 

Locust photoreceptors are most sensitive to blue-violet light and their response 

to green light varies between 15% and 100% of the blue-violet sensitivity, with 

females more sensitive to green than males (Bennett. Tunstall and Horridge 1967). 

This variation has been attributed to the presence of different proportions of two 

visual pigments in different cells, with the overall spectral sensitivity determined 

by the combination of the individual absorption characteristics of the pigments 

(Shaw 1968). 

Membrane mechanisms 

The responses of locust photoreceptors begin with the absorption of photons by 

molecules of rhodopsin embedded in the microvillar membranes (Williams 1983). 

This triggers the phototransduction cascade (see below) which opens a light­

activated sodium conductance in the cell membrane and the inward flow of sodium 

ions through this conductance depolarises the cell (Fulpius and Baumann 1969). 
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Removing the sodium from the extracellular fluid decreases the depolarisation 

(Payne 1982). 

The light-induced current is opposed by an outward flow of potassium ions 

flowing through voltage-dependent conductances (Weckstrom 1994), which was 

predicted from the nonlinear summation of bumps seen at low intensities (Pece 

and French 1992). Two types of potassium conductance have been identified, 

a fast transient current which activates briefly when the cell depolarises from 

the resting potential before inactivating, and a sustained conductance whose ac­

tivation increases with depolarisation, decreasing the membrane time constant 

(Weckstrom and Laughlin 1995). The transient conductance will be completely 

inactivated in a light-adapted photoreceptor but may act to oppose sudden large 

changes in intensity when the cell is dark-adapted. The characteristics of these 

conductances have not been studied comprehensively in locusts but similar con­

ductances in blowflies and Drosophila have been studied in greater detail (Weck­

strom, Hardie and Laughlin 1991, Hardie 1991 a). In particular the sustained 

potassium conductance is absent in blowfly LVFs which suggests that they form 

the input to a separate visual process with different frequency requirements (An­

derson and Hardie 1996). 

An interesting property of the sustained potassium conductance in a locust 

photoreceptor is the shift of its activation curve to higher (more depolarised) mem­

brane potentials during the night (Cuttle, Hevers. Laughlin and Hardie 1995). This 

changes the photoreceptor from a fast cell with a high frequency cutoff. common 

in fast-moving flies. to a slow cell with a low frequency cutoff. characteristic of 

slow moving nocturnal insects (Laughlin and Weckstrom 1993). The effect is du­

plicated by applying serotonin to the eye. a result also observed in Drosophila 

(Cuttle et al. 1995, Hevers and Hardie 1995), suggesting that a serotonergic neu­

ron. similar to the TAN3 cell of the blowfly (Nassel. Hagberg and Seyan 1983). 

may modulate the conductances of the eye according to the time of day. 

There may also be a voltage-dependent conductance within the membrane 

which produces fast depolarising transients when current is injected into the cell 

or a sudden increase in light intensity occurs (Weckstrom 1994). Similar conduc­

tances have been found in the photoreceptor terminals of the blowfly (Weckstrom. 

luusola and Laughlin 1992) where they enhance the release of transmitter on the 
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rising phase of a response (Juusola, Uusitalo and Weckstrom 1995) and a voltage­

dependent sodium conductance which exhibits this behaviour has been found in 

the photoreceptors of the drone honey bee (Coles and Schneider-Picard 1989) and 

may help the animal to pursue a mate (Vallet and Coles 1993). 

The metabolic state of the cell is probably maintained by a number of ionic 

pumps. In the blowfly a Na+ -K+ pump which swaps three intracellular sodium 

ions for two extracellular potassium ions has been identified (Jansonius 1990). 

Also in the blowfly a Na+ -Ca2+ pump has been identified which removes calcium 

from the cell in exchange for sodium ions (Hochstrate 1991). 

Phototransduction 

Although not studied extensively in the locust, much is known about the pho­

totransduction process from Drosophila, aided by a number of genetic mutants 

with various visual deficiencies. The underlying mechanism has been identified 

as the phosphoinositide cascade (Hardie and Minke 1995) but the final step which 

activates the light-activated membrane conductance, possibly via the production 

of an intracellular transmitter (Cone 1973), has not been determined. However, 

the importance of calcium to the process is beyond doubt, with extracellular cal­

cium needed to maintain the conductance during prolonged illumination (Hardie 

and Minke 1992) and intracellular calcium playing a role in light adaptation by 

inactivating light-activated channels (Hardie and Minke 1994). 

Several models for the phototransduction cascade have been proposed. Payne 

and Howard (1981) used a log-normal equation, 

(1.1) 

to describe the impulse responses of the cell (figure 1.2). For a flash of I pho­

tons/facet/s, both the time-to-peak of the response, t p, and the sensitivity to each 

photon in the flash, s, decrease as the light intensity increases while the width of 

the curve, represented by cr, remains approximately constant. The decreasing val­

ues of s and t p describe the effects of adaptation of the phototransduction cascade. 

A more recent model from Contzen and Nagy (1996) describes the light-
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Figure 1.2: Log-nonna! model of phototransduction fitted to impulse responses at 
three different background intensities. Parameters: response amplitude, VIlash; 
time-to-peak, tp; response width, G; flash intensity, Illash; background inten­
sity,lback. DA (dark-adapted): VIlash, 1.5mV; t p , 74ms; G, 0.31; Illash, 14 pho­
tons/facet; Ibach 0 photons/facet/so LA1: VIlash, 1.2mV; tp , 41ms; G, 0.27; Illash, 
42 photons/facet; Ibach 1.3 * 104 photons/facet/so LA2: VIlash, 2.3mV; t p , 23ms; 
G, 0.31; Illash, 420 photons/facet; Ibach 1.3 * loS photons/facet/so From Payne and 
Howard (1981). 
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induced current entering Limulus ventral photoreceptors using the equation 

dgL(t) B exp[-(t - o)/a] 1 
dt - a{1 +exp[-(t-o)/a]}2 - :rgL(t), 

(1.2) 

which includes a Fenni function for the rise in transmitter concentration and an 

exponential decay (figure 1.3). The Fermi function describes the enzyme reactions 

within the cell. 

0.0 O. J 0.2 OJ t (5) 

: ;. - S-3o . 60 : 600 

A 

o , 'J 
8.'2 

300 

-300 
8 1------:

5
:----

L ......... ,/ 
deactivation J

IIX 
(nA) 

.......................... 0 
activation I~ (RA) 

Figure 1.3: Fenni-exponential model of phototransduction. Activation is con­
trolled by the three Fenni function parameters: B, saturating amplitude; 0, activa­
tion half-time; a, activation time constant. The exponential deactivation function 
has one parameter: 't, deactivation time constant. From Contzen and Nagy (1996). 

Light adaptation 

The function of light adaptation is to match the working range of a photoreceptor 

to the mean light intensity allowing the cell to have a high sensitivity to con­

trast without saturating the response (Laughlin 1989). Thus responses to sudden 

changes in intensity produce a sharp rise in membrane potential which slowly de­

cays to a steady-state as the cell adapts and plots of the membrane potential versus 

intensity show a higher gain for the peak than the steady-state (Vishnevskaya, By­

zov and Cherkasov 1993). In the locust the contrast gain increases with increasing 

mean light intensity and is optimal at high light levels (Matic and Laughlin 1981). 

The frequency response of the cell also changes, with a higher comer frequency 
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for a light-adapted cell where photon noise is lower (Pinter 1972), and adapta­

tion confers essentially band-pass filter characteristics onto the cell (Juusola and 

Weckstrom 1993). 

Light adaptation results from a combination of several mechanisms. In addi­

tion to the physical changes in the structure of the ommatidia, the size of the re­

sponse produced by a single photon is reduced and this may be due to a decrease 

in the number of sodium channels opened or a shortening of the time for which the 

sodium channels are open (Tsukahara and Horridge 1977). These changes may be 

due to an increase in calcium concentration within the cell (Walz, Zimmermann 

and Seidl 1994). The effect of this adaptation can be seen in the light-induced 

current measured in Drosophila (Hardie 1991 b) and calculated for 1ipula (Laugh­

lin 1996). There are also adapting mechanisms within the cell membrane: the 

sustained potassium conductance activated by the increased membrane potential 

reduces the membrane resistance and shunts the light-induced current (Weckstrom 

et al. 1991), and an increase in the rate of pumping of the Na + -K+ exchange pump 

may act to repolarise the cell by pumping excess sodium out of the cell (Jansonius 

1990). 

1.1.3 Processing in the lamina 

A large amount of anatomical detail on the lamina cartridge is known for flies 

(Shaw 1984, Strausfeld 1989) but similar data is not available for the locust. Con­

sequently this description is based heavily on the findings from flies but given the 

similar responses of the LMCs of locusts and flies to white-noise stimuli (James 

and Osorio 1996, James 1992) it is reasonable to assume that the underlying pro­

cesses are also similar. 

The dominant cells in a cartridge in the lamina are the large monopolar cells 

(LMCs). In locust these have been identified as Ml and M2 (Nowel and Shelton 

1981, James and Osorio 1996) whereas in the flies the names Ll and L2 are used 

(Shaw 1984). The principle input to these cells comes from six SVFs and there 

are approximately 200 synapses from each SVF onto each LMC in the housefly 

(Nicol and Meinertzhagen 1982). In the locust, the SVFs all originate in one 

ommatidium. However, in flies, which have neural superposition eyes, the cell 
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bodies of the SVFs are found in the six neighbouring ommatidia and their axons 

converge in the lamina. Each cell views the same point in space, so the spatial 

information is preserved in the lamina. 

At very low light intensities LMCs respond to each photon received by the 

photoreceptors with discrete hyperpolarising bumps (Shaw 1968). LMC bumps 

have a significantly larger amplitude than photoreceptor bumps indicating that the 

gain of the photoreceptor-LMC synapse is high, which ensures a high signal-to­

noise ratio (Laughlin 1973). 

As the light intensity rises the bumps fuse and the responses of the LMCs be­

come transient, hyperpolarising in response to an increase in light intensity (ON) 

and depolarising in response to a decrease in intensity (OFF) (Laughlin and Hardie 

1978). The high gain of the synapse restricts the dynamic range of the cell to a 

smaller range of contrasts than the photoreceptors (Vishnevskaya et al. 1993). 

The hyperpolarising ON response is produced by an increase in chloride con­

ductance (Zettler and Straka 1987) produced by the graded release of the neuro­

transmitter histamine by the photoreceptor synapses (Hardie 1989): as the con­

ductance increases the flow of negative chloride ions into the cell increases. The 

mechanisms underlying the OFF response are not so clear: a decrease in the chlo­

ride conductance is found which produces the initial depolarisation but measure­

ments of the input resistance during the response suggest that other conductances 

may be activated (Laughlin and Osorio 1989). These may include potassium con­

ductances (Hardie and Weckstrom 1990) which would act to repolarise the cell 

and a fast depolarising transient (possibly a sodium conductance) to produce the 

spike seen on large OFF responses . 

The transient nature of these light-adapted responses is produced partly by lat­

eral inhibition, first identified by noting the narrower receptive fields of the LMCs 

compared to the photoreceptors (Zettler and Jarvilehto 1972), which reduces the 

photoreceptor input presynaptically (Laughlin and Osorio 1989). The inhibition 

might be due to specific neuronal connections from amacrine cells to the pho­

toreceptor terminals (Strausfeld and Campos-Ortega 1977, Shaw 1984) but the 

favoured theory involves electrical presynaptic inhibition by an extracellular field 

potential (Laughlin 1974, Shaw 1975) which depolarises in response to light and 

may reduce the effective membrane potential of the photoreceptor terminals and 
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hence the release of transmitter (Laughlin and Osorio 1989). 

Two models for the mechanisms underlying the depolarisation of the extra­

cellular field potential have been proposed. In the first model (figure 1.4) (Shaw 

1975), derived for the locust, current flowing down an illuminated photoreceptor 

Hows out of the synaptic terminal into the lamina extracellular space and is pre­

vented from flowing back into the eye by a high resistance extracellular barrier 

(section 1.1.1). Instead, this current flows laterally into the axons of the photore­

ceptors of neighbouring cartridges which are less strongly illuminated, completing 

the circuit by Howing out of the photoreceptor somas and back into the original 

ommatidium. 

In the second model (figure 1.5) (Zimmerman 1978), the principal cause of 

the field potential is the How of current from the LMC since the membrane resis­

tance of this cell is much lower, and hence the current How higher, than that of 

the photoreceptor terminal. Recent work on the blowfly suggests that the contri­

bution of the LMC current is dominant in this species (Kettunen, Laughlin and 

Weckstrom, personal communication) but recordings of the responses of the field 

potential in the locust show no transient components (Shaw 1968) which suggests 

that the photoreceptor currents play the greater role. 

Two aspects of the lamina anatomy are missing from both these models but im­

portant for lateral inhibition. The epithelial glial cells which surround the lamina 

cartridges form a resistance barrier for current flowing laterally between cartridges 

(Shaw 1984), and the extracellular space in each cartridge (Shaw 1977, Shaw 

1978) will act as a capacitance for the accumulation of ions and delay the devel­

opment of the field potential. Both of these properties are incorporated into the 

model described in section 6. 

Several theories have been proposed to explain the function of the LMCs in 

the visual system. A theory of predictive coding (Srinivasan, Laughlin and Dubs 

1982) suggests that redundant information, which may be constant over long pe­

riods of time, over a wide area of the visual field or both, is discarded by LMCs, 

allowing a higher gain to be used for the remaining information and enhancing 

the cell's information capacity by matching the response properties of the cell to 

the characteri stics of natural scenes (Laughlin 1981). Another theory proposes 

that the LMCs are tuned to maximise the flow of information (van Hateren 1992) 
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Figure 1.4: Shaw' model of current flow in the lamina. Current flowing down an 
illuminated photoreceptor enter the lamina through the synaptic terminal mem­
brane and i prevented from flowing back into the eye by the extracellular bar­
rier re i tance, R. In tead, the current flow laterally and returns via the axons of 
neighbouring photoreceptor, which depolarise lightly. G and G' indicate elec­
trical ground. From Shaw (1975). 
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Figure 1.5: Zimmerman's model of current flow in the lamina. The extracellular 
field potential, VERG, is produced by current flowing from both the photoreceptor 
terminal and the LMC. VPh. photoreceptor terminal membrane potential; VLMC, 

LMC membrane potential; Re, extracellular resistance; 5Re, resistance of extra­
cellular barriers; Ra, intracellular resistances; Rm, R~, membrane resistances; gNa, 
sodium conductance; ENa, sodium reversal potential; gK,g~, potassium conduc­
tances; EK,E~. potassium reversal potentials; Cm, membrane capacitances. The 
dashed (') parameters are for the photoreceptor. From Zimmerman (1978). 

and a recent study using natural time series suggests that the filtering of the visual 

information performed by the LMCs is optimal for coding natural images (van 

Hateren 1997). All these theories treat the LMCs as general filters of the visual 

input. In contrast, a theory from Srinivasan, Pinter and Osorio (1990) proposes 

that the LMCs are matched filters, optimised for detecting moving edges at high 

light levels and moving 'blobs' under low light levels. 

LMCs, like photoreceptors, are graded potential cells with passive mem­

branes. A model of a blowfly LMC suggests that the design, with a low resistance 

synaptic zone with long, high resistance axon and terminal is the most expen­

sive metabolically but the most effective at transmitting the graded responses (van 

Hateren and Laughlin 1990). Thus, LMCs must playa major role in the insect's 

visual system. 
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1.1.4 The lobula giant movement detector (LGMD) 

The lobula giant movement detector (LGMD) neuron of the locust has been stud­

ied for many years and its responses and function have been the subject of contro­

versy several times. 

The LGMD is a unique, identified, wide-field neuron and there is one LGMD 

in the lobula neuropile behind each eye. The anatomy of the LGMD is shown 

in figure 1.6. It has three dendritic subfields, a large dendritic fan which extends 

across the full width of the lobula and two smaller subfields protruding from the 

base of the fan (O'Shea and Williams 1974). Its axon projects to the brain where 

synapses are made with the descending contralateral movement detector (DCMD) 

neuron (O'Shea, Rowell and Williams 1974). In turn the axon of the DCMD 

projects down the contralateral nerve cord to form synapses with intemeurons and 

motoneurons in the thoracic ganglia (Burrows and Rowell 1973, Simmons 1980). 

Figure 1.6: Anatomy of the lobula giant movement detector (LGMD) neuron. 
There are three dendritic subfields, a large dendritic fan (A) and two smaller sub­
fields (B and C). From O'Shea and Williams (1974). 

Initially the DCMD was studied owing to the ease with which recordings could 

be made with extracellular electrodes from the nerve cord, where spikes from 
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the DCMD are easily identified due to their large amplitude (Rowell 1971). A 

later study using intracellular recordings established a one-to-one correspondence 

between spikes in the DCMD and the LGMD (O'Shea et al. 1974), which led to 

the proposal that the synapse between the two cells was electrical (O'Shea and 

Rowell 1975b). This was disproved by a detailed examination of the properties 

of the synapse which revealed a short transmission delay and a slight gain, both 

of which are characteristics of a chemical synapse (Rind 1984). The one-to-one 

correspondence between spikes in these neurons, which persists up to frequencies 

of 400Hz (Rind 1984), allows the responses of the LGMD to be inferred from 

those of the DCMD. 

An early experiment revealed responses in the nerve cord, probably from the 

DCMD, to increases and decreases of light intensity (ON and OFF) and to move­

ment of illuminated objects (Burtt and Catton 1952). Subsequent experiments 

using striped stimuli caused a controversy by hinting that the acuity of the visual 

system was significantly better than expected from the optics of the eye, but these 

results were later attributed to artifacts in the stimuli (Horridge 1975). 

Experiments where small stimuli moved horizontally or vertically produced a 

short burst of spikes in the LGMD/DCMD. This response habituated if the move­

ment was repeated and showed that the receptive fields of the cells covered the 

whole field-of-view of the eye. The idea that the neurons were tuned to detect 

novel movements of small objects was proposed but, despite the suggestion that 

they may play a role in initiating escape behaviour via the thoracic ganglia, the 

value to the animal of this non-directional movement detection was questioned 

(Rowell 1971). 

Notwithstanding the lack of a functional reference, a detailed study was under­

taken to determine the neuronal circuit underlying this response. The responses 

to changes in the intensity of a small light source were attributed to the proper­

ties of the photoreceptor cells (Rowell and 0' Shea I 976b ) but a lateral inhibitory 

network was proposed as the mechanism responsible for the dependence of these 

responses on the intensity of the surrounding area (Rowell and O'Shea 1976a). 

Input to the dendritic fan was found to be from transient ON/OFF cells and these 

cells or their synapses were predicted to be the site of LGMD habituation (Rowell 

and O'Shea 1976a). Finally, experiments were conducted with stimuli comprising 
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small objects and large-field moving stripes, and these showed that the response to 

a small object was reduced by movement of a stripe pattern behind the object and 

large stimuli produced inhibitory responses (Rowell, O'Shea and Williams 1977). 

Taken as a whole, these findings led to the proposal of the model shown in 

figure 1.7 for the input circuit of the LGMD. In this circuit lateral inhibition be­

tween the inputs to the dendritic fan, believed to involve amacrine cells in the 

medulla region of the optic lobe (Rowell et al. 1977), prevents habituation dur­

ing movement of the whole visual field (O'Shea and Rowell 1975a, Pinter 1979). 

Feed-forward inhibition from separate populations of ON- and OFF-sensitive cells 

projecting onto the smaller dendritic subfields suppresses responses to large stim­

uli and changes of the whole visual image generated by movements of the animal 

(Zaretsky and Rowell 1979). Neurons thought to be responsible for the OFF feed­

forward connection were identified anatomically in the medulla and the connec­

tion was broken by lesioning the dorsal uncrossed bundle ofaxons which projects 

from the medulla to the lobula (Rowell et al. 1977). Neurons with properties 

matching the other proposed cell types have since been found in the medulla (Os­

orio 1987, Osorio 1991, O'Carroll et al. 1992, James and Osorio 1996), although 

recent findings using electronmicroscopy have revealed a novel synaptic arrange­

ment around the dendrites of the LGMD which may mediate lateral inhibition 

directly (Rind, personal communication). 

Recordings of the responses of the LGMD to objects moving towards or away 

from the animal showed an increasing spike rate for an approaching object but 

only a brief burst of spikes for a receding object, and it was suggested that the 

neuron is in fact tuned to detect approaching objects, a more relevant stimulus for 

triggering escape behaviour (Schlotterer 1977). Although this idea was not ac­

cepted initially (Pinter, Olberg and Abrams 1982) it has now been verified (Rind 

and Simmons 1992). In addition, the spike rate has been found to be well cor­

related with the angular acceleration of the edges of the objects. An increase in 

the object edge length and an increase in edge velocity are necessary for the cell 

to distinguish an approaching object from a receding object (Simmons and Rind 

1992). The neuron is tightly tuned to objects approaching the animal on a col­

lision course (Judge and Rind 1997): objects moving on a path which deviates 

from the direct collision trajectory by only a few degrees produce a much weaker 
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Medulla Lobula 

Figure 1.7: Model of the input circuit to the lobula giant movement detector 
(LGMD) neuron. Refer to text for details. LIN. lateral inhibitory network; DUB. 
dorsal uncrossed bundle; A. B and C denote the dendritic subfields shown in fig­
ure 1.6. Filled circles. excitatory synapses; open triangles. inhibitory synapses; 
thick solid lines. ON/OFF cells; thick dashed lines. ON units; thin solid lines. 
OFF units. From Rowell et al. (1977). 

response. 

The responses to approaching objects occur due to an exponential build-up 

of excitation in the dendritic fan whereas the responses to receding objects show 

brief excitation followed by prolonged inhibition. likely to be due to feed-forward 

inhibition (Rind 1996). A neural network model. described in detail in chapter 3. 

produces responses which match the spike rate of the LGMD and demonstrates 

the contributions of excitation and inhibition (Rind and Bramwell 1996). 

A recent study suggests that the spike rate peaks before the object reaches the 

eye (Hatsopoulos. Gabbiani and Laurent 1995) which contradicts earlier findings 

which show the response continuing to rise until after the collision would have 

occurred (Rind and Simmons 1992. Rind 1996). Although the difference was 
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attributed to the stimulus system used (Rind and Simmons 1997), a repeat of the 

experiments with new equipment has produced similar results to the initial study 

(Krapp, Gabbiani, Koch and Laurent 1998). The results of the latest study have 

been fitted with an equation that relates the response to the stimulus and predicts 

that during responses to objects approaching on a collision course, the LGMD 

spike rate peaks when the stimulus subtends a fixed angular size on the eye. At 

the time of writing, the reasons for this contradictory evidence have not been 

identified. 

1.2 Techniques for modelling neural systems 

Models are often used to explore the properties of neural systems which are diffi­

cult to reveal experimentally. There are many ways of building models of neural 

systems, ranging from very detailed models of single neurons to large scale net­

works with simple neurons and the "neuromorphic engineering" approach, and it 

is helpful to review a few of them here, allowing the models described later in this 

thesis to be put into context. 

One of the most frequently used models in neuroscience is the Hodgkin­

Huxley model of active membrane (Hodgkin and Huxley 1952). From a voltage­

clamp study of action potentials in the squid giant axon an electrical model of 

the membrane and a mathematical description of the voltage- and time-dependent 

properties of the active sodium and potassium conductances was proposed and 

forms the basis of much of the modelling carried out today. In this thesis, the 

model in chapter 5.1 owes much to this pioneering work. 

An extension of the Hodgkin-Huxley model is the compartmental model often 

used to describe the electrical structure of neurons with complex dendritic trees 

(Segev, Aeshman and Burke 1989). The neuron is divided into small sections 

(compartments) where the membrane potential in each part can be considered 

uniform and a set of simultaneous differential equations derived, one for the po­

tential in each compartment. In order to simulate the behaviour of the neuron this 

set of equations must be evaluated numerically, a task which requires consider­

able computing power and has only recently become feasible. This technique has 

been applied in studies of pyramidal cells of the cortex and Purkinje cells of the 
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cerebellum (de Schutter 1994). 

Cable theory can also be applied to the study of complex dendritic trees but 

it is limited to passive systems (Jack 1979, Rall 1989). As with compartmental 

modelling the neuron is divided, but here the properties of each section are mod­

elled with a passive low-pass filter circuit. These sections can then be combined 

analytically to find the membrane potential at any point within the tree. Cable the­

ory has been used to study passive models of fly photoreceptors and LMCs (van 

Hateren 1986a, van Hateren and Laughlin 1990). 

A major decision when developing a model of a neural system is the level 

of complexity to include (Rall 1995), and as the number of neurons in a model 

increases, their complexity typically decreases. A common approximation is the 

integrate-and-fire neuron which emulates the behaviour of a spiking cell without 

the computational burden of the Hodgkin-Huxley equations for the ion channels. 

A leaky integrator (see section 2.1.3) filters the inputs to the cell passively and if 

the filtered input exceeds a set threshold a spike is produced. In order to model 

the refractory period of the cell after the spike, either the integrator is reset or the 

threshold is increased. decaying slowly back to the previous value. 

The use of simple model neurons in large networks reduces the computational 

complexity of the network but might omit subtle effects created by the actual 

processing performed by each neuron in the biological system. On the other hand 

complex models of single cells which describe the properties of ion channels, 

dendritic trees. etc. may provide an understanding of the processing capabilities 

of the cell but are often too large and complex to include in simulations involving 

more than only a very small number of neurons. 

Several computer programs have been written to aid the development of com­

plex neural models (Murre 1995) including GENESIS (Bower and Beeman 1995). 

These provide the mathematical machinery necessary to run the simulations and 

provide templates for the different types of neuron models. One aim of these 

systems is to encourage scientists to use a common framework for their models, 

allowing data and results to be shared more easily (Wilson and Bower 1989). 

A radical new approach to modelling began in the late 1980s when the sim­

ilarity between the processing performed by neurons and the properties of ana­

logue electronic components was realised (Mead 1989). This led to the field of 



CHAPTERl. ThnRODUCTION 33 

research which became known as "neuromorphic engineering", a combination of 

modelling neural systems and developing useful electronic circuits where, instead 

of using only a few high speed, high precision digital components to process data, 

as in a modem computer, many low speed, low precision analogue components 

process the data in parallel, as in a neural system. From the point of view of 

modelling, these models operate in a similar way to a neural system (analogue 

voltages, continuous time) and may reveal fundamental issues about the dynam­

ics of real neurons that are obscured in computer simulations (Douglas, Mahowald 

and Mead 1995). 

A number of models of visual processing have been produced. An early suc­

cess of this approach was the silicon retina (Mahowald and Mead 1991). Using 

only a single integrated circuit the responses of the vertebrate retina were approx­

imated, including adaptation. A number of developments since this original work 

include models of an adapting photoreceptor (Delbriick and Mead 1994), the fly 

retina (photoreceptors and LMCs) (Liu in press) and directionally selective neu­

rons (Harrison and Koch in press). The LGMD model proposed by Hatsopoulos 

et al. (1995) has also been implemented (Indiveri in press). 

Neuromorphic models have also been developed for single neurons (Ma­

howald and Douglas 1991) which describe the behaviour of voltage-dependent 

ion channels. These will form the basis of an ambitious project nicknamed the 

"silicon cortex", an attempt to understand the complex dynamics of cortical infor­

mation processing (Douglas, personal communication). 

1.3 Overview of this thesis 

The aim of the research described in this thesis was the development of a bio­

logically inspired neural network for detecting approaching objects based on the 

lobula giant movement detector (LGMD) system of the locust. Particular empha­

sis was given to aspects of the biological system not considered previously. This 

thesis presents the results of the individual areas of research in separate chapters 

which include the specific methods and discussions. In addition, chapters describ­

ing the general methods and overall conclusions are included. 

Chapter 2 outlines several of the methods used during this project. The key 
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simulation and mathematical techniques are described along with the method de­

veloped for generating visual stimuli. 

Chapter 3 describes the neural network model of the LGMD system published 

by Rind and Bramwell (1996). The dependence of the model's responses on the 

shape of the stimulus is revealed and the cause of this dependence is identified. A 

modification of the model, presented in chapter 4, removes this dependence and 

allows the model to respond to more complex stimuli. 

In chapter 5 two models of a locust photoreceptor are described. These mod­

els were developed with the aim of producing a detailed model of a light-adapting 

photoreceptor which could be used to study the responses of the LGMD to natu­

ral scenes. The first model, an electrical model of the cell membrane which de­

scribes the principal ionic conductances, was found to be overly complex for use 

in large scale simulations. However, the model was used to calculate the conduc­

tance change produced by an individual photon from the photoreceptor's impulse 

response. The second photoreceptor model, which is suitable for large scale sim­

ulations, uses two leaky integrators to mimic the effects of light adaptation on the 

photoreceptor's response. 

An electrical model of the lamina region of the optic lobe based on those 

described by Shaw (1975) and Zimmerman (1978) is described in chapter 6. This 

model was used to study the proposal that inhibition in the lamina is produced by 

electrical presynaptic inhibition and to assess the possible effects of this inhibition 

on the visual input to the LGMD. The responses of the model correspond well with 

those measured from the LMCs of locusts and other insects. Possible mechanisms 

for generating the ON and OFF cell responses of the LGMD system are proposed. 

Finally, chapter 7 draws conclusions from the results of the simulations and 

outlines future directions of research. 



Chapter 2 

Methods 

The details of the mathematical models developed during this study are presented 

in later chapters of this thesis. However, the techniques that were common to 

several models are described here. 

This chapter describes: 

• the simulation techniques, which comprise the MATLAB environment, nu­

merical integration and a leaky integrator model. 

• a method for generating stimuli "offline", giving the rationale for this ap­

proach and the mathematics used. 

2.1 Simulation 

2.1.1 Environment 

Simulations were performed using MATLAB (Cambridge Control Systems, Cam­

bridge) running on a Silicon Graphics Indig02 Extreme workstation (Silicon 

Graphics Ltd., Manchester). To obtain maximum processing speed the parameter 

search described in section 5.1 was written with the C programming language. 

The operating system of the workstation was IRIX 5.3. 

MATLAB was chosen because it simplified program development by provid­

ing a straightforward yet versatile scripting language and also predefined modules 

35 
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for producing graphs. user interfaces. etc. The mathematical engine within MAT­

LAB is designed for computation using matrices. This was exploited for the neural 

network simulations where calculations for each element of a given type within 

the network were performed using a single equation instead of one equation for 

each element. Another useful feature is the ability to write extra modules in the C 

programming language which can be called from within a MATLAB script. This 

provides a significant increase in speed with program structures such as loops for 

which the scripting language is not suited. and several extra modules were written 

to aid the curve fitting procedure described in section 5.1. 

2.1.2 Numerical integration 

Many of the simulations required the evaluation of ordinary differential equations. 

The evaluation method selected was fourth-order Runge-Kutta numerical integra­

tion (Cheney and Kincaid 1994) which provides a good compromise between cal­

culation speed and numerical accuracy (Jeffrey 1989). 

For a set of differential equations 

dX dt = F(t,X), (2.1) 

where X is a vector and F is the set of equations of equal size, the value of X after 

the next time step h is given by 

(2.2) 

where h is the time step. Four estimates of the gradient, F 1 .. 4, are calculated for 

each iteration using the equations 

Fl = F(X(t)), 

F2 = F(X(t) + !hF1), 

F3 = F(X(t) + !hF2), 

F4 = F(X(t) +hF3). 

(2.3) 
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2.1.3 Leaky integrator 
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Figure 2.1: (a) Structure of a discrete-time leaky integrator. x. input; y. output; f. 
feedforward weight; g. feedback weight; L\, delay of one time step. (b) Response 
to a step input rises exponentially to a steady-state. (c) Response to an impulse is 
a sudden peak followed by exponential decay back to the baseline. 

Several of the models use a discrete time leaky integrator. In response to a step 

input this produces an output which rises exponentially to the steady-state value, 

while an impulse input produces a sudden rise in output which decays exponen­

tially. Figure 2.1 shows the structure of the integrator and illustrates these two 

responses. 

The time constant of the exponential rise of the step response and decay of the 

impulse response is set by the value of the feedback weight g which is given by 

(1) , g=; , (2.4) 
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where 't is the time constant and & is the time step. For the output to be stable g 

must be less than 1, which is satisfied by all positive integer values of 't and 01. 
The steady-state gain is specified by the feedforward weight f which is given by 

(2.5) 

where G is the required steady-state gain. 

It is important to note here that, while this leaky integrator is useful for mod­

elling the responses of many systems to prolonged changes of input, its response 

to impulse inputs is less general. For a rapid system where the impulse produces 

an immediate response which decays slowly. such as synaptic transmitter release, 

the use of this leaky integrator model is appropriate. However, for systems where 

the peak of the impulse response occurs some time after the impulse, as is the 

case for most photoreceptors responding to brief flashes of light. this leaky inte­

grator is not a good model. In this study, the use of leaky integrators is confined 

to situations where the input is prolonged. 

2.2 Generation of stimulus files 

As mentioned in chapter I the photoreceptors in the compound eyes of the locust 

have wide and overlapping receptive fields. An important part of this study was 

to examine the effect of these receptive fields on subsequent processing of visual 

information and the method of "offline" stimulus generation described here was 

developed. 

2.2.1 Rationale for "oftline" stimulus generation 

For all the simulations described in this thesis, there is no feedback from the model 

to the visual world (i.e. no motor output) and a given stimulus is identical in every 

simulation. Therefore, it is more efficient for complex stimuli, or for complex 

receptive fields, to be processed "offline" and saved to disk, prior to running any 

simulations. The stimuli can then be used repeatedly without further need to pro­

cess the visual information. 



CHAPTER 2. METHODS 39 

2.2.2 Method 

To facilitate processing both complex stimuli and complex receptive fields the 

IRIS GL graphics commands of a Silicon Graphics Indig02 Extreme workstation 

are exploited. Conceptually, the stimulus is drawn on the monitor screen in the 

usual way (Judge and Rind 1997) and the view of each photoreceptor in the "eye", 

which is located a specified distance from the centre of the screen, is calculated. 

The detailed steps of the method are summarised in figure 2.2. 

Calculate photoreceptor receptive fields 

Calculate stimulus parameters 

I Draw stimulus frame 

Calculate view of the frame 
seen by each photoreceptor 

Store data to disk file I 
Figure 2.2: Method for "offline" generation of stimulus files. The details for each 
stage of the method are given in the text. 

The receptive fields of the photoreceptors, which are modelled with a symmet­

rical2-dimensional Gaussian distribution (figure 2.3), are calculated by finding the 

position of the optical axes on the screen and a weighted sum of the surrounding 

pixels. 

The geometry of the stimulus system is shown in figure 2.4 where the eye is a 

distance z away from the screen. The position of the optical axis of a photoreceptor 
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Figure 2.3: Example of the symmetrical Gaussian distribution used to model the 
receptive field of a locust photoreceptor. The acceptance angle for the graph was 
1.5°. 

(the centre of the receptive field) on the screen, (xa,Ya,Z), is calculated using 

(2.6) 

where Xa is the horizontal distance of the optical axis from the centre of the "eye" 

and (Xx is the angular distance between the optical axis and the centre of the "eye" 

horizontally, and 

Ya = ztanCIy, (2.7) 

where Ya is the horizontal distance of the optical axis from the centre of the "eye" 

and CIy is the angular distance between the optical axis and the centre of the "eye" 

vertically. 

For a pixel at point (xP'YP,z), the angular distance e from the optical axis is 

given by 

~.p 

e = arccos lal ~I' (2.8) 
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Figure 2.4: Calculation of the receptive field of a photoreceptor. The centre of 
the "eye", located at (0,0,0), views the centre of the screen (O.O,z), where z is 
the distance of the "eye" from the screen. The position of the optical axis of the 
receptive field on the screen is (xa,Ya,Z) and the vector from the "eye" is q. For a 
pixel at (xP'YP,z), the vector p is an angle 8 from the vector q. The calculation of 
the weight for this pixel is given in the text. 

where q is the vector from (0,0,0) to (xa,Ya,Z), !!.. is the vector from (0,0,0) to 

(xp,Yp, z). lal and Ipi are the lengths of the vectors and q.!!.. is the scalar product. 

Knowing 8. the weight of the pixel for a symmetrical Gaussian distribution 

with a half-width (acceptance angle) of ro is given by 

where 

-82 

weight = exp 202 ' 

0= 
_ {~)2 

21n (0.5)· 

(2.9) 

(2.10) 

The perspective of the graphics system is matched to the distance of the "eye" 

from the screen to ensure that the stimuli move correctly relative to the "eye". The 
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Screen 

"Eye" 
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h 

• z 

Figure 2.5: Perspective of the stimulus system. The "eye" is a distance z from the 
screen which has a height h. The angle cp is the angular size of the screen at the 
"eye". See text for calculation of cpo 

angular size of the screen as seen by the "eye" is given by 

(2.11) 

where cp is the angular size of the screen, h is the height of the screen and Z is 

the distance from the "eye" to the screen as before. Figure 2.5 illustrates these 

parameters. The value of cp is used to initialise the graphics calculations performed 

by the workstation using the perspective command. 

Stimuli are generated by specifying the initial and final positions and size of 

an object and the speed of movement. For an initial position of (Xinit, Yinit, Zinit) 

and a final position of (x /in,Y fin, Z/in). the total distance of movement, d, is given 

by 

d = (X/in - Xinil)2 + (Y/in - Yinil)2 + (Z/in - Zinil)2. (2.12) 

The time, t, required to move this distance at the required speed, s, is given by 

d 
t =-, 

S 
(2.13) 
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and the number of time steps. n. needed is given by 

t 
n=-, 

Ot 
(2.14) 

where 01 is the size of the time step. 

The changes in position of the object between each time step are given by 

(2.15) 

where dx• dy and dz. are the changes in the x. y and z directions respectively. 

For all the neural network simulations described in this thesis. a time step of 

1 ms was chosen as a compromise between speed and accuracy. 

For each frame. the stimulus is advanced by one time step. The view seen by a 

photoreceptor is calculated by reading the value of each pixel within the receptive 

field. mUltiplying by the weights. adding and normalising. This is given by 

n n 

V = I)wi.Pi)/ E Wi, (2.16) 
i=1 ;=1 

where v is the view of a photoreceptor and Wi is the weight of pixel Pi. with a total 

of n pixels within the receptive field. 

This method allows complex stimuli to be viewed by "eyes" with complex 

receptive fields. However. there are two limitations. The first problem is that 

when the "eye" is positioned close to the screen. the number of pixels seen by 

each photoreceptor is small. This adds noise to the stimulus. which appears to 

move in a series of jumps rather than smoothly, and the amount of noise is greater 

for slower moving stimuli. The noise could be reduced by using anti-aliasing 

which blends the pixels around the edges of the object according to the amount of 

each pixel the object covers. Unfortunately. anti-aliasing was not available on the 

workstation used. 

The other problem is the speed of operation. With large "eyes". and particu­

larly those where the photoreceptor receptive fields overlap. the time required to 

generate a stimulus is long. For example. an "eye" with 2900 photoreceptors. an 

acceptance angle of 1.50 and an angular separation of 1.250 required more than 
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24 hours to generate a 5 second stimulus. The speed can be increased by moving 

the "eye" closer to the screen but the pixel noise described above increases. A 

compromise has to be made between pixel noise, speed and the eye parameters 

(overlapping receptive fields require that many pixels are read multiple times by 

the program). 



Chapter 3 

Evaluating the Rind-Bramwell 

LGMDmodel 

The obvious place to begin to develop a comprehensive model of the circuitry 

of the LGMD system is with the existing neural network model of Rind and 

Bramwell (1996). Using the original C program for reference, the model was 

rewritten in the MATLAB scripting language with the cell's outputs normalised 

and minor rounding errors corrected. However, the stimulus system, which was an 

integral part of the earlier program, was replaced with an offline stimulus genera­

tion system (section 3.2). This allowed new stimuli to be presented to the model 

and led to the discovery that the responses of the model are strongly dependent 

on the shape of the stimulus for certain directions of movement. This dependence 

is at odds with the responses of the biological system, which produces consistent 

responses for several stimulus shapes (Rind and Simmons 1992). 

This chapter describes: 

• the processing performed by the model. 

• the method used to generate the new stimuli. 

• the responses of the model, highlighting the dependence on the shape of the 

stimulus and identifying the cause of this dependence. 

45 
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3.1 Structure 

Although the structure of the model was described thoroughly in the original paper 

it is useful to repeat it here in order to reveal inaccuracies in the original descrip­

tion and to simplify the description of the modified model presented in chapter 4. 

This description applies to the rewritten MATLAB version, which differs only 

slightly from the earlier C model. 

Figure 3.1 illustrates the structure of the model. The network consists of an 

array of 289 retinotopic units which comprise four cell types: P (photoreceptive), 

E (excitatory), I (inhibitory) and S (summing). There is also one F (feed-forward 

inhibition) cell and the LGMD cell. 

The P cells are the input elements of the model and each views a single point 

in space. These points are arranged in rings with each ring separated from the 

next by 3.30 (figure 3.2). Any change in the light intensity within its receptive 

field produces an output from a cell. Formally these properties can be described 

by 

S(6) = { I for6 .0°, ° otherwIse, 
(3.1) 

where S(6) is the sensitivity of the cell at 6° from the centre of the cell's receptive 

field, and 

(3.2) 

where Pin(t) and Pout(t) are the input and output of the cell at time t respectively 

and Pin (t - I) is the input at time t - 1. These properties combine to produce a 

pulse when the edge of an object crosses the receptive field (figure 3.1). 

The outputs of the P cells pass down the network retinotopically to the E and I 

cells. When these cells receive a pulse they fire, provided they are not within their 

refractory period. After firing, when the output is maximal, the output decays 

exponentially until another pulse is received (figure 3.1). Taking t = ° as the time 
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Figure 3.1: The Rind and Bramwell neural network model of the LGMD. 
(a) Structure of the network. (b) Structure of the retinotopic units. (c) Responses 
of the cell. See text for details. P, photoreceptive cell; I, inhibitory cell; E, exci­
tatory cell; S, umming cell. From Rind and Bramwell (1996). 
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Figure 3.2: Distribution of the receptive fields of the input P cells. The fields are 
evenly spaced around rings separated by 3.3°. 

of the last firing, the output of an E cell can be written as 

( ) 
_ { 1 for Pout(t) = 1 and t > TrefractE' 

Eout t -
exp ( - :E ) otherwise, 

(3.3) 

where Eout (t) is the output of the cell at time t, TrefractE is the refractory period 

and't£ is the time constant of the cell's decay, and the output of an I cell can be 

written as 

( ) 
_ { 1 for Pout(t) = 1 and t > Trefractl' 

lout t -
exp ( - tr) otherwise, 

(3.4) 

where lout (t) is the output of the cell at time t, T refractr is the refractory period and 

't[ is the decay time constant of the cell. 

Whilst the outputs of the E cells project retinotopically onto the S cells, the 

outputs of the I cells form a lateral inhibitory network by projecting to the nearest 

and next-nearest neighbouring S cells (figure 3.1). The lateral projections are 

delayed relative to the E cell responses and are weighted. The input to an S cell 

can be written as 
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where Sin(t) is the S cell input at time t, E(t) is the E cell output, In,c(t - L\n) is 

the output of cth of 6 nearest neighbour I cells at time t - ~ and Inn,c(t - L\nn) is 

the output of cth of 12 next-nearest neighbour I cells at time t - d nn . Wn and Wnn 

are the weights and ~ and .1nn are the delays for the connections from the nearest 

and next-nearest neighbours respectively within the lateral inhibitory network. 

The outputs for the S cells are calculated in a similar way to the outputs of the 

E and I cells (figure 3.1), but a firing threshold must be exceeded for the S cells to 

fire. Assuming that a cell last fired at time t = 0, this can be written as 

( ) 
_ { 1 for S;n(t) > SThresh and t > Trejracls' 

SOUl t -
exp ( - ;5 ) otherwise, 

(3.6) 

where Sin(t) and SOUl (t) are the input and output from the cell at time t respectively, 

SThresh is the firing threshold, Trejracts is the refractory period of the cell and 'ts is 

the time constant of the decay of the cell's output. 

Inspection of the original program revealed that the calculations perfonned by 

the LGMD and F cells differed from that described in the paper. Instead of the 

linear summation of S and F cell inputs by the LGMD, representing subtraction 

by the feed-forward inhibition, the F cell output effectively divides the sum of the 

S cell outputs, modelling more closely shunting inhibition. 

Feed-forward inhibition, carried by the F cell, is generated when the number 

of P cells active at one time exceeds a threshold. The input to the F cell is given 

by 

{

IN 100 N 
LGMDoul(t)'N Epoulj.BF for - Epoul; > FThresh, 

F;n(t) = ;=1 N ;=1 

o otherwise, 

(3.7) 

where F;n(t) is the input to the F cell at time t, LGMDoul(t) is the output of the 

LGMD, POUlj is the output of the ith P cell, BF is the gradient of the F cell's acti­

vation and FThresh is the threshold for activation, expressed as a percentage of the 
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total number of P cells, N. The strength of the subsequent inhibition is given by 

(
100-decaYF ) 

Four{t) = Four(t - 1).F;n{t). 100 ' (3.8) 

where decaYF represents the rate of decay of the output. 

The output of the LGMD is given by the linear sum of the S cell activity minus 

the F cell output and can be written as 

(3.9) 

where LGM Dour (t) is the output of the LGMD at time t. N is the total number of S 

cells in the model, Sour; (t) is the output of the ith S cell at time t and Four (t - dF) is 

the output of the F cell at time t - dF. dF represents the delay in the feed-forward 

inhibition projection. The feedback of the LGMD output into the calculation of 

the feed-forward inhibition results in a shunting-type inhibition. 

The values of the parameters used during the simulations are shown in ta­

ble 3.1. 

LGMD model parameter values 
E cell I cell S cell F cell 

'tE l1.llms 't[ 50ms 'ts 20ms decaYF 5 
TrefraclE Oms Trefrac'l Oms Trejracts 2ms SF 25 

Wn 170% Slhresh 10% F,hresh 5% 
~ 2ms dF 4ms 
Wnn 70% 
Ann 4ms 

Table 3.1: LGMD model parameter values 

3.2 Stimuli 

Stimuli for the model were generated using the offline scheme shown in figure 2.2. 

However, the method for calculating the view of each photoreceptor (the P cells 
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in this model) described in section 2.2.2 was unsuitable due to the small recep­

tive fields used in this model. as the point viewed by a P cell often fell between 

pixels on the screen. Instead, a method was adopted which calculated the view of 

each cell rather than rendering the stimulus on the computer monitor screen and 

"viewing" it. This method produces the exact view of the stimulus. 

The positions of the view points of the P cells were calculated along with the 

positions of the edges of the stimulus object. These positions were compared to 

find which P cells were viewing the object and which were viewing the back­

ground. These views were stored in disk files for later use. 

This method is best suited for use with simple stimuli comprising only a few 

objects with uniform intensity against a uniform background. For more complex 

stimuli, such as those with textured surfaces, or larger P cell receptive fields, the 

method described in section 2.2.2 is more suitable. 

3.3 Responses 

The responses of the model to stimuli comprising squares, rectangles or edges 

were described in the original study. For this study, extra stimuli were tested. This 

section compares the responses to squares and circles, highlighting the marked 

difference between the responses and identifying the cause of this difference. 

Figure 3.3 shows the responses to approaching and receding squares. For ap­

proaching squares, the responses rise at an increasing rate throughout the move­

ment, and the rate of increase is higher for higher approach speeds. At the end of 

the movement, the response is highest and may be cut back by the activation of 

the F cell producing feed-forward inhibition (6m1s and 12m1s). The responses to 

receding squares reaches a peak after a short time (between 5 and 1 Oms) and are 

then strongly inhibited by the F cell. 

The responses to circles are shown in figure 3.4. For receding circles, the re­

sponses are similar to those for receding squares with a brief peak followed by 

strong feed-forward inhibition. However, the responses to approaching circles 

bear no resemblance to the responses to approaching squares. The response to 

circles approaching at all the speeds simulated shows a series of peaks of approx­

imately the same height for all speeds. After each peak the response either decays 
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Figure 3.3: Re ponses of the model to approaching and receding 70mm squares. 
The timuli moved directly towards or away from the model between points 
lOOmm and 500mm di tanto The speeds of movement are shown in the graphs. 
(a) Approaching. (b) Receding. 
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Figure 3.4: Re ponse of the model to approaching and receding 70mm cir­
cle . The objects moved directly toward or away from the model between points 
lOOmrn and 500mrn di tant. The peed of movement are shown in the graphs. 
(a) Approaching. (b) Receding. 
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exponentially (during the early part of the stimulus) or is inhibited strongly by the 

F cell. 

Responses of P cells to approaching objects 
35.---~--~--~--~----~--~--~---. 

30 

-= 520 
"-
'0 
CD 

~15 

~ 
"-

10 

5 

- 70mm square 
- 70mm circle 

Figure 3.5: Percentage activity in the P cells during the approach of a 70mm 
square (red line) and a 70mm circle (blue line). The object moved at lOmJs from 
a distance of 500rnrn to a distance of l00mm from the model. 

The difference in the responses are due to the activity in the P cells during the 

approach of a square and a circle (figure 3.5). For the square, the activity in the 

P cells is pread throughout the approach with only a few cells responding at any 

time until the late stages of the stimulus. This spread of activity results from the 

P cells usually being able to see at least part of the edge which crosses any given 

ring of receptive field in a staggered fashion (figure 3.6 a,c,e). 

However, the P cell activity during approach of the circle shows four distinct 

large peaks in activity eparated by periods of no activity. The later peaks are 

large enough to exceed the threshold for activity in the F cell and produce feed­

forward inhibition. The peaks are due to the precise matching of the circle's edge 

with the circular receptive field distribution when the centres of the model and 

the circle are aligned: the whole of the edge is seen at one time by one ring of P 

cell , producing a peak, and i not seen again until the edge crosses the next ring 

of receptive fields (figure 3.6 b,d,f). This effect is not seen if the centres of the 
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(a) 30ms (b) 30ms 

(c) 36ms (d) 36ms 

(e) 39ms (f) 39ms 

Figure 3.6: The activity in the P cells during the approach of (a,c,e) a 70mm 
square and (b,d,O a 70mm circle at 10m1s. The objects moved from 500mm from 
the model to l00mm from the model. 
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model and the circle are not aligned: in this case, the response to the edge of the 

circle is staggered as for the square. 

3.4 Reason for shape dependence 

The reason for these marked differences in the responses to approaching squares 

and circles is the size of the P cell receptive fields. Because the receptive fields 

are single points in space there are large areas of the visual field not seen (see 

figure 3.2) and when the edge of an object is in these areas there is no response 

from the P cells. Only when the edge crosses the receptive field of a cell is there 

a response and if the edge matches the receptive field distribution, there will be 

a large response which will activate the F cell and inhibit the LGMD cell. For a 

different distribution of receptive fields the shapes involved would differ but the 

outcome would be the same. 

Receding objects do not show shape dependence because their response is 

dominated by F cell activity. When any shape moves close to the model a large 

number of P cells are activated due to the length of the edge and the high speed 

at which the edges move. This produces an initial peak in the LGMD response 

and activates the F cell. The subsequent feed-forward inhibition persists for the 

remainder of the stimulus and suppresses further responses. 

3.5 Discussion 

The responses of the model are strongly dependent on the shape of the stimulus 

when the stimulus is aligned with the centre of the model. In contrast. recordings 

from the locust show that the LGMD responds equally well to several stimulus 

shapes (Rind and Simmons 1992). Although it is possible that the locust has 

a similar shape dependence, and that this has never been recorded because the 

stimuli have never been sufficiently well aligned with the eye, this seems unlikely 

and suggests that the model must be modified before it can accurately reproduce 

LGMD responses. 

The dependence of the model's responses is due to the small receptive field 
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size of the P cells which leaves large areas of the visual field uncovered. When 

the edges of the stimulus are moving in these uncovered areas they are effectively 

invisible. In the animal each photoreceptor has an acceptance angle of approx­

imately 1.50 (Wilson 1975) and the angular separation of the photoreceptors is 

1.250 over much of the eye (Horridge 1978). Consequently the whole of the vi­

sual field is covered by greater than 50% photoreceptor sensitivity and the edges of 

the stimulus are always visible. The next chapter describes the effect of expanding 

the P cell receptive fields on the model's responses. 



Chapter 4 

A modified LGMD model 

The existing LGMD model of Rind and Bramwell (described in chapter 3) was 

modified in order to remove the dependence of its responses on the stimulus shape. 

Both the receptive field and the internal processing of the P cells were changed and 

the parameters of the other cell types adjusted to produce a model which responds 

equally well to a variety of stimuli. The model also responds well to textured 

stimuli. 

This chapter describes: 

• the modified receptive fields and internal processing of the P cells. 

• the responses of this model to a variety of stimulus shapes and to textured 

stimuli. 

4.1 Modifications 

In order to cover the whole visual field, the receptive fields of the P cells were 

expanded using the 2-dimensional Gaussian function described in section 2.2.2. 

The receptive field distribution was also changed into a hexagonal array (of 17* 17 

elements) which resembles the distribution (although not the size) of the locust 

compound eye. The angular separation between receptive fields remained at 3.3° 

and the acceptance angle was set to 2.0°. Figure 4.1 shows the field-of-view for 

the model with these parameters, showing almost complete, although not uniform, 

58 
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coverage of the visual field. The high value for the angular separation was used to 

extend the field-of-view of the model without the need for extra elements. The ac­

ceptance angle was made smaller than the angular separation in order to reduce the 

overlap between neighbouring P cell receptive fields. This reduced significantly 

the time needed to generate stimuli. 

Figure 4.1: Expanded receptive field of the modified LGMD model. The angular 
separation between neighbouring P cell receptive fields was 3.30 and the accep­
tance angle of each was 2.00

• Darker areas are more strongly weighted. 

The processing in the P cells was modified to take advantage of the larger 

receptive fields. The change in intensity is compared with a threshold and if the 

change is greater the P cell is activated. This can be written as 

( ) 
_ { 1 for Pin(t) - Pin(t -1) > Pthresh, 

POUl t - o otherwise, 
(4.1) 

where POUl (t) is the output of the cell at time t, Pin (t) and Pin (t - 1) are the inputs 

to the cell at times t and t - I respectively and Pthresh is the threshold for activity. 

The addition of the thre hold ensures that the cell only responds to significant 

changes, for example, the passage of an edge across the receptive field. 

The remaining proce ing steps in the model were unchanged but the param­

eters were adju ted. The refractory periods of the E and I units (TrejractE and 

Trejractr) were set because the expanded receptive fields allow the P cells to re-
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spond with a prolonged pulse of activity as an edge moves through their receptive 

fields. The threshold of the F cell (Fihresh) was increased to take account of the 

greater activity in the model. Table 4.1 shows the parameter values used in the 

simulations. 

Modified LGMD model parameter values 
E cell I cell S cell F cell 

't£ 5ms 'tJ 25ms 'ts 5ms decaYF 5 
TrejractE 2ms Trejractl 2ms Trejracls 2ms OF 25 
Prhresh 8% Wn 170% Sthresh 10% F'rhresh 16.25% 

fl.n 2ms fl.F 5ms 
Wnn 70% 

ll.nn 4ms 

Table 4.1: Modified LGMD model parameter values 

4.2 Stimuli 

Stimuli for the model were generated using the offline method shown in figure 2.2. 

The P cell receptive fields had an acceptance angle of 2.00 and were arranged in a 

hexagonal array separated by 3.30 from their nearest neighbours. These parame­

ters minimised the overlap between receptive fields while still covering the visual 

field (figure 4.1). The distance of the "eye" from the screen was set to l00mm, 

a compromise between the speed of calculation and the noise due to the screen 

pixels. 

Textured stimuli were produced by using texture mapping. The texture was 

a pattern of squares of random intensity applied to both the stimulus and a back­

ground object. The average intensities of the stimulus and background were set 

to 0.25 and 0.75 relative to the maximum intensity of the graphics system respec­

tively: the maximum and minimum relative intensities in the texture were 0.5 and 

o respectively. A textured square stimulus is shown in figure 4.2. 

Before stimuli were presented, the model was adapted to the first frame. This 

ensured that the model responded only to the edges of the object during a stimulus 

and not to its appearance. 
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Figure 4.2: A textured quare stimulus. The average relative intensity of the 
square wa 0.25 with a maximum of 0.5 and a minimum ofO. For the background, 
the average was 0.75 with a maximum of 1 and a minimum of 0.5. 

4.3 Responses 

Figures 4.3, 4.4 and 4.5 how the responses of the modified model to objects 

approaching and receding at different velocities. The sizes of the shapes were 

selected 0 that the perimeters of the objects had an equal length. For all shapes 

of stimulus the re pon e during approach rises at an increasing rate and the final 

value are approximately equal. The responses to receding objects all have an 

initial peak which is inhibited rapidly. 

The electivity of the model for approaching objects is not affected by the 

size of the stimulu. Figure 4.6, 4.7 and 4.8 show the responses to different 

sizes of stimulu approaching and receding at IOm/s, with lines of one colour 

indicating object with perimeters of equal length. For larger approaching objects 

the re pon e are larger and begin earlier than the responses to smaller objects but 

all the re pon erie at an increasing rate. All sizes produce a brief initial peak as 

the timulus recede , followed by rapid inhibition. 

Examining the activity in the P cells (figure 4.9) shows that their larger recep­

tive field produce smoother responses for all stimulus shapes. This removes the 

dependence of the model on timulus shape seen with the smaller receptive fields 

of the original model. The total activity in the P cells is higher than in the old 

model (figure 3.5) becau e more of the edge of the object is seen at any time due 
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Figure 4.3: Responses of the model to 70mm squares moving at different veloci­
ties. The object moved between points 500rnm and lOOmrn away from the model. 
(a) Approaching. (b) Receding. 
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Figure 4.4: Re pon of the model to 89rnm circles moving at different velocities. 
The objects moved between points 500mm and lOOmm away from the modeL 
(a) Approaching. (b) Receding. 
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Figure 4.5: Re pon e of the model to 93mm hexagons moving at different ve­
locitie . The object moved between points 500mm and lOOmm away from the 
model. (a) Approaching. (b) Receding. 
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Figure 4.6: Re p n e of the model to different sized squares. The objects moved 
between point 500mm and lOOrnm away from the model at 10m/so (a) Approach­
ing. (b) Receding. 
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Figure 4.7: Re pon es of the model to different sized circles. The line colours 
indicate objects with perimeter lengths equal to the squares in figure 4.6. The 
object moved between points 500mm and l00mm away from the model at lOm/s. 
(a) Approaching. (b) Receding. 
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Figure 4.8: Responses of the model to different sized hexagons. The line colours 
indicate objects with perimeter lengths equal to the squares in figure 4.6. The 
objects moved between points 500rnm and 100mrn away from the model at 10rn/s. 
(a) Approaching. (b) Receding. 
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Figure 4.9: Activity in the P cells during object approach. The sizes of the objects 
were cho en to match the length of the perimeters. The objects approached from 
500mm to lOOmm from the model at lOm/s. 

to the wider coverage of the visual field. Figure 4.10 shows the responses of the P 

cells to the three timulu hapes at various times during approach. The number 

of cell active at a given time is approximately equal for all shapes. 

The model was challenged with textured stimuli and the responses, shown in 

figure 4.11 and 4.12, are similar to those seen for simple stimuli. Figure 4.13 

show the activity of the P cells at three times during approach and illustrates the 

similarity between the re ponse to a plain square and the response to a textured 

quare. The texture fail to rna k the edges of the objects due to the threshold 

of the P cell : the change in intensity produced by the texture is insufficient to 

exceed this threshold. 
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Figure 4.10: The activity in the P cells during the approach of (a,d,g) a 70mm 
square, (b,e,h) an 89mm circle and (c,f,i) a 93mm hexagon at lOm/s. The objects 
moved from 500mm from the model to 100mm from the model, and their sizes 
were selected in order to match the lengths of their perimeters. Black represents 
active units, white represents inactive units. 
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Figure 4.11: Re pon e to a textured 70rnm square. The stimulus moved between 
points 500mm and l00mm from the model at the speeds indicated in the graph. 
(a) Approaching. (b) Receding. 
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Figure 4.12: Comparison of different textured stimuli. The objects moved at 
lOm/s between points 500mm and 100mm and the sizes were chosen to match 
the perimeter lengths. 



CHAPTER 4. A MODIFIED LGMD MODEL 72 

(a) 30ms (b) 30ms 

~ 

}-< 

II II 

'-' 

(c) 36ms (d) 36ms 

(e) 39ms (f) 39ms 

Figure 4.13: The activity in the P cells during the approach of (a,c,e) a plain 70mm 
square and (b,d,f) a textured 70mm square. The objects moved from 500mm 
from the model to l00mm from the model at lOm/s. The irregular response to 
the textured square is due to the texture masking the edges of the object (b,d) or 
falsely triggering the P cells (t). Black represents active units, white represents 
inactive units. 
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4.4 Discussion 

The model presented in this chapter is a modified version of the Rind and 

Bramwell model of the LGMD. By using enlarged receptive fields for the P cells, 

the responses of the modified model are independent of the shape of the stimulus. 

This independence is due to the ability of the model to see the edges of the stim­

ulus at all times. Also, the strength of the response is equal for objects with the 

same perimeter length approaching at equal speeds. 

The inclusion of a threshold in the P cells enables the model to discriminate 

between the edges of a stimulus and its internal texture, and the responses to such 

a stimulus are approximately equal to those for a plain stimulus of equal size 

moving at the same speed. These texture independent responses allow the LGMD 

to time the triggering of behaviours robustly, such as preparation for landing and 

escape from an advancing predator. 

Another property of the P cells is the suppression of responses to edges moving 

at low angular velocities since the slow changes of input which they produce are 

insufficient to exceed the threshold. For approaching objects this implies that the 

model only begins to respond when the object is sufficiently close for its edges 

to excite the P cells. This property corresponds well with the preference for fast 

moving edges shown by the model of the lamina described later in this thesis (see 

chapter 6). 

The identity of the biological equivalents of the P cells is uncertain. The LMCs 

can be discounted because while these cells produce a graded response to changes 

in the visual image their responses are not rectified (an increase in intensity pro­

duces a transient hyperpolarisation whereas a decrease produces a transient depo­

larisation). A possible candidate is the input to the ON/OFF transient cells thought 

to provide the input to the LGMD dendritic fan (Rowell and O'Shea 1976a). In 

this role the P cell outputs may represent the net concentration of neurotransmitter 

released from presynaptic ON and OFF cells. 

The outputs of the E and I cells may also represent transmitter concentrations. 

Recent anatomical work has revealed a novel synaptic arrangement around the 

dendrites of the LGMD fan where the release of transmitter from a synaptic ter­

minal may excite the LGMD and inhibit both the terminal itself and its neighbours 
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(Rind and Simmons 1998). Within this framework the output of the E and I cells 

may represent the excitatory effect of the transmitter on the LGMD dendrite and 

the inhibitory effect on the neighbouring synaptic terminals respectively, although 

self-inhibition onto the originating synaptic terminal is not captured in the current 

model. In this interpretation the S cells represent discrete areas of the LGMD 

dendritic fan which perform the local computation. 

Comparision with other motion detecting systems 

The LGMD is an example of a neuron that is selective for motion towards the 

animal (Rind and Simmons 1992). Its responses to motion in a plane parallel to 

the eye are non-directionally selective with an equal response to movement in any 

direction (Rowell, O'Shea and Williams 1977). In contrast, cells which respond 

selectively to movement in one direction in this plane have been found in many 

insects including the locust (Rind 1990) and notably the flies (Egelhaaf and Borst 

1993a). 

The basis of directionally selective responses is the elementary movement de­

tector (EMD) which responds strongly to movement in its preferred direction but 

produces little or no response to movement in other directions. The computation 

of the direction of motion is performed locally and the outputs of arrays of EMDs 

are integrated spatially by wide-field neurons to detect specific patterns of motion 

(Egelhaaf and Borst 1993b, Krapp and Hengstenberg 1996). 

Recent work to discover the processes which form the EMDs has focussed 

on connections between the medulla and lobula plate in flies where small retino­

topic neurons with directionally selective responses have been found (Douglass 

and Strausfeld 1996), and on the function of the dendrites of the wide-field neu­

rons (Single, Haag and Borst 1997). This latter work addressed the question of 

whether the input to the wide-field neurons shows a strong directional selectivity, 

or whether the processing in the dendrite combines weakly tuned inputs to en­

hance the selectivity. Dendritic processing of this form is similar to that proposed 

by Rind and Simmons (1998) for the LGMD dendrites with the exception that the 

interaction between inputs occurs presynaptically for the LGMD. 

The LGMD model presented here does not use EMDs because their use would 
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necessitate a fixed centre of expansion from which the preferred directions of 

the EMDs would radiate. Instead the processing, which is performed by the E, 

I and S cells, detects motion in any direction in the plane parallel to the eye. 

The selectivity for approaching objects is performed by the LGMD which uses 

increasing edge length and edge velocity to distinguish approach from motion in 

other directions (Simmons and Rind 1992). 

Behavioural experiments on bees suggest that insects may possess more than 

one motion detection mechanism. When bees fly between two vertically striped 

walls they centre their flight path along the midline irrespective of the pattern of 

stripes on the two walls (Srinivasan, Lehrer, Kirchner and Zhang 1991). Srini­

vasan, Zhang and Chandrashekara (1993) argue that to achieve this the bee must 

be able to measure the speed of motion relative to the two walls independently of 

their structure, and show that this is inconsistent with the spatial summation of the 

responses of an array of EMDs. 



Chapter 5 

Models of a locust photoreceptor 

The photoreceptors of the compound eye are the source of the visual information 

processed by the LGMD and their response properties, both spatial and temporal, 

will influence the responses of the LGMD. In this chapter the temporal response 

properties of locust photoreceptors are examined. The aim of this work was the 

development of a light-adapting photoreceptor model, which would allow the re­

sponses of the LGMD to natural stimuli to be studied. Two different approaches 

were adopted. 

The first photoreceptor model developed was an electrical model of the pho­

toreceptor membrane, describing the principal ionic conductances. This model 

was found to be overly complex for use in large scale simulations. However, 

this model was used to calculate from the photoreceptor's light-adapted impulse 

responses the average conductance changes produced by single photons. 

A second photoreceptor model was developed for use in large simulations. 

The model uses two leaky integrators, one to mimic the effects of membrane fil­

tering and the other to represent light adaptation. This model requires fewer pa­

rameters than the electrical model and the amount of computation needed during 

simulations is reduced. 

This chapter describes: 

• the electrical model of the photoreceptor membrane. 

• the method for calculating the average conductance change produced by a 

single photon. 

76 
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• the average conductance changes estimated from the results of a parameter 

search. 

• the design and responses of the leaky integrator photoreceptor model. 

5.1 An electrical model 

The first photoreceptor model developed was an electrical model of the membrane 

which resembled the basic structure proposed by Hodgkin and Huxley (1952) for 

the voltage-dependent conductances in the membrane of the squid giant axon. A 

similar model was used by Weckstrom and Laughlin (1995) to study the functional 

properties of voltage-dependent potassium channels in blowfly photoreceptors. 

Although this model was found to be overly complex for use in large simulations, 

it was used to calculate the average conductance change produced by a single 

photon. This conductance change represents the output of the phototransduction 

cascade and is a useful quantity for studying the effects of light adaptation on the 

cascade. The work presented here should be considered as a suggestion, more 

thorough experimental work is needed before any firm conclusions can be drawn. 

5.1.1 Structure 

The model, shown in figure 5.1, describes the principle conductances of the pho­

toreceptor soma membrane: the light-activated conductance, gL; the sustained 

voltage-dependent potassium conductance, gK (Weckstrom 1994, Cuttle, Hevers, 

Laughlin and Hardie 1995); and the membrane leakage conductance, gm. C repre­

sents the membrane capacitance. The axon is not included in the model because, 

with its high membrane resistance and low capacitance relative to the soma, the 

current flow from the soma into the axon is negligible (Weckstrom and Laughlin 

1995). 

The behaviour of the model is described by 

c~~ (t) + gdt)(V{t) - Ed + gK{t)(V{t) - EK) + gm{V{t) - Em) = 0, (5.1) 
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Figure 5.1: An electrical model of the photoreceptor soma membrane. gL, light­
activated conductance; EL, light-activated conductance reversal potential; gK, sus­
tained voltage-dependent potassium conductance; EK, potassium reversal poten­
tial; gm, membrane leakage conductance; Em, membrane leakage reversal poten­
tial; C, membrane capacitance; V, membrane potential. 

where C is the membrane capacitance, V{t) and d!,{t) are the membane potential 

and the rate of change of the membrane potential at time t respectively, gL (t) is the 

light-activated conductance at time t, gK{t) is the potassium conductance at time 

t, gm is the membrane leakage conductance and EL, EK and Em are the reversal 

potentials of the three conductances respectively. The values of the reversal po­

tentials and the passive membrane properties are assumed to be constants, while 

all other terms are variables. 

For the voltage-dependent potassium conductance, the activation characteris­

tics are approximated with a linear function of membrane potential as shown in 

figure 5.2 with the steady-state activation given by 

(5.2) 

where OgK is the gradient of the activation curve and VO
BK 

is the membrane poten­

tial at which the linear approximation gives a conductance of zero. Below VO 
BK 

the value of gK is set to zero. 

The temporal characteristics of the conductance activation are modelled using 

a leaky integrator with time constant 'tgK to delay any changes of the membrane 

potential V. Figure 5.3 illustrates the complete model of the voltage-dependent 
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gK 

Figure 5.2: The potassium conductance activation curve (solid line) is approx­
imated with a linear function of membrane potential (dashed line). gK, potas­
sium conductance; V, membrane potential; f>gK, gradient of activation curve; Vo , 

KK 
membrane potential giving zero conductance. 

conductance. 

This approximation reduces the number of parameters required to describe the 

conductance from the four used by Weckstrom, Hardie and Laughlin (1991), who 

used a Hodgkin-Huxley model (Hodgkin and Huxley 1952), to three (f>gK, VO
KK 

and 'tgK ). There are two motives for this simplification: 

1. The potassium conductances in the locust have not been studied as thor­

oughly as those of the blowfly and the Hodgkin-Huxley parameters have 

not been published. 

2. The simplified parameters are more intuitive. 
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Figure 5.3: The voltage dependent potassium conductance model. V, photorecep­
tor membrane potential; 'tgK , activation time constant; &, simulation time step; a, 
delay of one time step; OgK, gradient of activation curve; VOgK ' membrane poten­
tial giving zero conductance; gK, potassium conductance. 

5.1.2 Calculating the light-activated conductance 

The light-activated conductance, gL, can be calculated using the model above by 

rearranging equation (5.1) to give 

(5.3) 

In this equation, gL is dependent on both the membrane potential, V, and the 

time, t. Since the potassium conductance, gK, is also dependent on the mem­

brane potential the model can not be treated as a passive RC filter because the 

frequency response is not constant. Hence, for the locust and other insects which 

have voltage-dependent potassium conductances in their photoreceptors, the light­

activated conductance must be calculated in the time domain. 

For the impulse response produced by a brief flash, the conductance change 

produced by the flash, gL/ltu/t' is calculated by assuming that each of the Iflash 

photons in the flash produces the same average conductance change as the Iback 

photons/s in the background. This assumption requires that no significant adapta­

tion of the phototransduction cascade occurs during the response, and that these 

conductances sum linearly. An early test for this assumption is whether the cal­

culated values of gL(t) are greater than or equal to the steady-state conductance at 

all values of t. If gL drops below the steady-state level this shows that the average 



CHAPTER 5. MODELS OF A LOCUST PHaI'ORECEPTOR 81 

conductance change produced by each photon has reduced due to light adaptation. 

Using the assumption, gL/lash is given by 

(5.4) 

where gL/lash(t) and gL(t) are the conductance produced by the flash and the to­

tal light-activated conductance at time t respectively and gLbac1c' the steady-state 

conductance produced by the background intensity, is given by 

The average conductance due to a single photon, gLphoton' is calculated using 

(5.6) 

where gLphoton(t) is the conductance produced by the photon at time t. gLpholOll can 

be compared against gLbad: to assess the assumptions made during the calculation 

of gL/lash' The equation 

(5.7) 

where fJ gLphotOildt is the average conductance produced by a photon per second, 

yields a prediction of the steady-state conductance, gL
bac1c

' based on gLphotoll' which 

can be compared with gLbad:' If the assumptions made earlier are correct, these 

values will be equal, but if gi
bac1c 

is less than gLbac1c then significant adaptation 

occurred during the response. 

This model was used to calculate the conductance changes underlying the 

light-adapted impulse responses (LAI and LA2) published by Payne and Howard 

(1981), which were described in section 1.1.2. The values of the membrane po­

tential, V, were calculated using the log-normal equation (equation (1.1» which 
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was rewritten to give 

(5.8) 

where V(t) is the membrane potential at time t, Vback is the steady-state depolar­

isation produced by the background intensity, VIlash is the height of the peak of 

the response above Vbacko tp is the time of the peak and a describes the width of 

the response. Values for the rate of change of the membrane potential, d~~t), were 

obtained from the differential of the log-nonnal equation, 

d_V_(_t) = _lo_g(-,-~_) _. (V_(".-t )_-_V,_bac_k) 

dt a2t 
(5.9) 

A parameter search program was written in the C programming language. The 

program calculates the light-activated conductance for specified sets of parameter 

by combining equations 5.3, 5.8 and 5.9. If gL/IQ.lh' calculated using equations 5.4 

and 5.5, is all positive, gLpItotOfl is calculated using equation 5.6. The prediction of 

the steady-state conductance is made using equation 5.7. 

Parameter sets for the program comprised values for the reversal potentials 

(EL, EK and Em), the passive membrane parameters (gm and C), the potassium 

conductance parameters (OgK, VOSK and 'tgK ) and the steady-state membrane po­

tential (Vback), which was not specified by Payne and Howard. All parameters 

could be treated as free parameters and their values varied within specified ranges 

during a search. These ranges were divided into specified numbers of steps and all 

combinations of the resulting parameter values were tested. Parameter sets were 

written to a disk file if they satisfied the criterion 

IgLback - gLbad I 
g~rror = * 100% < tolerance, 

gLbad 
(5.10) 

where g~rror is the percentage error between the steady-state conductances calcu­

lated using equation 5.5 and predicted using equation 5.7, IgLbad - gLbad l is the 

absolute difference and tolerance is the maximum percentage error for a parame­

ter set to be valid. 
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Each parameter set which satisfied also equation 5.10 was fitted with two equa­

tions proposed for the phototransduction cascade, the Fermi-exponential equation 

of Contzen and Nagy (1996) and the log-normal equation of Payne and Howard 

(1981). These equations were described in section 1.1.2. The nlinfit function in 

the Statistics Toolbox of MATLAB, which implements the Gauss-Newton algo­

rithm for curve fitting, was used, and the parameters of the fitted equations were 

written in a second disk file. 

5.1.3 Results 

For both LA 1 and LA2, the ranges of parameters shown in table 5.1 were searched 

to find solutions with a tolerance of 1 %. Each range was divided into the speci­

fied number of values, giving a total of 54,000 possible parameter sets. The ranges 

for each parameter were based on estimates made from the literature. Values for 

8m' Em, EK, C have been measured in the locust (Weckstrom 1994, Cuttle et al. 

1995). The range for EL was taken as the range between the measured values for 

Drosophila (Hardie 1991b) and tipulids (Laughlin 1996). The potassium conduc­

tance parameter ranges were estimated from the data for the locust (Weckstrom 

1994, Cuttle et al. 1995) and the blowfly (Weckstrom et al. 1991). The range 

for the steady-state membrane potential, Vbacb was set to suitable physiological 

values. 

The parameter search revealed 1,165 valid parameter sets for LA 1 (2.16% of 

the parameter sets searched) and 1,334 valid parameter sets for LA2 (2.47%). 

The best parameter set for LA 1 gives an error of only 0.0004% while an error of 

-0.0006% results from the best parameter set for LA2. 

The conductance changes produced by the best solutions are shown in fig­

ure 5.4. At the higher level of light adaptation (LA2) the conductance is both 

smaller and faster than that at the lower light intensity. Both conductances have 

prolonged tails when compared with the impulse responses (figure 1.2). 

Table 5.2 shows the dependence of the best solutions on individual parameters. 

There is litde dependence on the majority of parameters, with only variations of 

Vo and Vback producing large changes. The effects of gm, C and 'tgK are negligi­
IK 

ble. 
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Minimum Maximum Divisions Notes 
gm(nS) 28.57 28.57 1 Rm = 35Mil 
Em(mV) -65 -65 1 
EK(mV) -85 -85 1 
EdmV) -10 10 5 
C(nF) 0.43 0.43 1 tm = I5ms 
ogK(nS/mV) 0.5 15 30 
VogK(mV) -90 -50 9 
tgK(ms) 30 100 8 
Vback(mV) -60 -40 5 

Table 5.1: Parameter values searched. The range for each parameter was divided 
into the specified number of divisions, and all 54,000 possible combinations of 
values were tested. Rm, membrane leakage resistance; t m, membrane time con­
stant. The ranges were based on Weckstrom (1994), Cuttle et al. (1995), Hardie 
(199Ib), Laughlin (1996) and Weckstrom et al. (1991). 
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Figure 5.4: Conductance changes produced by single photons at two levels of 
light adaptation, calculated from the best parameter sets. Solid line, LAl: EL, 
OmV; OgK, 11.SnS/mV; VogK , -8OmV; t gK , 70ms; Vbach -5SmV. Dashed line, LA2: 
EL, -SmV; OgK, 5.5nS/mV; VogK , -9OmV; t gK , 50ms; Vbach -45mV. Values of gm, 
Em, EK and C were as listed in table 5.1. 



CHAPTER 5. MODELS OF A LOCUST PHOTORECEPTOR 85 

LA 1 (gLerror) LA2(gLerror) 
gm(nS) min,25 -0.11 -0.030 

max, 33.3 0.15 0.038 

Em(mV) min, -75 -2.49 -1.73 
max, -55 2.66 1.83 

EK(mV) min, -95 -9.13 -6.75 
max, -75 17.82 10.92 

EdmV) min, -10 4.64 5.47 
max, 10 -3.19 -10.26 

C(nF) min, 0.29 0.0004 -0.0006 
max,0.57 0.0004 -0.0006 

l)gK(nS/mV) min, 0.5 11.70 1.51 
max, 15 -0.21 -0.15 

VoBK(mV) min, -90 -12.30 -0.0006 
max, -50 -317.02* 160.43 

'tgK(ms) min,30 0.46 0.27 
max, 100 -0.50 -0.49 

Vback(mV) min, -60 18.32 31.30 
max, -40 -21.75 -1.86 

Table 5.2: Dependence of the best solutions on the values of individual parame­
ters. Marked (*) value of gLerror for LAI was calculated with VO

BK 
set to -55mV. 
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The time-to-peak of the conductances in figure 5.4 is equal to the time-to-peak 

of the impulse response and examining all valid parameter sets reveals that most 

share this coincident peak (figure 5.5). The majority of the remaining parameter 

sets have a shorter time-to-peak than the impulse response but a small number, 

those with large gains and short time constants for the potassium conductance, 

have a longer time-to-peak. 

Figure 5.6 shows the fits of the phototransduction model equations of Payne 

and Howard (1981) and Contzen and Nagy (1996) to the conductances produced 

by the best parameter sets. For both LA 1 and LA2, the fit between the equations 

and the conductance is close for the majority of the conductance but both models 

fail to fit the prolonged tail. For the log-normal model, the values of the peak 

conductance, gLpk' and the time-to-peak, tp , are lower for the more light-adapted 

response, but the width of the response, 0, is approximately constant. The val­

ues of the Fermi-exponential parameters are all lower for LA2, indicating lower 

amplitude and increased speed in all phases of the response. 

5.2 A leaky integrator model 

The electrical model of a photoreceptor described above is not suitable for use in 

large neural network simulations owing to its complexity and the current shortage 

of experimental data from which to estimate the parameter values. Also, extra 

parameters are required to model light-adaptation, increasing the complexity still 

further. Therefore, a second model of a locust photoreceptor was developed which 

mimics the effects of light-adaptation but requires only five parameters. 

5.2.1 Structure 

The model, shown in figure 5.7, centres around a pair of leaky integrators (sec­

tion 2.1.3). The first (the input integrator), in conjunction with the time delay A, 

filters the input light intensity I to produce If while the second (the adaptation 
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Figure 5.5: Times-to-peak for all valid parameter sets. Bin size, O.25ms. (a) LAI. 
(b) LA2. 
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Figure 5.6: Fits of the phototransduction model equations of Payne and Howard 
(1981) and Contzen and Nagy (1996) to the conductances produced by the best pa­
rameter sets. Solid line, conductance; dashed line, Fermi-exponential model; dot­
ted line, log-normal model. (a) LAl. Log-normal: gLpk' 0.28nS; tp , 42.l8ms; 0, 

0.32. Fermi-exponential: B, 0.45nS; a, 31.67ms; 0, 3.74ms; t, 24.54ms. (b) LA2. 
Log-normal: gLpk' 0.08nS; tp , 22.82ms; 0, 0.34. Fermi-exponential: B, 0.15nS; a, 
17.35ms; 0, 2.51ms; t, 11.87ms. 
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integrator) generates an estimate of the background intensity lb. Formally, 

(5.11) 

and 

(5.12) 

where I(t), If(t) and Ib(t) are the input, filtered and estimated background light in­

tensities at time t respectively, 1 f{t - 1) and Ib( t - 1) are the filtered and estimated 

background intensities at time t - 1 respectively, Ot is the simulation timestep and 

't f and 'tb are the time constant of the input and adaptation integrators respectively. 

I 

Figure 5.7: Leaky integrator model of a locust photoreceptor. I, incoming light 
intensity; ~. time delay; If. filtered light intensity; lb. estimate of background 
light intensity; opt. gain producing peak response; oss. gain producing steady­
state response; Vph. photoreceptor membrane potential. 

The output of the model is given by 

(5.13) 

where Opk is the gain for changes in intensity (transient gain) and oss is the gain 

for the background intensity (steady-state gain). These gains are constants: jus­

tification for this comes from the photoreceptor voltage-log intensity characteris­

tics which are approximately linear for moderate contrasts (Matic and Laughlin 

1981. Vishnevskaya, Byzov and Cherkasov 1993). 
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5.2.2 Responses 

Figure 5.8 shows the nonnalised responses of the leaky integrator photoreceptor 

model. After the initial delay due to the element ll, the step response rises grad­

ually to a peak and then decays slowly to a steady-state. This response matches 

qualitatively the response of a locust photoreceptor to an increase in light inten­

sity. By contrast, the impulse response rises to a peak immediately after the delay 

and then decays rapidly to a weakly hyperpolarised state from which it recovers 

slowly. This impulse response is very different from the impulse response of a 

locust photoreceptor (section 1.1.2). 

The operation of the model is also illustrated in figure 5.8. During the step 

response the filtered input intensity, II. rises rapidly due to the short time con­

stant of the input integrator, t I. This results in a large difference between I I and 

the estimated background intensity. Ib, which rises much more slowly because of 

the longer time constant of the adaptation integrator, tb. This large difference is 

multiplied by the high transient gain, opt. to give a large output, Vph. Gradually 

Ib rises towards II. reducing the transient response. Ib is multiplied by the lower 

steady-state gain. oss. and the sum of the transient and steady-state responses is 

less than the initial transient response. Ultimately, Ib equals I I and the response 

reaches a steady-state. 

The responses of the model can be tuned by altering the values of the five 

parameters. Figure 5.9 shows the influence of the gains Opk and oss on the step 

response. while the effects of the time constants t I and tb are shown in figure 5.10. 

Adjusting the initial delay element, ll, shifts the start of the response but has no 

other effects. 

The amplitude of the transient response is proportional to the transient gain, 

Opk: increasing the transient gain increases the transient response for a given 

stimulus, with the steady-state response unchanged. If Opk = O. the transient re­

sponse is zero and the output, Vph, is proportional to the steady-state response. 

The steady-state response is controlled by the steady-state gain, oss. Larger gains 

produce higher steady-state outputs. reducing the effects of light adaptation. If 

oss = O. the steady-state output is zero. 

Increasing the input time constant, t I, delays the output and reduces the am-
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Figure 5.8: Nonnalised responses of the leaky integrator photoreceptor model. 
(a) Step response. (b) Impulse response. A, 15ms; apk• 4OmV/decade; ass. 
IOmV/decade; t/' 6ms; th. 200ms. 
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Figure S.9: Effect of altering the gains of the leaky integrator photoreceptor 
model. For all responses: A. ISms; 'tf, 6ms; 'tb. 200ms. (a) Transient gain. Opk: 
solid line, 20m V /decade; dashed line. 40m V /decade; dash-dot line, 60m V /decade. 
oss. 1 OmV/decade. (b) Steady-state gain, oss: solid line. SmV/decade; dashed 
line. IOmV/decade; dash-dot line, ISmV/decade; dotted line, 2OmV/decade. Opk, 
40m V /decade. 
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Figure 5.10: Effect of altering the time constants of the leaky integrator photore­
ceptor model. For all responses: fl.. I5ms; ~ph 4OmV/decade; ~ss. 1 OmV/decade. 
(a) Input time constant. 'tf: solid line. 2OmV/decade; dashed line. 4OmV/decade; 
dash-dot line. 6OmV/decade. ~ss. I OmV/decade. (b) Steady-state gain. ~ss: solid 
line. 5mV/decade; dashed line. lOmV/decade; dash-dot line. 15mV/decade; dot­
ted line, 20m V Idecade. ~ph 40m V Idecade. 
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plitude of the peak response. This is caused by the filtered intensity, If, rising 

more slowly due to the longer time constant, and the difference between If and Ib 

being smaller. Increasing the adaptation time constant, tb. has the opposite effect 

on the peak. with longer time constants producing larger responses. The speed of 

adaptation is also reduced. but the steady-state response amplitude is unaffected. 
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5.3 Discussion 

Electrical model 

A model similar to the one described here was used successfully by Weckstrom 

and Laughlin (1995) to study the effect of voltage-dependent potassium conduc­

tances on the responses of blowfly photoreceptors. However, with the data avail­

able for the locust, this approach was found to be unsuitable for developing a 

light-adapting photoreceptor model. 

Two approximations limit the accuracy of this model, the simplification of the 

voltage-dependent conductance and the omission of the membrane's ionic pumps. 

1. In the measured activation curves for the potassium conductances in locust 

photoreceptors (Weckstrom 1994), the gradient 8gK varies sigmoidally as 

the membrane potential increases. The linear approximation used in this 

model is only accurate around specific membrane potentials, but for study­

ing responses where the membrane potential varies by only a few millivolts 

the gradient can be assumed to be constant and this approximation is appro­

priate. 

Also, the model only describes the sustained conductance found in a lo­

cust photoreceptor. There is also an inactivating conductance present which 

is active near the cell's resting potential but becomes inactive only a few 

millivolts above this potential (Weckstrom 1994, Cuttle et al. 1995). The 

omission of this inactivating conductance restricts the use of the model to 

light-adapted cells where this conductance is inactivated. 

2. The omission of the membrane's ionic pumps may also restrict the model to 

a specific membrane potential. Although not studied extensively in the lo­

cust, work on fly photoreceptors indicates the presence of electrogenic Na+­

K+ and Na+ -Ca2+ pumps in the membrane. The Na+ -K+ pump exchanges 

3 intracellular Na+ ions for 2 extracellular K+ ions, hyperpolarising the 

membrane (Jansonius 1990), while Na+ -Ca2+ exchange is believed to de­

polarise the cell and produce the sustained depolarisation observed after 

very strong stimulation (Hochstrate 1991), a response which is also present 
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in the locust (Tsukahara and Horridge 1977). The effects of these pumps 

may cancel at all membrane potentials, but if this is not the case they will 

combine to shift the resting potential of the membrane, changing the rever­

sal potential of the membrane leakage reversal potential, Em. 

A more detailed model is required to describe the responses of a photoreceptor 

accurately. For example, a recent model of the honeybee worker photoreceptor 

from Becker and Backhaus (1998) simulates the effects of light activation well. 

However, for the analysis of brief, weak responses such as the impulse response, 

the model presented here is suitable and has the advantage of a more restricted, 

and easily obtained. set of parameters (9 compared with 23 used by Becker and 

Backhaus). 

The model is useful for calculating the average conductance change produced 

by individual photons. Earlier studies have measured (Hardie 1991 b) or calculated 

(Laughlin 1996) the current underlying the responses of insect photoreceptors to 

light in order to study the effects of light adaptation. However, this current, which 

is produced by the flow of ions through a conductance activated by the absorption 

of photons via the phototransduction cascade, is determined by the membrane 

potential which may mask the true effects of adaptation. The light-activated con­

ductance calculated here is a better measure as it is independent of the filtering 

effects of the membrane. 

This study illustrates a method which can be used to isolate this conductance. 

By obtaining values for the nine parameters used by the model and recording 

the impulse response, the light-activated conductance change can be calculated 

directly, and by making the assumption that negligible adaptation occurs dur­

ing the response, the average conductance produced by a single photon can also 

be found. This conductance represents the average conductance underlying the 

quantum bumps produced by individual photons (Lillywhite 1977). At low light 

intensities. individual quantum bumps show substantial variations in amplitude, 

latency and width (Howard 1983), and although single photon responses have not 

been recorded at higher light levels, it is reasonable to assume that this variability 

persists. 

The calculation of the conductance change produced by a single photon relies 
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on this conductance change being constant throughout the response, ie. that neg­

ligible adaptation occurs. This seems likely due to the short duration and small 

amplitude of the impulse response, but the calculation method offers two opportu­

nities to test this assumption. The first test requires examination of the total light­

activated conductance. If, during the response, the conductance falls below the 

level of the steady-state conductance, the size of the average conductance change 

produced by each photon has decreased due to light-adaptation. However, passing 

the first test does not guarantee that light adaptation has not occurred. The second 

test is to compare the predicted steady-state light-activated conductance with the 

actual conductance. If these are equal then no adaptation has occured, but if the 

predicted value is lower, the average conductance change per photon has reduced 

during the response. If the first test is passed, this scenario requires the photo­

transduction cascade to adapt more quickly than the cell membrane can respond 

which seems implausible, especially when calcium, thought to be responsible for 

light adaptation, enters the cell through the light-activated conductances (Hardie 

1991 b). However, recent work by Oberwinkler and Stavenga (1998) shows that 

the increase in intracellular calcium concentration is very rapid in blowfly pho­

toreceptors. 

Calculation of the light-activated conductance in the time domain contrasts 

with the study of Laughlin (1996) who used the frequency domain to calculate 

the light-induced current in tipulids. In these slow-flying, nocturnal insects the 

voltage-dependent potassium conductances are inactivated in light-adapted pho­

toreceptors, allowing the cells to be modelled accurately with passive RC filters. 

The accuracy of the fits between the single photon conductance change and 

the equations of Payne and Howard (1981) and Contzen and Nagy (1996) is en­

couraging. In a large scale study of phototransduction at a wide range of light 

adaptation levels, it may be possible to relate the variation in these parameters 

between the different adaptation levels to a single value representing intracellular 

calcium concentration, which will help to quantify the effects of light adaptation. 

Also, from the point of view of developing a more detailed model of a photore­

ceptor, the ability to describe all the aspects of the light response in terms of a 

single variable simplifies the task of modelling light adaptation. 

The conductance changes presented in this chapter are unlikely to represent 
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the actual responses, since the parameter search used was fairly course and many 

combinations of physiological parameters were not examined. However, the re­

sults of the search reveal two interesting features, the coincidence between the 

conductance change and impulse response peaks, and the prolonged tail of the 

single photon conductance changes. 

Laughlin (1996), working with tipulid photoreceptors, found that the peak of 

the light-induced current occurred before the peak of the impulse response. This 

is due to the frequency response of the essentially passive membrane being slower 

than the response to light in the photoreceptors of this nocturnal insect. This study 

has shown that, in the photoreceptors of the diurnal locust, the conductance change 

is the slower component. This is not surprising given the presence of the sustained 

voltage-dependent potassium conductance in these cells (Weckstrom 1994, Cuttle 

et al. 1995), which lowers the membrane resistance and hence the time constant of 

the cell, increasing the frequency response. It would be interesting to see whether, 

in a night state locust photoreceptor which has a deactivated the sustained voltage­

dependent potassium conductance (Cuttle et al. 1995) and thus a higher membrane 

time constant, the relationship between the peaks resembles that seen in tipulids. 

The presence of the prolonged tails in the calculated conductance changes 

may be an artefact caused by the use of the log-normal model data instead of ac­

tual experimental results. Examination of the log-normal fits for LAI and LA2 

in figure 1.2 shows that the fit is poor at the end of the impulse response. Re­

peating this analysis with experimental results would eliminate this possibility. 

An alternative explanation is that the tails are caused by the activity of the potas­

sium conductance, which decays to its steady-state value more slowly than the 

membrane potential. This would be expected if the values for the activation time 

constant used in the parameter search were excessively high, but the range of time 

constants used was based on data from the blowfly (Weckstrom et al. 1991) ac­

cording to the ideas expressed in Howard, Dubs and Payne (1984) Laughlin and 

Weckstrom (1993). For the locust, which has a slower photoreceptor response 

than a blowfly, it is likely that the time constant for the activation of the potassium 

conductance will be longer, although this remains to be confirmed experimentally. 
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Leaky integrator model 

The leaky integrator photoreceptor model is useful for large simulations. In con­

trast with the electrical model. this model has only five parameters. consumes very 

little memory (only the current input and previous output are needed) and requires 

few calculations. The principal features of locust photoreceptors which are cap­

tured by this model are the latency and low-pass filtering of responses to transient 

signals and the gain control of light adaptation. Although comprehensive data 

with which to compare the model's responses is not available for the locust. this 

model allows the effects of photoreceptor filtering and light adaptation on higher 

level processing to be studied qualitatively. 

As it is presented in this chapter. the model is suitable only for small contrast 

changes around which the responses of locust photoreceptors are approximately 

linear. However. the model can be enhanced in several ways: 

• The sigmoidal relationship between the steady-state potential and the back­

ground intensity (Visbnevskaya et al. 1993) can be added by replacing the 

constant steady-state gain ass with a bell shaped curve corresponding to the 

rate of change of the potential with background intensity. 

• The sigmoidal shape of the relationship between the transient potential and 

intensity is not constant in locust photoreceptors, with a lower slope at lower 

intensities (Matic and Laughlin 1981). This can be added to the model by 

using an estimate of the background intensity to calculate the slope, and a 

nonlinear gain function. 

• The time constants of the leaky integrators can also be adapted by using es­

timates of the background intensity and feedback from the output potential 

of the model. 

These enhancements would allow the model to reproduce more accurately the 

responses to a wider range of stimuli including natural images, which contain 

many high contrast components (van Hateren 1997). 

One property of locust photoreceptors which is difficult to model is the adap­

tation of the acceptance angle produced by structural changes in the ommatidium 
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(Williams 1983). However, the time course of these changes is long (for exam­

ple, a change of 0.70 can take 20 minutes) and the amount of disk space which 

would be needed to store a stimulus of sufficient length to produce this adaptation 

is prohibitive. 

For the reasons outlined in section 2.1.3, this model needs to be used with cau­

tion because while it produces a good approximation of a photoreceptor step re­

sponse, its impulse response is very inaccurate. This problem could be overcome 

by replacing the input integrator with a low-pass filter with an impulse response 

matched to that of a locust's photoreceptor, perhaps by using a finite impulse 

response filter with weights calculated using the log-normal model. Using the 

log-normal model would allow light adaptation to be modelled by adapting the 

values of the time-to-peak and the sensitivity. 



Chapter 6 

Electrical inhibition in the locust 

lamina 

The axons of the six main photoreceptors (SVFs) within each ommatidium project 

retinotopically into the lamina cartridges where they make many synapses with 

the large monopolar cells (LMCs). While it is not known that the LMCs are on 

the input pathway to the LGMD, both their prominence in the optic lobe (Nowel 

and Shelton 1981, Shaw 1984) and the fast transient nature of their responses 

(Laughlin and Osorio 1989) suggest that this is the case. With this in mind it 

is important to consider how LMC responses might affect the visual input to the 

LGMD. 

LMC responses show the effects of strong inhibition, thought to be mediated 

presynaptically by an extracellular field potential (Laughlin 1974, Shaw 1975). 

When the eye is illuminated, a local field potential builds up within each lamina 

cartridge (Shaw 1968): this may suppress the release of transmitter from the pho­

toreceptor terminals by reducing their effective membrane potential. 1\\'0 previ­

ous models for the production of the field potential were presented in section 1.1.3. 

However, neither of these models is sufficient to explain the inhibitory effects seen 

in the responses of the LMCs: the model of Shaw fails to explain the generation 

of the field potential, while Zimmerman's model omits the lateral flow of current. 

A new model of electrical presynaptic inhibition in the lamina was developed 

for this thesis in order to study the possible effects of this inhibition on the visual 

101 
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input to the LGMD. The model is based on the idea of Shaw (1975) and Laugh­

lin (1974) that the field potential is due to the current from the photoreceptors. 

Owing to the lack of experimental data for the field potential and the mechanism 

of inhibition in the locust, the model is generic and could apply equally to other 

insect species. 

This chapter describes: 

• the new model of electrical presynaptic inhibition in the lamina. 

• the responses of the model to a variety of visual stimuli. 

• the implications of these responses for the LGMD .. 

6.1 Structure 

The model comprises a 17 * 17 hexagonal array of retinotopic units, each of which 

describes a photoreceptor and the extracellular space in a single lamina cartridge. 

Figure 6.1 shows the structure of a unit. 

The photoreceptor element represents all six short visual fibres in one om­

matidium which, in the locust, view the same point in space. For most types 

of stimulus the leaky integrator model of section 5.2 was used, with the follow­

ing parameters: A, ISms; Opk, 4OmV/decade; Oss. 1 OmV/decade; 'tf. 6ms; 'tb. 

200ms. However. when the impulse response was important the log-normal model 

of (Payne and Howard 1981) was used, with the responses of the photoreceptor 

assumed to be linear. The following parameters were used: tp , 23ms; cr, 0.31. 

The extracellular space in the lamina is modelled with the capacitance Cc while 

gc represents the leakage conductance of the resistance barriers which isolate the 

lamina from the eye and the remainder of the optic lobe. gs models the connections 

from a cartridge to its six neighbours through the glial cells which surround the 

cartridge. The value of gs is the total conductance which is six times larger than 

the conductance to a single cartridge. g ph represents the total conductance of the 

photoreceptor terminals, and is six times greater than the terminal conductance of 

a single photoreceptor, which was set to IOnS (equivalent to l00Mn) . 
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I 

Photoreceptor 
Model 

Figure 6.1: Electrical model of a single cartridge in the locust lamina. Cur­
rent from the photoreceptor accumulates in the extracellular space, represented 
by Ce• resulting in a field potential, Ve, within the cartridge. I, light intensity; 
Vph. photoreceptor membrane potential; gph. photoreceptor terminal conductance; 
Ve• field potential in cartridge; ge, cartridge leakage conductance; Ce, cartridge 
capacitance; gs, conductance to surrounding cartridges; Vs• average potential in 
surrounding cartridges. 
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The field potential, Ve, is calculated by considering the flow of currents within 

the cartridge. It is given by 

(6.1) 

where ~ is the rate of change of the cartridge field potential, Ve• and Vs is the 

mean of the field potentials in the six surrounding cartridges. This equation was 

evaluated using the 4th-order Runge Kutta numerical integration technique de­

scribed in section 2.1.2. 

The response of the LMCs within the cartridge is assumed to be linearly de­

pendent on the difference between the photoreceptor membrane potential and the 

cartridge field potential, such that 

(6.2) 

where Owe is the gain of the photoreceptor-LMC synapse. 

The model is biased so that at a background intensity of I = I, all the responses 

are zero. Changes of intensity produce positive and negative responses around this 

bias point, with the responses of the model's elements coding the contrast change 

rather than the absolute intensity. 

6.2 Stimuli 

Stimuli were generated using the method of section 2.2.2. For most simulations 

the acceptance angle and angular separation of the photoreceptor elements was the 

same as for the LGMD models of chapters 3 and 4 (2.00 and 3.30 respectively). 

However, for several simulations these values were matched to those of the locust 

eye (1.50 and 1.250 respectively) in order to compare the two cases. For conve­

nience these two "eyes" are refered to as "wide" and "narrow" in the remainder of 

this chapter. 

A range of static and moving stimuli were used. The static stimuli were: a 

"centre" stimulus comprising a 10 diameter circle centred on a cell's optical axis; 

a "surround" stimulus comprising an annulus centred on a cell's optical axis with 
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an inner diameter of 3° and an outer diameter of 6°; and a wide field intensity 

change. The moving stimuli included the moving shapes previously used with the 

LGMD models and also edges moving at constant angular velocities. The contrast 

of the moving stimuli was 0.2. 

6.3 Responses 

6.3.1 Static stimuli 

The data presented below were taken from the central unit in the model (fig­

ure 6.2). 

Figure 6.2: Recording site in the model for static stimuli 

Impulses 

The model was tuned by matching the LMC impulse responses with the first order 

kernels calculated by James and Osorio (1996) as closely as possible (see discus­

sion). Figure 6.3 shows these responses for the wide eye while figure 6.4 shows the 

responses for the narrow eye. Brief (1 ms) flashes of the centre stimulus produce a 

transient hyperpolarisation followed by a short weak depolarisation. In contrast, 

flashes of the surround stimulus produce a slow depolarisation of lower ampli­

tude. The responses to wide field impulses are similar to the centre responses, 
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but the following depolarisation is more prominent, especially for the narrow eye 

(figure 6.4(b». 

Table 6.1 shows the parameters used for the two eye sizes. Only the size 

of the lateral conductance, gs, changes to compensate for the closer proximity 

and greater overlap between the receptive fields of neighbouring photoreceptor 

elements in the narrow eye. The value of 8LMC was chosen to produce a synaptic 

gain of 6, matching (arbitrarily) the value calculated for the blowfly (Laughlin, 

Howard and Blakeslee 1987). 

Wide eye Narrow eye 
gs (nS) 5 75 
gc (nS) 1 1 
Cc (oF) 1 1 
8LMC -10 -10 

Table 6.1: Lamina model parameter values 

The potential changes within a cartridge which underly the impulse responses 

in the wide eye are shown in figure 6.5. For the centre stimulus the photoreceptor 

depolarises before the extracellular field, producing the initial hyperpolarisation 

of the LMC. After the photoreceptor potential peak the difference between the 

photoreceptor potential and the extracellular field potential decreases, reducing 

the LMC hyperpolarisation, then reverses, depolarising the LMC. Gradually both 

the photoreceptor and field potentials decay, reducing and ultimately eliminating 

the LMC response. In contrast, the surround stimulus produces no depolarisation 

in the photoreceptor (the stimulus is outside its receptive field) but the extracellular 

field depolarises due to lateral currents flowing from the surrounding stimulated 

cartridges, depolarising the LMC. 

The potential changes underlying the impulse responses in the narrow eye are 

similar (figure 6.6). However, the extracellular field potential never exceeds the 

photoreceptor potential for the centre stimulus which results in a purely hyperpo­

larising impulse response. 

As a result of the broadly similar responses of the models to stimuli "seen" 

through both the wide and narrow eyes, the remaining responses are shown for the 

wide eye, for which stimuli are more easily generated, unless stated otherwise. 
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Figure 6.3: Normalised impulse responses of a model LMC when stimulated with 
brief flashes from: (a) centre stimulus (solid line) and surround stimulus (dashed 
line); (b) a wide field stimulus. Wide eye: acceptance angle, 2.0°; angular separa­
tion.3.3°. 
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Figure 6.4: Nonnalised impulse responses of a model LMC when stimulated with 
brief flashes from: (a) centre stimulus (solid line) and surround stimulus (dashed 
line); (b) a wide field stimulus. Narrow eye: acceptance angle, 1.5°; angular 
separation. 1.25°. 
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Figure 6.5: Potential changes underlying model LMC impulse responses for the 
wide eye. All potentials are adjusted to normalise the LMC response. (a) Centre 
stimulus. (b) Surround stimulus. Broken line, photoreceptor potential; dotted line, 
extracellular field potential, solid line, LMC potential. 
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extracellular field potential, solid line, LMC potential. 
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Steps 

The responses of the model to step changes in intensity illustrate well the effects 

of the inhibition by the field potential on the outputs of the LMCs. 

Figure 6.7 shows the responses to a step increase in the intensity of the centre 

stimulus. The LMC response hyperpolarises rapidly at the start of the response 

due to the depolarisation of the photoreceptor. Gradually the extracellular field 

potential depolarises, reducing the difference between itself and the photorecep­

tor potential, and the LMC response is reduced. After approximately 5Oms, the 

amplitudes of all three potentials decay slowly due to the adaptation of the pho­

toreceptor: the speed of adaptation of the photoreceptor controls the rate of this 

decay. 
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Figure 6.7: Normalised step response of a model LMC in the wide eye when 
stimulated with the centre stimulus. Broken line, photoreceptor potential; dotted 
line, extracellular field potential, solid line, LMC potential. 

The responses to a step increase in a wide-field stimulus is shown in figure 6.8. 

This response is very similar to the centre step response, but the early decay of 

the LMC potential is more severe due to more rapid depolarisation of the field 

potential. The absence of any lateral current flow (all cartridges have the same 

field potential due to the uniform stimulus) results in higher field potentials 
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Figure 6.8: Nonnalised step response of a model LMC in the wide eye when stim­
ulated with the wide-field stimulus. Broken line, photoreceptor potential; dotted 
line, extracellular field potential, solid line, LMC potential. 

Figure 6.9 shows the responses to a step increase in the intensity of the sur­

round stimulus. The LMC response rises as the field potential depolarises due to 

the lateral flow of current into the cartridge from neighbouring cartridges. The 

decay in the response is controlled by the adaptation of the stimulated photore­

ceptors. 

6.3.2 Moving stimuli 

Much of the data presented below was recorded from the central row of the model 

(figure 6.10). 

Edges 

The responses of the model photoreceptors and LMCs to edges moving at a range 

of angular velocities are shown in figure 6.11. In both the photoreceptors and the 

LMCs, the responses lag behind the position of the edge and this lag increases 

with edge velocity. 
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Figure 6.9: Nonnalised step response of a model LMC in the wide eye when 
stimulated with the surround stimulus. Broken line, photoreceptor potential; dot­
ted line, extracellular field potential, solid line, LMC potential. 

Figure 6.10: Recording site in the model for moving stimuli 



CH PTER 6. ELECIRI AL INHIBmO IN THE LOCUST LAMINA 114 

:I 

2. 
2.8 

1 4 

I Z 

. 11 : R 

-aI -" -'0 -6 0 , 10 15 20 
ArqIe troon Ideg ) 

(a) 

- 0 -6 0 5 10 15 20 
Ntrjta hom ) 

(b) 

S.5 

3 

2.5 

2 

1.5 

0.5 

o 
PCltentlaJ (mV) 

o 

-8 

!'olema! (mV) 

1 ph t r pto and LMC to moving edges . 
f th m 1 al ng th direction of motion is hown for 

ltl 1 I. 1 1 1000/,200°/,500°/, 10000 /s) 
. Th dg m d [rom -200 to 200. (a) Photoreceptors. 



CHAPTER 6. ELECIRlCAL INHIBIDON IN THE LOCUST LAMINA 115 

In the photoreceptors the peak amplitude of the response is approximately 

equal for all edge velocities, but the responses to the lower velocities are weaker 

than the re ponses to higher velocities in the LMCs. The rate of change of the 

LMC respon e , shown in figure 6.12, is interesting, with the peak rate of change 

occuring cIo er to the edge than the peak LMC response. 

3 

28 

121 
II

L 
__________________________ _ 

-'!O -15 - 10 -5 0 5 10 15 20 
~ .. from cenInI (dIIg .... ) 

0 .5 

-0.5 

- 1 

-1.5 

-2 

- 2 .5 

-3 

-3.5 

-4 
Change (mVlms) 

Figure 6.12: Rate of change of LMC potential in response to moving edges. The 
activity in one line of the model along the direction of motion is shown for a 
range of angular velocities (lOO/s, 200/s, 500/s, 1OOo/s, 2OOo/s, 5OOo/s, l000o/s) 
when the edge i at 200. The edges moved from -20° to 20°. 

Figures 6.13 and 6.14 reveal the cause of the weaker responses to slow mov­

ing edge. A fast moving edge crosses the photoreceptor's receptive field quickly, 

producing a rapid change in the intensity seen by the photoreceptor. The intensity 

change resemble the tep change described above and the response mirrors the 

tep re pan e cIo ely: the photoreceptor depolarising more rapidly than the extra­

cellular field, producing a large hyperpolarisation in the LMC. However, at lower 

velocitie the edge take longer to cross the receptive field of the photoreceptor, 

re ulting in a gradual change in the intensity seen. The resulting depolarisation 

of the photoreceptor i much lower than for the fast edge and the depolarisation 

of the extracellular field matche the depolarisation of the photoreceptor more 

cIa ely. Thi reduce the difference between the two potentials and gives a smaller 
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response from the LMC. 

The discrete steps seen in figure 6.14 are caused by pixel noise in the stimulus 

resulting from the slow movement of the edge. In the Ims time period used in 

these simulations the edge moves less than one pixel across the screen and the 

stimulus appears to move in a series of jumps. The amplitude of the noise in­

creases as the speed of edge movement decreases, and the LMC response to an 

edge moving at 10° /s (figure 6.15) shows a large amount of noise. 

Objects 

The responses to moving edges described above affect the responses of the model 

LMCs to approaching objects. Figures 6.16, 6.17 and 6.18 show the LMC re­

sponses to a square approaching at three different speeds, along with the stimulus. 

For all speeds the response is small when the object is distant and the angular 

velocity of the edges is low. As the angular velocity increases during the approach, 

so does the LMC response. In the final stages of approach the LMCs respond 

strongly although the response lags behind the edges of the stimulus, particularly 

for high approach speeds. 

As for edges moving at constant velocity, the rate of change of the LMC re­

sponses peaks earlier than the LMC response itself and marks the passage of the 

object's edges more closely (figure 6.19). 
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Figure 6.13: Responses of the model photoreceptors and LMCs to a 500degls 
edge. The activity in one unit of the model is shown. (a) Nonnalised activity: 
solid line, intensity; dashed line, photoreceptor potential; dotted line, extracellu­
lar field potential. The field potential is nonnalised using the maximum response 
of the photoreceptor potential in order to preserve the relative amplitudes. (b) Po­
tential changes: dashed line, photoreceptor potential; dotted line, extracellular 
field potential; solid line, LMC potential. 
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Figure 6.14: Responses of the model photoreceptors and LMCs to a 50degls edge. 
The activity in one unit of the model is shown. (a) Normalised activity: solid 
line, intensity; dashed line, photoreceptor potential; dotted line, extracellular field 
potential. The field potential is normalised using the maximum response of the 
photoreceptor potential in order to preserve the relative amplitudes. (b) Poten­
tial changes: dashed line, photoreceptor potential; dotted line, extracellular field 
potential; solid line, LMC potential. 



CHAPTER 6. ELECTRICAL INHIBIDON IN THE LOCUST LAMINA 119 

5 

ol----.-::::--:c:.-:-:-:-:-~-_:':I 

_, -~.-:-.. '"7.-_ 

,,~.~. ....-:O''P .......... _ 

- - Photoleceptor potential 

~r field potentlll 

- LMC potenttaI 

-100 100 200 300 400 500 600 700 aoo 800 1000 
TImI(ma) 

Figure 6.15: Potential changes in the photoreceptors and LMCs in response to a 
IOdegls edge. The activity in one unit of the model is shown. The LMC potential 
shows the effects of the pixel noise in the stimulus. Dashed line, photoreceptor 
potential; dotted line, extracellular field potential; solid line. LMC potential. 



CHAPTER 6. ELECTRICAL INHIBITION IN THE LOCUST LAMINA 120 

Inlenslty change during 4m1s approach of 8 square 

20 
O~------------~ 

-10 -5 0 5 10 15 -20 -15 
Angle from centre (degrees) 

(a) 

LMC potentials during 4m1s approach of a square 

250 

200 

"ISO g 
~ 
F 

100 

50 

O~~~--~15~--I~O--~~~~0---5~~10~-1~5--~20~ 
Angle from centre (degrees) 

(b) 

0.2 

0 .18 

0.16 

0.14 

0.12 

0.1 

0.08 

0.06 

0 .04 

0 .02 

o 
Contrast 

o 

-2 

--4 

- 10 

-12 

- 14 

- 16 

- 18 

- 20 

Potential (mY) 

Figure 6.16: Responses of the model LMCs to a 70rnm square approaching at 
4rnfs. The square moved from 1000mm to l00mm distance from the eye. The 
activity in one row of units is shown. (a) Stimulus. (b) LMC potential. 
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Figure 6.17: Respon es of the model LMCs to a 70mm square approaching at 
8m/s. The square moved from lOOOmm to l00mm distance from the eye. The 
activity in one row of units is shown. (a) Stimulus. (b) LMC potential. 
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Figure 6.18: Responses of the model LMCs to a 70mm square approaching at 
12m/s. The square moved from lOOOmm to lOOrnm distance from the eye. The 
activity in one row of units is shown. (a) Stimulus. (b) LMC potential. 
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6.4 Discussion 

The model described in this chapter incorporates two new features not used in 

previous models, the capacitance Cc which models the extracellular space within 

a cartridge and the conductance gs which connects a cartridge to its neighbours. 

These elements combine to produce the lateral and feedback inhibition seen in 

LMC responses. 

A number of important assumptions have been made: 

• Current flowing from the lamina into the photoreceptors does not affect 

their membrane potential. The photoreceptor soma has a low membrane 

resistance (in a light-adapted cell) and a large volume (WeckstrBm 1994) 

while the lamina cartridge has a small volume (Shaw 1977) and the pho­

toreceptor terminal has a high membrane resistance (van Hateren 1986b). 

As a result the current flowing from the lamina into the photoreceptors will 

be too small to produce an appreciable effect in the soma. 

• The rate limiting steps are the photoreceptor response and the generation 

of the field potential. The LMC membrane capacitance is assumed to be 

insignificant, and the speed of synaptic transmission assumed to be instan­

taneous (Laughlin et al. 1987, Laughlin and Osorio 1989). 

• The synaptic gain is constant and linear. The work of Laughlin et al. (1987) 

shows that the characteristic curve of the photoreceptor-LMC synapses in 

blowflies shifts with light-adaptation to keep the mid-region, where the 

curve is approximately linear, centred on the operating point 

• Only the current from the photoreceptors contributes to the field potential, 

with no contribution from the LMC currents. The arrangement implies that, 

during the response to an intensity change, no transients will be generated 

in the field potential, and this was seen by (Shaw 1968). 

However, recent work by Kettunen, Weckstrom and Laughlin (personal 

communication) on the blowfly questions this assumption. Recordings 

of the field potential were differentiated to reveal the underlying current, 

and this resembles quantitatively the light-induced current recorded in the 
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LMCs. This finding is supported by considering the photoreceptor and 

LMC input resistances in the lamina. The LMC has a much lower mem­

brane resistance of the LMCs than the photoreceptor terminals, and hence 

the LMC currents will be larger than the photoreceptor currents. 

These assumptions have produced a generic model which may be applied equally 

well to other insect species. There is insufficient experimental evidence to verify 

the assumptions made and no published values for the majority of the parameters 

used. However, the model provides a useful starting point from which to assess 

the effects of inhibiton in the lamina. 

Given the lack of published data, the model was tuned by matching the impulse 

responses to the first order Wiener kernels calculated from white-noise responses 

by James and Osorio (1996). With Wiener kernels, the first order kernel equals 

the impulse response for a linear system. The second order kernels calculated for 

the LMCs are small when compared with the first order kernels, so the assump­

tion was made that the first order kernels are approximately equal to the impulse 

response. 

The responses to moving edges resemble those predicted by Juusola and 

French (1997) for the blowfly. The precise tuning of the response is dependent 

on the spatiotemporal responses of the photoreceptors. For a slow moving edge 

the time taken to cross the receptive field of a photoreceptor is longer than the 

time taken for the cell to respond and the response is dictated by the amount of 

receptive field that the edge covers. As the speed of the edge movement increases 

the time taken for the edge to cross the receptive field decreases and becomes 

shorter than the response time of the photoreceptor. The edge is now seen as a 

step input by each photoreceptor. For larger receptive fields the speed at which 

the edge becomes a step input is higher. 

The lag between the edge and the response is dependent on the speed of the 

photoreceptor's response, with slower photoreceptors giving a greater lag. Com­

parison between the responses of the model described in this chapter and the pre­

dictions of Juusola and French (1997) reinforces this idea, with the faster blowfly 

photoreceptors introducing less lag. The relationship between the lag in the LMCs 

and the photoreceptors is different in the two studies, and this results from the dif­

ferent stimuli used. In the blowfly study a point source was used which resembles 
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a flash as it passes across the receptive field of a photoreceptor. This produces 

an impulse response from both the photoreceptor and the LMC, which have sim­

ilar temporal properties (Laughlin et al. 1987) and hence give a similar lag. For 

the edges used in this study, the passage of the edge across a photoreceptor's re­

ceptive field produces a step response which is a prolonged depolarisation in the 

photoreceptor but only a transient hyperpolarisation in the LMC, which has a peak 

earlier than the photoreceptor response (Laughlin et al. 1987) and hence a shorter 

lag. The rate of change of the LMC response has the shortest lag, and signals the 

passage of the edge most accurately. 

The strong responses to edges produced by this model were predicted by Srini­

vasan, Pinter and Osorio (1990), who proposed that LMCs are matched filters op­

timised for the detection of moving edges at high light levels by a combination of 

strong temporal inhibition and weak. lateral inhibition. The response of the model 

presented here increases with edge velocity, reaching a maximum when the speed 

of the edge makes its passage across a photoreceptor's receptive field resemble 

a step input. This corresponds qualitatively with the profile of a cell optimised 

to detect edge velocities between two finite extremes, which was referred to as 

system I by Srinivasan et al. (1990). However, more analysis of this model, in­

cluding the calculation of the spatiotemportal impulse responses, is needed before 

any firm conclusions can be made. 

At low light levels, when both types of inhibition are inactive, Srinivasan et al. 

(1990) claim that the optimisation alters to detect moving 'blobs'. In the model 

shown here, this change in optimisation could arise by two methods, either by 

an increase of the lateral conductance between cartridges (gs), which extends the 

range of lateral current flow, reducing the accumulation of charge in anyone car­

tridge, or by an increase in the cartridge leakage conductance (gc), which dis­

charges the current entering the cartridge and prevent any accumulation of charge. 

This theory is not supported by either van Hateren (1992) or Laughlin (1994), 

who argue that the strong responses to moving edges are a byproduct of more 

general processing, rather than the extraction of specific features from the scene, 

and that the LMCs maximise the flow of information. However, as noted by van 

Hateren (1992), the presence of several types of LMCs, each with subtlely dif­

ferent response properties, suggests that these neurons may emphasise different 
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features in a scene. 

Implications of LMC responses for the LGMD 

If the LMCs are on the input pathway to the LGMD, the responses described 

above may have a significant effect on the input the LGMD receives. 

Already in the lamina there is a preference for faster moving edges, which 

produce large responses while slow moving edges produce only weak. responses. 

As a result the edges of approaching objects produce little response when the ob­

ject is distant and the edges move slowly. but this response increases dramatically 

as the object nears the eye and the edge velocity increases. This preference could 

be responsible for the dependence of the LGMD response on increasing edge ve­

locity (Simmons and Rind 1992), which increases rapidly up to edge velocities of 

120o/s and increases only slowly thereafter. 

LMC responses have a distinct sustained phase, which suggests that the tran­

sient responses proposed for the input to the LGMD may be generated from the 

rate of change of the LMC response rather than the response itself. A similar pro­

posal has been made for the synapses between the large second-order 'L-neurons' 

of locust ocelli (Simmons 1985). The rate of change also signals the position of 

the edge more accurately than the LMC response, although if the transient cells 

recorded by Osorio (1987) are the input to the LGMD this more precise timing is 

lost. 



Chapter 7 

Conclusions 

The aim of the research described in this thesis was the development of a bio­

logically inspired neural network for detecting approaching objects based on the 

lobula giant movement detector (LGMD) system of the locust. Particular empha­

sis was given to aspects of the biological system not considered previously. The 

results of the simulations presented in this thesis show that: 

• the responses of the LGMD neural network model of Rind and Bramwell 

(1996) are dependent on the shape of the stimulus used when the edges of 

the stimulus are aligned with the receptive fields of the P cells. Expanding 

the receptive fields of the input P cells of the model removes this depen­

dency, but the presence of the resulting responses in the biological system 

is uncertain. 

• the average conductance change produced by a single photon can be calcu­

lated from a photoreceptor's impulse response by using an electrical model 

of the cell's membrane. A parameter search suggests that the peak of this 

conductance change is likely to coincide with the peak of the impulse re­

sponse in photoreceptors which have voltage-dependent conductances. The 

method used here could be used in a quantitative study of the effects of light 

adaptation. 

• a leaky integrator photoreceptor model is a useful component for use in 

large simulations. The model presented here displays the latency and low-
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pass filtering characteristics of photoreceptor transient responses, and the 

gain control of light adaptation, and this basic model can be expanded as 

new experimental data becomes available . 

• early visual processing by LMCs may playa significant role in the pref­

erence of the LGMD for fast moving edges and approaching objects. The 

responses of the LMCs are stronger for fast moving edges than for slow 

moving edges, and approaching objects produce little response until they 

are close to the eye. 

Future research 

In light of the findings of Kettunen, Laughlin and Weckstrom (personal commu­

nication), the model of electrical inhibition in the lamina must be extended to 

include the LMC currents. This would require more detailed data about the mem­

brane properties of the LMCs than is available for the locust at present, but there 

is sufficient data available from the blowfly to allow this study to continue. One 

important aspect of this extended model will be the need to balance the time con­

stants of the various components in order to prevent unstable oscillations in the 

response. By enhancing the photoreceptor model used in the simulations, the re­

sponses of the LMCs to natural images could also be studied and compared with 

the study of van Hateren (1997). 

The modelling approach used during this work attempts to simulate the pro­

cessing performed by the neurons which form the LGMD input circuit. The "black 

box" approach taken by Hatsopoulos, Gabbiani and Laurent (1995) is substan­

tially different. but the two approaches are complementary. Models of the LGMD 

input circuitry allow the mechanisms used to extract the stimulus paramaters re­

quired by the "black box" model to be studied. and testing different circuit con­

figurations may suggest ways to reformulate the "black box" input-output rela­

tionship. The techniques for encoding of the stimulus parameters by the arrays of 

neurons can be explored. 

The offline stimulus generation method used in this study is restricted to use 

with only short stimuli. For longer stimuli the time taken to produce a stimulus 

and the memory required to store it become excessively large. This problem can 
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be overcome if a more efficient stimulus system is adopted. One possible method 

is to use a camera mounted on a mobile robot to sense the environment as the 

robot moves, although the number of stimulus frames seen per second is lower 

than is offered by the offline method. This approach is simplified by the use of 

the Xmorph software package (Verschure 1997), which provides interfaces to the 

robot and camera and a graphical user interface to aid the design of simulations. 

In its simplest form, this approach would use the robot moving in a straight line 

towards a stimulus and use the responses of the LGMD model to stop the robot be­

fore collision. A more sophisticated design would use the responses of the LGMD 

to control a collision avoidance behaviour: this situation would test the ability of 

the feed-forward inhibition connection within the LGMD model to suppress the 

responses during motion in the whole visual field. 

A second method is to design a neuromorphic model of the LGMD using 

analogue components. The model could be based on the modified neural network 

model described in chapter 4 or an extension of the model of the fly retina designed 

by Liu (in press). The continuous time operation of the analogue components in 

these models removes the problems of low frame rate that may result from the 

camera-based method, but the internal workings of the model are more difficult to 

examine and the cost and time for development are much larger. 
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