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Abstract

As an alternative to spherical harmonics, mass concentration (mascon) parameters have been successfully applied to the recovery of time-varying gravity (TVG) fields from the GRACE satellite mission. However, before meaningful mass anomalies can be estimated, the noise and errors inherent in the solutions needs to be quantified and appropriate procedures adopted for mitigation. The uniqueness of the mascon methodology is the capability to mitigate noise and errors using spatial and temporal constraints, which can be adapted and tailored to any geophysical signal of interest. Therefore, in the first instance, this work was motivated by the need to improve the accuracy of GRACE TVG fields by understanding the effect of noise and errors. This study then aims to validate mascons for recovery of basin scale inter-annual mass variability at a 10 day temporal resolution.

Newcastle University’s orbit determination software, *Faust*, was modified to allow for estimation of mascon parameters including: modelling of accelerometer bias values; mascon parameterisation; and processing based on short-arc gravity field recovery and KBRR data. Accuracy assessments were undertaken using simulations in the presence of realistic noise facilitating the comparison of mascons and spherical harmonic coefficients, including an assessment of potential limitations associated with each technique.

Comparisons with time-series derived from CSR RL05 Level-2 data validated the mascon TVG field recovery, before estimation of the mass change of Antarctica, Greenland and Alaska. Several hydrological basins, including the Amazon and Indus were also assessed before the GRACE trends resulting from the Sumatra earthquake of 2004 were investigated. While only provided for validation, these comparisons provide confidence in the mascon mass estimates. Between January 2003 and December 2013 a mass change of \(-83 \pm 12\) Gt/year and \(-242 \pm 7\) Gt/year were estimated for Antarctica and Greenland respectively by linear regression using mascons with a 10 day temporal resolution.

Overall, the work undertaken in this thesis provides evidence of the improved accuracy achievable when using mascon parameters to estimating TVG fields from Level-1B GRACE data.
As part of this work a processing methodology to estimate mascon parameters from Level-1B GRACE data using Newcastle University’s orbit determination software Faust has been established and documented. This leaves the University well placed to continue processing mascon solutions from Level-1B GRACE data and to estimate mascon solutions from the GRACE-FO mission.

Through simulations, mascon parameters were found to offer advantages over spherical harmonics for the mitigation of noise and for improving the temporal and spatial recovery of the TVG field from GRACE. The mascon constraint matrix allowed more signal to be preserved up to degree ~35. Using basin constraints, simulation revealed that the constraint matrix can be tuned to recovery the gravity changes resulting from any geophysical phenomena of interest. Basin constraints were found to optimise the signal recovery of GLDAS and a known mass change signal over Antarctica and Greenland. A novel way to create realistic noise and errors in the KBRR measurement was also documented.

Generating monthly and 10 day mascon solutions using real data revealed that the noise and errors in mascon solutions is comparably lower than in CRS RL05 solution while also validating the mascon methodology established here. Comparison to published mass trends to those estimated using mascon parameters showed that the estimation of mascon parameters has application in the study of mass change in the cryosphere, hydrological applications and for the study of the co-seismic mass changes resulting from earthquakes.
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Chapter 1. Introduction

1.1 Research background

The ability to accurately recover the Earth’s time-varying gravity (TVG) field every ~30 days to a few hundred kilometres resolution provides a means to assess and improve geophysical models. Observing changes between successive monthly solutions also allows geophysical processes that are of fundamental importance to be studied. One example is the monitoring of the Greenland and Antarctic ice sheets. Greenland contains enough ice to cause global sea level to rise by between 6.5 m and 7.4 m (, with a potential contribution from Antarctica of 58 m (Fretwell et al., 2013). While this is the ‘worst case’ scenario, it does highlight that having an accurate estimate of the current mass change of these ice sheets, along with realistic uncertainties, is of fundamental interest (Zwally et al., 2005). TVG solutions have also identified important issues such as ground water depletion (e.g. Castle et al., 2014). If not correctly addressed, ground water depletion could result in water scarcity. A United Nations report identified that water scarcity already effects 1.2 billion people and is set to be one of the main issues effecting society in the 21st century (Watkins, 2006).

Since the launch of the Gravity Recovery and Climate Experiment (GRACE) twin satellite mission in 2002, GRACE TVG solutions have been successfully used for estimating ice mass trends (e.g. King et al., 2012, Luthcke et al., 2013, Shepherd et al., 2012), hydrological change (e.g. Awange et al., 2011, Han et al., 2009, Ramillien et al., 2011), ocean mass variability (e.g. Chambers and Bonin, 2012, Chambers et al., 2010), Glacial Isostatic Adjustment (GIA) (e.g. Riva et al., 2009) and studying Earthquake co-seismic and post-seismic deformation (e.g. Han et al., 2008). The spatial and temporal resolution of GRACE will allow the separation of the signals from many of these geophysical phenomena (Swenson and Wahr, 2002). Without GRACE, this would not have been possible.

To generate GRACE TVG solutions, a number of different processing methodologies have been applied to GRACE data. The most common methodology used to estimate the temporal variations of mass anomalies from Level-1B GRACE data is the recovery of spherical harmonic (Stokes’) coefficients (Tapley et al., 2004b, Wahr et al., 2004). While some groups are able to generate their own spherical harmonics solutions, most users of GRACE data are heavily reliant on pre-processed Level-2 gravity field
solutions which are provided by the main GRACE processing centres, namely: Centre for Space Research (CSR); Jet Propulsion Laboratory (JPL); and GeoForschungsZentrum (GFZ). More recently mass concentration (mascon) parameters have been used to estimate TVG solutions from Level-1B GRACE data. Mascon parameters allow the Earth’s TVG to be modelled at a spatial and temporal resolution unachievable using conventional spherical harmonics (Rowlands et al., 2010). Spatial and temporal constraints, applied during solution generation, can be adapted to any geophysical phenomena of interest, offering the potential to improve the monitoring of geophysical processes. This is the uniqueness of the mascon methodology.

The use of spherical harmonic coefficients and mascon parameters result in solutions that differ in more than their spatial and temporal resolutions. Random noise and systematic errors in the GRACE solutions need to be appropriately treated and mitigated before any meaningful mass anomalies can be estimated. Level-2 spherical harmonic products, which are widely used by researchers who undertake studies of mass flux analysis, rely on post-processing strategies that have been proposed to mitigate the random noise and systematic errors in spherical harmonic coefficients. These include the use of Gaussian smoothing (e.g. Tapley et al., 2004a, Wahr et al., 1998, Wahr et al., 2004), filtering using empirical orthogonal functions (EOF) (e.g. Wouters and Schrama, 2007), destriping (e.g. Swenson and Wahr, 2006) and forward modelling (e.g. Schrama and Wouters, 2011, Wouters et al., 2008). Gaussian smoothing is probably the most common processing strategy (Rowlands et al., 2010). Although, access to solution normal matrices allows users to constrain the higher degrees of their TVG fields to the mean field (e.g. Bruinsma et al., 2010, Save et al., 2012), these are not typically provided as part of the Level-2 solutions and are only available to users generating solutions from Level-1B data.

In contrast the mascon methodology benefits from constraint equations applied during the Least Squares inversion which removes the requirement of post processing, making possible solutions with a 10 day temporal resolution and a spatial sampling of 4° or 2° (Rowlands et al., 2010) with the most recent published mascon solutions using a 1° spatial sampling (Luthcke et al., 2013). At the equator, 1° is ~110 km. The mascon constraint matrix is anisotropic in nature as it can be applied to constrain distinct geographical regions while also taking into account the full noise covariance matrix (Luthcke et al., 2013). The use of mascon parameters has allowed basin scale interannual variability to be extracted from the GRACE time series (Rowlands et al., 2010).
Mascon TVG estimates, unlike spherical harmonic coefficients, can also be either local or global in extent as the GRACE K-band range rate (KBRR) data associated with the mascon is dominated by mass flux below the satellite (Lutheke et al., 2008).

1.2 Motivations, Aims and Objectivises

Compared with TVG recovery using spherical harmonic coefficients, the 10 day temporal resolution and basin scale inter-annual variability of the mascon methodology has the potential to further improve geophysical models and aid the understanding of geophysical processes. In addition, users of the GRACE TVG solutions, especially those that use the pre-processed Level-2 gravity field solutions, need to understand the limitations of the mascon methodology used to calculate TVG solutions, allowing them to directly compare any subsequent mass flux analysis. Bonin and Chambers (2013) note that no accuracy assessment of the mascons ability to recover a known input signal has been published. Although, the spatial and temporal resolution of the mascon methodology look promising, with studies by Rowlands et al. (2010) and Watkins et al. (2015) finding, when compared to in-situ data, that the mascon constraint equation offer advantages over the post-processing of spherical harmonics solutions, a simulated comparison of the two methodologies, using a known input signal, is still required.

Therefore, the work in this thesis is motivated by the need to improve the accuracy of TVG fields computed from the GRACE data; while aiding users of GRACE solutions to understand the associated limitations of the mascon methodology. One of the key issues to address is how random and systematic errors, present in the instrument data and background models, are handled as they can dominate the solutions (Klees et al., 2008a). If not correctly dealt with, measurement and processing errors and un-modelled mass variations in the GRACE solution could be interpreted as real mass change (Wahr et al., 2006). Systematic errors in geophysical models can also alias into the solutions (Seo et al., 2008a).

This study aims to validate the use of the mascon methodology for the recovery of basin scale inter-annual variability at a 10 day temporal resolution by undertaking an accuracy assessment using simulations. In particular, this will include how random and systematic errors are handled, while identifying the limitations of the mascon methodology. The final results will include an estimate of the current mass trend of Antarctica, Greenland and Alaska and the hydrological changes over the Amazon, Indus, Mississippi and Ganges river basins. The mass redistribution caused by the
Sumatra-Andaman Earthquake will also be investigated. To achieve this aim the following objectives will be pursued:

1. Newcastle University’s orbit and gravity field determination software, *Faust*, will be modified to allow for the estimation of mascon parameters.

2. The correct parameterisation to use during the processing steps required to compute gravity field solutions from Level-1B GRACE data will be identified and validated.

3. A simulated comparison of solutions generated through the estimation of mascon parameters and spherical harmonic coefficients will be undertaken.

4. Monthly and 10 day mascon solutions will be generated, from real GRACE data, for the period January 2003 to December 2013 and compared to time-series solutions calculated from CSR release 5 (RL05) Level-2 products.

5. The mass trend of Antarctica, Greenland and Alaska, complete with uncertainties, will be computed. The mass redistribution caused by the Sumatra-Andaman Earthquakes will also be investigated, along with hydrological changes over the Amazon, Indus, Mississippi and Ganges river basins.

The use of simulations will allow the relative accuracy of the mascon and spherical harmonic methodologies to be assessed, along with their ability to resolve basin-level mass changes at a variety of spatial scales. Simulations will also provide an insight into how random noise and systematic errors inherent at higher degree and orders are handled, while allowing the parameterisation of the mascon methodology to be tuned. Actual random noise and systematic errors, obtained during GRACE Level-1B data processing, will be used to create simulated stripes for use during the simulations. The simulations will be used to recover realistic mass change signals. While the simulations will only recovery a single solution, the assessment of the mascon methodology will provide an understanding of the associated limitations, as correctly recovering individual solutions is imperative when using these solutions for deriving longer term trends. The simulations will compare a mascon and spherical harmonic solution using a standard Gaussian smoothing filter for the post processing of the spherical harmonic solution and a spatial constraint matrix applied to the mascon solution. For consistency
with the spherical harmonic approach the simulations will only calculate monthly mascon solutions.

Mascon time-series solutions, generated from real GRACE data, will then be compared with time-series solutions calculated from CSR RL05 Level-2 products, allowing the signal recovered at a number of locations to be assessed. The removal of a constant, linear trend and annual and semi-annual signal from the time-series will allow the relative random noise and systematic errors in the solutions to be determined. First the monthly mascon solutions will be compared to the CSR RL05 solutions. On validating the monthly mascon solutions, they will then be compared to the 10 day mascon solutions. Comparing the solutions will reveal any differences in the mascon solutions.

1.3 Thesis outline

The outline of the thesis will be as follows. Chapter 2 will describe modelling the Earth’s static and temporal gravity field from space, with special attention paid to the development of dedicated satellites missions such as the GRACE. An overview of the scientific instruments on-board GRACE and the GRACE data products will also be provided. In Chapter 3 the causes of the random noise and systematic errors in the GRACE data will be discussed. The different processing methodologies used to estimate TVG solutions will be documented, along with how random noise and systematic errors are mitigated. Finally, methods used to derive mass flux trends will be outlined.

The theory behind the formation of the mascon parameters will be described in Chapter 4. Building on this, in Chapter 5 the processing strategy used to calculate TVG solutions from Level-1B GRACE data will be documented. This will include an explanation and validation of the choice of parameters used during the processing. Using these parameters, a number of simulated comparisons of TVG field recovery using the mascon parameters and spherical harmonic coefficients will be undertaken in Chapter 6. This will validate the use of the mascon methodology to recover basin scale mass change. An assessment of the random noise and systematic errors in the two solutions will also be undertaken.

In Chapter 7, monthly and 10 day mascon solutions will be generated from Level-1B GRACE for the period January 2003 to December 2013. A comparison of time-series will be made between the monthly mascon solutions and the CSR RL05 Level-2 products, allowing for validation and analysis at the noise level. This is followed by a
comparison between the monthly and 10 day mascon solutions. The mass trend of Antarctica, Greenland and Alaska and the hydrological changes over the Amazon, Indus, Mississippi and Ganges river basins will also be presented, along with the post-seismic mass redistribution caused by the Sumatra-Andaman Earthquake. The conclusions are in Chapter 8.
Chapter 2. Gravity Recovery and Climate Experiment (GRACE)

This chapter will provide a brief introduction to the history of observing the Earth’s gravity field from space. Following this the concept of satellite to satellite tracking will be introduced before an overview of the dedicated gravity mission GRACE is given with an introduction to the scientific instrumentation and data levels available from the GRACE data centres. Chapter 3 will discuss how GRACE data is used to compute estimates of the Earth’s gravity field.

2.1 **Observing the Earth’s gravity field from space**

Satellite geodesy started with the launch of Sputnik-1 on October 4, 1957, which was the first artificial satellite to orbit the Earth. However, the tracking of satellites is not a new phenomenon and it has been going on for centuries. One example is the tracking of the moon by Laplace (Seeber, 2003). Artificial satellites can be tracked from the Earth, using methods such as Satellite Laser Ranging (SLR) and Doppler Positioning. The tracking of artificial satellites has allowed scientists to solve scientific problems such as determining the flattening of the Earth. One ‘indirect effect’ of the tracking of artificial satellites is the creation of gravity fields from analysis of satellite orbits (Rowlands et al., 2002) as gravity signals can be inferred from the perturbed orbits of satellites (Wolff, 1969). This has led to the development of global gravity field models (Seeber, 2003).

The early gravity field models were limited to long wavelength, low degree information. For example, the first gravity field model issued by the National Aeronautics and Space Administration (NASA) Goddard Space Flight Centre (GSFC) was the Goddard Earth Model 1 (GEM-1) (Lerch et al., 1972). GEM-1 was derived from the tracking of 25 satellites over 300 weekly orbits, but was limited to spherical harmonic degree and order 12.

2.1.1 **Advances in gravity field modelling**

Since 1972, there have been improvements in satellite tracking techniques and also an increase in the number of artificial satellites orbiting the Earth, allowing shorter wavelength, higher degree gravity field information to be obtained. The Earth Gravitational Model 1996 (EGM96) (Lemoine et al., 1998) describes the Earth’s gravity field up to degree and order 360. Compared to GEM-1, EGM96 offered a fundamental improvement in the spatial resolution of the model. EGM96 utilises gravity data from different sources (e.g. terrestrial gravity surveys and altimetry). However, in EGM96,
satellite tracking is used to provide the spherical harmonics coefficients up to degree and order 70 as part of a composite solution where different techniques are used to compute different spectral bands of the model (Pavlis et al., 2012). The satellite contribution is derived from EGM96S solution, where the ‘S’ denotes satellite only. EGM96S is based on the analysis of tracking data from 40 satellites. Many gravity field models are available as satellite only solutions (suffix of ‘S’) or as combined solutions (suffix of ‘C’), that use additional gravity information (e.g. terrestrial gravity surveys).

2.1.2 Dedicated Gravity Satellite missions

The most recent developments in modelling the Earth’s gravity field have been through the launch of dedicated gravity field satellite missions; previously satellite missions mainly had other objectives. Missions such as Challenging Mini-Satellite Payload (CHAMP), launched on July 15th 2000, GRACE, launched on 17th March 2002, and Gravity Field and Steady-State Ocean Circulation Explorer (GOCE), launched on 17th March 2009 have led to further improvement in gravity field models.

Dedicated gravity field missions were required because satellite missions not designed for gravity recovery (non-dedicated satellites) cannot be tracked continuously in their orbit. They can only be tracked from the Earth at short intervals (Rummel et al., 2002). The orbital heights of non-dedicated satellites also caused a problem. Dedicated gravity satellites require a low orbit to capture information at higher spherical harmonics degrees; non-dedicated satellites are generally not in low orbits. However, the orbital height of a satellite is a trade-off between the required resolution of the resulting gravity field and the technical effort of maintaining orbital height (Seeber, 2003). Satellites in lower orbits are subject to significant non-conservative forces, such as atmospheric drag and solar radiation pressure, in addition to gravity field forces.

The benefits that dedicated satellite missions have had to gravity field models can be seen through comparisons to pre-launch fields, such as EGM96S. One of the first gravity fields derived using CHAMP data was the European Improved Gravity Field Model of the Earth by New Techniques (EIGEN-1) (Reigber et al., 2003). EIGEN-1 was the first model to be created from tracking only one satellite and was based on 88 days of CHAMP data from 2000. Compared to EGM96S, EIGEN-1 was able to offer an improved spatial resolution, while offering a factor of two improvement at longer wavelengths. This improvement was a factor of 4 over the oceans (Reigber et al., 2003) as EGM96S contains long wavelength systematic oceanic errors (Pavlis et al., 2012).
One of the first GRACE only gravity field models was GRACE Gravity Model 01 (GGM01) (Tapley et al., 2003). GGM01 was based on 111 days of GRACE obtained during the commissioning phase, and is described to spherical harmonic degree and order 120. GGM01 offered a dramatic improvement over older geoid models (Tapley et al., 2003). The second version of this model, GGM02 (Tapley et al., 2005), based on 14 months of GRACE data, offered a further factor of two improvement over GGM01, with a cumulative error of less than 1 cm geoid height to spherical harmonic degree and order 70. This allowed GRACE to meet the minimum mission goals (Tapley et al., 2005). The GRACE mission can also be used to map time-variations in the Earth’s gravity field.

The aim of the GOCE mission was to determine the Earth’s mean gravity field to unprecedented accuracy (Bouman et al., 2014b). This is possible as GOCE offered the highest resolution capabilities of mapping the Earth’s gravity field from space (Bouman et al., 2014a). While GOCE only gravity fields have been released, Bouman et al. (2014a) found that combing GOCE observations and GRACE data resulted in improvements in gravity field recovery. Bouman et al. (2014a) also showed that GOCE can be used to determine the mass change of Antarctic outlet glaciers. However, due to the short life of the GOCE mission (March 2009 to November 2013), GOCE data is not used in this project.

2.1.3 *Time variable gravity fields*

The gravity field models EGM96, EIGEN-1, GGM02 and later models are all static gravity field models that represent the mean gravity field of the Earth. However, the primary goal of the GRACE mission is to map time-variations in the Earth’s gravity field at monthly intervals. This is possible due to the unique orbital configuration of GRACE. Time varying gravity fields allow the difference from the static gravity field to be calculated over short periods (e.g. monthly) and can be used to estimate, among other things, ice mass trends (e.g., King et al., 2012, Luthcke et al., 2013, Shepherd et al., 2012, Velicogna and Wahr, 2006b), changes in water storage (e.g., Longuevergne et al., 2013) and GIA (e.g., Tregoning et al., 2009).

2.2 *Introduction to GRACE*

GRACE twin satellite mission (Tapley et al., 2004b) was launched in 2002 with the aim of mapping the Earth’s time varying gravity field every ~30 days (Wahr et al., 2004) at spatial scales of hundreds of kilometres. GRACE is a joint satellite mission between
NASA and Deutsches Zentrum für Luft und Raumfahrt (DLR). The mission was launched on 17th March 2002 from Plestck, Russia and had an estimated lifespan of 5 years. The mission is still in operation at the time of writing. The GRACE project is under overall direction of the CSR at the University of Texas with the NASA JPL responsible for the development of the science instruments and DLR German Space Operation Centre (GSOC) responsible for the operation of the satellites.

GRACE consists of two satellites separated along-track by ~220 km. The satellites are in nearly identical orbits (Kim and Tapley, 2002) and are near circular at ~500 km altitude and have an inclination of 89.5°. The low height of the orbits, results in a unique sensitivity to the Earth’s gravity field, but it also means that the orbits decay naturally by ~30 m/day, resulting in a ground track that does not have a fixed repeat pattern (Tapley et al., 2004b).

Although the GRACE system consists of two satellites, the satellites are independent, and are both subjected to different gravitational accelerations. However, the orbital configuration of GRACE, with one satellite following the other, results in the trailing satellite arriving at the same location as the lead satellite ~27 seconds later (Frommknecht and Schllicht, 2010). Figure 1 shows an artist’s impression of the GRACE satellites in orbit.

![Figure 1. Artist impression of GRACE in orbit (NASA/JPL, 2002).](image)

By measuring the changing separation of the satellites, GRACE allows us to monitor the spatial and temporal geophysical mass variations in the gravity field. To do this the GRACE satellites are equipped with a number of scientific instruments that allowed, shortly after launch, the detection of changes in mass corresponding to 1.4 cm of equivalent water height (EWH) over a radius of 750 km every 30 days (Wahr et al., 2004). Advances in the background models and processing strategies applied to the
GRACE data have since driven this uncertainty/radius downward. The success of GRACE is the result of the orbital configuration which utilises the concept of satellite to satellite tracking and the scientific instrumentation on-board the satellite.

2.3 *Satellite to Satellite Tracking*

The GRACE mission relies on satellite to satellite tracking, a concept that has been around since the 1960’s. Satellite to satellite tracking involves the tracking of one satellite using other satellites. In traditional tracking methods, such as SLR and Doppler Positioning, gravity field information is inferred from the monitoring of satellite orbits. Satellite to satellite tracking allows the gravity field information to be modelled from analysis of tracking observations rather than requiring the analysis of accumulated orbital perturbations.

The concept of satellite to satellite tracking was realised in the launch of the TOPEX/Poseidon (T/P) mission in 1992 which saw, for the first time, a satellite being tracked in a high-to-low satellite configuration (Global Positioning System (GPS)-T/P) for a geodetic application (Schwintzer et al., 1995). However, it was only with the launch of the GRACE mission that the low-to-low satellite tracking, first proposed by Wolff (1969), was realised. GRACE uses both high-to-low and low-to-low satellite tracking.

2.3.1 *High-to-low satellite tracking*

High-to-low satellite tracking involves tracking a satellite in a low orbit using a satellite in a high orbit. The high-to-low configuration allows the orbital trajectory of the low satellite, which is affected by the higher frequency components of the gravity field, to be observed using a satellite in a high orbit (Seeber, 2003). GRACE utilises high-to-low satellite tracking as the GRACE satellite orbit are tracked using GPS. This multi-dimensional and continuous tracking of the GRACE satellites using GPS (Kang et al., 2003) allows the position of the satellites to be continuously and accurately determined and allows the gravity field estimates to be correctly registered to a terrestrial reference frame (Kim and Tapley, 2002). Kang et al. (2006b) were able to position the GRACE satellites with a precision of 1 cm in position, using GPS tracking data only. While offering an improvement over traditional methods, tracking a satellite to model the gravity field using GPS is limited to around 1 cm, with a better insight obtained by low-to-low satellite tracking (Frommknecht and Schlicht, 2010).
2.3.2 **Low-to-low satellite tracking**

Low-to-low satellite tracking satellites involves tracking a satellite in a low orbit using another satellite in a low orbit. In GRACE the concept of low-to-low satellite tracking utilises K-band range (KBR) measurements between the two satellites. The idea of measuring the Earth’s gravity field using two satellites in identical orbits, separated by 200 km was proposed by Wolff (1969). That paper suggested that the concept of low-to-low satellite tracking was different to that of measuring the long term integrated effects on satellite orbits, as it measures the gradient of the potential field. Rowlands et al. (2002) suggested that it should be possible to estimate the gravity field from short satellite arcs, e.g. 15 minutes of data, with little difference from a gravity field estimated using longer arcs. Although the GRACE mission consists of two separate satellites, in reality the two satellites can be considered to be one instrument, due to the low-to-low satellite tracking between the two satellites.

2.4 **Scientific Instruments**

To recover the Earth’s static and time-varying gravity fields the GRACE satellites are equipped with a number of on-board scientific instruments including: a K-band Ranging system; GPS receivers; accelerometers and star cameras. Figure 2 shows the internal layout of a GRACE satellite, including the locations of the different sensors. Both satellites are identical in design. Data from these instruments are available to the scientific community.

![Figure 2](image)

Figure 2. A view inside one of the GRACE satellites showing the different sensors and their relative locations (GFZ-Potsdam, 2001).

2.4.1 **KBR/KBRR**

In orbit the GRACE satellites experience small accelerations as they pass across contours in the gravity field, resulting from the changing strength of the field below the
satellites. These accelerations are applied to the first satellite then the second, continuously changing the distance between them (Dunn et al., 2003) with the perturbations experienced by the different satellites being out of phase. Monitoring this changing distance, through low-to-low satellite tracking, provides a unique insight into the accelerations experienced by a low Earth orbiting satellite (Rowlands et al., 2005), which in turn allows the static and time variable nature of the Earth’s gravity field to be mapped.

On-board GRACE the changing distance between the two satellites is measured using the K-band range (KBR) instrument, which is the main observable of the GRACE mission. The range between the satellites K-band antenna phase centre (APC) is measured using a dual frequency K-band instrument which has an accuracy of a few microns (Dunn et al., 2003). The first time-derivative provides a K-band range rate (KBRR) measurement, which is generally used during GRACE data processing and has a precision of 0.1 μm/s (Luthcke et al., 2006b). KBRR measurements are usually provided every 5 seconds.

North-South variations in the gravity field are better sensed by GRACE than East-West variations, due to the 89.5° orbital inclination. The KBR(R) measurement mainly determines the north-south component of the Earth’s gravity field. Any gravity signal that only has an east-west component could theoretically be added to the gravity field without affecting the north-south gradient and therefore not be sensed in the range rate. However, in practice this is not the case as the Earth’s rotation adds the east-west component (Ditmar et al., 2011). The KBR(R) measurement, along with the GRACE laser retro reflectors and GPS receivers, can be used in the evaluation of the GRACE orbits, through measuring relative orbital accuracies. The KBR(R) Level-1B ranging data are provided in the KBR1B data product.

2.4.2 *GPS*

Global Positioning System (GPS) on-board the GRACE satellites is used for positioning. Each GRACE satellite is equipped with a dual frequency, codeless, Blackjack GPS geodetic receiver that is capable of tracking up to 14 GPS satellites (Dunn et al., 2003). The receivers were developed by JPL (Kang et al., 2006a) and have a data quality that is comparable to the precision of geodetic ground receivers. Using GPS has allowed orbital accuracies to be obtained to better than 2 cm in each coordinate (Dunn et al., 2003). The positional accuracy achievable using GPS was validated by Kang et al.
(2008) whose determined the positions of the GRACE satellites to an accuracy of ~1 cm in the radial direction and better than 2.5 cm in the along-track and across-track directions using GPS data. GPS on-board the GRACE satellites will have the advantage of being unaffected by tropospheric delays (Jekeli, 1999).

GPS allows each GRACE satellite to be continuously and accurately determined in terms of position, while allowing gravity field estimates to be correctly registered to a terrestrial reference frame (Kim and Tapley, 2002, Luthcke et al., 2006a). Without the use of GPS for tracking, an extensive ground tracking network would be required to measure the velocity of GRACE. Although GPS can be used to position the GRACE satellites, obtaining the satellite velocity vectors, which are required to recover the gravitational potential, is currently beyond the capability demonstrated by GPS (Jekeli, 1999). The GRACE satellite velocity vectors are recovered using the KBR instrument. In this study the GPS observations are not used directly. Instead the satellite positions are provided in the GPS Navigation Level-1B data product (GNV1B). The GNV1B navigation solution provides the location of the satellites in their orbit.

2.4.3 **Accelerometers**

The ability to obtain highly accurate KBRR measurement depends on accurate information on the inter-satellite alignment (Helsen et al., 2008), which is affected by gravitational and the non-gravitational (non-conservative) accelerations experienced by the satellites (Kim and Tapley, 2002). Each satellite experiences different non-gravitational accelerations. To monitor these changing accelerations the GRACE satellites use three-axes accelerometers, which have accuracies of up to $10^{-10}$ m/s\(^2\) (Dunn et al., 2003, Flury et al., 2008). These SuperStar accelerometers, manufactured by ONERA, measure the non-gravitational accelerations and surface forces, such as atmospheric drag and solar radiation pressure, which act on the satellites (Kim and Tapley, 2002, Riva et al., 2009). The use of accelerometers is fundamental as the surface forces that act on low Earth orbiting satellites are not currently modelled precisely enough (Van Helleputte et al., 2009) and can be highly variable (Kang et al., 2006a).

The accelerometers work by measuring the changes in the electrostatic forces that are required to keep a proof mass in the centre of a cage. The proof mass and the satellite both experience the same gravitational force but the non-gravitational forces only act on
the satellite allowing the gravitational and non-gravitational forces that effect the satellite to be separated (Van Helleputte and Visser, 2008).

Each GRACE satellite has its own accelerometer and the data is collected in the along-track, across-track and radial directions. The axes in the along-track and radial-direction is an order of magnitude more sensitive than the axis in the cross-track direction (Bezděk, 2010). The data collected by the GRACE accelerometers still needs calibration by applying a bias and a scale factor in each axis (Kang et al., 2006a). The bias is an offset and the scale factor relates to the amplitude of the measurement (Van Helleputte and Visser, 2008). The scale and bias cannot be calibrated before launch, due to the Earth’s gravity field being larger than the non-gravitational measurements (Bezděk, 2010). They are therefore calculated in orbit.

Work by Kang et al. (2006a) validated the use of accelerometer data in GRACE processing. The data from the GRACE accelerometers can also be used for atmospheric density modelling and studying solar and geomagnetic storms (Bruinsma et al., 2006, Bruinsma and Forbes, 2010). Studying the atmospheric density improves models of how atmospheric drag effects satellite orbit while offering improvements in re-entry prediction and collision avoidance (Van den IJssel and Visser, 2010). The Level-1B accelerometer data is provided in the accelerometer data product (ACC1B).

2.4.4 Star cameras

The star cameras on-board the GRACE satellites are used to orientate the satellites in space. The star cameras have a precision of 25 arc-seconds and allow the translation of the accelerometer data from the spacecraft reference frame to the inertial reference frame (Kim and Tapley, 2002). The data provided from the star camera are available as quaternions. When no quaternions are available the data from the GRACE accelerometers cannot be used (Van Helleputte and Visser, 2008) as this will affect the KBRR measurements as the pointing direction of the KBRR system cannot be determined (Dunn et al., 2003). The Level-1B star camera data is provided in the star camera data product (SCA1B).

2.5 GRACE data levels

Data from the GRACE satellites are released at different levels, where each level relates to the amount of processing that has been performed on the raw satellite data. Level-0 is the first level, with each subsequent level having undergone a greater amount of processing. The choice of data level will depend on the requirements of the user.
2.5.1 **Level-0**

Level-0 data is the data that is downloaded directly from the satellite to the mission ground station raw data centre located at DLR in Neustrelitz, Germany (Bettadpur, 2012a). Level-0 data is made up of the raw satellite observations collected by the satellites scientific payload and the satellite housekeeping information. Data is downloaded on each satellite pass, with separate data provided by the two satellites. The raw satellite data goes into a rolling archive stored at JPL and GFZ (Bettadpur, 2012a).

2.5.2 **Level-1A**

Level-1A data is created by applying non-destructive, reversible, processing to Level-0 data (Watkins et al., 2000). This processing involves sensor calibration and time tagging the data with respect to the satellites receiver clock (Bettadpur, 2012a). Editing and quality control flags are also added and the data is reformatted for future processing. Level-1A data is only held by the processing centres JPL and GFZ and is not available to be general scientific community (Kim and Lee, 2009).

2.5.3 **Level-1B**

Level-1B data is created by applying irreversible processing to the Level-1A data. The processing involves applying a low pass filter and a time correction (Kim and Lee, 2009) while the sampling frequency of the scientific data is reduced from 10.034 Hz to 1 Hz (Flury et al., 2008). Level-1B data includes the ancillary data products generated during the processing and the additional data required for future processing. This is the first data level that is available to the wider scientific community. The processing from Level-0 to create Level-1B data is collectively known as Level-1 processing. Level-1B data is the data used in this thesis.

2.5.4 **Level 2**

The processing of Level-1B and the related ancillary data into Level-2 data is known as Level-2 processing. Level-2 processing is carried out at CSR, GFZ and JPL for validation (Watkins et al., 2000). The final Level-2 products released by these processing centres are monthly estimates of the Earth’s gravity field, with corrections applied during processing (Flechtner, 2007). Level-2 data is available to the scientific community.

2.5.5 **Releases of GRACE data**

Several different versions of GRACE Level-1B and Level-2 data have been released to the scientific community since first becoming available. Each different release offers
improvements over the previous release. The differences between the first Level-2 data from CSR (CSR RL01) and release 4 (CSR RL04) is due to advances in the background models and processing strategies (Gunter et al., 2009) with CSR RL05 offering a further reduction in noise (Chambers and Bonin, 2012). We are currently on RL02 of the Level-1B data and RL05 of the Level-2 data.

2.6 GRACE follow-on mission
The success of the GRACE mission has motivated researchers into proposing a GRACE follow-on (GRACE-FO) mission. Work has been undertaken into possible satellite configurations of any such mission (e.g., Wiese et al., 2009), where attempts were made to overcome limitations of the satellite configuration of the current GRACE mission. In the end it was decided that a GRACE-FO mission should be similar to GRACE, but with new technologies included alongside those utilised in GRACE as a test for future missions. The GRACE-FO mission is expected to be launched in August 2017, with the primary mission aim of providing continuity of the GRACE dataset.

With the GRACE-FO not due for launch until 2017, researchers have been investigating possible ways to bridge a gap between GRACE and the GRACE-FO on mission to try and insure the continuity of data. Weigelt et al. (2013) identified that using high-to-low satellite tracking could provide very long-wavelength gravity features at spatial scales of approximately 2000 km.

2.7 Summary
Since the launch of Sputnik-1 in 1957, tracking of artificial satellites from the Earth has allowed scientists to solve scientific problems, with an ‘indirect effect’ being the creation of gravity field models. The first gravity field models required the tracking of 25 satellites over 300 weekly orbits, but were limited to spherical harmonic degree and order 12. Subsequent improvements in satellite tracking allowed higher degree gravity field information to be obtained, but it was only with the launch of dedicated gravity field satellite missions that the Earth’s gravity field has been mapped to high spatial resolutions with unprecedented levels of accuracy. More recently, the launch of GRACE twin satellite mission in 2002 has allowed the Earth’s TVG field to be modelled every ~30 days over a 13 year time-period. GRACE provides a means to assess and improve geophysical models while allowing geophysical processes that are of fundamental importance to be studied.
The success of the GRACE mission is based on the unique high-to-low and low-to-low satellite tracking used during the mission. These concepts were discussed in this chapter, along with the main scientific instruments on-board the GRACE satellites, which include: a K-band Ranging system; GPS receivers; accelerometers and star cameras. An overview of these instruments was provided along with an introduction to the data products used in this thesis. Finally, the levels and release of the GRACE data were discussed. The level of data used depends on the requirements of the user, while each subsequent release of GRACE data offers improvements over the previous release. Improvements result from advances in the background models and processing strategies. Differences resulting from the level and release of GRACE data used will be discussed further in subsequent chapters of this thesis.
Chapter 3. Time-Varying Gravity

Chapter 2 provided an overview of GRACE and the associated data products. This chapter will look at the processing methodologies applied to the GRACE data to estimate time varying gravity field solutions. A detailed overview of the random noise and systematic errors inherent in the GRACE solutions will be provided, along with the methods used to mitigate for these. Different methods used to estimate mass flux trends from TVG solutions will also be discussed.

3.1 Level-1B data to Level-2 solutions

All GRACE time-varying gravity solutions are estimated from Level-1B data. Level-1B data are the first level of data that are available to the scientific community and includes all the data products, along with any additional data required for processing. The solutions obtained from processing Level-1B data are known as Level-2 products. Level-2 products are monthly or 10 day estimates of the TVG field on which mass flux analysis is then undertaken.

Research groups can process Level-1B data; using the resulting solutions to undertake mass flux analysis. However, due to the complex nature and computational requirement of Level-1B data processing, most researchers are reliant on pre-computed Level-2 products. These pre-computed Level-2 products are provided by the GRACE data processing centres, CSR, JPL and GFZ, although some research groups generate their own Level-2 products and make them publically available, including Centre National d'Etudes Spatiales/Space Geodesy Research Group (CNES/GRGS) (Bruinsma et al., 2010); GSFC (Luthcke et al., 2013); TU Delft (Liu et al., 2010); and TU Bonn (Kurtenbach et al., 2012).

Generating TVG solutions direct from Level-1B data has advantages over using pre-computed Level-2 products. Firstly, the group processing the Level-1B data has control over every step of the processing strategy and the choice of parameters used. Secondly, generating solutions direct from Level-1B data allows access to solution normal matrices, allowing greater control over the mitigation of random noise and systematic errors in the solution (e.g. Bruinsma et al., 2010, Save et al., 2012). Access to the variance-covariance matrix is also available. The mitigation of the random noise and systematic errors in the solution can have a significant impact on any subsequent mass flux analysis. Solution normal matrices are not typically provided as part of the Level-2 products. Random noise and systematic errors will now be discussed.
3.2 Random noise and systematic errors in the GRACE solutions

Random noise and systematic errors, hereafter noise, are inherent in GRACE Level-2 products. If not correctly dealt with, noise can be interpreted as real mass change (Wahr et al., 2006). In particular, noise maps into long north-south linear features (Swenson and Wahr, 2006) and need to be appropriately mitigated before any meaningful mass anomalies can be estimated. Figure 3 and Figure 4 show the spherical harmonic TVG solution for June 2006, expressed as cm of Equivalent Water Height (EWH), computed from the CSR RL05 Level-2 product. It is clear that the solution is dominated by these north-south features known as 'stripes'. In Figure 3 and Figure 4 GRACE Intermediate Field (GIF48) (Ries et al., 2011) is the mean background field (Bettadpur, 2012b).

Figure 3. Plot showing the effect that noise has on a monthly GRACE solution. The solution is the CSR RL05 spherical harmonic solution for June 2006 with no mitigation for noise applied. Units cm EWH.
Figure 4. Plot showing the effect that noise has on a monthly GRACE solution over Antarctica. The solution is the CSR RL05 spherical harmonic solution for June 2006 with no mitigation for noise applied. Units cm EWH.

3.2.1 **Stripes**

The noise from GRACE is not white on the sphere and therefore appears as stripes in TVG solutions (Kusche et al., 2009). Stripes suggest a high degree of correlation in the GRACE noise (Swenson and Wahr, 2006). The presence of stripes in the GRACE solutions results from the orbital configuration and limited longitudinal sampling of GRACE (Klees et al., 2008a). KBRR data are only collected along the line of the orbit, meaning GRACE is more sensitive to north-south gravity variances than east-west (Ditmar et al., 2011). Noise is reduced near the poles, as seen in Figure 4, due to the high density of measurements and better sampling of the east-west component of the gravity field (Ditmar et al., 2011). Stripes are not unique to GRACE having previously been identified in altimetry data (e.g. McAdoo and Marks, 1992).

3.2.2 **Noise in the background models**

In addition to stripes, there is also noise in the TVG solutions that result from noise present in the Level-1B data and background models. Visser and Schrama (2005) identified that there were differences between the background models used during solution generation and GRACE observations. These can dominate the TVG solutions at short wavelengths (Klees et al., 2008a) with noise in geophysical models aliasing into the TVG solutions (Seo et al., 2008a). In the CSR RL04 Level-2 products, Bonin et al. (2012) found that real signal could not be separated from noise unless the signal had an
amplitude of over 5 cm. This highlights the need to appropriately treat and mitigate the noise in TVG solutions.

3.2.3 **Noise from the mean background field**

Time-varying gravity field solutions are often represented as anomalies to a mean gravity field model. During the calculation of GRACE TVG solutions, knowledge of the mean gravity field model is required to a high spatial resolution, to minimise the aliasing of noise in the TVG solution solutions (Ries et al., 2011).

There are a number of mean gravity field models available, all of which are provided in the form of spherical harmonics coefficients. One gravity field model used during the calculation of TVG solutions is GIF48. GIF48 represents the Earth’s mean gravity field to spherical harmonic degree and order 360 and was released as an improved field to be used during the reprocessing of Level-1B data to create the most recent release of the CSR Level-2 products, RL05 (Bettadpur, 2012b). GIF48 combines a selection of 66 monthly CSR RL04 solutions from between 2003 and 2011 (Bettadpur, 2012b) with terrestrial gravity data from Denmark University Technical (Andersen, 2010). The inclusion of terrestrial data is required as GRACE cannot fully resolve the mean gravity field to a high spatial resolution (Ries et al., 2011). The spatial resolution of GIF48 is an improvement over pre-launch mean fields (e.g. EGM96) and early GRACE derived mean fields (e.g. EIGEN-1), with the inclusion of terrestrial data further improving the spatial resolution (Ries et al., 2011).

In addition to being used for the CSR RL05 solutions, GIF48 is used as the mean field in the JPL RL05 solutions (Watkins, 2012) and, more recently, the JPL mascon solution (Watkins et al., 2015), although limited to degree and order 180. GFZ use their own mean field, EIGEN-6C ( Förste et al., 2011), up to degree and order 200 for GFZ RL05 solutions (Dahle et al., 2013). The Level-2 products generated by CNES/GRGS, which are comparable to the RL05 solutions from the official processing centres, use EIGEN-GL04C ( Förste et al., 2008) as the mean field. Like GIF48, EIGEN-GL04C and EIGEN-6C both use satellite and terrestrial data and are high resolution mean gravity fields.

A comparison of the time-varying gravity solutions generated by these four groups, using different mean fields, was undertaken by Sakumura et al. (2014). Sakumura et al. (2014) found that all the solutions were able to capture similar signals, with the differences between the solutions mainly resulting from processing strategies applied by
the different groups and how noise in the data were treated. The four solutions were all highly correlated in their identification of seasonal signals, with the EWH variations of all the solutions agreeing within the GRACE error bounds. This suggests that differences in the high resolution gravity fields models used during the calculation of Level-2 products have had limited impact on signal recovery. An agreement between the CSR, JPL and GFZ RL05 solutions was also found by Chambers and Bonin (2012), who compared the solutions over the ocean. All oceanic solutions had a standard error of ~1 cm at low to mid latitudes and between 1.5 to 2 cm in polar and sub polar oceans, with more consistency and less variance than the previous RL04 solution.

Chambers and Bonin (2012) examined the difference between the RL04 and RL05 products from the three official GRACE data processing centres CSR, JPL and GFZ through comparison to an ocean model and found a reduction of between 50-60% in the residuals between RL04 and RL05 solutions. One of the reasons suggested from this reduction is the improvements in the mean gravity field used between the RL04 and RL05 products. Other improvements include advances in processing strategies. Dahle et al. (2014) also found that changes within the background models between GFZ RL04 and RL05 helped improve the time-series recovered, while reducing the noise in the solutions. The improvement between RL04 and RL05 of the Level-2 products has shown that using a high resolution mean gravity field model, such as GIF48, helps minimise the aliasing of the noise into the TVG field solutions. However, some noise will still be present. GIF48 is the mean field used in this thesis.

3.2.4 Noise from the tidal models

The mis-modeling of ocean tides can also alias into TVG solutions (Moore and King, 2008). Schrama et al. (2007) identified that tidal errors in CSR RL04 solutions were significantly larger than expected. Ray and Luthcke (2006) found that the amplitude of the tidal errors could be roughly around 1 cm EWH, with larger, more localised, errors over polar regions. Ray et al. (2009) compared four commonly employed global tidal models, analysing the effects that errors in the models had on GRACE solutions. They concluded that all the models had flaws in different regions, with all models requiring improvement around the poles. Tidal models have errors around the poles due to a lack of in situ observations (Schrama and Visser, 2007). Overall, in the study by Ray et al. (2009), Finite Element Solution tidal model (FES2004) (Lyard et al., 2006) performed best around the coast of Antarctica. Although the relevant solution exhibited a large error in the S2 tide off North-West Australia, an error not seen in other models (Ray et
al., 2009). More recently, Stammer et al. (2014) compared updated versions of the four commonly employed global tidal models compared by Ray et al. (2009). Stammer et al. (2014) found, like Ray et al. (2009), that all models had errors around Antarctica, with no model outperforming another, especially at higher latitudes. A comparison with GRACE data revealed that all models were imperfect at basin and sub-basin scale, although new satellite data is expected to provide a valuable addition in helping to improve tidal models in polar regions (Stammer et al., 2014). However, the quality of TVG solutions will not be significantly affected by the choice of background ocean tide model, although the flaws in the different models can become evident during mass flux analysis (Dahle et al., 2014).

3.2.5 Noise from the AOD1B product

Another model used during the calculation of TVG solutions is the Atmosphere and Ocean De-aliasing Level-1B (AOD1B) product (Flechtner, 2014). The AOD1B product is used as a background model during Level-1B data processing to reduce the aliasing of short term atmospheric and ocean mass variations into the TVG field solutions. Any noise in the AOD1B product could therefore alias into the TVG solutions. The AOD1B model is produced by GFZ, using an atmosphere and ocean models as input data. Bonin and Chambers (2011) found that although it removed the majority of the signal that could have otherwise aliased into the TVG solutions, RL04 of the AOD1B product did not adequately represent true sub-monthly variations in the atmosphere and oceans. This was due to noise introduced from the input models. Subsequent improvements in the background models used in the latest release of the AOD1B product, RL05, have reduced the noise that is aliased into the TVG solutions (Dahle et al., 2014).

3.2.6 Noise in the Level-1B GRACE data

Noise present in the sensors on-board GRACE will cause biases in the Level-1B datasets. This has potential consequences for gravity field recovery as the Level-1B data are used to calculate Level-2 TVG solutions. The GRACE sensors are all interlinked, with the data from one sensor often reliant on data collected by other sensors, along with accurate sensor offset information. In the case of the KBR (R) observation, which is the main observation of the GRACE mission, attitude data from the star camera is required to calculate the KBR APC and to rotate the accelerometer data into the inertial reference frame from the sensor reference frame (Bandikova and Flury, 2014). The star camera is one of the sensors in the GRACE attitude control system (Bandikova et al., 2012). Noise in this sensor will bias the KBR (R) observation in the Level-1B data.
Horwath et al. (2011) identified systematic errors in Level-1B KBR measurement data, induced by biases in the star camera quaternion product (SCA1B) and/or a bias in the vector product (VKB1B) that describes the KBR APC and satellite centre of mass (COM) offset. These products are required to align the two satellites KBR(R) observation as they do not normally have perfect line of sight (Case et al., 2010). Any improvement in the star camera data will improve knowledge of the satellite attitude, reducing the systematic errors in the KBR(R) observations. Horwath et al. (2011) found that, by re-calibrating the APC vector, the noise in the shorter wavelengths of the TVG solutions was reduced. Due to the noise in the official Level-1B KBR(R) data product, the KBRR observations using in the CNES/GRGS Level-2 products were derived in-house (Bruinsma et al., 2010) using the re-calibrated APC vector (Horwath et al., 2011).

Other scientific equipment are effected by noise. Flury et al. (2008) found that the accelerometers were effected by very frequent spikes, caused by the activation of the heaters on-board the GRACE satellites and the resulting current changes. However, they acknowledged that these spikes have very little effect on the gravity field solutions. Kang et al. (2006b) examined errors in the GPS receivers on-board GRACE by analysing how well the GRACE satellites could be positioned in their orbits using only the GPS. Although the accuracy of the orbits was about 1 cm in the radial direction and less than 2.5 cm in the along-track and across-track direction, Kang et al. (2006b) suggested that errors in the positioning of GRACE satellites could be reduced through improvements in the GPS orbits and background models and through better understanding of the GPS antenna offset.

During 2012, a new version of Level-1B data (RL02) was made available to the scientific community by JPL. RL02 of the Level-1B data had improvements in: GPS orbits and clock solutions; alignments and vectors; and KBR antenna phase centre offsets (Kruizinga et al., 2012). This has led to improvements in alignment between the star camera, accelerometer, and K-band ranging system (Chambers and Bonin, 2012), correcting some of the systematic errors identified by Horwath et al. (2011). RL02 of Level-1B data has improved the accuracy of the gravity field recovery (Bandikova and Flury, 2014). RL02 of the Level-1B data, along with changes in the background models, have reduced noise in the GFZ RL05 compared to GFZ RL04 solutions (Dahle et al., 2014). RL02 Level-1B data are also used in RL03 of the CNES/GRGS solution where no re-calibration for the KBR(R) observations has been required, unlike in RL02 of the CNES/GRGS solution.
However, despite these improvements noise in the Level-1B data products will still exist. Bandikova and Flury (2014) look at the improvements in the SCA1B data product between RL01 and RL02 of Level-1B data. Bandikova and Flury (2014) found the SCA1B product still contains higher noise than expected. They applied two different processing methodologies to the Level-1A star camera data to create their own quaternion product. Comparing these to the JPL product, they found the noise in the JPL product was 3-4 times higher, due to JPL’s incomplete implementation of processing algorithms. Further improvements at the sensor data level could help reduce noise in GRACE down to the baseline accuracy (Bandikova and Flury, 2014) with un-calibrated sensor errors and uncertainties in the calibration parameters being two errors that could improve the gravity fields recovered (Bandikova et al., 2012).

3.3 Processing methodologies
In the Level-2 products provided by the GRACE data processing centres, the user is required to account for the noise, although care is required as the post processing mitigation of noise can result in signal leakage and a reduction of the spatial resolution of the GRACE solution (Bonin and Chambers, 2013). Level-2 products released by other research groups (e.g. Bruinsma et al., 2010) often account for noise during the generation of the product. Therefore, post processing mitigation of noise is not required. However, regardless of the processing strategy applied to Level-1B data and the method used to mitigate noise, the aim is to maximise the signal recovery and spatial resolution of the GRACE TVG fields while reducing leakage and the impact of noise on the solutions.

3.4 Spherical Harmonics (Stokes’) coefficients
Level-2 Spherical harmonic fields, generated by the GRACE data processing centres (CSR, JPL and GFZ), are the most common way to represent GRACE TVG solutions. Spherical harmonic fields are normally computed directly from Level-1B KBRR and GPS data. However, it is possible to compute spherical harmonic fields using GRACE KBRR data only (Luthcke et al., 2006a).

Mathematically, the Earth’s gravitational field, \( V \), can be expanded into an infinite number of spherical harmonics using

\[
V(\phi, \lambda, r) = \frac{GM}{R} \left( \sum_{l=0}^{\infty} \sum_{m=0}^{l} \frac{R^{l+1}}{r^{l+1}} (C_{lm} \cos m\lambda + S_{lm} \sin m\lambda) P_{lm} (\cos \phi) \right)
\]  

(1)
where: \( \phi, \lambda, r \) are the spherical coordinates (colatitude, longitude and radial distance); \( GM \) the product of Newton’s gravitational constant, \( G \), and the Earth’s mass, \( M \); \( R \) the mean radius of the Earth; \( P_{lm} \) the normalised Legendre polynomials; and \( C_{lm}, S_{lm} \) the normalised gravity field spherical harmonic coefficients of degree \( l \) and order \( m \). The formula for normalisation are provided in Appendix A. GRACE provides TVG fields, which are the differences to the mean gravity field. The delta TVG field can be expressed by

\[
\Delta V(\phi, \lambda, r) = \frac{GM}{R} \left( \sum_{l=2}^{l_{\text{max}}} \sum_{m=0}^{l} \left( \frac{R}{r} \right)^l (\Delta C_{lm} \cos m\lambda + \Delta S_{lm} \sin m\lambda) P_{lm}(\cos \phi) \right)
\]

The sum over degree \( l \) and order \( m \) in Eq. (2) for GRACE is often truncated to \( l_{\text{max}} = 60 \); with the summation beginning at \( l = 2 \). The summation begins at \( l = 2 \) as degrees 0 and 1 are indeterminable from GRACE. Degree 0 relates to the total mass of the Earth, which is invariant with time. Degree 1 is excluded as GRACE is insensitive to these harmonics as the satellites orbit around the instantaneous centre of mass (Wahr et al., 1998). The \( \Delta C_{2,0} \) term calculated from GRACE is also often replaced with that derived using SLR (Cheng et al., 2013). \( C_{2,0} \) relates to the flattening of the Earth and results from large scale mass variations from the pole to the equator and vice versa. Following reprocessing of GRACE Level-2 products, using Level-1B RL02 data and the updated background models, there is good agreement between the \( \Delta C_{2,1} \) and \( \Delta S_{2,1} \) coefficients estimated from GRACE and those derived using SLR (Cheng et al., 2011) so the \( \Delta C_{2,1} \) and \( \Delta S_{2,1} \) coefficients estimated from GRACE can be used. There are no issues with the GRACE derived \( \Delta C_{2,2} \) and \( \Delta S_{2,2} \) coefficients. Wahr et al. (1998) provides the total changes in the surface spherical harmonic coefficients of the gravity potential

\[
\begin{bmatrix}
\Delta \tilde{C}_{lm} \\
\Delta \tilde{S}_{lm}
\end{bmatrix} = \frac{1}{4\pi R \rho_w} \int_0^{2\pi} d\lambda \int_0^\pi \Delta \sigma(\phi, \lambda) P_{lm} \left( \begin{array}{c}
\cos m\lambda \\
\sin m\lambda
\end{array} \right) (\cos \phi) d\phi
\]

where \( \Delta \sigma \) is the change in surface mass density (mass/area). The density of water, \( \rho_w \), (1000 kg m\(^{-3}\)) is included hence \( \Delta \tilde{C}_{lm} \) and \( \Delta \tilde{S}_{lm} \) are dimensionless. The relationship between surface harmonics \( \Delta \tilde{C}_{lm} \) and \( \Delta \tilde{S}_{lm} \) and the gravity field harmonics \( \Delta C_{lm} \) and \( \Delta S_{lm} \) is given by Wahr et al. (1998):
\[
\begin{bmatrix}
\Delta C_{lm} \\
\Delta S_{lm}
\end{bmatrix} = \frac{3\rho_{av} - 1 + k_l}{2l + 1} \begin{bmatrix}
\Delta \tilde{C}_{lm} \\
\Delta \tilde{S}_{lm}
\end{bmatrix}
\]  

(4)

where \( \rho_{av} \) is the average density of the Earth (5517 kg m\(^{-3}\)) and \( k_l \) the load Love number of degree \( l \) (Farrell, 1972). The gravity field delta spherical harmonic coefficients \( \Delta C_{lm} \) and \( \Delta S_{lm} \) are estimated in a Least Squares process, using the observed KBRR and other GRACE tracking data.

After estimation of the spherical harmonic coefficients, some form of post processing is required to mitigate for noise in the solution to allow a meaningful estimation of the TVG solutions. A number of post-processing strategies have been proposed. A simple way of dealing with noise, which increase rapidly with higher degrees, is to truncate the signal, but this reduces the spatial resolution of the gravity field solutions (Klees et al., 2008a). While the spherical harmonic up to degree ~ 20 contains most of the geophysical signal (Wouters and Schrama, 2007) the information in the higher degrees is required for basin level mass flux analysis.

3.4.1 Gaussian smoothing

To account for the noise in the higher spherical harmonic degrees of the solution, Wahr et al. (1998) proposed the use of spatial averaging based on a Gaussian averaging function (Gaussian smoothing). Using this methodology, Wahr et al. (1998), recovered hydrological and oceanographic signals from synthetic GRACE gravity data. This method of mitigation of the noise in the TVG solutions is probably the most common post-processing strategy applied to Level-2 products (Rowlands et al., 2010). To create the Gaussian smoother Wahr et al. (1998) modified Jekeli’s Gaussian averaging function, \( W \), (Jekeli, 1981) as

\[
W_0 = \frac{1}{2\pi}
\]

(5)

\[
W_l = \frac{1}{2\pi} \left[ \frac{1 + e^{-2b}}{1 - e^{-2b}} - \frac{1}{b} \right]
\]

(6)

\[
W_{l+1} = -\frac{2l + 1}{b} W_l + W_{l-1}
\]

(7)

\[
b = \frac{\ln(2)}{1 - \cos \left( \frac{\ell}{R} \right)}
\]

(8)
where \( l \) is the degree and \( r \) the averaging radius. Multiplying the original spherical harmonic coefficients of degree \( l \) by \( W_l \) provides smoothed coefficients.

A Gaussian smoother is degree-dependent and therefore an isotropic filter, applying the same smoothing to all orders within a given degree (Han et al., 2005). Increasing (decreasing) the smoothing radius reduces (increases) the noise in the solution (Swenson and Wahr, 2006). However, a larger smoothing radius, while decreasing noise, would also reduce the amplitude of geophysical signal of interest while increasing the spatial extent.

While a Gaussian smoother can be useful for an isotropic noise profile (Chen et al., 2006a), noise in the GRACE fields is not isotropic and is not the same at all degree and orders (Swenson and Wahr, 2006). Therefore, a Gaussian smoother will result in signal loss and leakage of the gravity field signal, as a larger smoothing radius is required to reduce the stripes (Wouters and Schrama, 2007). Signal can leak both in and out of an area of interest (Horwath and Dietrich, 2009). However, one advantage of a Gaussian smoother is that it can be applied to any monthly solution without modification (Klees et al., 2008a). Through a comparison with a global network of 63 GPS sites King et al. (2006) identified that the optimal smoothing radius for the Gaussian smoother, when applied to RL04 CSR Level-2 products, was 500 km. However, improvements in the monthly CSR RL05 products mean that this value is only a benchmark for future studies, with the smoothing radius expected to be lower.

3.4.2 Non-isotropic filtering

To address the degree-dependency of the Gaussian smoothing Swenson and Wahr (2006) proposed a method for the mitigation of noise, in the form of stripes, through analysing the spectral signal of the stripes. As estimated spherical harmonic coefficients are dependent on degree and order, degree and order smoothing is required for Level-2 products (Han et al., 2005). The presence of stripes in monthly GRACE solutions indicates that there is a high degree of spatial correlation (Swenson and Wahr, 2006) with correlations identified between degrees and orders.

Han et al. (2005) were able to mitigate for degree and order dependent noise using a non-isotropic filter. The resulting smoothed spherical harmonic coefficients had an improved correlation to geophysical models and data over coefficients filtered using a standard Gaussian smoother. Chen et al. (2006a) proposed two filters based on optimised degree variance, which maximises the variance ratio between land and ocean
boundaries and confines the signal based on this boundaries. Chen et al. (2006a) found an optimised smoother of 500 km mitigated a similar amount of noise at the higher degrees as a 1000 km Gaussian smoother. However, one problem with the Han et al. (2005) and Chen et al. (2006a) filters is that while they act spatially, they do not account for spectral correlation of the noise.

Swenson and Wahr (2006) identified that correlations existed between coefficients of certain degrees and orders, which cause the stripes in the GRACE TVG solutions. These correlations were used to create a ‘de-striping’ filter. The filter was able to almost half the average error (41.9 mm to 22.0 mm) compared to using a 500 km Gaussian smoother only. For a Gaussian smoother with a resolution of 500 km, ¾ of the variance of the GRACE errors was found to result from spatially correlated noise. The de-striping filter was found to be effective at mitigating north-south stripes.

Although applying de-striping, combined with the Gaussian smoother, performs well, it fails to take into account the statistical information of the spherical harmonic solution, often removing more signal than required (Klees et al., 2008a). Kusche (2007), proposed a filter using a synthetic error covariance matrix, generated from GRACE orbits, and signal covariance matrix. This filter is based on data available to all users of GRACE Level-2 products. The filter behaves close to a Gaussian smoother, while taking into account the variable data at the poles and the anisotropic noise structure. The approximate decorrelation and non-isotropic filter was able to reduce the stripes in the solution compared to a Gaussian smoother, while retaining the amplitude of the signal. However, no comparison was undertaken with the Swenson and Wahr (2006) Gaussian smoother with de-striping. In addition, it is also difficult to directly compare this filter with a Gaussian smoother due to the required tuning parameters used. One of the problems with this filter is that it builds a fully populated matrix, where all coefficients filter the other coefficients, compared to Swenson and Wahr (2006) where the coefficients are filtered based on order and parity (Kusche et al., 2009). This adds complexity to the filter, without any real advantage (Kusche et al., 2009).

Although not available to users of GRACE Level-2 products Kless et al. (2008a) developed an optimal filter that exploited the information in the signal and noise variance-covariance matrices of the GRACE solutions. The anisotropic, non-symmetric filter was found to perform significantly better than the Gaussian smoother and the Gaussian smoother with de-striping; while reducing signal leakage. However, the full
solution variance-covariance matrix is not provided as part of the Level-2 products, meaning most users do not have access to the required statistical information. Excluding the variance-covariance matrices from the solution was found to degrade the filters performance significantly. As the optimal filter relies on the full signal and noise variance-covariance matrices of the GRACE solutions and is therefore only useful to those groups generating their own solutions. Optimal filters also require \textit{a-priori} information or noise models. Because of this many users of GRACE data use a Gaussian smoother with de-striping as a method for mitigation of the noise in the GRACE monthly solutions.

More recently Kusche et al. (2009) modified the filter proposed by Kusche (2007), simplifying to an order only convolution method (no longer a full filter matrix), similar to that of Swenson and Wahr (2006), to facilitate use in the scientific community. Three simplified non-isotropic decorrelation (DDK) filters were analysed, all with different degrees of smoothness. DDK1 has a Gaussian radius equivalent to 1,350 km with DDK2 and DDK3 equivalent to 900 km and 660 km respectively. As expected, the DDK1 was found to mitigate more of the stripes in the GFZ RL04 data, although this was at the expense of reducing the amplitude of real signal. Kusche et al. (2009) concluded, like Swenson and Wahr (2006), that the use of an anisotropic filter retains more signal, while removing more noise, than a Gaussian smoother. For the GFZ RL05 solution, the filters DDK4 and DDK5 have been created.

3.4.3 \textit{Empirical Orthogonal Functions/ Principle component analysis}

To reduce the signal loss and leakage that results from using a Gaussian smoother, Wouters and Schrama (2007) suggested a different approach: decomposing the spherical harmonic coefficients using empirical orthogonal functions (EOF) or principle component analysis (PCA), as it is sometimes known. Rather than the using the spectral signal (e.g. Swenson and Wahr, 2006) or statistical information about the noise (e.g. Klees et al., 2008a, Kusche, 2007), EOF utilises the temporal characteristics of the noise spectrum, which has random behaviour. EOF allows geophysical signal to be isolated, while each mode is tested for noise. Chambers (2006) successfully used EOF analysis to separate the GRACE signal into a spatial pattern and a time series. EOF analysis is able to detect modes with different phases but similar frequencies in addition to modes with different frequencies (Chambers, 2006).
During EOF analysis the total variability in the dataset is split into modes, with the first few modes containing the most power, while the other modes contain noise (Wouters and Schrama, 2007). Chambers (2006) found that when combining GRACE and altimetry data to estimate sea-level variations, the first mode contained up to 76% of the variance. Schrama et al. (2007) used EOF analysis along with a Gaussian smoother to generate grids of EWH from a time-series of GRACE spherical harmonics fields from CSR RL04. Optimising the Gaussian smoother and the number of modes allowed the noise in the solutions to be supressed and 73.5% of the signal variance recovered. Wouters and Schrama (2007) applied EOF analysis directly to a time-series of unfiltered monthly GRACE spherical harmonics fields from CSR RL04, without using a Gaussian smoother. A comparison of a monthly solution filtered using a Gaussian smoother to the same solution filtered using EOF validated the use of the EOF to mitigate for the stripes from the solutions. During a simulation, more of the signal was retained using EOF than Gaussian smoother. Signal leakage was also reduced compared with Gaussian smoothing. However, there are issues with episodic events such as earthquakes, where the signal is slightly attenuated (Wouters and Schrama, 2007). Such events are often small in amplitude and appear random and can end up being removed from filtered fields. Wouters et al. (2008) has used EOF decomposition to estimate the change mass distribution of Greenland.

3.4.4 Regularisation

The post-processing methods discussed so far are applied to pre-computed GRACE Level-2 products to allow meaningful TVG solutions to be obtained. Regularisation is different. Regularisation allows noise to be mitigated during the gravity field determination, which is the ideal way to handle noise (Swenson and Wahr, 2006).

Groups that generate their own Level-2 spherical harmonic products from Level-1B data can use regularisation (e.g. Bruinsma et al., 2010). The spherical harmonic solution from CNES/GRGS uses a tailored regularisation, where an \textit{a-priori} weight is applied when estimating the spherical harmonic coefficients above degree and order 30. The weight gradually constrains the spherical harmonic coefficients to the mean background gravity field. An individual weight is applied to the coefficients, with some coefficients constrained more than others. The weights are added to the solution normal matrix reducing the north-south streaking associated with noise. Save et al. (2012) also use a regularisation matrix, this time the weight is based on the noise characteristic in CSR
RL04 monthly solutions. A degree and order dependent regularisation matrix was added when solving the normal equations, during the generation of TVG solution. Spherical harmonic coefficients above degree and order 20 were constrained using an L-curve regularisation method. Save et al. (2012) found that regularisation was able to reduce the noise in the GRACE gravity field significantly. A full explanation of regularization can be found in Save et al. (2012).

The benefit of using regularisation is that it leads to more accurate EWH maps than filtering of precomputed solutions (Bruinsma et al., 2010). However, it is limited to those groups who generate their own solutions from Level-1B data (Kusche, 2007). The majority of users of GRACE data are reliant on the Level-2 products released by the processing centres, which still contain noise. While regularisation could be applied by the GRACE processing centres, this would remove the user's ability to apply their own strategy to mitigate noise, limiting the usefulness of the Level-2 products. Access to regularised Level-2 products is only available through groups that use regularisation to mitigate noise and then make their solutions publically available. Regularised solutions do not require further filtering.

3.4.5 Spatial and temporal resolution of spherical harmonic TVG solutions

The spatial and temporal resolution of the spherical harmonic TVG solutions recovered using GRACE are limited for a number of reasons (Schrama et al., 2007). Although GRACE is in a relatively low orbit for an Earth observation satellite (about 500 km above the Earth’s surface) the higher degree harmonics of the Earth’s gravity field (small spatial resolution) attenuate faster with increasing orbital height, resulting in increased noise in these coefficients (Save et al., 2012). For this reason the maximum degree and order of the Level-2 products are limited, which in turn limits the spatial resolution of the TVG solutions. The CSR and JPL Level-2 products are provided to degree and order 60 while the GFZ products are provided to degree and order 90, without any statistical constraints (Dahle et al., 2013).

The GRACE TVG solutions are also reliant on ground coverage. In months when GRACE has been in resonance, resulting in a decrease in ground-track density, the accuracy of the TVG fields was reduced (Klokočník et al., 2013). Periods of 3, 4 and 7 day repeat orbits also modify the noise characteristics of the GRACE solutions (Save et al., 2012). The maximum degree and order of the GFZ products is reduced to 30 during period of resonance (Dahle et al., 2013).
The CNES/GRGS Level-2 products differ from those provided by the three processing centres. The CNES/GRGS products are provided as spherical harmonic solution every 10 days, to degree and order 50. The 10 day temporal resolution is made possible due to the regularisation and the constraining of the solution to the mean background field.

3.5 Mass concentration (Mascons)

While the most common way to represent TVG is through spherical harmonic coefficients, mascon parameters have also been applied to the modelling of TVG, primarily at the NASA GSFC (Luthcke et al., 2008, Luthcke et al., 2006b, Rowlands et al., 2005, Rowlands et al., 2010, Sabaka et al., 2010). First applied by Muller and Sjogren (1968) to model lunar gravity variations, mascon parameters are estimated directly from Level-1B data, providing full control over the processing methodology and the mitigation of noise. The estimation of mascon parameters involves calculating a scaling factor for a set of ‘delta’ spherical harmonic coefficients that represent a uniform layer of surface mass over an area which can be added to the mean background field and used to represent the mass flux at certain time. Rowlands et al. (2010) showed that the only difference between any two mascon areas is these differential coefficients is the shape, size and location of the area.

Like regularisation, the mascon methodology benefits from constraint equations that are applied during the Least Squares inversion, removing the requirement of post processing. The mascon constraint matrix is applied anisotropically, while also taking into account the full noise covariance matrix (Luthcke et al., 2013), resulting in less signal loss (Rowlands et al., 2010). However, unlike regularisation, the constraint matrix can also be applied to constrain distinct geographical regions. This makes possible solutions with a spatial sampling of 4°, 2° or 1° with a 10 day temporal resolution. After deriving the mascon parameters, no further processing is required.

Recovery of local mascon parameters in short arcs from only KBRR data is made possible through the estimation of short arc baseline parameters (Rowlands et al., 2002), although GRACE accelerometer data is required to deal with non-conservative forces and the orbits are required previously to be well determined using GNV1B positioning data. The use of mascon parameters has allowed basin scale inter-annual variability to be extracted from the GRACE time series (Rowlands et al., 2010) due to the increased spatial sampling and temporal resolution of the solutions. The mascon methodology is described in greater detail in Chapter 4.
3.6 Other Methodologies

While TVG solutions are mainly estimated as either spherical harmonic coefficients or mascon parameters, other processing methodologies can be utilised. One such method is the use of radial basis functions, which are localised radically symmetric functions. Radial basis functions are useful at calculating a local refinement to the gravity field (Klees et al., 2008b). However, they cannot be used for global gravity field modelling and are therefore not used in this thesis. A full description of radial basis functions is provided in Witter (2009).

Another local gravity field modelling methodology is the use of spherical cap harmonics. Spherical cap harmonics are useful in polar regions as, compared to global spherical harmonics, a reduced number of parameters are required to represent gravity in the local area. Again, due to the local nature of spherical cap harmonics, they will not be used in this thesis. A full description of spherical cap harmonics can be found in Ghadi (2013).

3.7 Deriving mass flux trends

Having derived TVG solutions from GRACE data, with some methodology applied to mitigate for noise, the solutions need to be analysed to infer estimates of mass flux.

3.7.1 Spatial averaging kernels

The use of a spatial averaging kernel as a means to infer mass anomalies from GRACE Level-2 products was proposed by Swenson and Wahr (2002). The method was developed as estimates of TVG from GRACE are not point measurements but a spatial average, due to the spatial resolution of GRACE. To isolate the TVG signal of a region of interest, such as an individual drainage basin, Swenson and Wahr (2002) outlined a method to create a kernel, using spherical harmonics, that described a region of interest. The kernel function then acts like a ‘mask’. By describing the shape of the region as equal to unity inside the region and zero outside the region, the kernel can be used to mask out signal outside the region of interest by consideration of the spherical harmonics of the kernel and TVG.

In addition to isolating the TVG signal, the averaging kernel also mitigates noise in the higher degrees of the GRACE solutions. This is achieved by smoothing the spherical harmonics describing the kernel through truncation. This smoothing is undertaken to improve accuracy at the expense of spatial resolution as a smoothed kernel contains less power at higher degree (Swenson and Wahr, 2002). However, the effect of smoothing
introduces leakage as the kernel function spreads outside the region of interest. This is evident as the boundary of the truncated kernel cannot represent a unit step. The observed ‘Gibbs’ phenomenon is the result of the truncation of the kernel function. Swenson and Wahr (2002) concluded that the smoothing method best applied to the kernel that maximise signal recovery while minimising noise and leakage was a Lagrange multiplier minimisation method.

The spatial averaging kernel approach was used by Chambers et al. (2004) in one of the first looks at global ocean mass variations from GRACE. Chambers et al. (2004) constructed an averaging kernel over the ocean, isolating the ocean signal, and was able to extract a seasonal variation of global mean water into and out of the oceans. The observed signal agreed with the signal observed using altimetry, within the error bounds of GRACE. Spatial averaging kernels have also been used, for example, by Syed et al. (2008) for the analysis of terrestrial water storage changes from GRACE, by Velicogna (2009) and Pritchard et al. (2010) for the study of ice mass trends, and by Strassberg et al. (2009) for the monitoring of ground water storage.

When studying the ice mass trend of Greenland, Velicogna (2009) used a modified kernel function to reduce measurement noise and signal leakage. Due to omission errors in describing the kernel, the amplitude of the signal was smaller than it should be and there was leakage of signal into the kernel. This was giving results that were low biased. To correct for this a correction scale factor was proposed in Velicogna and Wahr (2006a) and Velicogna and Wahr (2006b) as the averaging kernel was found to not equal unity over most of the region of interest. Using simulations, a scaling factor was calculated by applying 1 cm of mass uniformly over a kernel describing the region of interest. The correct scaling factor was found when the value of the kernel was an average of 1 cm of mass over the region of interest. However, while this returned realistic results, it did not address the problem of signal leakage. In addition, a scaling factor over a large area assumes a uniform mass anomaly. This is imprecise over Greenland, as the mass trend over a basin can be significantly different (Bonin and Chambers, 2013).

3.7.2 Forward Modelling
More recently forward modelling, or numerical simulation, has been applied to infer mass anomalies from GRACE Level-2 products. Numerical simulation was first used with GRACE data by Chen et al. (2006b). In a numerical simulation, a region of interest
is given an approximate mass anomaly value which is converted to spherical harmonics and processed the same as the GRACE data (e.g. the same Gaussian smoother is applied). These spherical harmonics are then compared to the spherical harmonics from the monthly GRACE TVG solutions. Based on the difference, a correction to the initial mass anomaly value is calculated. This correction is added to the original mass anomaly value, creating an enhanced value. This new value is then used as the input mass anomaly and the process is repeated, until the difference between the two sets of spherical harmonic parameters is minimised and convergence is reached. Chen et al. (2006b) used this numerical simulation method to calculate the mass trend of the Greenland Ice Sheet.

Wouters et al. (2008) used a more advanced numerical simulation and forward modelling to estimate Greenland’s change mass distribution. Rather than estimating the trend for all of Greenland, Wouters et al. (2008) divided Greenland into 16 zones based on drainage basins. A mass anomaly value was assigned to each individual basin. As in Chen et al. (2006b) these mass anomaly values were converted to spherical harmonics and processed the same as the GRACE data, before being compared to the GRACE derived trend map. This process was iterated until an optimal agreement with the GRACE observations was reached. The method used by Wouters et al. (2008) can be seen as the fitting of the global GRACE solutions to regional mascons (Schrama and Wouters, 2011).

Schrama and Wouters (2011) optimised the forward modelling of Wouters et al. (2008) by varying the number of basins using a Least Squares inversion method. They found that merging several of the 16 basins used by Wouters et al. (2008), creating 13 basins, improved the recovery of the mass loss trend. Schrama and Wouters (2011) also found that using too few basins could lead to a reduction of the amplitude of the signal by up to 43%. More recently, the Wouters et al. (2008) forward modelling has been used by King et al. (2012) to estimate the ice mass change of Antarctica. Like Schrama and Wouters (2011), King et al. (2012) used sensitivity tests to validate the basin layout, as well as attempting to correct for leakage using assumptions on the spatial pattern of mass distribution within each basin.

Schrama and Wouters (2011) found that forward modelling reduces leakage compared to a kernel function. Investigating the difference between the trends obtained by Velicogna (2009) and Wouters et al. (2008) over Greenland, Schrama and Wouters
(2011) concluded that the difference was due to signal from outside of Greenland leaking into the Velicogna (2009) solutions. However, forward modelling can also introduce systematic errors into mass trends. Bonin and Chambers (2013) found that the Least Squares inversion method used by Schrama and Wouters (2011) could introduce systematic errors, when calculating the internal mass distribution of Greenland, if process noise is not used during the estimation process. Pre-determined noise is required to stabilise the solution (Bonin and Chambers, 2013). In addition, Bonin and Chambers (2013) investigated the layout of the basins over Greenland. They concluded that the choice of basin layout over Greenland can have significant and systematic effects on the trend recovered.

3.7.3 **Mascons from Level-2 data**

Mascons have also been applied to infer mass anomalies from GRACE Level-2 products by Jacob et al. (2012) and Schrama et al. (2014). However, it is important to point out that these mascons are calculated from Level-2 spherical harmonics products and differ from the mascon parameters estimated from Level-1B data. Jacob et al. (2012) describes mascons as “small, arbitrarily defined regions of the Earth”. Schrama et al. (2014) describes mascons as “dishes of approximately the same size that are evenly distributed over the Earth’s surface”. The Level-2 mascon methodology is very similar to forward modelling.

In Jacob et al. (2012) the Earth is covered in small blocks that are on 0.5° grid. For each glacier area greater than 100 km², all the small blocks are joined together to form a mascon. Each mascon is described as a unit mass, uniformly distributed over the area, before being converted to spherical harmonics and filtered using a 150 km Gaussian smoother (the same smoother is applied to the spherical harmonics coefficients of the monthly Level-2 products). The spherical harmonic coefficients describing the mascons are then fit to the monthly Level-2 spherical harmonic coefficients, allowing the monthly variability of each mascon to be found. Computing this for every month creates a time-series for each mascon. All mascons in a region of interest are summed to calculate a total mass trend.

In Schrama et al. (2014) the Level-2 products are converted into EWH differences from the mean field using a Gaussian smoother. These are then used to calculate the scaling parameters that describe the mass at each mascon, where a mascon is a small dish. A number of equal size mascons cover the globe. This process is repeated for each month,
creating a time-series for each mascon. To calculate a time-series for an area of interest all the mascons are summed.

One point of interest is that a Gaussian smoother, rather than a non-isotropic or EOF’s filter, is used when undertaking forward modelling or calculating mascons from Level-2 products. This is because a linear post-processing methodology is required so the spherical harmonic coefficients that describe the forward model grid or Level-2 mascon can be fit to the monthly Level-2 spherical harmonic coefficients using linear Least Squares (Bonin and Chambers, 2013). The reliance on a non-isotropic Gaussian smoother is a limitation when forward modelling or estimating mascons from Level-2 spherical harmonic data.

3.7.4 Mascons from Level-1B data
Unlike the mascons estimated from Level-2 data, mascons estimated directly from Level-1B data can take advantage of constraint equations that are applied during the Least Squares inversion. Using constraint equations not only removes the requirement of post processing, but it also allows anisotropic constraints to be applied that constrain distinct geographical regions.

Having calculated a scaling factor for each mascon, defined using a set of ‘delta’ spherical harmonic coefficients that represent a uniform layer of surface mass over an area, the methodology of Schrama et al. (2014) can then be applied to find the total mass of an area, e.g. Greenland. That is, a time-series for an area of interest is obtained through the summation all the mascons in that area. Luthcke et al. (2013) also sum all mascons within a drainage system to calculate the mass change of that system.

3.8 Summary
All GRACE TVG solutions are estimated from Level-1B GRACE data, regardless of the gravity field parameters being estimated (spherical harmonic or mascon). While estimating solutions directly from Level-1B data allows the user full control over every step of the processing methodology, including the mitigation of noise, Level-1B processing is computationally expensive and complex. Therefore most users of GRACE data are reliant on pre-computed Level-2 products.

Regardless of the parameter type, noise needs to be appropriately mitigated to allow meaningful mass anomaly estimates to be obtained. Noise results from the orbital configuration and limited longitudinal sampling of GRACE as well as noise in the
background models including: the background gravity field; tidal models; and AOD1B product. Noise is also present in the Level-1B data used to generate the solutions. While there have been recent improvements in the background models and a new release of Level-1B data, which reduced the errors between the RL04 and RL05 solutions from the three official GRACE data processing centres (Chambers and Bonin, 2012), noise will still be inherent in the GRACE solutions.

The strategy for mitigating noise depends on the parameter type being used to estimate the TVG. Spherical harmonic coefficients are the most common parameter type estimated and one of the first strategies proposed to mitigate for the noise was a spatial averaging based on a Gaussian smoother (Wahr et al., 1998). The advantage of a Gaussian smoother is that it can be applied to any solution without modification. However, the noise in GRACE is non-isotropic and a Gaussian smoother is an isotropic filter that is degree dependent. It therefore results in signal loss and leakage of the gravity signal. To address this, Swenson and Wahr (2006) proposed a de-striping filter that uses the spectral signal of the correlations between certain degree and orders to mitigate the stripes. More recently other methods have also been used to mitigate the noise in the GRACE solution, including: a filter based on a synthetic error covariance matrix Kusche (2007); an optimal filter based on the signal and noise variance-covariance (Klees et al., 2008a); an order only decorrelation filter (Kusche et al., 2009); and empirical orthogonal functions (Wouters and Schrama, 2007). However, despite all this a Gaussian smoother is probably the most common post-processing strategy applied to Level-2 products (Rowlands et al., 2010). While regularisation, which applies constraints to the solution normal matrix during the determination of the gravity field, is the is the ideal way to handle noise (Swenson and Wahr, 2006) and results in solutions that do not require post-processing, it is limited to group that generate their own solutions from Level-1B data.

Mascon parameters have also been applied to the estimating of TVG field solutions from Level-1B data. Like regularisation, anisotropic constraints are applied to the solution normal matrix during the determination of the gravity field solution to mitigate for noise. However, unlike regularisation the constraint matrix can be applied to constrain distinct geographical regions, resulting in less signal loss (Rowlands et al., 2010). Although some signal loss will occur through the use of mascon parameters, ~100% of the signal can be accounted for by adding together all the mascons within 600 km of the source mascon (Luthcke et al., 2013). The use of mascons has also allowed
the Earth’s TVG to be modelled at a spatial and temporal resolution unachievable using conventional spherical harmonics, with 10 day temporal resolution and up to 1° spatial sampling possible. This has allowed basin scale inter-annual variability to be extracted from the GRACE time series (Rowlands et al., 2010). Therefore, in an attempt to improve the accuracy of TVG fields, they will be estimated using mascon parameters in this thesis.

Not only does the mascon methodology offer a spatial and temporal resolution unachievable using conventional spherical harmonics, having calculated the scaling for each mascon parameter, the mass flux of a drainage system can calculated by the summation of all mascons within that drainage system. This differs from the calculating of a mass flux from GRACE Level-2 products, which is reliant on a spatial averaging kernel function to infer mass anomalies. Spatial averaging kernel function has been found to be subject to leakage and signal loss, requiring a scaling factor to mitigate for. While forward modelling and Level-2 ‘mascons’ have recently been used to estimated mass flux from Level-2 products, as these solutions are estimated using Least Squares they are reliant on a linear Gaussian smoother to mitigate for noise (Bonin and Chambers, 2013). Noise is therefore mitigated using an isotropic, degree dependent filter which is known to result in signal loss and leakage of the gravity signal.
Chapter 4. Formation of the mascon parameters

Chapter 3 provided an overview of recovering TVG solutions from Level-1B data, including the different methodologies used to process the data with a summary of how they deal with noise in the TVG solutions. In this chapter the mascon methodology will be described.

4.1 Mascon Parameters

The mascon parameters used in this thesis are based on the NASA GSFC methodology (Lemoine et al., 2007, Luthcke et al., 2006b, Rowlands et al., 2005). This involves calculating a scaling factor for a set of ‘delta’ spherical harmonic coefficients that represent a uniform layer of surface mass over an area which can be added to the mean background field to represent the mass flux at a certain time. While mascon areas represented using spherical harmonic coefficients are normally regular, they can be any shape. Rowlands et al. (2010) showed that the only difference between the differential spherical harmonic coefficients used to describe a mascon is the shape, size and location of the designated mascon.

Each separate area is formulated as a mascon defined by estimating a scale factor $H(t)$ at time $t$ for a uniform mass, $\delta^m$, of one unit of EWH over the mascon area,

$$\delta^m(\phi, \lambda) = R_e \rho_w \begin{cases} 1, \text{ over mascon} \\ 0, \text{ elsewhere} \end{cases}$$

where the mascon is centred on geodetic latitude $\phi$, longitude $\lambda$; $R_e$ is the radius of the Earth and $\rho_w$ the density of fresh water (1000 kg/m$^3$). Using Eq. (9) each mascon in the grid can be expanded into spherical harmonics as

$$\delta^m(\phi, \lambda) = R_e \rho_w \sum_{l=0}^{\text{max}l} \sum_{m=-l}^{l} (\Delta \tilde{C}_{lm} \cos m\lambda + \Delta \tilde{S}_{lm} \sin m\lambda) \tilde{P}_l(\cos \phi)$$

(10)

where $\Delta \tilde{C}_{lm}$ and $\Delta \tilde{S}_{lm}$ are dimensionless normalised surface harmonics and $\tilde{P}_l$ normalised associated Legendre polynomials. The sum over degree $l$ and order $m$ in Eq. (10) is usually truncated to $l_{\text{max}} = 60$, due to the reduced signal and increasing noise in the higher degrees (Horwath et al., 2011). A simulation was undertaken to investigate the effect of truncating the summation on signal recovery. A simulated mass was created by loading a 4° block at the equator, described from spherical harmonic degree and order 2 to 60, with 30 cm of EWH. The same block was then loaded with 30 cm of
EWH to degree and order 120, but the degree and orders 2 to 60 were removed. The effect these masses had on the KBRR observations are shown in Figure 5 where t=0 coincides with the satellite at the centre of the block; the boundary of the 4° block is plotted for reference. The block covers ~440 km in diameter in the spatial domain.

Figure 5 shows that in both cases the simulated mass modify the KBRR residuals inside and outside the source area, as also found by Rowlands et al. (2010). The largest KBRR values are observed at the boundary of the source area, with a change from positive to negative as the GRACE satellite pair move over the centre. However, the gravity signal contained in the higher degrees (61 to 120) has substantially less effect on the KBRR residuals than the gravity signal contained in the lower degrees (up to 60). Therefore, GRACE is unable to sense much of the additional signal above degree 60: a similar result was obtained by Rowlands et al. (2010). There is reduced signal in the higher degrees (Horwath et al., 2011).

Figure 5. The residuals resulting from the 4° block loaded with 30 cm of EWH described to degree and order 60 (green) and degree and order 120, with degree and order 2 to 60 removed (blue). The boundary of the simulated mass (red) is plotted for reference.

Eq. (10) is used to modify Eq. (11) and Eq. (12) of Wahr et al. (1998) to obtain (delta) spherical harmonic gravitational coefficients, \( \Delta C_{lm}^{(m)} \) and \( \Delta S_{lm}^{(m)} \), that describe the required mass spread uniformly over a global set of mascons to give

\[
\Delta C_{lm}^{(m)} = H(t) \frac{3p_m}{4\pi R_i \rho_m} \frac{1 + k_i}{2l + 1} \Delta C_{lm}^{(m)}
\]

\[
\Delta S_{lm}^{(m)} = H(t) \frac{3p_m}{4\pi R_i \rho_m} \frac{1 + k_i}{2l + 1} \Delta S_{lm}^{(m)}
\]

(11)
In Eq. (11), $\rho_{av}$ is the average density of the Earth (5517 kg/m$^3$) and $k_l$ the load Love number of degree $l$ (Farrell, 1972) to account for the deformation of the load on an elastic Earth. The parameter ($H$) is a scale factor of the spherical harmonic coefficients used to describe that mascon (Rowlands et al., 2010).

### 4.2 Mascon grids

The masons used in this thesis are global equal area mascons. Each mascon is rectangular in latitude and longitude spanning 2° or 4° in latitude with the longitude span selected to give approximately the same area as a 2° by 2° or 4° by 4° mascon located at the equator. While not strictly 2° by 2° or 4° by 4°, they are referred to as equal area for simplicity. The only exception to the equal area rule is at the poles, where polar caps of 2° in latitude are used. A 2° polar cap is used for both the 2° or 4° mascons. Due to the convergence of longitude at the poles, the number of mascons in a given latitude band will reduce poleward as seen in Figure 6 for a grid of 2° mascons over Antarctica.

Figure 6. Distribution of 2° equal area mascons around Antarctica. Antarctic drainage basins (Zwally et al., 2012) are also shown (red).

In total there are 2564 4° or 10292 2° equal area mascons covering the globe. Each mascon is described using spherical harmonic coefficients to degree and order 60 using Eq. (10). Figure 7 shows a cross section of a 4° equal area mascon, near the equator, described using different values of $l_{max}$. The boundary of the mascon (1 inside, zero outside), as defined in Eq. (9), is provided for reference.
Figure 7. Cross section of the construction of a $4^\circ$ equal area mascon, near the equator, using spherical harmonics. The outline of the mascon is provided in blue. The mascon is constructed using different values of $l_{\text{max}}$ including: 30 (green), 60 (red) and 90 (black).

Figure 7 shows that the mascon shape cannot be defined exactly, using spherical harmonics, for any given value of $l_{\text{max}}$. For $l_{\text{max}} = 30$, a poor representation of the shape of the mascon is obtained. When $l_{\text{max}} = 60$ or 90 the shape of the mascon becomes more evident. For $l_{\text{max}} = 60$ the true amplitude of the mascon is reached, while for $l_{\text{max}} = 90$ the amplitude is greater for the reconstruction. However, for both, the shape of the mascon is not fully recovered, with a blurring of the boundary between inside and outside of the mascon. The problem of defining a mascon area using spherical harmonics is similar to the problem Swenson and Wahr, (2002) experienced when trying to represent the Missouri River Basin as an averaging kernel using spherical harmonics. The summation over degree $l$ and order $m$ in Eq. (10) can be truncated to $l_{\text{max}} = 60$ as Figure 5 showed that GRACE is unable to sense much of the additional signal above degree 60. In addition, most of the true geophysical signal is restricted to lower degrees, below degree $\sim20$ (Wouters and Schrama, 2007). Using $l_{\text{max}} = 60$, the half wavelength, given in km, of the achievable spatial resolution is given by $D = 20,000/l_{\text{max}}$ (Seeber, 2003). For GRACE, with $l_{\text{max}} = 60$ the half wavelength = 333.333 km.

To visualise, spatially, a mascon described to spherical harmonics degree and order 60, the mascon described in Figure 7 is plotted in Figure 8. In Figure 8, the boundary of the mascon is included for reference.
Figure 8. Mascon described to $l_{\text{max}} = 60$. The boundary of the mascon is included for reference. Units of cm EWH.

Figure 8 reveals that the shape of the mascon is not fully described using spherical harmonics to degree and order 60. The problem is the transition at the boundary of the mascon. There is also a rippling in Figure 8, which can also be seen in Figure 7. This is the Gibbs phenomena and is the result of the truncation and the absence of coefficients greater than $l_{\text{max}}$ (Swenson and Wahr, 2002). The amplitude of the ripple decreases with increasing distance from the mascon.

The limitations in describing the mascon using spherical harmonics seen in Figure 7 and the resulting rippling seen in Figure 8 raises the question: will the global gravity field be recovered correctly using a set of mascons described to $l_{\text{max}} = 60$? As the spherical harmonics describing each mascon are global, when adding all the coefficients together, will this introduce errors into the recovered gravity field? Will the global gravity field be under/over sampled at certain locations? Ideally, if all the mascon parameters were added together they should equal unity, meaning the gravity field is being sampled correctly. To confirm this, the spherical harmonics that describe all the 4° equal area mascons were loaded with a mass of 1 cm of EWH and added together, with the result plotted up in Figure 9.
Figure 9. The spherical harmonics that describe all the 4° equal area mascons parameters, loaded with a mass of 1 cm of EWH and added together. Units of cm of EWH.

Figure 9 implies that when added together globally the mascons equal unity, meaning the global gravity field will be correctly recovered. The transition at the boundary of the mascon and the rippling in Figure 8 are not present in Figure 9, although Figure 7 and Figure 8 reveal that there will be some leakage into and out of mascons within a local area. The extent of this leakage was investigated by Luthcke et al. (2013). They found that ~100% of the signal could be accounted for by adding together all the mascons within 600 km of the source mascon. The simulations in Chapter 6 show that the mascon methodology can fully recover an input signal described to degree and order 60, despite the localised leakage at the boundary of the mascon and the rippling seen in Figure 8.

4.3 Mascon estimation

Having created a global grid of mascons, the mascon parameter \( (H) \), can now be estimated. The mascon parameters are estimated in Newcastle University’s orbit determination software Faust (described in Chapter 5). During the orbital integration and data reduction the spherical harmonic coefficients given in Eq. (11) are used to calculate the mascon scale factor \( (H) \) by Least Squares, utilising the partial derivatives of the KBRR observation data (c.f. Luthcke et al., 2013), i.e.

\[
A_{ij} = \frac{\partial \Psi_{ij}}{\partial H_{j}} = \sum_{l=1}^{l} \sum_{m=0}^{m} \frac{\partial \Psi_{ij}}{\partial \Delta C_{lm}} \frac{\partial \Delta C_{lm}}{\partial H_{j}} + \frac{\partial \Psi_{ij}}{\partial \Delta S_{lm}} \frac{\partial \Delta S_{lm}}{\partial H_{j}}
\]  

(12)
where \( A_{ij} \) are elements of the design matrix, \( \partial \Psi_i / \partial H_j \) the partial derivative of the KBRR observation \( i \) with respect to the mascon parameter \( j \), \( \partial \Psi_i / \partial \Delta C_{in}^i \) and \( \partial \Psi_i / \partial \Delta S_{in}^i \) partial derivatives of the KBRR observations with respect to the delta gravitational coefficients while \( \partial \Delta C_{in}^i / \partial H_j \) and \( \partial \Delta S_{in}^i / \partial H_j \) are partial derivatives of the delta gravitational coefficients with respect to the mascon parameter \( j \). Let \( \hat{x} \) be the Least Squares solution to the KBRR linearized observation equations \( A\hat{x} - \hat{b} - \nu = 0 \) with observation Gaussian error \( \nu \). The solution vector \( \hat{x} \) includes GRACE orbital parameters and either mascon parameters, \( H \), or corrections \( \Delta H \) to mascons parameters, \( H_k \), at the \( k \)th stage of an iterative procedure (c.f. Sabaka et al., 2010). The vector \( \hat{b} \) is formed from the KBRR calculated minus observed residuals. No empirical parameters are estimated, as they could absorb part of the gravity signal, especially when the signal is relatively large (Zhao et al., 2011). A full description of Least Squares and the derivation of the partials is provided in Appendix A.

The mascon parameters are estimated in continuous satellite arcs up to 24 hours in length. However, due to the limited ground coverage of these arcs, one arc is not enough to sample the Earth’s TVG. TVG fields are provided with monthly or 10 day temporal resolutions; this requires a number of arcs. Therefore, in this thesis, the normal equations for the individual arcs are combined to create either monthly or 10 day mascon solutions. The choice of arc length used during the estimation of the mascon parameters is examined in Chapter 5.

4.4 **Mascon constraints**

On combining all the normal equations, constraint equations can be applied during the calculation of TVG fields, to reduce the impact of noise in the solutions. Using constraint equations during the Least Squares inversion takes into account the full noise covariance matrix and removes the requirement of post processing (Luthcke et al., 2013). The mascon constraint can therefore be thought of as anisotropic, similar to the optimised filter of Kusche (2007).

Spatial and temporal constraints are imposed on the mascons through pseudo-observations \( C\hat{x} - q - \nu = 0 \), where \( q \) is a constant vector incorporating both non-zero constraints and, if the procedure is iterative, the component \( -CH_k \). The solution, \( \hat{x} \) is now obtained from
\[(A^TWA + C^TVC)\hat{x} = A^T W_b + C^T V_q\]  \hspace{1cm} (13)

where \(W\) is the observation weight matrix (derived from \(\upsilon\)) and \(V\) the pseudo-observations weight matrix. The matrix, \(C\), incorporates the mascon spatial and/or temporal constraints. For mascons, \(J_1, J_2\), the pseudo-observations can be written as

\[H_{i_j} - H_{j_i} = 0.\] \hspace{1cm} (14)

where \(J_1 \neq J_2; J_1, J_2 \in A\), the \(k\)th mascon region, and zero otherwise. Eq. (14) is equal to zero as mascons close in space and time are expected to be close to each other in value.

The number of spatial constraint equations is related to the number of mascons by the equation \((J^2 - J)/2\), where each mascon is constrained to all the other mascons. There are 3,285,766 spatial constraint equations for the 4° equal area mascon solution. For the 2° equal area mascon solution there are 52,957,486 spatial constraints. An example set of constraint equations for a solution where \(J = 5\) is shown in Table 1 for a total of 10 constraint equations.

<table>
<thead>
<tr>
<th>Constraint No</th>
<th>(J_1)</th>
<th>(J_2)</th>
<th>(J_3)</th>
<th>(J_4)</th>
<th>(J_5)</th>
<th>Mascon Pair</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>(J_1 - J_2)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>(J_1 - J_3)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>(J_1 - J_4)</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td></td>
<td>-1</td>
<td></td>
<td></td>
<td>(J_2 - J_3)</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>-1</td>
<td></td>
<td></td>
<td></td>
<td>(J_2 - J_4)</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td></td>
<td>-1</td>
<td></td>
<td></td>
<td>(J_3 - J_4)</td>
</tr>
<tr>
<td>7</td>
<td>1</td>
<td></td>
<td></td>
<td>-1</td>
<td></td>
<td>(J_3 - J_5)</td>
</tr>
<tr>
<td>8</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td>-1</td>
<td>(J_4 - J_5)</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Example constraint equation for a grid of 5 mascons. The central block shows the layout of matrix \(C\) in Eq. (13).

The matrix, \(C\), in Eq. (13) has the size \(n x m\), where \(n\) is the number of constraint equations and \(m\) is the number of mascons. The constraint equations are weighted as described in section 4.4.1 or 4.4.2

4.4.1 10 day weight matrix

For a 10 day mascon solution the weight matrix, \(V\), utilises the following constraints between the mascon parameters,

\[V_{ij} = S \times e^{(2 \cdot \frac{d_{ij} \cdot d_{ij}}{D^2})}\] \hspace{1cm} (15)
where $d_{IJ}$ is the distance in kilometres between the mascons, $D$ the correlation distance, $t_{IJ}$ the time difference in days between the solutions, $T$ the correlation time and $S$ a scale factor. Eq. (15), first described in Rowlands et al. (2005), acts to constrain mascon pairs that are close in both time and space when calculating 10 day mascon solutions. As the distance (in time and space) between the mascons increases, the constraint between the mascons weakens.

In Eq. (15), the scale factor is required to ensure that the constraints are in proportion to the normal matrices. Setting the constraint too small will not substantially reduce the noise in the solution, while adding a large constraint will over-smooth the signal and remove both noise and geophysical signal (Klosko et al., 2009). The value used for $S$ is determined using simulations as described in Chapter 6. A value of $S = 0.001$ was used by Lemoine et al. (2007) and Rowlands et al. (2010). However, the choice of $S$ is dependent on the values chosen for other parameters in Eq. (15) as the weight matrix $V$ is affected by the values assigned to $D$ and $T$. The same scale factor is used for all constraints in the $V$ matrix.

Rowlands et al. (2005) first showed that it was possible to generate mascon solutions with a 10 day spatial resolution using Eq. (15). As in the mascon solutions of Lemoine et al. (2007), Luthcke et al. (2008), Rowlands et al. (2010) and Luthcke et al. (2013) a correlation time of $T = 10$ days will be used in Eq. (15), where $T$ is in days. However, a ‘10 day’ mascon solution actually contains more than 10 days of data. While the solution is concentrated on a 10 day period, additional days either side are required to increase the spatial sampling of the gravity field. Figure 10 shows how the temporal part of the weight $e^{-\frac{t_{IJ}^2}{2T}}$, from Eq. (15), weights the data that could be included in a 10 day mascon solution.
Figure 10. Weight of the temporal constraint as a function of days from the centre of the 10 day solution. The extent of the 10 day solution is provided for reference.

Figure 10 shows the weight of the temporal constraint as a function of days from the centre of the 10 day solution. The extent of the 10 day solution is shown (red line). Figure 10 reveals that the maximum weight is applied at the centre of the 10 day period, with the weight applied to a day decreasing with an increase in time from the centre day. This means that only a finite number of days are required as with an increase in the time constraint, the weight tends to zero. The temporal constraint also applies a greater weight to the days at the centre of the 10 day solutions, than those at the extremes. At 15 days either side of the centre day the weight is \(\sim 0.5\), compared to \(\sim 2.7\) at the centre and \(\sim 1.6\) at the extent of the 10 day period. Using this result, 10 additional days of data will be used either side of the 10 days of the solution period. This will allow for improved spatial sampling of the gravity field. The use of the correlation time, \(T\), in the 10 day mascon solutions means that a 10 day solution will be generated from 30 days of data.

### 4.4.2 Monthly weight matrix

No temporal constraint is required for average monthly mascon solutions (Rowlands et al., 2010), leading to a modified version of the weight matrix (Eq. 15), namely

\[
V_{ij} = S \times e^{(1 - \frac{d_{ij}}{D})} \tag{16}
\]

The modified weight matrix now only constrains mascons in space. Unlike 10 day solutions, all the arcs in the monthly solutions are weighted the same. In Eq. (16) the choice of \(S\) is only dependent on the value of the correlation distance, \(D\), with the
weight matrix $V$ affected by $S$ and $D$. Again, the same scale factor is used for all constraints in the $V$ matrix. Figure 11 is a plot of the spatial part of the weight $e^{(1-D)}$. Eq. (16), is applied between mascons $i$ and $j$, depending on the spatial distance between the mascons.

Figure 11. Weight of the spatial constraint as a function of distance from the $i^{th}$ mascon. Figure 11 shows how the weight decreases and tends to zero with increasing distance. This will constrain mascons together that are close spatially. In Figure 11 a correlation distance of $D=800$ km is used. The value used for the correlation distance, $D$, is discussed in Chapter 6.

4.4.3 Degree 0 and 1 constraints
In addition to spatial and temporal constraint, pseudo-observations are applied to ensure total mass is conserved (equivalent to a degree 0 term) and that the degree 1 harmonics for surface mass are always equal to zero; GRACE is insensitive to degree 1 harmonics as the satellites orbit around the instantaneous centre of mass. The inclusion of background models during the orbital integration could result in non-zero degree 1 terms as well as mass not being conserved in the solution vector without the use of pseudo-observations. Similarly individual geophysical models do not conserve mass and may give non-zero degree 0 coefficients (Wahr et al., 1998). The degree 0 and 1 pseudo-observations are prescribed a high weight in $V$ to ensure the solution essentially satisfies these conditions. The four constraint equations for degrees $l=0, 1$ and order $m=0, 1$ are of the form
if \( l,m=0,1 \) are used in the computations, where the summation is over all mascons and \( \Delta C_{l,m}^{(\text{atmos})} \) and \( \Delta C_{l,m}^{(\text{ocean})} \) are the harmonics from the GRACE dealiasing product for the ocean and atmosphere. By stipulating Eq. (17), the total contribution due to the mascons for the degree 0 and 1 harmonics will offset the \textit{a priori} mass of the ocean and atmosphere if used in the GRACE computations, giving zero values for these harmonics at all times.

### 4.4.4 Constraints between mascon pairs

The constraint equations in Eq. (15) and Eq. (16) are applied between all pairs of mascon parameters, although use of the correlation distance, \( D \), implies that mascons spatially far apart have a constraint of \(~zero\). The uniqueness of the mascon methodology is that it allows mascons to be constrained based on similar geographical or geophysical properties. For example, a constraint can be applied between a mascon pair when both mascons are over the ocean. Similarly, a constraint can be applied between a land pair. However, when one of the mascon pair is over the ocean and the other over the land the constraint can be set to zero. This decouples what is happening over ocean with that over land.

Similarly, mascons over the land can be further constrained into basins based on geographical properties. An example is hydrology drainage basins. Mascons assigned to a basin can be constrained using either Eq. (15) or Eq. (16). However, if land mascons are in separate basins, the constraint can be set to zero. This decouples, to some extent, mass changes in one basin from its neighbour. However, the spatial constraint in Eq. (15) and Eq. (16) and the temporal constraint in Eq. (16) will act to constrain all mascons in space and time that are within the same basin. The constraint matrix can be easily modified to allow different constraints between pairs of mascon. Simulations using different constraints are included in Chapter 6 to investigate what effect different constraints, and their weights, have on the solutions.

### 4.5 Summary

In this chapter mascon parameters were described, along with how they are estimated during orbital determination. As mascon parameters are truncated to spherical harmonic degree and order 60, due to the reduced signal and increasing noise at higher degrees, the effect of this truncation on signal recovery was investigated using simulations. It was found that GRACE was unable to sense much of the additional signal contained in
higher degrees (61 to 120) and that, although the shape of a mascon cannot be defined exactly to degree and order 60, leakage is spatially limited.

The constraints applied during the 10 day and monthly mascon solutions also were investigated. To mitigate for noise in the mascon solutions, each mascon can be constrained spatially and temporally. These constraints are imposed during the Least Squares inversion. The weight of the temporal constraint, used for the 10 day solution only, was investigated and was found to decrease with an increase in the time from the centre day. This would allow for a 10 day solution to be generated from 30 days of data, with the additional 10 days either side of the 10 day solution period used to improve the sampling of the gravity field. The spatial constraint, used in both solutions, weights mascons based on the spatial distance between them. It was found to decrease with increasing distance, constraining mascons close spatially. The requirement for degree 0 and 1 constraints was also discussed. The inclusion of background models during the orbital integration will result in non-zero degree 0 and 1 terms as individual geophysical models do not conserve mass and will result in non-zero degree 1 terms.

Finally, the use of constraints between mascon pairs was introduced. The uniqueness of the mascon solution over all other GRACE processing methodologies is that mascon pairs can be constrained based on similar geographical and geophysical properties. This allows the mass changes in one mascon to be decoupled, to some extent, from its neighbour. The constraint matrix can be easily modified to allow different constraints between pairs of mascons, allowing the mascon solution to be optimised for signal recovery.
Chapter 5. Data Processing

This chapter will provide a brief overview of Newcastle University’s orbit determination software Faust, including the background models used. Following this the two processing steps that are required to compute gravity field solutions from Level-1B GRACE data will be described, with an explanation and validation of the choice of parameters used during the processing.

5.1 Faust

The GRACE data processing uses Newcastle University’s orbit determination software Faust (Moore et al., 1999). The name Faust is based on Heinrich Faust, the doctor in Goethe’s play Faust, who is said to have sold his soul to Satan for eternal youth. The rumour goes that Goethe was wary of analytical science and based his play on the mathematician Gauss, changing the first and the last letters of his name by one letter to arrive at Faust. Naming the software Faust is both a tribute to Gauss and that fact that the software evolved from its predecessor SATAN (Sinclair and Appleby, 1986). The initial development of Faust is recorded in Boomkamp (1998), which acts as a reference document for users.

Faust uses dynamic orbit determination, which requires precise models of the forces acting on the satellite, solving for parameters of interest using Least Squares. The parametrisation of the mascons was described in Chapter 4. Faust has the capability to determine the orbits of multiple satellites simultaneously, making it suitable for the processing of GRACE data. The process of dynamic orbit determination involves the evaluation of force models to calculate the orbit of the GRACE satellites. The numerical integration of the satellite orbits is undertaken using an 8th order Gauss-Jackson algorithm. The on-board GPS provides the observed position of the GRACE satellites, with the K-band range observation providing a measure of the separation of the two satellites. The residual difference between the observed and computed satellite orbits are the result of un-modelled forces acting on the satellites, mis-modelling in the force models and errors in the observations.

Any background model of the Earth’s gravitational field can be used in Faust. During orbit determination, the omission of time-variability caused by atmospheric and oceanic mass variations, the cryosphere and global hydrology, from the background gravity field models will result in residual observations (difference between the observed and computed orbits of the satellite) that contain the effect of the temporal variability. The
residuals can then be used to model the spatial distribution of the anomalous gravity signal. The force models used in *Faust* are provided in Table 2. As the non-gravitational surfaces forces, such as atmospheric drag and solar radiation pressure, acting on a low orbiting satellite can be highly variable (Kang et al., 2006a) and are not modelled precisely enough (Van Helleputte et al., 2009) the effect of these forces on the GRACE satellite orbits are measured using on-board accelerometers.

<table>
<thead>
<tr>
<th>Force Models</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geopotential</td>
<td>GIF48 (Ries et al., 2011)</td>
</tr>
<tr>
<td></td>
<td>Degree and order: 120</td>
</tr>
<tr>
<td></td>
<td>Time dependent coefficients: $C_{20}$, $C_{21}$, $S_{21}$</td>
</tr>
<tr>
<td></td>
<td>References epoch: 01/01/07</td>
</tr>
<tr>
<td>Solid Earth Tides</td>
<td>Solid Earth Tides: IERS Conventions (2010)</td>
</tr>
<tr>
<td></td>
<td>Solid Earth pole tide: IERS Conventions (2010)</td>
</tr>
<tr>
<td>Ocean Tides</td>
<td>FES2004 (Lyard et al., 2006)</td>
</tr>
<tr>
<td></td>
<td>Degree and order: 80</td>
</tr>
<tr>
<td></td>
<td>Ocean pole tide: IERS Conventions (2010)</td>
</tr>
<tr>
<td>Third-body attraction</td>
<td>Bodies: Sun, Moon, Venus, Jupiter, Mars, Mercury</td>
</tr>
<tr>
<td></td>
<td>Ephemeris: JPL DE403 (Standish et al., 1995)</td>
</tr>
<tr>
<td>Ocean and Atmosphere De-aliasing</td>
<td>AOD1B (Flechtner, 2014)</td>
</tr>
<tr>
<td></td>
<td>Degree and order: 100</td>
</tr>
<tr>
<td></td>
<td>Time step: 6 h</td>
</tr>
<tr>
<td>Numerical integration</td>
<td>Gauss-Jackson 8th order</td>
</tr>
<tr>
<td>Step size</td>
<td>5 s</td>
</tr>
</tbody>
</table>

Table 2. The background gravity field model and time variability included in the numerical integration of the satellite orbits in *Faust*. Data and standard for Earth rotation and reference frames as per the International Earth Rotation Service (IERS) Conventions (2010) (Petit and Luzum, 2010).

The main gravity field signals that are not evaluated as part of the force model include, among others, hydrology, GIA and the mass change signal from global ice sheets including Antarctica and Greenland. These signals are excluded as the relevant geophysical models are currently not sufficiently accurate, whilst calculating the temporal variations in these signals is one of the main objectives of the GRACE mission.

During GRACE data processing, the Ocean and Atmosphere De-aliasing product AOD1B (Flechtner, 2014) is added to the mean background field to avoid short term aliasing of ocean and atmospheric mass variations (Dahle et al., 2014). The AOD1B product is generated at GFZ and is provided every 6 hours. The current release of the AOD1B product is RL05. A flow chart showing how Faust is used in this thesis is provided in Appendix B.
5.2 **Accelerometer bias values**

The calculation of gravity field solutions from Level-1B GRACE data in *Faust* is undertaken using a two stage processing strategy. The first stage provides the accelerometer bias values for the short-arc gravity field recovery in the second stage. The choice of arc length used for the gravity recovery will be discussed in section 5.3.3. Regardless of the gravity field parameters being estimated (mascon or spherical harmonic), the underlying processing is the same for the two methodologies to the extent that any differences in the solution will be directly due to the parameterisation (Rowlands et al., 2010) and how noise and errors propagate within the different solutions. Throughout this study the same accelerometer bias values, state vectors and arcs are included in the mascon or spherical harmonic gravity field solutions calculated using *Faust*.

The GRACE accelerometer bias values have to be calculated in-situ, while the satellites are in orbit, as the Earth’s gravity field at the surface of the Earth is larger than the non-gravitational forces the accelerometers are measuring, therefore the bias values could not be obtained before launch (Bezděk, 2010). Each GRACE satellite has an accelerometer, each of which has three bias values; namely in the along-track, across-track and radial directions. The bias values, along with accelerometer scale factors, are required to correct the level 1B accelerometer observation using

\[ ob_{\text{new}} = bias + \text{scale} \times ob_{\text{level-1B}} \]  \hspace{1cm} (18)

with the bias values applying an offset to correct the raw accelerometer observations (Van Helleputte and Visser, 2008). The accelerometer bias values are estimated during simultaneous reduction of KBRR, GNV1B and accelerometer data. Using KBRR and GNV1B data helps isolate the true accelerometer error (Luthcke et al., 2006a).

5.2.1 **A-priori bias values**

Daily *a-priori* values are calculated using

\[ bias = c_0 + c_1 (T_d - T_0) + c_2 (T_d - T_0)^2 \]  \hspace{1cm} (19)

provided by Bettadpur (2009) in a technical note, released as part of the official GRACE documentation. In Eq. (19), \( T_d \) is the modified Julian day at day \( d \) and \( T_0 \) the modified Julian day of the reference epoch. The values \( c_0, c_1 \) and \( c_2 \) are provided in
Bettadpur (2009) and are a function of the modified Julian date for which the \textit{a-priori} bias value is being calculated. Table 3 and 4 contain the values for \(c_0\), \(c_1\) and \(c_2\) for dates before March 7\textsuperscript{th} 2003 \((T_0 = 52532)\) and after March 7\textsuperscript{th} 2003 \((T_0 = 53736)\) respectively. Eq. (19) can describe daily variability in the accelerometer bias values to a few percent (Bettadpur, 2009). A separate value for \(c_0\), \(c_1\) and \(c_2\) is provided for each satellite and in the X, Y, Z direction of the GRACE science reference frame (SRF). In the SRF X is the along-track axis that points towards the other satellite, Y is the across-track axis and Z is the radial axis (Case et al., 2010).

<table>
<thead>
<tr>
<th>Direction (SRF)</th>
<th>(c_0)</th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grace-A X</td>
<td>-1.106</td>
<td>2.233E-4</td>
<td>2.5E-7</td>
<td>0.003</td>
</tr>
<tr>
<td>Grace-A Y</td>
<td>27.042</td>
<td>4.46E-3</td>
<td>1.1E-6</td>
<td>0.053</td>
</tr>
<tr>
<td>Grace-A Z</td>
<td>-0.5486</td>
<td>-1.139E-6</td>
<td>1.7E-7</td>
<td>0.019</td>
</tr>
<tr>
<td>Grace-B X</td>
<td>-0.5647</td>
<td>-7.788E-5</td>
<td>2.4E-7</td>
<td>0.002</td>
</tr>
<tr>
<td>Grace-B Y</td>
<td>7.5101</td>
<td>7.495E-3</td>
<td>-9.6E-6</td>
<td>0.080</td>
</tr>
<tr>
<td>Grace-B Z</td>
<td>-0.8602</td>
<td>1.399E-4</td>
<td>2.5E-7</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Table 3. The values of \(c_0\), \(c_1\) and \(c_2\) for dates before March 7\textsuperscript{th} 2003 \((T_0 = 52532)\). Taken from Bettadpur (2009). Units \(\mu/s^2\).

<table>
<thead>
<tr>
<th>Direction (SRF)</th>
<th>(c_0)</th>
<th>(c_1)</th>
<th>(c_2)</th>
<th>Residual</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grace-A X</td>
<td>-1.2095</td>
<td>-4.128E-5</td>
<td>9.7E-9</td>
<td>0.002</td>
</tr>
<tr>
<td>Grace-A Y</td>
<td>29.3370</td>
<td>6.515E-4</td>
<td>-3.9E-7</td>
<td>0.056</td>
</tr>
<tr>
<td>Grace-A Z</td>
<td>-0.5606</td>
<td>-2.352E-6</td>
<td>3.8E-9</td>
<td>0.020</td>
</tr>
<tr>
<td>Grace-B X</td>
<td>-0.6049</td>
<td>-1.982E-5</td>
<td>3.5E-9</td>
<td>0.002</td>
</tr>
<tr>
<td>Grace-B Y</td>
<td>10.6860</td>
<td>1.159E-3</td>
<td>-4.3E-7</td>
<td>0.076</td>
</tr>
<tr>
<td>Grace-B Z</td>
<td>-0.7901</td>
<td>4.783E-5</td>
<td>-6.5E-9</td>
<td>0.020</td>
</tr>
</tbody>
</table>

Table 4. The values of \(c_0\), \(c_1\) and \(c_2\) for dates after March 7\textsuperscript{th} 2003 \((T_0 = 53736)\). Taken from Bettadpur (2009). Units \(\mu/s^2\).

It is expected that the final accelerometer bias values will differ from the \textit{a-priori} values and this will vary depending on the method of analysis (Bettadpur, 2009).

5.2.2 \textit{Scale factors}

In addition to bias values, Eq. (18) requires scale factors to adjust the amplitudes of the raw accelerometer observations (Van Helleputte and Visser, 2008). Recommended values for these scale factors are also provided in Bettadpur (2009). These values are recommended such that the formula used for estimating the accelerometer \textit{a-priori} biases values (c.f. Eq. (19)) are evaluated using these accelerometer scale factor. There is no reason why the scale factors should be significantly different to 1.0 (Bettadpur,
2009). However, as with the bias values, it is the accuracy of the scale factor, and not the absolute value that is important (Kim, 2000). Bias errors are expected to be smaller for satellites in lower orbits (Visser et al., 2013). The values used for the scale factors are provided in Table 5, along with their uncertainty. The same scale factors are used for every arc within the GRACE time series and held fixed as scale factors for the GRACE accelerometers are approximately constant over time (Bezděk, 2010). Van Helleputte et al. (2009) also found a strong anti-correlation between the scale factors and bias values, aliasing the on-board accelerometer parameterisation if both the bias values and scale factors are estimated simultaneously. The same accelerometer bias and scale values are used regardless of the gravity field parameters being estimated (mascon or spherical harmonic).

<table>
<thead>
<tr>
<th>Direction (SRF)</th>
<th>GRACE-A</th>
<th>GRACE-B</th>
<th>Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>0.9595</td>
<td>0.9465</td>
<td>±0.002</td>
</tr>
<tr>
<td>Y</td>
<td>0.9797</td>
<td>0.9842</td>
<td>±0.02</td>
</tr>
<tr>
<td>Z</td>
<td>0.9485</td>
<td>0.9303</td>
<td>±0.02</td>
</tr>
</tbody>
</table>

Table 5. Accelerometer scale factors as provided in Bettadpur (2009).

5.2.3 **Arc length**

The estimation of the accelerometer bias values requires simultaneous reduction of KBRR, GNV1B and accelerometer data in 24 hour arcs, starting at midnight. Arcs of 24 hours are used for several reasons. Firstly, using arcs of 24 hours in length is standard in the literature when estimating the accelerometer bias values (e.g. Bruinsma et al., 2010, Luthcke et al., 2006a, Rowlands et al., 2010) as 24 hour solutions are convenient given that GRACE data is supplied in daily batches. Bettadpur (2009) also states that bias estimates are determined once per day in the orbit determination process (i.e. every 24 hours), while Tapley et al. (2005) estimates the accelerometer bias values daily. Tapley et al. (2005) and Watkins et al. (2015) note that daily accelerometer bias values are able to accommodate the expected bias variability over a month.

However, there are days where 24 hours of GRACE data will not be available to estimate the accelerometer bias values due to missing data. Missing data is generally due to instrument issues and, later in the mission, battery management. Therefore, to accurately determine the daily accelerometer bias values, a minimum amount of data will be required. Although no minimum data requirement is stipulated in the literature or official GRACE documentation, in this study the minimum amount of data required for each 24 hours period was set as 6 hours. If less than 6 hours of data is available over a 24 hour period, no accelerometer bias values will be calculated and that day will be
excluded from the gravity field recovery. A minimum of 6 hours of data was chosen for
several reasons. Firstly, this minimum was used by Bruinsma et al. (2010) when
undertaking the CNES/GRGS GRACE Level-1B processing. Secondly, during analysis
of accelerometer bias values 6 hours of data in Faust was found to be sufficient to
obtain a daily estimate. The risk of incorrect bias values being calculated and used in
gravity field processing is lessened as incorrect bias values are identified in section
5.2.5.

5.2.4 **Empirical parameters**
To allow the accelerometer bias values to be correctly determined, empirical parameters
are estimated alongside the bias values and satellite state vector in 24 hour (daily) arcs.
These empirical parameters are required to account for small un-modelled forces during
the orbit determination (Montenbruck and Gill, 2005), that could otherwise corrupt the
calculated accelerometer bias values. Empirical parameters are only estimated during
stage 1 of gravity field recovery but not during stage 2 as the empirical parameters
would absorb gravity signal.

The choice and combinations of the empirical parameters varies between different
processing groups. Some groups use force field empirical parameters, such as once per
revolution (OPR) along-track and cross-track accelerations, which apply to the force
field, while other groups use cycle per revolution (CPR) parameters, to correct the
KBRR measurements. In practice, the combination of empirical parameters that is
optimal for each group will relate to the orbital determination software used by that
group and how they process the GRACE data. In generating the CNES GRACE
solutions Bruinsma et al. (2010) estimate a bias, a bias-rate as well as a 1-, 2-, 3- CPR
corrections to the KBRR measurement every orbital revolution of the satellite (~90
minutes). When calculating the Earth gravity model EIGEN-GRACE02S Reigber et al.
(2005) estimated a bias and drift (every 90 minutes) and periodic parameters (every 180
minutes) in the KBRR measurement. At NASA GSFC the accelerometer bias, used by
Luthcke at al. (2006a) and Rowlands et al. (2010), are calculated using a 1 CPR KBRR
measurement parameter every 3 hours, while Tapley et al. (2004a) estimate a KBRR
bias and drift (every ~30 minutes) in addition to a 1CPR KBRR measurement parameter
(every 90 minutes).

To identify an appropriate set of empirical parameters to use during the calculation of
the accelerometer bias values in Faust, a number of different sets were tested, with the
correct accelerometer bias expected to result in improvements in residual fit to both the KBRR and GNV1B datasets (Luthcke et al., 2006a). With the accelerometer bias values not expected to exhibit large day-to-day variations (Tapley et al., 2005) and with changes in the bias values occurring relatively slowly on the GRACE accelerometers (Visser et al., 2013) the assumption is made that the time-series that generates the smallest standard deviations will indicate the most appropriate combination of empirical parameters. Table 6 is a list of different sets of empirical parameters that were tested and used to estimate the accelerometer bias values for 5 months of GRACE solutions from May to October 2006.

<table>
<thead>
<tr>
<th>Test number</th>
<th>Empirical parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>OPR every 60 minutes</td>
</tr>
<tr>
<td>2</td>
<td>OPR every 30 minutes</td>
</tr>
<tr>
<td>3</td>
<td>OPR every 20 minutes</td>
</tr>
<tr>
<td>4</td>
<td>OPR every 15 minutes</td>
</tr>
<tr>
<td>5</td>
<td>OPR every 10 minutes</td>
</tr>
<tr>
<td>6</td>
<td>KBRR-bias, -trend, -1CPR every 90 minutes</td>
</tr>
<tr>
<td>7</td>
<td>KBRR-bias, -trend, -1CPR, -2CPR every 90 minutes</td>
</tr>
<tr>
<td>8</td>
<td>KBRR-bias, -trend, -1CPR, -2CPR, -3CPR every 90 minutes</td>
</tr>
</tbody>
</table>

Table 6. List of the empirical parameters tested. The accelerometer bias values were calculated for 5 months of GRACE solutions from May to October 2006.

Tests 1 to 5 estimate OPR parameters over different temporal spans. The increase in the frequency of the OPR parameters implies that more OPR parameters are estimated over the 24 hour arc. In test 1, 24 sets of OPR parameters are estimated while Test 5 involved estimating 144 sets of ORP parameters, with each set of OPR parameters comprising the amplitude of the sine and cosine of the orbital argument of latitude. Tests 6 to 8 involve estimating different combinations of CPR parameters bias and trend applied to the KBRR measurements only.

Table 7 and Table 8 contain the mean and standard deviations respectively for the daily accelerometer bias values from May to October 2006, for both GRACE A and B in the along-track (X), cross-track (Y) and radial (Z) accelerometer axis of the SRF. Table 7 reveals that in most cases the mean accelerometer bias value for the same axis and satellite are similar. Only in Test 5 is the mean noticeably different. The standard deviations (Table 8) reveal that Test 5 has the largest standard deviation and hence the largest variability. This suggests that bias values calculated using the OPR parameters in Test 5 are noisy and that unstable accelerometer bias values have been obtained. The standard deviations for Tests 7 and 8 have the lowest standard deviations for all bias values, except in the Z axis of GRACE B, where Test 1 has the lowest. Comparing the
tests which use the OPR parameters (1-5), the lowest standard deviation is provided by either Test 1 or 2. For tests where CPR parameters are applied to the KBRR measurement (6-8), the lowest standard deviation is provided by either Test 7 or 8. The day-to-day variations in the accelerometer bias values were the largest for Test 5.

<table>
<thead>
<tr>
<th>Test</th>
<th>GRACE A</th>
<th>GRACE B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>Test 1</td>
<td>-1170.40</td>
<td>28858.00</td>
</tr>
<tr>
<td>Test 2</td>
<td>-1170.30</td>
<td>28862.00</td>
</tr>
<tr>
<td>Test 3</td>
<td>-1170.60</td>
<td>28860.00</td>
</tr>
<tr>
<td>Test 4</td>
<td>-1170.70</td>
<td>28859.00</td>
</tr>
<tr>
<td>Test 5</td>
<td>-1170.10</td>
<td>29328.00</td>
</tr>
<tr>
<td>Test 6</td>
<td>-1170.10</td>
<td>28859.00</td>
</tr>
<tr>
<td>Test 7</td>
<td>-1169.80</td>
<td>28863.00</td>
</tr>
<tr>
<td>Test 8</td>
<td>-1169.70</td>
<td>28862.00</td>
</tr>
</tbody>
</table>

Table 7. Mean value of the accelerometer bias values calculated between May and October 2006 for the 8 tests. Values provided for both GRACE A and B for the along-track (X), cross-track (Y) and radial (Z) SRF axis. Units $\mu / s^2$.

<table>
<thead>
<tr>
<th>Test</th>
<th>GRACE A</th>
<th>GRACE B</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>X</td>
<td>Y</td>
</tr>
<tr>
<td>Test 1</td>
<td>7.72</td>
<td>65.90</td>
</tr>
<tr>
<td>Test 2</td>
<td>6.94</td>
<td>56.40</td>
</tr>
<tr>
<td>Test 3</td>
<td>9.45</td>
<td>56.50</td>
</tr>
<tr>
<td>Test 4</td>
<td>11.42</td>
<td>82.50</td>
</tr>
<tr>
<td>Test 5</td>
<td>13.84</td>
<td>5574.50</td>
</tr>
<tr>
<td>Test 6</td>
<td>3.22</td>
<td>85.00</td>
</tr>
<tr>
<td>Test 7</td>
<td>1.70</td>
<td>13.30</td>
</tr>
<tr>
<td>Test 8</td>
<td>1.36</td>
<td>12.90</td>
</tr>
</tbody>
</table>

Table 8. Standard deviation of the accelerometer bias values calculated between May and October 2006 for the 8 tests. Values provided for both GRACE A and B for the along-track (X), cross-track (Y) and radial (Z) SRF axis. Units $\mu / s^2$.

The accelerometer bias value time-series for these 4 tests (1, 2, 7 and 8) are plotted in Figure 12 which shows the X, Y and Z bias values time-series for GRACE A and B. The a-priori bias values, calculated using Eq. (19), are included for reference. As suggested in Bettadpur (2009) there is an offset between the a-priori values and calculated accelerometer bias values. In all 4 tests the time-series for the accelerometer bias values are similar. However, it is possible to see that the times series for Test 1 (red) and Test 2 (green) contain greater variability than Test 7 (blue) and Test 8 (magenta), and certain days where an outlier accelerometer bias values has been calculated. Due to the offset of the a-priori values, it is not possible to see all the
variability between the different tests in Figure 12. Figure 13 reproduces the same data as in Figure 12, but the \textit{a-priori} values are excluded.

Figure 12. The accelerometer bias values for GRACE-A (left) and GRACE-B (right) in X,Y,Z (SRF) (top to bottom). The \textit{a-priori} value (black) included along with the values calculated using Test 1 (red), Test 2 (green), Test 7 (blue) and Test 8 (magenta).

Figure 13. The accelerometer bias values for GRACE-A (left) and GRACE-B (right) in X,Y,Z (SRF) (top to bottom). The \textit{a-priori} value is not included.

Figure 13 reveals small day-to-day variations in the accelerometer bias values, with a longer term trend. The small day to day variations were also seen by Van Helleputte et al. (2009) and Bezdek (2010) and were connected to temperature variations that affect
the equipment on-board the GRACE satellites. Flury et al. (2008) found very frequent, sub-minute, spikes in the accelerometer observations that were caused by the activation of the heaters on-board the GRACE satellites. However, these were found to have very little affect on the gravity field solutions. The longer term trend is thought to be caused by the aging of the on-board equipment (Doornbos et al., 2010).

In both Figure 12 and Figure 13 there are daily accelerometer bias values that are outliers in all tests. An incorrect bias value could be due to some ‘bad’ data included in the solution or as a result of the empirical parameters not correctly absorbing the gravity field mis-modelling. However, what is interesting to note in Figure 13 is that amplitude of these outliers is often reduced when using KBRR measurement CPR parameters (Tests 7 and 8). There are also certain days where no outliers are present estimating KBRR measurement CPR parameters, while outliers occur in the OPR time-series (Test 1 and 2). This suggests that KBRR measurement CPR parameters in Tests 7 and 8 provide more stable estimates of the daily bias values. One final point of interest is the scales of the plots in Figure 13. The scale is much smaller on the plots in the X and Z axis than the Y axis. This is because formal errors in the Y axis were found to be two orders of magnitude greater than that in the X direction (Visser et al., 2013).

![Figure 14](image)

Figure 14. RMS of the daily KBRR residuals for Test 1 (red), Test 2 (green), Test 7 (blue) and Test 8 (magenta).

Figure 14 is a plot of the daily root mean square (RMS) of the KBRR residuals, obtained during the calculation of the accelerometer bias values for Tests 1, 2, 7 and 8,
revealing that the daily KBRR residuals are smaller for Tests 7 and 8. This means that the K-band ranging system empirical parameters used in Tests 7 and 8 improve the residual fit of the KBRR data. This improvement can also be seen in the results presented in Table 7 and Table 8. Therefore, when calculating the accelerometer bias values for use in subsequent processing stages in this thesis, the K-band ranging system empirical parameters described in Test 7 or 8 were adopted. The empirical parameters in Test 7 were chosen as there are only small differences between the results from Test 8 and hence the use of 3 CPR parameters had negligible effect.

5.2.5 Rejection criteria

Having determined the empirical parameters to use when calculating the accelerometer bias values, the daily bias values were calculated in 24 hour arcs for each day between 1\textsuperscript{st} Jan 2003 and 31\textsuperscript{st} Dec 2013. Along with the accelerometer bias values for each satellite (6 in total) and the CPR parameters, the satellite state vector was estimated. The solutions are iterated until convergence or the maximum number of iterations (set as 10) was reached. A solution was deemed to have converged once the calculated corrections, for the accelerometer bias values being estimated that iteration, were less than 0.001\% of the accelerometer bias values at the start of that iteration.

Next, the bias values were analysed to confirm accuracy. As shown in Figure 12 and Figure 13, the calculated accelerometer bias values often contain outliers. There are also days when no accelerometer bias value have been obtained due to lack of data. Incorrect bias values can result from periods of missing or poor quality data, which cause Faust to converge to an incorrect solution. These days need to be identified and then reprocessed in an attempt to produce acceptable accelerometer bias values. Conversely, days with incorrect bias values need to be excluded from the future gravity field processing to mitigate against introduction of errors into the resulting gravity field solutions. The reprocessing is discussed in section 5.2.6.

Missing and incorrect bias values were identified by creating a time series of the accelerometer bias for each of the 3 axis for GRACE A and B and identifying the outliers. The time-series was analysed in 1 year batches. For each year the mean and standard deviation for each accelerometer bias value axis were calculated. Using the mean values a 3 sigma rejection criterion was adopted. As the initial time-series contained gross-outliers the process was undertaken 3 times. All the days rejected were reprocessed to attempt to include these days within gravity field solutions. The rejection
of a day where the ‘correct’ accelerometer bias values had been obtained was not particularly crucial as the identified days were subsequently analysed in further detail and reprocessed if required.

Figure 15, Figure 16 and Figure 17 show the accelerometer bias time-series for GRACE A (left) and GRACE B (right) in the X, Y and Z directions, respectively. The bias values plotted are for 2008. The first row in each figure corresponds to the time-series before any outliers have been removed. The second row shows the time series after the first iteration of the outlier removal procedure. The third and fourth rows show the second and third iteration of the outlier removal procedure respectively. Figure 15-17 reveal that each subsequent iteration, additional outliers were detected.

Figure 15. Accelerometer bias values for the X axis of GRACE A (left) and GRACE B (right) for 2008. The top plot shows the bias values before the removal of any outliers. Each subsequent plot represents the results after a further iteration where additional outliers have been removed.
Figure 16. Accelerometer bias values for the Y axis of GRACE A (left) and GRACE B (right) for 2008. The top plot shows the bias values before the removal of any outliers. Each subsequent plot represents the results after a further iteration where additional outliers have been removed.

Figure 17. Accelerometer bias values for the Z axis of GRACE A (left) and GRACE B (right) for 2008. The top plot shows the bias values before the removal of any outliers. Each subsequent plot represents the results after a further iteration where additional outliers have been removed.
Table 9 (left) lists the number of days that were identified as outliers that require reprocessing. A total of 762 days were identified from 2003 to 2013.

5.2.6 Reprocessing
To reprocess days where the accelerometer bias values were identified as outliers, each 24 hour arc was broken down into 60 minute arcs. The accelerometer bias values, along with the satellite state vector and the KBRR CPR measurement parameters, were then estimated every 60 minutes: each 60 minute arc solution was iterated until convergence, as described previously. After processing all such arcs within a 24 hour period, a time series of the accelerometer bias values was created for that day with the mean and standard deviation calculated, with outliers over 3 standard deviations from the mean identified and removed. From the remaining arcs a new daily input file was created that could be used to calculate the daily accelerometer bias from the arcs remaining. This new input file had periods of bad data excluded. A minimum of 6 hours of data was required; otherwise no daily accelerometer bias value was calculated. All 762 days were reprocessed with the new daily input files. Outlying and missing accelerometer bias values were again identified. The time-series was again analysed in 1 year batches with any further outliers identified as previously.

Table 9 shows the results of the reprocessing. The number of days that were reprocessed is shown (left) along with the number of days still identified as outliers after reprocessing (middle). For all years there is a reduction in the number of days identified as outliers or where no accelerometer bias values were calculated. However, for some years, there still appears to be a large number of days that have been rejected. For 2011, for example, 109 days were rejected. To investigate this further, each day rejected was compared with a list of days not included in the official GRACE processing centre solutions (available at http://grace.jpl.nasa.gov/data/GraceMonths/ ). This provides information on the number of days rejected in Faust, for which bias values are calculated by the official GRACE processing centres. The number of days rejected using Faust where solutions were obtained by the official GRACE processing centres is provided in Table 9 (right). This shows that there are only a handful of days each year where no accelerometer bias values have been calculated using Faust over and above those rejected by the GRACE processing centres. The results in Table 9 provide confidence in the rejection criteria. Days where no accelerometer values could be generated or where the bias values are unstable and should not be used have been successfully identified. The increase in days not included in the official GRACE
processing centre solutions from 2011 is due to the equipment on-board the GRACE satellites being turned off for battery management.

<table>
<thead>
<tr>
<th>Year</th>
<th>Days requiring reprocessing</th>
<th>Days rejected after reprocessing</th>
<th>Not rejected by GRACE processing centres</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>57</td>
<td>39</td>
<td>5</td>
</tr>
<tr>
<td>2004</td>
<td>33</td>
<td>23</td>
<td>2</td>
</tr>
<tr>
<td>2005</td>
<td>24</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>2006</td>
<td>30</td>
<td>10</td>
<td>6</td>
</tr>
<tr>
<td>2007</td>
<td>36</td>
<td>14</td>
<td>4</td>
</tr>
<tr>
<td>2008</td>
<td>19</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>2009</td>
<td>34</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>2010</td>
<td>57</td>
<td>13</td>
<td>5</td>
</tr>
<tr>
<td>2011</td>
<td>134</td>
<td>109</td>
<td>14</td>
</tr>
<tr>
<td>2012</td>
<td>147</td>
<td>84</td>
<td>3</td>
</tr>
<tr>
<td>2013</td>
<td>191</td>
<td>104</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 9. The number of days that required reprocessing (left), the number of days still identified as outliers after reprocessing (middle) and the number of days where solutions were generated by the GRACE processing centres, but where no stable solution has been obtained using Faust.

5.3 Estimation of gravity field parameters

After stage 1, the estimation of daily accelerometer bias values and days to exclude, stage 2 of the processing strategy involves estimation of the gravity field as spherical harmonic and mascon parameters. The only difference between these is the gravity field parameters being estimated. The underlying processing and the data is the same for the two methodologies. Mathematically the two methodologies are equivalent (Sabaka et al., 2010), although the way in which noise is mitigated can modify this equivalence.

This section describes the fundamental processing behind the estimation of the gravity field parameters. At this processing stage only gravity field parameters and the satellite state vector are estimated. No empirical parameters are estimated as these would absorb gravity field signal.

5.3.1 KBRR data only

The gravity field solutions presented here are estimated from KBRR data only, with no GPS/GNV1B data or empirical parameters. The use of KBRR data only removes the computational requirement of processing GPS data which can weaken and corrupt the KBRR measurement if not handled correctly (Luthcke et al., 2006a). It also removes the requirement to correctly assign the relative weight of the different observational data types. Luthcke et al. (2006a) showed that the gravity field can be successfully recovered
from KBRR data using spherical harmonic parameters while estimating the Rowlands et al. (2002) short arc baseline parameters. Mascon parameters are usually estimated using only KBRR data.

5.3.2 **Short baseline parameters**

Traditionally gravity field parameters are estimated in longer arcs; gravity is an ‘indirect effect’ of traditional satellite tracking (Rowlands et al., 2002). Long satellite arcs (e.g. 1 day or more) were required for the gravity signal to become observable. However, longer arcs increase the effect of unmodelled forces. With the launch of the dedicated gravity field mission, GRACE, and the measuring of the changing distance between the satellites via the K-band ranging system, gravity field parameters can be estimated from short arcs using the short arc baseline parameters (Rowlands et al., 2010) as the KBRR data is dominated by mass below the satellite (Luthcke et al., 2008). This domination is shown in Figure 5.

Short arc baseline parameters were first described in Rowlands et al. (2002), where simulations were undertaken to map the gravity field using a low-to-low satellite configuration, similar to that of GRACE. Traditionally, during gravity field recovery, six components of the satellite vector at solved for at the initial epoch. These components are a Cartesian position and velocity in X, Y and Z. Each of the two GRACE satellites has its own state vector; thus a total of 12 state vector parameters to estimate.

Rowlands et al. (2002) found that use of a restricted set of short arc baseline parameters, instead of traditional Cartesian components of the satellite vector, allowed gravity field solutions to be obtained using the KBRR observations only. The use of short arc baseline parameters allowed the gravity field solutions to be created using KBRR data while benefiting from *a-priori* information inferred from other tracking data types, without the complexity of actually using these data types.

The short-arc approach is based on a reformulation of the 12 position and velocity state vector parameters for the GRACE pair into the equivalent short arc baseline parameters of Table 10.
<table>
<thead>
<tr>
<th>No.</th>
<th>Description of short arc baseline parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_1$</td>
<td>Distance of baseline midpoint from Earth’s centre of mass</td>
</tr>
<tr>
<td>$P_2$</td>
<td>Declination of baseline midpoint</td>
</tr>
<tr>
<td>$P_3$</td>
<td>Right ascension of baseline midpoint</td>
</tr>
<tr>
<td>$P_4$</td>
<td>Inertial X component of baseline midpoint velocity</td>
</tr>
<tr>
<td>$P_5$</td>
<td>Inertial Y component of baseline midpoint velocity</td>
</tr>
<tr>
<td>$P_6$</td>
<td>Inertial Z component of baseline midpoint velocity</td>
</tr>
<tr>
<td>$P_7$</td>
<td>Baseline vector length</td>
</tr>
<tr>
<td>$P_8$</td>
<td>Baseline vector pitch</td>
</tr>
<tr>
<td>$P_9$</td>
<td>Baseline vector yaw</td>
</tr>
<tr>
<td>$P_{10}$</td>
<td>Baseline rate-of-change vector magnitude</td>
</tr>
<tr>
<td>$P_{11}$</td>
<td>Baseline rate-of-change vector pitch</td>
</tr>
<tr>
<td>$P_{12}$</td>
<td>Baseline rate-of-change vector yaw</td>
</tr>
</tbody>
</table>

Table 10. Description of the 12 short arc baseline parameters from Rowlands et al. (2002).

The short arc baseline parameters in Table 10 are based on the Cartesian state vector of the baseline (difference vector) between the two satellites and the baseline midpoint, which is the average of the two state vectors of the GRACE satellites (Rowlands et al., 2002). However, the use of short arcs baseline parameters still requires GRACE accelerometer data, in addition to KBRR data, to deal with non-conservative forces. Furthermore, the satellite orbits must have been previously well determined using GNV1B positioning data. Faust solves for the short baseline parameters by converting the 12 Cartesian state vector parameters into the short arc baseline parameters, solving for the short arc baseline parameters, converting the short arc parameters back into Cartesian state vector parameters, and then adding the solution to the original 12 Cartesian state vector parameters. Through intensive simulations, Rowlands et al. (2002) found that over short arcs (around 15 minutes) only short arc baseline parameters $P_8$, $P_{10}$ and $P_{11}$ need to be solved for. Over long arcs (1 day in length) short arc baseline parameter $P_1$ also needed to be included.

Short arc baseline parameters are only used in stage 2 of the gravity field recovery; the estimate of gravity field parameters. When determining the arc length to use during the estimation of the gravity field parameters in section 5.3.3, only short arc baseline parameters $P_8$, $P_{10}$ and $P_{11}$ were solved for if the arc length was less than 24 hours. For arcs of 24 hours or more, short arc baseline parameter $P_1$ was also included. This parametrisation is based on the findings of Rowlands et al. (2002).

5.3.3 Arc length
The choice of arc length for gravity field recovery is of fundamental importance. Before the launch of dedicated gravity field satellite missions, such as GRACE, long arcs were
required. Based on extensive simulations Rowlands et al. (2002) showed that when using satellite-to-satellite tracking short arcs (~15 minutes) could be used to estimate gravity field parameters. More recently, Mayer-Gurr et al. (2006) estimated gravity field parameters using short arcs with a mean length of 30 minutes. However, while gravity field parameters can be estimated using short arcs of KBRR data and short arc baseline parameters, the correct arc length is still required.

To identify the appropriate arc length to use in Faust gravity field recovery was undertaken for May to September of 2006, using real GRACE data. The mascon gravity field solutions were calculated using the accelerometer bias values from stage 1 of the data processing methodology, as described in section 5.2. The solutions were derived using KBRR (and accelerometer) data. No GPS/GNV1B data or empirical parameters were required to stabilise the solutions. Solutions were generated using the arc lengths listed in Table 11.

<table>
<thead>
<tr>
<th>Arc length</th>
<th>Mean RMS fit of the KBRR residuals</th>
</tr>
</thead>
<tbody>
<tr>
<td>30 minutes</td>
<td>0.31 μm/s</td>
</tr>
<tr>
<td>60 minutes</td>
<td>0.32 μm/s</td>
</tr>
<tr>
<td>90 minutes</td>
<td>0.41 μm/s</td>
</tr>
<tr>
<td>24 hour</td>
<td>9.01 μm/s</td>
</tr>
</tbody>
</table>

Table 11. The different arc lengths for which 4 monthly gravity field solutions were generated and the average fit of the KBRR residuals.

Table 11 reveals that the average fit of the KBRR residuals was 0.32 μm/s using 60 minute arcs and 0.31 μm/s and 0.41 μm/s for 30 minute and 90 minute arcs respectively. The fit for the 24 hour arcs was 9.01 μm/s. The results in Table 11 show little difference between arcs of 30 and 60 minutes in length. However, the use of 60 minute arcs is favoured over the 30 minute arcs due to the reduction in storage requirement. With the normal matrices of each solution being ~1.2 GB, 60 minute arcs generate ~864 GB of data for a 30 day solution. The same solution using 30 minutes arcs would generate ~1728 GB of data. Therefore, arc lengths during gravity field processing were chosen to be 60 minutes.

In subsequent analyses the gravity field parameters are estimated for each 60 minute arc with the resulting normal equations combined to create a set of daily normal matrices. These are then combined to create 10 day or monthly mascon solutions.
5.3.4 Updated state vector values

Having chosen 60 minute arcs for use in the gravity field recovery, the initial positions and velocity for the satellite state vector were required for each arc. These state vectors were estimated using KBRR and GNV1B data with a-priori values for the satellite state vectors taken from the GNV1B data. The solution in Faust was iterated until convergence.

The state vector for each arc was then estimated using KBRR data only, while also estimating the short arc baseline parameters. This additional step was undertaken as the use of GNV1B data could have degraded the quality of the state vector and the gravity field parameters will be estimated from KBRR data only. Comparing the state vector values calculated using KBRR and GNV1B data to those calculated using KBRR data reveals that in 97% of arcs very similar state vector values were calculated. The state vector values only begin to differ at the 10th decimal place, when the initial position is in km and the velocity km/s. The RMS values of the KBRR residuals (μm/s) were also identical to four decimal places. Of the 3% of arcs that differed, the RMS of the KBRR residual was lower when the GNV1B data was not included. This suggests that the inclusion of GNV1B data had degraded the quality of state vector.

5.3.5 KBRR rejection criterion

The final variable to investigate, prior to gravity field recovery, is the rejection level to be used for the KBRR residuals. During gravity field recovery, erroneous KBRR observations will need to be rejected to avoid bad data corrupting the normal matrices from each 60 minute arc. This in-turn will corrupt the 10 day or monthly solutions, resulting in errors in the solutions. The solutions will also be corrupted if bad arcs are included, which manifest as stripes in the gravity field solution. Therefore, a method for identifying bad arcs needs to be identified. Finally, a complete day should be excluded if a significant number of missing arcs or bad arcs occur that day.

A starting point for the rejection level of the KBRR residuals is Figure 18 which shows the daily RMS for the GRACE KBRR residuals for each day included in the CNES/GRGS 10 day time variable gravity solutions (Bruinsma et al., 2010). Figure 18 reveals that the maximum daily RMS is over 0.6 μm/s, with most solutions around 0.2 and 0.3 μm/s. Rowlands et al. (2005) obtained a daily RMS of 0.3-0.4 μm/s and Lemoine et al. (2007) was able to reduce the RMS to between 0.3-0.36 μm/s with improvements in the background models. These values, along with the values for the
average fit of the KBRR residuals in Table 11, can be used as a basis for testing for an appropriate rejection level to be used during each 60 minute arc to identify outliers in the KBRR data. Figure 18 and Table 11 can also be used as a starting point to find an appropriate value for the average fit of the KBRR residuals for each arc. One interesting point to note from Figure 18 is that daily standard deviation for the GRACE KBRR residuals is not static: it fluctuates over time. This will need to be taken into consideration when deriving the rejection criteria for individual arcs.

Figure 18. RMS of the GRACE KBRR residuals for each day included in the CNES/GRGS 10 day time variable gravity solutions (Bruinsma et al., 2010).

To test for an appropriate rejection level of the KBRR residuals during the 60 minute arcs, the monthly KBRR residuals were analysed over three test areas:

- The ocean. Using Figure 2 in Chambers and Bonin (2012), which shows the standard deviation of ocean bottom pressure (OBP) from GRACE CSR RL05 products, a quiet area of the ocean was chosen. This area was chosen as there should be little temporal gravity signal, allowing outlying KBRR residuals to be identified. The oceanic approach can also be used to identify and remove bad arcs from the solution.
- The Amazon. This region was chosen as the annual signal over the Amazon is one of the largest seasonal gravitational signals seen in the GRACE data. An investigation of the rejection criterion over the Amazon will help determine if real signal is being rejected.
- Antarctica. Antarctica was chosen as the area around the Pine Island Glacier, is one of the largest mass loss trends observed in the GRACE gravity data. Again,
looking at the rejection criterion over the Antarctica will help to determine if real signal is being rejected.

The boundary of the area analysed for the oceanic area was latitude 5N to 35S and longitude -30W to 10E. The standard deviation of the OBP in Figure 2 of Chambers and Bonin (2012) is between 1 and 2 cm. This is a quiet area of the ocean. The KBRR residuals for every 60 minute arc for June 2006 were analysed. Figure 19 is a plot of all the KBRR residuals. The expectation is that over the ocean the KBR residuals should be small.

Figure 19. Spatial plot of the KBRR residuals over the ocean test area. Units μm/s.

Figure 19 reveals that most residuals have a value between -0.5 to 0.5 μm/s. However, there are residuals that have absolute values that exceed ±1.5 μm/s. These values are greater than 6 times the daily residuals values suggested in Figure 18 and around 5 times the average daily KBRR residual fit for 60 minutes arcs in Table 11, suggesting that the residuals should be classified as outliers. Often, such residuals values are linear geographically. It is to be noted that each line in Figure 19 represents a satellite pass over the area and represents an individual arc: arcs are of 60 minutes duration and the GRACE satellite orbit period is ~90 minutes.

It is important that outliers are rejected and, when part of a bad arc, that the whole arc is rejected. To identify the correct rejection level to use for the KBRR residual during each 60 minute arc the monthly solution for June 2006 was rerun, with a number of different rejection levels. Table 12 shows the different rejection levels applied to the data, with the number of observations included and rejected from the resulting monthly solution.
The rejection levels were chosen using the data shown in Figure 18 and Table 11. In total there are 12035 KBRR residuals over the test area.

<table>
<thead>
<tr>
<th>Rejection level (μm/s)</th>
<th>Included</th>
<th>Rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data included</td>
<td>12035</td>
<td>0</td>
</tr>
<tr>
<td>2.0</td>
<td>12028</td>
<td>7</td>
</tr>
<tr>
<td>1.8</td>
<td>12026</td>
<td>9</td>
</tr>
<tr>
<td>1.6</td>
<td>12017</td>
<td>18</td>
</tr>
<tr>
<td>1.4</td>
<td>11999</td>
<td>36</td>
</tr>
<tr>
<td>1.2</td>
<td>11959</td>
<td>76</td>
</tr>
<tr>
<td>1.0</td>
<td>11903</td>
<td>132</td>
</tr>
</tbody>
</table>

Table 12. Rejection levels applied over the ocean test area with the number of observations included and rejected. Data for June 2006.

However, identifying the correct rejection level is a trade-off between rejecting real signal and including bad data.

Figure 20. KBRR residuals that exceed ±2.0 μm/s are highlighted for the ocean test. Units μm/s.
In Figure 20 and 21, all observations with residual value exceeding \( \pm 2.0 \) \( \mu \text{m}/\text{s} \) and \( \pm 1.0 \) \( \mu \text{m}/\text{s} \), respectively, are highlighted. Using a rejection criterion of 2.0 \( \mu \text{m}/\text{s} \) a total of 7 observations have been identified as outliers. However, a large majority of outliers have not been identified. With a rejection criterion of 1.0 \( \mu \text{m}/\text{s} \) a total of 132 observations have been identified, including the bad arcs. With the average fit of the KBRR residuals in 60 minute arcs 0.32 \( \mu \text{m}/\text{s} \) in Table 8, a value of 3 standard deviations would be around 1.0 \( \mu \text{m}/\text{s} \), suggest that the rejection level should be closer to 1.0 \( \mu \text{m}/\text{s} \) than 2.0 \( \mu \text{m}/\text{s} \).

With this in mind the same rejection levels were applied to the Amazon region. Again, the different rejection levels were applied to the 60 minute arcs in Faust. The residuals over the Amazon are for April 2004. April is one of the wettest months over the Amazon and the month when the annual gravity signal peaks. Therefore, April will exhibit some of the largest residuals. No hydrology model is included in the Faust analysis and hence the effect of hydrology will be present in the residuals. However, the effect on the residuals relates to the background gravity field models used during orbit determination. Including a hydrological model in Faust would reduce the effect of hydrology on the residuals. The area analysed was latitude 20N to 20S and longitude 80W to 40W. Figure 22 shows the residuals for April 2004. In Table 13 the different rejection levels applied to the data are listed along with the number of observations included and rejected from the resulting monthly solution. In total there are 11453 KBRR residuals over the test area. In Figure 22, the horizontal banding results from the
orbital direction of the GRACE satellites (north to south or south to north). The same effect is seen in Figure 5.

Figure 22. Spatial plot of the KBRR residuals over the Amazon test area. Units are μm/s.

<table>
<thead>
<tr>
<th>Rejection level (μm/s)</th>
<th>Included</th>
<th>Rejected</th>
</tr>
</thead>
<tbody>
<tr>
<td>All data included</td>
<td>11453</td>
<td>0</td>
</tr>
<tr>
<td>2.0</td>
<td>11436</td>
<td>17</td>
</tr>
<tr>
<td>1.8</td>
<td>11392</td>
<td>61</td>
</tr>
<tr>
<td>1.6</td>
<td>11309</td>
<td>144</td>
</tr>
<tr>
<td>1.4</td>
<td>11106</td>
<td>347</td>
</tr>
<tr>
<td>1.2</td>
<td>10689</td>
<td>764</td>
</tr>
<tr>
<td>1.0</td>
<td>9991</td>
<td>1462</td>
</tr>
</tbody>
</table>

Table 13. Rejection levels applied over the Amazon test area with the number of observations included and rejected. Data for April 2004.

Table 13 reveals that 17 observations are rejected using a rejection level of 2.0 μm/s, compared with 1462 when using a rejection level of 1.0 μm/s. With a rejection level of 1.0 μm/s over 12% of the observations are rejected over the test area. Figure 23 shows the spatial distribution of the residuals over 1.0 μm/s. Some bad arcs have been identified, although the majority of rejected observations cover the area surrounding the Amazon river. This is the area where large residuals were expected due to the April being the rainy season. This suggests that a rejection level of 1.0 μm/s is too low for a region of high hydrological signal. The rejected observations identified using a rejection levels of 1.4 μm/s and 1.8 μm/s are plotted in Figure 24 and 25, respectively.
Figure 23. KBRR residuals that exceed ±1.0 μm/s for the Amazon test area. Units μm/s.

Figure 24. KBRR residuals that exceed ±1.4 μm/s for the Amazon test area. Units μm/s.

Figure 25. KBRR residuals that exceed ±1.8μm/s for the Amazon test area. Units μm/s.
In Figure 24 around 3% of the data (347 observations) has been rejected, with around 0.5% (61 observations) rejected in Figure 25. Comparing the two figures shows that bad arcs are evident in Figure 24, although at the cost of rejecting what is expected to be real signal. Figure 25 retains most of the observations, but it is harder to identify potential bad arcs in the data. To visualise the difference that using a rejection level of 1.4 μm/s and a rejection level of 1.8 μm/s would have on the solution, the mascon monthly gravity field solutions for these were calculated and then differenced. A map of the difference is shown in Figure 26.

![Figure 26](image)

Figure 26. Difference between the 2° monthly mascon solution for April 2004 using the rejection criterion of 1.4 μm/s and the monthly solution calculated using rejection criterion of 1.8 μm/s. Units cm EWH.

Figure 26 reveals that a small amount of the amplitude of the solution over the Amazon (~cm of EWH) is lost for a rejection level of 1.4 μm/s. However, using a rejection level of 1.8 μm/s introduces stripes into the solution. Stripes can be misinterpreted as real signal. The presence of stripes suggests that rejection level of 1.8 μm/s restricts identification of bad arcs and that erroneous KBRR observations are corrupting the normal matrices from each 60 minute arc. Stripes do not appear in the solution when a rejection level of 1.4 μm/s is used.

In consequence the rejection levels between 1.0 μm/s and 1.6 μm/s were tested over Antarctica for January 2003. The results are presented in Table 14. January 2003 was chosen as the reference epoch for the mean gravity field, GIF48, is 1st January 2007. As there is a quasi-linear trend over Antarctica, the residuals become larger with increasing time away from the reference epoch. The KBRR residual should therefore be large for this month. All locations south of 60S considered, a total of 60521 residuals, are plotted in Figure 27.
Rejection level (μm/s) | Included | Rejected
--- | --- | ---
All data included | 60521 | 0
1.6 | 60211 | 310
1.5 | 60182 | 336
1.4 | 60135 | 386
1.3 | 60068 | 453
1.2 | 59952 | 569
1.1 | 59785 | 736
1.0 | 59523 | 998

Table 14. Rejection levels applied over the Antarctica test area with the number of observations included and rejected. Data for January 2003.

Figure 27. Spatial plot of the KBRR residuals over the Antarctica. Zwally et al. (2012) Antarctica drainage basins as shown for reference. Green divides separates West Antarctica (left) from East Antarctica (right). Units μm/s.

Figure 27 reveals a grouping of larger residuals over West Antarctic (left of green divide), which is where the largest mass loss is occurring. Several bad arcs can also be seen. The Antarctica drainage basins, defined using ICESat data (Zwally et al., 2012), are provided for reference. Table 14 suggests that there is little difference in the number of observations rejected using the different rejection levels. Only 0.5% of the total observations are rejected when a rejection level of 1.6 μm/s is used. Decreasing the rejection level to 1.0 μm/s increases the total number of observations rejected to 1.65%.

Figure 28-30 show the observations that would be rejected using a rejection level of 1.0 μm/s, 1.4 μm/s and 1.6 μm/s respectively. These figures suggest that a rejection level of
1.0 μm/s is too low as it possible that real signal is being rejected over West Antarctica. In Figure 30, some bad arcs are not rejected while Figure 29 represents a balance between including good data and identifying bad arcs.

Figure 28. KBRR residuals that exceed ±1.0 μm/s for the Antarctic test area. Zwally et al. (2012) Antarctica drainage basins as shown for reference. Green divides separates West Antarctica (left) from East Antarctica (right). Units μm/s.
Figure 29. KBRR residuals that exceed ±1.4 μm/s for the Antarctic test area. Zwally et al. (2012) Antarctica drainage basins as shown for reference. Green divides separates West Antarctica (left) from East Antarctica (right). Units μm/s.

Figure 30. KBRR residuals that exceed ±1.6 μm/s for the Antarctic test area. Zwally et al. (2012) Antarctica drainage basins as shown for reference. Green divides separates West Antarctica (left) from East Antarctica (right). Units μm/s.

All the data presented in the tables and figures suggest that a rejection level of 1.4 μm/s is a reasonable compromise globally, based on the areas tested. However, based on the testing, a value of 1.3 μm/s or 1.5 μm/s could also be used. Using 1.3 μm/s would mean
that more real signal would be rejected with less noise included, while a rejection level of 1.5 μm/s would reject less real signal while allowing more noise into the solution due to the trade-off between signal and noise. A rejection level of 1.4 μm/s was chosen for processing all 60 minute arcs. Any KBRR residual over 1.4 μm/s will be rejected and will not contribute to the solution for that arc. However, any changes in the background gravitational field model will require the rejection level to be revisited. In addition, the tests areas were chosen to represent typical annual and mass loss signals seen in the GRACE data. The processing of additional data and changes in geophysical mass signals will also require the rejection level to be revisited. To validate the rejection criterion, the number of observations over 1.4 μm/s rejected per calendar month from January 2003 to December 2013 are plotted in Figure 31.

![Figure 31. Number of observations rejected for each calendar month during GRACE data processing.](image)

Figure 31 reveals that the number of rejected observations varies throughout the GRACE mission. However, there is a concentration of months with ~5000 observations rejected in early 2003. In addition there are an increasing number of observations rejected from 2012 onwards. To investigate further, the spatial distribution of the rejected data is plotted for three months: February 2003, which has ~8000 observation rejected (Figure 32); October 2007, which has ~9500 observation rejected (Figure 33); and July 2013, which has ~9200 observations rejected (Figure 34). For reference, each month contains ~500,000 KBRR observations.
It is clear from Figure 32 and Figure 33 that the observations rejected do not have a spatial pattern associated with a known mass loss/gain signal in the GRACE data but relate to arcs and therefore can be assumed to be poor data. However, in Figure 34...
although some arcs are being rejected, there is a cluster of rejected observations over Greenland and West Antarctica. The spatial distribution of these signals coincides to two areas experiencing the largest mass loss observed by GRACE. Thus, a rejection criterion of 1.4 μm/s is increasingly causing real signal to be rejected in the latter stages of the GRACE mission.

Analysis of the spatial distribution of observations rejected for each month of the GRACE mission reveals that observations start to be rejected over Antarctica and Greenland around August 2010, with an increasing number of observations rejected from 2012 onwards. In addition, as time from the reference epoch (January 2007) of GIF48 increases the value of the residuals over Greenland and Antarctica increase. Therefore, to fully capture the mass loss over Greenland and Antarctica an increased rejection criterion needs to be applied from August 2010 onwards. From August 2010 an updated rejection criterion of 1.6 μm/s will be used. This will be increased to 1.8 μm/s from October 2011 and 2.4 μm/s from August 2012. However, increasing the rejection criterion to allow the mass loss over Greenland and Antarctica to be observed will allow arcs of poor data into the solution elsewhere. This could be interpreted as real signal. The results of the rejection criterion presented here could be used to support the argument that, ideally, there is a need to iterate to remove signal, allowing the rejection criterion to be subsequently lowered after each iteration. However, undertaking iterations of the mascon solution is extremely computationally intensive. Therefore, a rejection criterion of 1.4 μm/s will be used for global analysis, with the modified rejection criterion from August 2010 onwards used for regional analysis over areas of very high signal. The new rejection criterion will only be applied for calculating the mass trend over Greenland and Antarctica. All other trends will be calculated using a rejection criterion of 1.4 μm/s.

Having identified the rejection level to use during the individual 60 minute arcs, bad arcs need to be identified and removed from the 10 day and monthly solutions. With 11 years of data, there are over 95,000 individual arcs to be checked. It is therefore not feasible to manually check all of these. Here, bad arcs are identified in two ways. Firstly, when high numbers of observations are rejected. Secondly, when the RMS of an arc is over 3 times the mean RMS for a certain time period.

Identifying bad arcs based on the number of rejected observations is straightforward. There is normally one KBRR observation every 5 seconds; the majority of 60 minute
arcs will have 720 observations. However, the Gauss Jackson orbital integrator in *Faust* does not process observations at the beginning of each arc during initialising and observations are lost at the end when the integrator reaches the end date. Therefore, most arcs have 692 KBRR observations. Setting the KBRR rejection criterion at ~70 observations is equivalent to rejecting the arc if ~ 10% of the observations are rejected.

In Figure 19, Figure 22 and Figure 27, large KBRR residuals are evident. While some arcs only contain a small number of such residuals, which will be identified using the rejection criterion of 1.4 μm/s during the global data processing, others contain multiple large residuals. This can be clearly seen in Figure 21. It is these bad arcs that need to be identified as, without a rejection level based on the number of residuals rejected, there is a potential that these arcs could be included in a 10 day or monthly solution, when they clearly should not be. Using a rejection value of ~10% seems sensible. This value can be adjusted for arcs with fewer observations.

The second method to reject bad arcs is to utilise the RMS of the KBRR residuals for each 60 minute arc and create a time-series from which the mean and standard deviation are calculated. This was used to identify arcs where the residual value of the observation is over 3 times the mean. The arcs were analysed in batches of 10 days (240 arcs); 10 day batches were used as there should be limited changes in the gravity field over the period. Over the whole dataset (2003 to 2013) the majority of arcs rejected with over 10% of the observation as outliers were also rejected because the RMS of the KBRR residuals in the arc was over 3 times the standard deviation of 10 day mean.

Finally, after considering individual arcs, a complete day can be rejected from the 10 day or monthly solutions if less than 12 arcs exists for that day. Using these rejection criteria, the number of days that were rejected in the gravity field solutions are given in Table 15.
<table>
<thead>
<tr>
<th>Year</th>
<th>Accelerometer</th>
<th>Bad days</th>
<th>Total</th>
<th>GRACE analysis centres</th>
</tr>
</thead>
<tbody>
<tr>
<td>2003</td>
<td>39</td>
<td>7</td>
<td>46</td>
<td>48</td>
</tr>
<tr>
<td>2004</td>
<td>23</td>
<td>5</td>
<td>28</td>
<td>31</td>
</tr>
<tr>
<td>2005</td>
<td>4</td>
<td>4</td>
<td>8</td>
<td>12</td>
</tr>
<tr>
<td>2006</td>
<td>10</td>
<td>5</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>2007</td>
<td>14</td>
<td>7</td>
<td>21</td>
<td>25</td>
</tr>
<tr>
<td>2008</td>
<td>5</td>
<td>1</td>
<td>6</td>
<td>3</td>
</tr>
<tr>
<td>2009</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>2010</td>
<td>13</td>
<td>2</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>2011</td>
<td>109</td>
<td>0</td>
<td>109</td>
<td>104</td>
</tr>
<tr>
<td>2012</td>
<td>84</td>
<td>4</td>
<td>88</td>
<td>88</td>
</tr>
<tr>
<td>2013</td>
<td>104</td>
<td>8</td>
<td>112</td>
<td>108</td>
</tr>
</tbody>
</table>

Table 15. Number of days not included in the *Faust* solutions. The reason for exclusion (accelerometer or bad day) is given, along with the total number of days not included (Total). The total number of days not included in the official GRACE solutions is given as a comparison in the final column.

Table 15 shows the total number of days excluded for each year (Total), along with the number of days excluded in the official GRACE solutions. The primary reason is due to lack of accelerometer data (accelerometer) or the day rejected containing bad data (Bad Days). Comparing the total number of days rejected with the official GRACE solutions shows a similar level of rejection. This gives confidence that the rejection criteria, during the estimation of the accelerometer basis and the gravity field parameters, are in broad agreement with other analysis centres.

Figure 35 and 36 illustrate the number of days included in the monthly solutions for 2009 and 2013 respectively. The number of days rejected and the reason for rejection are also included. In 2009, only 4 days have been rejected, while in 2013 a total of 112 days were excluded. Figure 36 reveals that a majority of the missing data relates to months where the satellite instruments were turned off to preserve power. For these months no official GRACE solution is available. Plots for each year from 2003 to 2013 are available in Appendix C. The same days are included in both monthly and 10 day solutions.
Figure 35. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2009.

Figure 36. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2013. The months where no information is available, coincide with months when the satellite measuring equipment was turned off to preserve power. No solutions are available for those months from the official GRACE processing centres.

5.4 Summary

This chapter provided an overview to Newcastle University’s orbit determination software Faust and the two processing steps required to compute gravity field solutions from Level-1B GRACE data. The first stage provides the accelerometer bias values for the short-arc gravity field recovery in the second stage.
Accelerometer bias values are required to correct the raw accelerometer observations. The estimation of the bias values starts with daily a-priori bias values provided by the GRACE mission, with bias values estimated in 24 hour ‘daily’ arcs starting midnight. Estimating daily accelerometer biases is common among users of GRACE Level-1B data. Alongside bias values, empirical orbital parameters are estimated. Empirical parameters are required to account for small un-modelled forces during the orbit determination (Montenbruck and Gill, 2005). While the choice of empirical parameters varies among users of GRACE Level-1B data, testing revealed that estimating a KBRR 1 CPR and 2 CPR and a KBRR bias and a KBRR trend every 90 minutes alongside the bias values provided the more stable estimates of the daily bias values in Faust. While accelerometer scale factors are also used to correct the raw accelerometer observations, they are approximately constant over time (Bezděk, 2010) and there is aliasing of the bias values if estimated simultaneously with scale factors. Therefore the scale factors provided by the GRACE mission were used. In total, bias values were computed for 90% of the days over the period of January 2003 to December 2013. This value was 91% for the official GRACE processing centres.

The second stage in the processing methodology is the gravity field recovery, estimated using short arcs of KBRR data only. Using only KBRR data removes the computational requirement of processing GPS data, which can weaken and corrupt the KBRR measurement if not handled correctly (Luthcke et al., 2006a), while short arcs have been successfully used to recovery the TVG field from GRACE using short arc baseline parameters, first described in Rowlands et al. (2002). Tests revealed that the correct arc length to use in Faust was 60 minutes. The use of 60 minute arcs is favoured over the 30 minute arcs due to the reduction in storage requirement, although the 30 minute arcs had a slightly lower average fit of the KBRR residuals. The resulting normal equations from each 60 minute arc, are combined to create a set of daily normal matrices. These are then further combined to create 10 day or monthly mascon solutions.

The final variable investigated was the rejection level to be used for the KBRR residuals. Erroneous KBRR observations need to be rejected to avoid bad data corrupting the normal matrices from each 60 minute arc, and subsequently, the 10 day or monthly solutions. Analysing KBRR residuals over a number of areas revealed that 1.4 μm/s would be a good general global choice for the rejection level. Computing a monthly solution using rejection levels of 1.4 μm/s and 1.8 μm/s found that the rejection level of 1.8 μm/s introduced stripes into the solution. Stripes did not appear in the
solution when a rejection level of 1.4 μm/s was used. This rejection level was also about 3-sigma of the daily RMS obtained by Rowlands et al. (2005) (0.3-0.4 μm/s) and Lemoine et al. (2007) (0.3-0.36 μm/s). However, the choice of a rejection level is a trade-off between reducing noise and rejected signal. Using a rejection level of 1.3 μm/s would reject more real signal although less noise would be included. A rejection level of 1.5 μm/s would reject less real signal while allowing more noise into the solution.

Analysis of the observations rejected each calendar month revealed that from August 2010 onward, a rejection level of 1.4 μm/s eliminated data over West Antarctica and Greenland. These are the two largest mass loss signals in the GRACE time-series, meaning that real data is being rejected. Therefore, from August 2010 an updated rejection criterion of 1.6 μm/s will be used. This will be increased to 1.8 μm/s from October 2011 and 2.4 μm/s from August 2012. However, this increasing rejection criterion will only be applied for calculating the mass trend over Greenland and Antarctica as increasing the rejection criterion will allow arcs of poor data into the solution elsewhere. This could be interpreted as real signal. Therefore, a rejection criterion of 1.4 μm/s will be used for global analysis, with the modified rejection criterion from August 2010 onwards used for regional analysis over areas experiencing large differences from the background gravity field. Alternatively, iterations could be used, allowing the rejection criterion to be subsequently lowered after each iteration.

The parametrisation determined in this chapter will be applied to the GRACE processing in Chapter 6 and Chapter 7.
Chapter 6. Simulations

The formation of the mascon parameters has been described in Chapter 4, while Chapter 5 introduced the processing methodology using Faust and explained the choice of parameters required while computing the gravity field solutions from Level-1B GRACE data. In this chapter simulations are undertaken to provide an accuracy assessment, and quantify the capability, of the mascon methodology to resolve basin-level mass changes at a variety of spatial scales while understanding how the methodology handles random noise and systematic errors (resulting from inaccuracies in observations or measurements), hereafter noise, inherent at higher degree and orders. To allow for a comparison with the commonly used spherical harmonic coefficients, solutions will be generated through the estimation of both mascon parameters and spherical harmonic coefficients. A standard Gaussian smoothing filter will be applied to the post processing of the spherical harmonic solution while the spatial constraint matrix applied to the mascon solution. Gaussian smoothing is applied to the post processing of the spherical harmonic solution as it is the most common processing strategy (Rowlands et al., 2010).

The majority of the simulations presented in this chapter have been published in Andrews et al. (2014).

6.1 Simulation Methodology

The aim of the simulations is to recover a known surface mass distribution from GRACE KBRR data using Faust. The effect of the surface mass distribution is computed through a spherical harmonic expansion to a specified degree and order, with the resultant gravitational field added to the mean GIF48 field, from which simulated noise free KBRR tracking data are computed. The normal equations for each 60 minute arc are then combined to create monthly solutions for the two methodologies. Only monthly solutions are calculated using the mascon parameters to allow a direct comparison with the solution calculated using spherical harmonic coefficients. Further, only KBRR data is used as mascon parameters are usually estimated using only KBRR data, as described in section 5.3. In addition Luthcke et al. (2006a) showed that the gravity field can be successfully recovered from KBRR data using spherical harmonic parameters while estimating the Rowlands et al. (2002) short arc baseline parameters. The use of KBRR data only removes the computational requirement of processing the GPS data which can weaken and corrupt the KBRR measurement if not handled correctly (Luthcke et al., 2006a).
Within the simulations, the only difference between the two processing strategies is the gravity field parameters being estimated (spherical harmonic or mascon). The choice of arc length was based on the experimentation in section 5.2.3. During the simulations no GPS/GNV1B data or empirical parameters are required to stabilise the solutions, as is the case during stage 1 of the gravity field solution. The accelerometer bias values used during the simulations are those calculated in section 5.2.

The results presented in section 6.2 for a noise free simulation show that the KBRR tracking data created can be used to describe a simulated mass. Noise is included in the simulation in section 6.5, through creation of simulated stripes, allowing for an examination of how the solutions differ at higher degree and orders using the different methodologies.

6.2 Simulated recovery of the GLDAS anomaly
The first simulation was the recovery of a known gravity signal through estimation of spherical harmonic and 2° and 4° mascon parameters to assess the performance of the different methodologies in an ideal case. The introduced signal was the June 2006 Global Land Data Assimilation System (GLDAS) Version 1 (Rodell et al., 2004) anomaly to the 2003-2010 mean derived from monthly averaged data with a 1° spatial resolution. Since hydrology is the largest seasonal contribution to the GRACE signal, this simulation represents the main spatial and temporal variation, with similar characteristics to that contained within real GRACE data. The GLDAS anomaly was scaled upwards so the degree variances contained a similar power as the June 2006 CSR RL05 Level-2 field (Bettadpur, 2012b), as not all geophysical signal is present in the GLDAS anomaly. The 1° gridded GLDAS anomaly was converted to spherical harmonics to degree and order 60 and degree and order 120 with tracking data created from the different harmonic expansions. The two GLDAS anomalies are shown in Figure 37.
Figure 37. GLDAS mass anomaly for June 2006 as differenced from the 2003 to 2010 mean to degree and order 60 (a); degree and order 120 (b). Note that there is no GLDAS signal in Antarctica or Greenland or over the oceans.

The degree variances of for both GLDAS anomaly models are identical up to degree and order 60. Therefore, a comparison of the recovery of the GLDAS anomaly up to degree and order 60 with the recovery of the GLDAS anomaly up to degree and order 120, allows the effect of omission errors on the parameter estimation to be observed. Gravity field recovery was undertaken, for both GLDAS anomaly models, through spherical harmonic estimation to degree and order 60 (3717 parameters) while the 4° (2°) equal-area mascon solutions involved estimation of 2564 (10292) mascon parameters. The monthly solution was collated from the individual 60 minute arcs. No noise was added to the solution at this stage.

Figure 38 (a) shows the RMS in cm of EWH of the recovered anomaly to the input GLDAS data, described to degree and order 60. This is the ideal case as no noise or omission errors are present. The RMS is provided for various smoothing distances. For spherical harmonic coefficients the distance refers to the Gaussian smoothing radius, while for the mascon solutions the distance is \( D \) of Eq. (16). As such, the two distances are not directly comparable as they do not equate to the same smoothing radius. The distance 0 km indicates that no Gaussian smoothing has been applied or that the mascon solutions are unconstrained.
Figure 38. RMS of the differences between the calculated gravity field solutions and the noise free GLDAS anomaly in cm of EWH. GLDAS described to degree and order 60 (a); and degree and order 120 (b). The distance refers to the Gaussian smoothing radius (spherical harmonic coefficient solution) or the correlation distance (mascon solutions). The distance used in the mascons solutions (triangles) is not directly comparable to that used in the harmonic solution (crosses) and do not equate to the same smoothing radius.

Figure 38 (a) reveals that, without Gaussian smoothing (Distance = 0 km) in the noise free case, the spherical harmonic solution is able to exactly recover the reference degree and order 60 GLDAS anomaly using perfect data. Adding Gaussian smoothing dampens the amplitude of the recovered signal. For the 4° mascon solution, the smallest RMS is obtained when a correlation distance of 150 km is used in the constraint matrix, but the solution is not able to fully recover the input GLDAS anomaly. This is to be expected as the GLDAS anomaly was expanded to spherical harmonics degree and order 60 (3717 gravity field parameters) while the 4° mascon solution involves estimation of 2564 mascon parameters. The recovery favours the spherical harmonic solution over the 4° mascon solution with the latter unable to fully recover the gravity field due to the parametrisation. The use of the constraint matrix in the mascon solution does enable a small improvement in the ability to recover this short wavelength signal.

The 2° mascon solution involves estimation of 10292 mascon parameters and consequently nearly a factor 4 more parameters than the spherical harmonic solution. When estimating a mascon solution, Rowlands et al. (2010) found that if no constraint matrix was applied the solution did not invert as it was rank deficient by a large margin. A similar result was obtained here. Adding a constraint matrix with ≥50 km correlation distance was required to stabilise the solution and allow recovery of the GLDAS
anomaly. The resulting RMS to the input GLDAS anomaly is 0.05 cm of EWH, which is the same as the spherical harmonic recovery with 50 km Gaussian smoothing. Increasing the correlation distance in the constraint matrix increases the effect of the constraint matrix and over constrains the mascon solution, reducing high frequency signal.

Figure 38 (b) shows the RMS of the recovered anomaly to the input GLDAS data, described to degree and order 120. This allows the effect of omission errors on the different parameters to be compared. The pattern is similar to the ideal case (GLDAS to degree and order 60), but with an increase in all RMS values. Methodologies that are essentially truncated to degree and order 60 are, of course, unable to fully recover an input signal described to degree and order 120 and hence unable to capture the additional short wavelength (high degree) information. Figure 39 shows the degree unsmoothed/unconstrained variances of the spherical harmonic and mascon solutions to degree 60. The degree variance of the input GLDAS anomaly is included for reference and is shown to degree 120 to show the omitted signal.

![Figure 39. Degree variances of the spherical harmonic and mascon solutions. The degree variances of the noise free input GLDAS anomaly are included for comparative purposes. The degree variance of GLDAS anomaly is shown to degree 120 to show the omitted signal.](image)

In Figure 39 all three solutions match the degree variance of the input GLDAS anomaly to near degree 40 from where the 4° mascon solution loses power. This reduction is the
result of the under sampling of the input signal by the 4° mascon solution. The spherical harmonic coefficient and 2° mascon solutions are able to replicate the degree variances of the GLDAS anomaly. The slight reduction in power at degree ~55 to 60 in the 2° mascon solution is the result of the 50 km correlation distance used in the constraint matrix to stabilise the inversion. The ability of the spherical harmonic and 2° mascon solutions to replicate the degree variances of the GLDAS anomaly up to degree 60 in Figure 39 shows that simulation methodology is valid as a known input signal can be reproduced from simulated KBRR tracking data. For the remainder of this chapter all processing uses the GLDAS anomaly described to degree and order 120 and hence allows consideration of omission errors.

6.3 Mascon Centre-to-Centre Distance
As part of the evaluation of the force model, discussed in section 5.1, the contribution of every mascon to the accelerations of the satellites is calculated. Thus, as for spherical harmonics, mascon solutions presented so far are global in extent with the drawback of added computational expense, at least in the case of the 2° mascon solutions.

Figure 5 revealed that a mass anomaly leaks outside of the source area, and by extension neighbouring mass anomalies will leak into the source area. Figure 5 also showed that this leakage is not global, but spatially limited. The limited spatial extent of a mass anomaly on gravitation experienced at the satellite altitude was noted by Velicogna and Wahr (2006b). This suggests that an adequate approximation of the total contribution of all mascons to the satellite accelerations can be achieved by considering a reduced subset of mascons. This will allow estimation of a local mascon solution and reduce the computational requirement of a global solution.

To investigate this, the simulated recovery of the GLDAS anomaly in section 6.1 was repeated. This time only the contribution to the satellite accelerations of a subset of mascons was estimated. The number of mascons included is based on the distance between the centre of the mascon under consideration to the mascon directly below the leading GRACE satellite. This will be called the centre–to-centre distance and the mascon below the satellite the nadir mascon. Any mascon pair where the centre-to-centre distance is greater than a prescribed value will be excluded from matrix C of Eq. (13) and its effect set to zero. Thus, for each arc only a subset of mascons will be included in the normal equations, reducing the processing time and storage requirement. All the individual arcs will be summed to calculate a monthly solution, as previously.
The solutions are global in extent as each month all mascon parameters are estimated in the monthly solution. 4° and 2° mascon solutions were generated using various centre-to-centre distances. The resulting degree variances are plotted in Figure 40 and Figure 41 respectively and compared to those from the global mascon solutions and input GLDAS anomaly. The 0 km centre-to-centre distance solution refers to the contribution of the nadir mascon only to the acceleration experienced by the GRACE satellites.

![Degree variances of the 4° mascon solutions for a range of centre-to-centre cut-off distances.](image)

Figure 40. Degree variances of the 4° mascon solutions for a range of centre-to-centre cut-off distances. The degree variances of the input GLDAS anomaly (solid green) and original solution (solid black) are included for reference. All solutions here are noise free.
Figure 41. Degree variances of the 2° mascon solutions for a range of centre-to-centre cut-off distances. The degree variances of the input GLDAS anomaly (solid green) and original solution (solid black) are included for reference. All solutions here are noise free.

Figure 40 reveals that for a centre-to-centre cut-off distance of 1000 km or less the degree variances of the original mascon solution are not well recovered as the leakage seen in Figure 5 has not been fully accounted for. All such solutions have reduced power at higher degrees, which dampens short wavelength information in the gravity fields. The 0 km centre-to-centre distance solution in Figure 41 (2° mascon) is anomalous with more power than expected, especially at lower degrees due to the leakage of the spherical harmonics used to define the mascon parameters in Eq. (10). In both Figure 40 and Figure 41, increasing the centre-to-centre distance to 6000 km improves the fit of the degree variances with the original mascon solution, at which point the degree variances for both the 2° and 4° mascon solutions closely resemble the global solution. A centre-to-centre distance of 4000 km or 5000 km could be used, but the solutions have less power at degree 2 and 3 harmonics (longer wavelength).

The contribution to the acceleration experienced by the GRACE satellites at distances from the nadir mascon are plotted in Figure 42, for a nadir mascon located in the Amazon (similar results are observed when the nadir mascon is located elsewhere). The accelerations are given as a percentage of the acceleration of the nadir mascon.
Figure 42. The contribution of mascons to the gravitational acceleration of a satellite over the Amazon as a function of the centre-to-centre distance. Acceleration is given as a percentage of the acceleration of the nadir mascon.

Figure 42 reveals that, as expected, mascons close to the nadir mascon have a larger contribution to the accelerations experienced by the satellites than distant mascons. As the centre-to-centre distance increases, the contribution to the satellite acceleration reduces and approaches zero. Mascons within a centre-to-centre distance of up to 2000 km have the greatest contribution but mascons 2000 km from the nadir mascon still contribute ~10% of the acceleration of the nadir mascon. Mascons with centre-to-centre distances up to 4000 km are still seen to influence the accelerations experienced by the satellites. Above 4000 km the contributions to the accelerations reduce, explaining the relatively small improvements at higher degrees seen in Figure 40 and Figure 41. A centre-to-centre cut-off distance of 6000 km will be used in future processing as the difference between that and a full global solution is minimal.

6.4 Iteration of the mascons

In section 6.3 a good approximation to a true mass anomaly (simulated with GLDAS) was obtained by including the contribution of all mascons within a centre-to-centre distance of 6000 km. However, it is also worth investigating if a similar approximation can be achieved by using a smaller centre-to-centre cut-off distance but also iterating the solution. Iteration was shown by Luthcke et al. (2013) to substantially increase
signal recovery. Here, a $4^\circ$ mascon solution was iterated for the centre-to-centre distances of 0 km, 1000 km and 2000 km. When iterating, the value of the mascon parameters estimated in the previous iteration was used as the starting value in the current iteration. The satellite state vectors were also updated. The RMS of the differences to the known GLDAS anomaly are presented in Table 16. The RMS of the differences for the 3000 km, 4000 km, 5000 km and 6000 km centre-to-centre solutions are also provided (not iterated) for comparison.

<table>
<thead>
<tr>
<th>Centre-to-centre Distance (km)</th>
<th>Iteration Number</th>
<th>RMS difference to GLDAS anomaly (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>10.5 (6.4)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.3 (6.1)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>9.9 (6.0)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9.8 (5.9)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9.7 (6.0)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9.8 (6.0)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.8 (6.2)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>9.9 (6.3)</td>
</tr>
<tr>
<td>1000</td>
<td>1</td>
<td>10.4 (6.2)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>10.1 (6.2)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>9.9 (6.2)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>9.8 (6.2)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>9.8 (6.3)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>9.8 (6.4)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>9.8 (6.5)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>9.9 (6.7)</td>
</tr>
<tr>
<td>2000</td>
<td>1</td>
<td>9.3 (5.9)</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>9.1 (5.8)</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>8.8 (5.6)</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>8.7 (5.5)</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>8.6 (5.5)</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>8.6 (5.5)</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>8.6 (5.5)</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>8.6 (5.5)</td>
</tr>
<tr>
<td>3000</td>
<td>1</td>
<td>8.3 (5.2)</td>
</tr>
<tr>
<td>4000</td>
<td>1</td>
<td>7.7 (4.7)</td>
</tr>
<tr>
<td>5000</td>
<td>1</td>
<td>7.6 (4.6)</td>
</tr>
<tr>
<td>6000</td>
<td>1</td>
<td>7.5 (4.5)</td>
</tr>
<tr>
<td>All mascons</td>
<td>1</td>
<td>7.4 (4.4)</td>
</tr>
</tbody>
</table>

Table 16. RMS of the differences between the iterated $4^\circ$ mascon solutions and the input GLDAS anomaly in cm of EWH. RMS values are provided over land (and globally). The inclusion of a mascon into the solution depends on the distance between that mascon and the nadir mascon being lower than the centre-to-centre distance.

Table 16 shows that, while iterating will improve the solution, the extent of the improvement is limited. For iterated solutions convergence is normally reached by ~5 steps. The RMS improves with an increase in the centre-to-centre distance of the solution through to 6000 km at which the difference in the RMS is only 0.06 cm of
EWH to the original (all mascon) solution. A similar result is observed for more limited testing of the 2° solution. Iterations improve the solution but are not a substitute for using an appropriate centre-to-centre cut-off distance and the simulations show that iterations were unable to overcome modelling deficiencies associated with an insufficient distribution of mascons when using perfect data. Iterations are therefore not used in the remainder of the simulations. Note that this iterative procedure is not intended as a study of the use of iterating a correctly parameterised solution. Applying iterations to real GRACE observations, as discussed in Luthcke et al. (2013), would be expected to yield improvements due to the separation of signal and noise through enhanced quality control of the residuals. Sabaka et al. (2010) found that forward modelling improved signal recovery while resulting in KBRR residuals that conformed more closely to zero-mean Gaussian distributions.

6.5 Simulated recovery of the GLDAS anomaly with simulated stripes
Computations to this point used noise free data. The effect of adding realistic noise to the simulated KBRR observations, generated from observed noise in processing actual GRACE data, can now be tested. In Chapter 5, the two stage processing strategy for GRACE data was discussed. The first stage provides the accelerometer bias values for the short-arc gravity field recovery in the second stage. To generate the KBRR noise the parameterisation of the accelerometer runs, described in section 5.2, was changed. Instead of the KBRR parameterisation, 96 sets of empirical along-track and cross-track once per revolution empirical acceleration parameters were now estimated (as in test 4 in section 5.2.4). The empirical accelerations absorbed the longer wavelength gravity field mis-modelling with the KBRR residuals representing a realistic sample of the noise present in the GRACE data. The empirical acceleration once per rev parameters also lead to slightly different values for the accelerometer biases values and estimated state vectors than the ones obtained in Chapter 5. The small differences in the accelerometer bias values between the runs are assumed to be similar to the differences between the original values and the unknown ‘true’ values. Similarly, the orbit used to calculate the KBRR residuals will be different to the orbits used in the gravity recovery, calculated in section 5.3.4, due to the use of different empirical parameters. The KBRR residuals time series will also contain errors in the orbit introduced from the inclusion of the GNV1B data as well as the KBRR data. GNV1B data is not used in the 60 minutes arcs for gravity recovery as discussed in section 5.3. Furthermore, the KBRR residuals will also contain effects of aliasing of short period signals and errors in the background
models which will affect the real GRACE solution. AOD1B (Atmosphere and Ocean de-aliasing Level-1B) product and the GLDAS anomaly field were used in all computations.

Despite best efforts it is likely that residual geographical correlated terms are present in the KBRR residuals due to the parameterisation failing to absorb all gravity field mis-modelling. To overcome this, the characteristics of the error signatures were preserved but the geographically mass signatures redistributed by applying a Fast Fourier Transform (FFT) to the residual time series. Modified KBRR residuals for each 24 hour were calculated by reconstructing the FFT through keeping the same amplitude of spectral frequency but assigning a random phase. Figure 43 shows the original and modified FFT and KBRR residuals.

![Figure 43](image.png)

Figure 43. Periodogram of the original KBRR residual time series (a); periodogram created from a FFT of the phase-shifted reconstructed KBRR time series (b); sample of the original KBRR residual time series (c); sample of the phase-shifted reconstructed KBRR residual time series (d).

Figure 43(a) shows the original periodogram, while Figure 43(b) shows the modified spectrum used to generate the required KBRR residuals. Figure 43(c) shows a sample of the original KBRR residuals, while Figure 43(d) shows the modified KBRR residuals. The original and modified KBRR residuals have similar range and noise characteristics. Figure 43(a) shows features that are replicated in Figure 43(b). The low frequencies (i.e. long spatial wavelengths) were investigated and characterised as flicker noise using create and analyse time-series (CATS) (Williams, 2008). Higher frequencies were seen...
to be approximately Gaussian with an increase in power between 1800 and 1900 cycles per day. The frequency of this signal with increased power corresponds to about twice the separation distance between the GRACE satellites. Without this artefact it would have been possible to generate the spectrum using a combination of flicker and Gaussian noise. Tests with other days and months showed that the periodogram was representative.

Tracking data, in 60 minute arcs, was created with the modified KBRR residuals and the gravity field solution recovered to degree and order 60. The resulting gravity field is shown in Figure 44.

![Simulated stripes: unsmoothed (a); with 400 km Gaussian smoothing (b).](image)

Figure 44 reveals that the recovered solution is dominated by short wavelength, high degree, north-south orientated stripes; Figure 44(b) shows the same but with 400 km Gaussian smoothing applied. The stripes are typical of those in the monthly GRACE solutions. Figure 45 is a plot of the degree variance of the simulated stripes.
Figure 45. Degree variances of the simulated stripes, GLDAS with simulated stripes added and the unfiltered spherical harmonic and unconstrained mascon solutions. The original GLDAS model is included for comparison.

Figure 45 shows that the simulated stripes begin to dominate the signal between degree 20 and 30. Degree 30 is the degree at which regularisation is normally applied to monthly solutions (Bruinsma et al., 2010, Save et al., 2012) as required to reduce the effect of noise in the high degree coefficients. The power of the degree variances of the simulated stripes above degree 30 was found to be comparable to those of the unsmoothed CSR solution for June 2006. Most of the true geophysical signal is restricted to lower degrees, below degree ~20 (Wouters and Schrama, 2007) but short wavelength signals, as required for hydrological and glaciological basin-level applications, is contained in the higher degrees (Kusche, 2007). This simulation thus allows for an assessment of the ability of the different methodologies to maintain the signal at lower degrees while reducing noise in the higher degrees and maximising recovery at these shorter wavelengths.

The modified KBRR residuals were added to the original tracking data that described the GLDAS anomaly in section 6.2. These residuals emulate the spectrum of real GRACE noise with consequences that mirror the errors in actual monthly GRACE fields. The degree variances of the unconstrained solutions in Figure 45, show that the spherical harmonic and 2° mascon solution are able to reproduce the GLDAS anomaly with simulated stripes. The global values of the 0 km (50 km) solution in Table 17 (spatial constraint mascon solutions) confirm that the simulated stripes are present in the
spherical harmonic and 2° mascon solutions, with RMS values of 38.1 cm and 35.2 cm respectively. The 4° mascon solution is able to reproduce the degree variance of the GLDAS plus simulated stripes to degree ~35, at which point it loses power. This loss of power, a consequence of under sampling of the signal, results in a RMS of 14.7 cm in Table 17 for the 0 km solution. Again, the distance for the spherical harmonic coefficients refers to the Gaussian smoothing radius, while for the mascon solutions the distance is $D$ of Eq. (16). As previous, the distances are not directly comparable.

Table 17. RMS (cm of EWH) of the differences between the calculated gravity field solutions and input GLDAS anomalies in the presence of simulated stripes. RMS values are provided over land (globally). The distance refers to the Gaussian smoothing radius (spherical harmonic solution) or the correlation distance (mascon solutions). Mascon solution constrained using spatial (columns 3 and 4) or basin constraints (columns 5 and 6).

Regardless of the strategy used to recover the simulated field, some form of post-processing is required to reduce the effects of noise in the solution. Increasing the Gaussian smoothing distance for the spherical harmonic solution reduces the RMS towards the original GLDAS anomaly, with 400 km Gaussian smoothing producing the lowest RMS to the GLDAS anomaly (Table 17). The global RMS still reduces for 500

<table>
<thead>
<tr>
<th>Distance (km)</th>
<th>RMS difference to GLDAS anomaly (cm EWH)</th>
<th>Spatial constraint</th>
<th>Basin constraint applied</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SH coefficients</td>
<td>4° mascon</td>
<td>2° mascon</td>
</tr>
<tr>
<td>0</td>
<td>38.1 (37.1)</td>
<td>14.9 (14.7)</td>
<td>36.4 (35.2)</td>
</tr>
<tr>
<td>50</td>
<td>37.1 (35.9)</td>
<td>14.9 (14.7)</td>
<td>31.4 (30.2)</td>
</tr>
<tr>
<td>100</td>
<td>31.4 (30.3)</td>
<td>14.1 (13.6)</td>
<td>18.2 (17.3)</td>
</tr>
<tr>
<td>150</td>
<td>24.3 (23.1)</td>
<td>12.2 (11.1)</td>
<td>13.1 (11.9)</td>
</tr>
<tr>
<td>200</td>
<td>17.7 (16.4)</td>
<td>10.9 (9.2)</td>
<td>11.1 (9.5)</td>
</tr>
<tr>
<td>250</td>
<td>13.2 (11.4)</td>
<td>10.1 (8.0)</td>
<td>10.1 (8.1)</td>
</tr>
<tr>
<td>300</td>
<td>10.9 (8.4)</td>
<td>9.6 (7.3)</td>
<td>9.5 (7.2)</td>
</tr>
<tr>
<td>350</td>
<td>10.1 (6.9)</td>
<td>9.3 (6.7)</td>
<td>9.1 (6.7)</td>
</tr>
<tr>
<td>400</td>
<td>10.0 (6.4)</td>
<td>9.1 (6.4)</td>
<td>8.9 (6.3)</td>
</tr>
<tr>
<td>450</td>
<td>10.1 (6.2)</td>
<td>8.9 (6.1)</td>
<td>8.8 (6.0)</td>
</tr>
<tr>
<td>500</td>
<td>10.3 (6.2)</td>
<td>8.9 (5.9)</td>
<td>8.7 (5.8)</td>
</tr>
<tr>
<td>550</td>
<td>10.5 (6.3)</td>
<td>8.8 (5.8)</td>
<td>8.6 (5.6)</td>
</tr>
<tr>
<td>600</td>
<td>10.7 (6.3)</td>
<td>8.8 (5.7)</td>
<td>8.6 (5.5)</td>
</tr>
<tr>
<td>650</td>
<td>10.9 (6.4)</td>
<td>8.8 (5.6)</td>
<td>8.6 (5.4)</td>
</tr>
<tr>
<td>700</td>
<td>11.1 (6.5)</td>
<td>8.8 (5.5)</td>
<td>8.6 (5.4)</td>
</tr>
<tr>
<td>750</td>
<td>11.3 (6.5)</td>
<td>8.8 (5.5)</td>
<td>8.7 (5.3)</td>
</tr>
<tr>
<td>800</td>
<td>11.5 (6.6)</td>
<td>8.8 (5.4)</td>
<td>8.7 (5.3)</td>
</tr>
<tr>
<td>850</td>
<td>11.6 (6.7)</td>
<td>8.8 (5.4)</td>
<td>8.7 (5.3)</td>
</tr>
<tr>
<td>900</td>
<td>11.8 (6.7)</td>
<td>8.9 (5.4)</td>
<td>8.7 (5.2)</td>
</tr>
<tr>
<td>950</td>
<td>11.9 (6.8)</td>
<td>8.9 (5.4)</td>
<td>8.8 (5.2)</td>
</tr>
<tr>
<td>1000</td>
<td>12.0 (6.9)</td>
<td>8.9 (5.3)</td>
<td>8.8 (5.2)</td>
</tr>
<tr>
<td>1050</td>
<td>12.1 (6.9)</td>
<td>8.9 (5.3)</td>
<td>8.8 (5.2)</td>
</tr>
<tr>
<td>1100</td>
<td>12.2 (7.0)</td>
<td>9.0 (5.3)</td>
<td>8.9 (5.2)</td>
</tr>
</tbody>
</table>
km Gaussian smoothing due to smoothing over the oceans, but by 500 km the land signal is over smoothed. Applying a lower smoothing radius allows the simulated stripes to dominate the solution, while a larger smoothing radius reduces the amplitude of geophysical signals and removes short wavelength information.

For both the 4° and 2° mascon solutions, increasing the correlation distance $D$ in the constraint matrix reduces the RMS until ~700 km. Over all solutions in Table 17 the 2° mascon solution provides the closest match to the GLDAS anomaly when a correlation distance of ~650 km is used in the constraint matrix. For the 4° mascon solution the effect on the weight matrix $V$ of varying the value of $S$ in the Eq. (16) was investigated.

The weight matrix $V$ is dependent on $S$ and $D$. Using $S = 0.001$, the lowest RMS (8.8 cm EWH) was achieved using $D = 700$ km. When $S = 0.01$ (0.0001) were used RMS values of 9.8 (10.3) were obtained. For $S = 0.01$ the lowest RMS was 8.8 cm when $D = 250$ km, while for $S = 0.0001$ an RMS of 9.0 cm was obtained when $D = 1500$ km.

Therefore, within the scope of this limited testing, it can be concluded that $S = 0.001$ to be the optimal scale factor for the simulations. This will be used for all further processing. Figure 46 is a plot of the degree variances of GLDAS anomaly (with and without simulated stripes) and the spherical harmonic and mascon solutions.
Figure 46. The degree variances of GLDAS (with and without simulated stripes) and the spherical harmonic and mascon solutions. 2° and 4° mascon are the constrained mascon solutions without the basin constraints applied while 2° and 4° basin are the constrained mascon solutions with basin constraints applied. The spherical harmonic solution has 400 km Gaussian smoothing applied; the mascon solutions are constrained using a correlation distance of 700 km in the constraint matrix (without basin constraints) and 900 km (with basin constraint).

Figure 46 shows the degree variances of the spherical harmonic solution with 400 km Gaussian smoothing. It is not possible to directly relate the Gaussian smoothing distance to the mascon correlation distance so the mascon solutions for $D = 700$ km are shown. This value was chosen as a comparison of the degree variances of the solutions given in Table 17 revealed it removes a comparable amount of noise to the spherical harmonic solution at the higher degrees. It also gives one of the lowest RMS values to the GLDAS anomaly. Figure 46 reveals that all solutions have removed a similar amount of noise above degree 30, and contain less power at these degrees compared to the GLDAS signal. The mascon solutions more closely resemble the power of the GLDAS signal between degree ~15 and 30 than the spherical harmonic solution. The reduced power of the spherical harmonic signal between degree ~15 and 30 could be partly related to the degree dependency of the Gaussian filter which Han et al. (2005) suggested could suppress information over this range. The mascon solution has therefore been able to recover more of the original signal at degrees ~15 to 30 while removing a comparable amount of noise at higher degrees. Due to the 4° mascon solution under-sampling the signal, the 4° mascon solution will not be recovered in any further simulations and not used when calculating mascon solutions from real GRACE data.
6.6 Basin constraints

Mascon solutions with spatial constraints are able to remove more noise and retain more signal than spherical harmonics solutions with Gaussian smoothing. However, thus far, the full advantage of the mascon processing strategy has yet to be exploited; namely that the constraint matrix, \( C \), in Eq. (13) can be adapted to constrain mascons that share geophysical similarities as in Luthcke et al. (2006b). Thus, in addition to separating mascons into either land or ocean, they are now extended to separate the major hydrological drainage basins defined by the Total Runoff Integrating Pathways (TRIP) dataset (Oki and Sud, 1998). Major Greenland and Antarctic drainage basins are adopted according to Zwally et al. (2012). The result is a constraint matrix where constraints are imposed between all land mascons within the same (hydrological or glaciological) drainage basin, with mascons in different basins uncorrelated. Not all land mascons are within a major hydrological or glaciological basin. Land mascons that are not classified as belonging to a basin were assumed to be correlated, but in most instances \( d_{ij} \) of Eq. (16) reduces the correlation to \( \sim \)zero. All ocean mascons are correlated as previous.

Table 17 (Basin constraint mascon solutions) summarises the RMS of the differences to the GLDAS plus simulated stripes. For both mascon solutions the use of a basin constraint, while offering a similar or small improvement in the RMS over land, offers an improvement in global RMS values over the solutions without basin constraints. An increase in the correlation distance (800-900 km) is required to obtain these improvements due to the reduced number of constraints based on mascons pairs that share geophysical similarities. The improved global RMS is due to reduction of the simulated stripes over the ocean. As ocean mascons are constrained together, the increased correlation distance allows the effect of the simulated stripes to be further mitigated. The improvement is evident in the degree variances of the mascon solutions (basin) plotted in Figure 46. Comparing mascon solutions with and without basin constraints, the power of the resulting mascon solutions from degrees 30 to 60 more closely matches the input signal when the basin constraint is applied. The constraints have successfully reduced the noise at these degrees while reducing loss of actual signal. Retention of short wavelength signal is of fundamental importance for improving basin-scale hydrological and glaciological recovery and for estimating basin-level mass flux.
The final recovered GLDAS anomalies are shown in Figure 47 for the spherical harmonic solution with 400 km Gaussian smoothing together with the 2° mascon solution using a 800 km correlation distance and basin constraints. The input GLDAS anomaly is provided for reference.

Figure 47. GLDAS anomaly for June 2006 to degree and order 120 (a); Recovered GLDAS anomalies for the spherical harmonic solution with 400 km Gaussian smoothing to degree and order 60 (b); and 2° mascon solution with a basin constraint applied, with 800 km correlation distance (c). Units of cm EWH.

Comparing Figure 47(c) to Figure 47(a) validates the 2° mascon solution. The mascon methodology offers a clear improvement in the recovery of TVG and suppression of simulated stripes compared with a spherical harmonic solution with Gaussian smoothing. The reduction of the simulated stripes over the ocean is particularly evident. Unlike spherical harmonics, mascons allow constraints within areas that share real world geophysical properties. Any number of constraints can be applied with the aim of improving the overall recovery of the time varying gravity field.
6.7  **Simulated recovery of Antarctic mass change signal**

One of the scientific advances provided by the GRACE mission is recovery of continent-wide ice sheet mass change estimates, such as over Antarctica, with temporal resolutions of 30 days or less. So far the simulations have focused on recovery of a GLDAS hydrological anomaly. Given the scientific interest in contribution of ice sheets to sea-level change and the convergence of orbital tracks at the pole we now simulate recovery of a realistic Antarctica mass signal along with the GLDAS anomaly and noise product described in section 6.5. The simulated Antarctica mass signal was derived from the basin mass change rates provided in Table S1 of the supplementary material of King et al. (2012). While King et al. (2012) calculated GRACE solutions to degree and order 60, forward modelling across defined basins resulted in a higher effective resolution. The mass change rates used have been corrected for leakage but still contain the GIA signal that is observable from GRACE. Using the same drainage basins adopted by King et al. (2012), as defined using ICESat data (Zwally et al., 2012), the mass change rates for each basin were converted to a total mass change in cm of EWH using the density of water and the area of each drainage basin. As in King et al. (2012) basins 25 and 26, which cover the northern tip of the Antarctica Peninsula, were merged into a single basin. The resulting mass changes for each basin were then expanded into spherical harmonics to degree and order 60 and added to the mean background field to create the KBRR tracking data. Simulated stripes are included as previous. The simulated Antarctic mass change signal can be seen in Figure 48(a).
Figure 48. Simulated Antarctic mass change signal (a); spherical harmonic solution filtered with a 350 km Gaussian smoother (b); and 2° mascon solution with basin constraint with correlation distance $D = 800$ km(c). Units of cm of EWH

Plotting the unfiltered degree variances (Figure 49) reveals that the spherical harmonic and 2° mascon solution were able to reproduce the Antarctica mass signal added to the GLDAS anomaly and simulated stripes. Application of a single value of mass change
per basin is a simplification on the real spatial pattern of change, but this assumption is sufficient for our purposes here.

Figure 49. Degree variances of GLDAS and Antarctica, simulated stripes, GLDAS and Antarctica with simulated stripes and the unfiltered spherical harmonic and unconstrained mascon solutions.
RMS difference to GLDAS anomaly and Antarctic mass change (cm EWH)

| Distance (km) | Main period |  |  |  |  |  |  |
|--------------|-------------|--------------------------|-----------------------------|------------------|----------------|------------------|----------------|----------------|------------------|----------------|------------------|----------------|
|              | SH          | 2° mascon                | SH                          | 2° mascon        | SH             | 2° mascon        | SH             | 2° mascon|
| 200          | 17.7 (16.4) | 11.8 (9.8)               | 20.3 (19.8)                 | 8.1 (5.3)        | 45.2 (45.5)    | 13.9 (11.0)      |
| 250          | 13.2 (11.4) | 10.7 (8.3)               | 14.8 (13.8)                 | 8.0 (5.0)        | 29.9 (29.7)    | 12.4 (9.3)       |
| 300          | 10.9 (8.4)  | 10.0 (7.4)               | 11.6 (9.8)                  | 8.0 (4.9)        | 20.6 (19.5)    | 11.7 (8.2)       |
| 350          | 10.1 (7.0)  | 9.5 (6.8)                | 10.3 (7.6)                  | 8.0 (4.9)        | 15.6 (13.7)    | 11.3 (7.6)       |
| 400          | 10.0 (6.4)  | 9.2 (6.4)                | 10.0 (6.6)                  | 8.1 (4.9)        | 13.2 (10.6)    | 11.0 (7.2)       |
| 450          | 10.2 (6.3)  | 9.0 (6.1)                | 10.1 (6.2)                  | 8.2 (4.9)        | 12.2 (9.0)     | 10.9 (7.0)       |
| 500          | 10.4 (6.3)  | 8.9 (5.9)                | 10.3 (6.2)                  | 8.3 (4.9)        | 11.7 (8.1)     | 10.8 (6.8)       |
| 550          | 10.6 (6.3)  | 8.8 (5.7)                | 10.6 (6.2)                  | 8.3 (4.9)        | 11.6 (7.6)     | 10.8 (6.6)       |
| 600          | 10.8 (6.4)  | 8.8 (5.5)                | 10.8 (6.3)                  | 8.4 (4.9)        | 11.6 (7.4)     | 10.8 (6.6)       |
| 650          | 11.0 (6.4)  | 8.7 (5.4)                | 11.1 (6.4)                  | 8.5 (5.0)        | 11.6 (7.2)     | 10.8 (6.5)       |
| 700          | 11.2 (6.5)  | 8.7 (5.4)                | 11.3 (6.5)                  | 8.6 (5.0)        | 11.7 (7.2)     | 10.8 (6.5)       |
| 750          | 11.4 (6.6)  | 8.7 (5.3)                | 11.5 (6.6)                  | 8.6 (5.0)        | 11.8 (7.1)     | 10.9 (6.4)       |
| 800          | 11.6 (6.7)  | 8.7 (5.3)                | 11.7 (6.7)                  | 8.7 (5.0)        | 11.9 (7.1)     | 10.9 (6.4)       |
| 850          | 11.7 (6.7)  | 8.7 (5.2)                | 11.8 (6.8)                  | 8.8 (5.1)        | 12.0 (7.1)     | 11.0 (6.4)       |
| 900          | 11.9 (6.8)  | 8.7 (5.2)                | 12.0 (6.9)                  | 8.8 (5.1)        | 12.1 (7.1)     | 11.0 (6.4)       |
| 950          | 12.0 (6.9)  | 8.7 (5.2)                | 12.1 (6.9)                  | 8.9 (5.1)        | 12.2 (7.1)     | 11.1 (6.4)       |
| 1000         | 12.1 (6.9)  | 8.7 (5.2)                | 12.2 (7.0)                  | 9.0 (5.2)        | 12.3 (7.2)     | 11.1 (6.4)       |
| 1050         | 12.2 (7.0)  | 8.7 (5.1)                | 12.3 (7.0)                  | 9.0 (5.2)        | 12.3 (7.2)     | 11.2 (6.5)       |
| 1100         | 12.3 (7.0)  | 8.8 (5.1)                | 12.4 (7.1)                  | 9.1 (5.2)        | 12.4 (7.2)     | 11.2 (6.5)       |

Table 18. RMS (cm of EWH) of the differences between the calculated gravity field solutions and the input GLDAS anomaly with Antarctic mass change signal in the presence of different simulated noise products. RMS values are provided over land (and globally). The distance refers to the Gaussian smoothing radius (spherical harmonic coefficient solutions) or the correlation distance (mascon solutions). All mascon solutions utilise basin constraints described in section 4.6. For the thermal mascon solutions the value $S$ in Eq. (16) was increased from 0.001 to 0.01.

Solutions were estimated for the spherical harmonics and 2° mascon methodologies with the RMS values shown in Table 18 (main period). The drainage basins used in the mascon solution in Section 6.6 result in mascons within the same Antarctic drainage basin being constrained together, but with mascons in different Antarctic basins uncorrelated. The mascon results are shown in Figure 48(c) revealing this solution has been able to recover most of the input signal (Figure 48(a)) while the spherical harmonic solution filtered with 400 km Gaussian smoothing (Figure 48(b)) has recovered the spatial extent of the signal but with reduced amplitudes. This is important to consider within future GRACE studies of Antarctic ice mass change. The lowest RMS of the differences to the input signal (in EWH) over Antarctica is 8.7 cm for the mascon solution (800 km correlation distance) and 10.0 cm with spherical harmonics.
(400 km Gaussian smoothing). As with the global hydrological simulations, more of the signal was recovered using the mascon methodology.

As a final comparison the mascon solution was computed again using only the land/ocean constraints applied in Section 6.5. The RMS of the difference to the input Antarctica signal was 8.8 cm. This highlights the advantage offered by the mascon methodology when real-world geophysical properties are used to define the constraints between the mascons.

### 6.8 Simulated recovery of Greenland mass change signal

The GRACE mission yields continent-wide ice sheet mass change estimates of Greenland. However, over Greenland signals can leak in and out of nearby regions, with the layout of the drainage basins also affecting the results (Bonin and Chambers, 2013). With this in mind, a simulated recovery of a Greenland mass signal will be undertaken in the presence of the simulated stripes, described in section 6.5, only. No other signal will be present. This will help in quantifying the effect the layout of the drainage basins have on the recovered solution while allowing signal leakage to be identified.

The simulated Greenland mass signal was derived from the basin mass change rates provided in Table 2 of Sasgen et al. (2012) which have been corrected from GIA using ICE-5G (Peltier, 2004). Like the simulated Antarctica mass signal in section 6.7, the mass change rates for each basin were converted to a total mass change in cm of EWH using the density of water and the area of each drainage basin. The resulting mass changes for each basin were then expanded into spherical harmonics to degree and order 60 and added to the mean background field to create the KBRR tracking data. Simulated stripes are included as previous. The simulated Greenland mass change signal (without stripes) can be seen in Figure 50 (Greenland only) and Figure 51 (globally). Again, the application of a single value of mass change per basin is a simplification of the real spatial pattern of change, but this assumption is sufficient for the purposes here.
As for the simulated recovery of Antarctica, solutions were estimated for the spherical harmonics and 2° mascon methodologies. The results RMS values are shown in Table 19.

<table>
<thead>
<tr>
<th>Basin layout</th>
<th>RMS (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SH</strong></td>
<td>7.46</td>
</tr>
<tr>
<td><strong>2° mascon solutions</strong></td>
<td></td>
</tr>
<tr>
<td>Spatial constraint</td>
<td>5.23</td>
</tr>
<tr>
<td>Basin constraint – Zwally et al. (2012) basins</td>
<td>2.76</td>
</tr>
<tr>
<td>Basin constraint – Greenland major basins</td>
<td>1.76</td>
</tr>
<tr>
<td>Basin constraint – Major basins with 1 basin over 2000 m</td>
<td>2.24</td>
</tr>
</tbody>
</table>

Table 19. RMS (cm of EWH) of the differences between the calculated gravity field solutions and the Greenland mass change signal in the presence of the simulated stripes. The RMS is provided for solutions estimated using the spherical harmonics and 2° mascon methodologies. The Gaussian smoothing radius (spherical harmonic coefficient solutions) was 400 km. The 2° mascon solution is provided for four different basin layouts (D=800 km).
To quantify the effects that different drainage basin layouts have on the mascon solution, the 2° mascon methodology was constrained using 4 different drainage basin layouts as shown in Table 19. In all solutions a correlation distance of $D=800$ km was used. A correlation distance of $D=800$ km is required when using basin constraints in the mascon solution (Table 17). The recovery using spherical harmonic parameters is included for reference.

The first basin layout (spatial constraint) is a simple land/ocean constraint, as applied in section 6.5. This results in correlation between all the Greenland mascons, plus a correlation between other nearby land mascons. The second basin layout (Basin constraint – Zwally et al. (2012) basins) uses the Greenland drainage basins as defined using ICESat data (Zwally et al., 2012). These basins were included in the simulated recovery in section 6.6. The layout of the basins over Greenland is shown in Figure 52 with the outlines of the mascons included for reference. The mascons are numbered according to the basin that the mascon has been assigned to. Mascons around Greenland that are not numbered are ocean mascons. The use of drainage basins allows constraints to be imposed between all land mascons within the same glaciological drainage basin, with mascons in different basins uncorrelated.

![Figure 52. Greenland drainage basins as defined using ICESat data (Zwally et al., 2012) (black). The distribution of 2° equal area mascons around Greenland is shown for reference. Mascons over Greenland are numbered according to the Zwally et al. (2012) basin in which they lie.](image)

In Figure 52 there are different basins that have the same integer number, but are subdivided using a decimal point e.g. 8.1, 8.2, 8.3. For the Zwally et al. (2012) basins, these ‘sub-basins’ are treated as individual basins. There are a total of 19 sub-basins. The third basin layout (Basin constraint – Greenland major basins) combines the sub-
basins within an integer basin to create ‘major-basins’. For example sub-basins 8.1, 8.2, 8.3 are combined to form basin major-basin 8. Combining all the sub-basins within each integer basin creates 8 major-basins. There are now more mascons in each basin.

Luthcke et al. (2006a) estimated a mascon solution over Greenland where the mascons were separated into basins above and below 2000 m and found that the interior of Greenland was experiencing an increase in mass, with the main mass loss signal occurring around the margins. Accordingly, the major-basin layout was modified to create an additional basin for all mascons above 2000 m in elevation (Basin constraint – Major basins with 1 basin over 2000 m). The mascons above 2000m in elevation were identified using the basin layout in Luthcke et al. (2006a) and formed a new basin (basin 9). The mascons included in this new interior basin can be seen in Figure 53.

Figure 53. Greenland drainage basins as defined using ICESat data (Zwally et al., 2012) (black). The distribution of 2° equal area mascons around Greenland is shown for reference. Mascons over Greenland are numbered according to the Zwally et al. (2012) basin in which they lie. All mascons identified as being above 2000 m in elevation are numbered 9.0

The results from Table 19 reveal that the RMS of the difference between the calculated gravity field solution and the Greenland mass change signal, in the presence of the simulated noise product, is lowest for the Greenland major basins layout with all the 2° mascon solutions having an RMS value that is lower than for the recovery using spherical harmonic parameters. This again highlights the advantage offered by the mascon methodology when real-world geophysical properties are used to define the constraints between the mascons.

The differences between the calculated gravity field solution and the Greenland mass change signal is plotted in Figure 54 for the Zwally et al. (2012) drainage basins (Figure
54 (a)) and the major basins (Figure 54 (b)). Figure 54 confirms that the layout of the major basins has been able to recover more of the input signal compared with the Zwally et al. (2012) drainage basins. This improvement is the result of more mascons in each basin.

Figure 54. Difference to the input Greenland signal for the Zwally et al. (2012) drainage basins (a) and the major basins (b). Units cm of EWH.

6.8.1 **Leakage of GIA**

Regions surrounding Greenland, such as Hudson Bay, are known to have a strong GIA signal with potential for this signal to leak into Greenland when using the mascon methodology. To investigate this, the GIA signal from ICE-5G around Greenland was recovered using the basin layouts in Table 19 and plotted in Figure 55. The GIA signal was expanded into spherical harmonics to degree and order 60 and added to the mean background field to create the KBRR tracking data. Simulated stripes are included as previous.
Figure 55. Global distribution of GIA from ICE-5G. The strong signal over Hudson Bay is evident. Units cm of EWH. To aid visualisation, the simulation stripes are not included.

Solutions were estimated for the spherical harmonics and $2^\circ$ mascon methodologies, with the RMS values shown in Table 20. The 4 different mascon basin layouts described in section 6.8 were again applied to recovered GIA signal.

<table>
<thead>
<tr>
<th>Basin layout</th>
<th>RMS (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SH</td>
<td>1.05</td>
</tr>
<tr>
<td>$2^\circ$ mascon solutions</td>
<td></td>
</tr>
<tr>
<td>Spatial constraint</td>
<td>1.00</td>
</tr>
<tr>
<td>Basin constraint – Zwally et al. (2012) basins</td>
<td>2.74</td>
</tr>
<tr>
<td>Basin constraint – Greenland major basins</td>
<td>1.81</td>
</tr>
<tr>
<td>Basin constraint – Major basins with 1 basin over 2000 m</td>
<td>1.91</td>
</tr>
</tbody>
</table>

Table 20. RMS (cm of EWH) of the differences between the calculated gravity field solutions and GIA from ICE-5G with the simulated stripes. The RMS is provided for solutions estimated using the spherical harmonics and $2^\circ$ mascon methodologies. The Gaussian smoothing radius (spherical harmonic coefficient solutions) was 400 km. The $2^\circ$ mascon solution is provided for four different basin layouts ($D=800$ km). The only difference between the mascon solutions is the layout of the drainage basins over Greenland.

The results in Table 20 reveal that 3 out of the 4 basin layouts applied to the mascon methodology have a greater leakage of the GIA signal into Greenland, compared to using spherical harmonic coefficients. The only basin layout that has less leakage is the land/ocean (spatial constraint).

As the solutions in Table 20 contain the simulated stripes, which could be the cause of the apparent leakage, the solutions were calculated again without the simulated stripes. This is therefore a recovery of the GIA signal only. Solutions were estimated for the $2^\circ$ mascon methodology with the four basin layouts used in Table 20. The RMS values obtained were 0.47 cm for the spatial constraint, 0.67 cm for the Zwally et al. (2012) basins, 0.60 cm for the Greenland major basins and 0.60 cm for the major basins with 1
basin over 2000 m. The RMS of the spherical harmonic solution was 0.58 cm. This reveals that most of the apparent leakage in Table 20 is the result of the simulated stripes not being completely removed in the mascon solutions. In Table 20 it would be expected that the land/ocean spatial constraint layout would contain the least noise as all land mascons are constrained together. Over Greenland the Zwally et al. (2012) basins layout would also be expected to contain the most noise as there are basins that contain only one or two mascons. When considering GIA leakage only, the spatial constraint has the lowest leakage. The leakage of the spherical harmonic and 2° mascon methodology, using the Greenland major basins and Major basins with 1 basin over 2000 m, are not significantly different.

Through recovering more of the Greenland signal than any other basin layout (Table 19) while limiting the leakage of GIA into Greenland, the Greenland major basins layout will be used to constrain the mascon solutions over Greenland. The basin constraint used in section 6.7 will be modified over Greenland to include the Greenland major basins.

6.9 Simulated recovery of Greenland, GIA, GLDAS and Antarctica

The Greenland component of the basin constraint, used in section 6.7, was modified to incorporate the Greenland major basins. This was then applied to the recovery of GLDAS anomaly (section 6.2), the Antarctica mass change signal (section 6.7), the Greenland mass change signal (section 6.8) and GIA signal (section 6.8.1). The combined signal to be recovered (without stripes) is shown in Figure 56. Figure 56 represents the majority of the signal GRACE would be expected to recover. This signal will be termed the ‘total’ signal. The total signal was expanded into spherical harmonics to degree and order 60 and added to the mean background field to create the KBRR tracking data. During the recovery simulated stripes are included as previous.
Figure 56. Simulated ‘total’ input signal. Includes the Greenland, GIA, and Antarctica mass change signals and the GLDAS anomaly. Units cm of EWH.

Solutions were estimated for the spherical harmonics and 2° mascon methodologies with the RMS values shown in Table 21. For comparison, over Greenland the basin constraint was updated to contain all the different basin layouts described in section 6.8.

<table>
<thead>
<tr>
<th>Basin layout</th>
<th>RMS (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Land</td>
</tr>
<tr>
<td>SH</td>
<td>10.09</td>
</tr>
<tr>
<td><strong>2° mascon solutions</strong></td>
<td></td>
</tr>
<tr>
<td>Spatial constraint</td>
<td>8.79</td>
</tr>
<tr>
<td>Basin constraint – Zwally et al. (2012) basins</td>
<td>8.73</td>
</tr>
<tr>
<td>Basin constraint – Greenland major basins</td>
<td>8.71</td>
</tr>
<tr>
<td>Basin constraint – Major basins with 1 basin over 2000 m</td>
<td>8.73</td>
</tr>
</tbody>
</table>

Table 21. RMS (cm of EWH) of the differences between the calculated gravity field solutions and the total signal. The RMS is provided for solutions estimated using the spherical harmonics and 2° mascon methodologies. The Gaussian smoothing radius (spherical harmonic coefficient solutions) was 400 km. The 2° mascon solution is provided for four different basin layouts (D=800 km) where the only difference between the mascon solutions is the layout of the drainage basins over Greenland. RMS values are provided over land and globally.

The results in Table 21 highlight the advantage offered by the mascon methodology, over the use of spherical harmonic coefficients, when real-world geophysical properties are used to define the constraints between the mascons. For the mascon solutions, the lowest RMS (8.71) is obtained when using the Greenland major basins, compared to 8.79 for the simple land/ocean spatial constraint and 8.73 for the Zwally et al. (2012) basins and the major basins with 1 basin over 2000 m. This confirms the choice of the Greenland major basins to recover a mass change signal over Greenland.

6.10 **GRACE resonance and thermal control issues**

Periods where the GRACE satellites are in 3, 4 and 7 day repeat orbits modify the noise characteristics of the GRACE solutions (Save et al., 2012), while recent GRACE
solutions are affected by poor satellite thermal control. For replicating the GRACE errors and studying the correlations between the spherical harmonic coefficients in CSR RL05 solutions, covariance matrices are provided by CSR for the three characteristic periods in the GRACE mission: early mission (Feb 2002-May 2005), main part of the mission (Jul 2007-Dec 2010), and recent months (Feb 2011-) which are affected by poor thermal control. Poor thermal control is the result of changes in accelerometer heating, brought on by decreasing battery performance (Kim and Tapley, 2015). Only three covariance matrices are required as the monthly variations within these periods are sufficiently minor as to be unimportant (John C Rise, personal communication, 2014).

An additional covariance matrix is available for months where the satellite is in a repeat orbit (resonance). The effect these different periods have on the noise is investigated through recovery of the GLDAS anomaly and Antarctica mass change signal for two additional sets of simulated noise. The GLDAS anomaly and Antarctica mass change signal are the same as in previous simulations.

The first set of simulated noise relates to September 2004, when the GRACE satellites were in 61:4 resonance (Klokočník et al., 2013). In 61:4 resonance the satellite ground-track repeats every 61 orbital revolutions in the time the Earth revolves 4 times relative to the ascending node. This gives 122 repeating ascending and descending passes every 4 days spaced on average every 3° in longitude. The second set relates to March 2011, which corresponds to a period when the GRACE satellites are affected by poor thermal control. KBRR residuals for Sept 2004 and March 2011 with simulated noise were derived using the method of section 6.5. The modified FFT and KBRR residuals were computed for Sept 2004 and March 2011 (as in Figure 43). For Sept 2004, Figure 57 revealed that the noise in GRACE during resonance is indistinguishable from that of the main part of the mission. The March 2011 residuals are shown in Figure 58.
Figure 57. Periodogram of the resonance KBRR residual time series (a); periodogram created from a FFT of the phase-shifted reconstructed KBRR time series (b); sample of the resonance KBRR residual time series (c); sample of the phase-shifted reconstructed KBRR residual time series (d).

Figure 58. Periodogram of the poor thermal control KBRR residual time series (a); periodogram created from a FFT of the phase-shifted reconstructed KBRR time series (b); sample of the poor thermal control KBRR residual time series (c); sample of the phase-shifted reconstructed KBRR residual time series (d).

Figure 58 reveals an increase in the amplitude of the KBRR residuals; compare Figure 58 (c) and Figure 58 (d) with Figure 43 (c) and Figure 43 (d). This increase in amplitude
is the result of the poor thermal control, which we would expect to increase from 2011 onwards.

Table 18 summarises the RMS of the difference to the GLDAS and Antarctica mass loss signal in the presence of simulated stripes from three periods (main, resonance and thermal control). The simulated stripes for the main period are described in section 6.5. The RMS values are provided for the spherical harmonic and $2^\circ$ mascon solutions. In the resonance period, increasing the Gaussian smoothing until 400 km reduces the RMS at which point the signal recovered is comparable to the main period; the larger global RMS suggests more of the stripes remain over the oceans. For the mascon solution the lowest RMS obtained is obtained when a correlation distance of 250 km is used, which is a much lower than the distance required for the June 2006 simulation of the main period. The RMS is also much lower, suggesting the mascon methodology is able to deal well with periods of resonance. This spatial resolution is adequate for a spherical harmonic field to degree and order 60. Similarly, a mascon correlation distance of 250 km, equivalent to the distance between centres of $2^\circ$ equatorial mascons, provides the ties between neighbouring mascons. It would appear that the resonance facilitates separation of spatial and temporal errors in our simulation leading to more accurate surface mass recovery than in non-resonant periods.

In the period of reduced thermal control both the spherical harmonic and mascon solutions are degraded. The lowest RMS (11.6 cm EWH) for the spherical harmonic solution is obtained with 600 km Gaussian smoothing. Even with this smoothing radius, the RMS obtained is larger than for the main and resonance periods. For the mascon solution, the lowest RMS (10.8) is obtained with a correlation distance $D=600$ km, compared to 8.7 (8.0) for the solutions with the original (resonance) noise. To achieve this RMS the value $S$ in Eq. (16) was increased from 0.001 to 0.01 which increases the effect the constraint matrix has on the solution. For both the mascon and spherical harmonic solutions a larger constraint matrix is required to deal with the noise resulting from the poor thermal control. While the recovery in the presence of the thermal stripes is not as favourable for both methodologies, when compared to the original or resonance periods, the mascon methodology is still able to recover more of the input signal than the spherical harmonic methodology while also reducing the noise over the ocean.
Based on the simulations, a correlation distance of $D=800$ km will be used during the main mission period. A value of $D=800$ km will also be used during periods of reduced thermal control, although the scale, $S$, will be modified to $S=0.01$, as required in the simulations. The RMS between $D=600$ km (10.8) and $D=800$ km (10.9) for the period of reduced thermal control is minimal. For periods when the GRACE satellite are in resonance, a value of $D=400$ km will be used. Again, the difference between the RMS of $D=250$ km (8.0) and $D=400$ km (8.1) is minimal.

6.11 Summary
The simulated recovery of a noise and error free GLDAS mass anomaly showed that there is no quantifiable difference between a mass anomaly solution recovered from KBRR data using spherical harmonics and a $2^\circ$ equal area mascon solution; both recovered the input GLDAS anomaly. A $4^\circ$ mascon solution does not have the required resolution to recover the gravity field solution to degree and order 60 due to the number of mascon parameters estimated being less than the gravity field parameters required; this causes a loss of higher degree information in the gravity field. Therefore only $2^\circ$ mascon solutions will be used when calculating mascon solutions from real GRACE data. Recovery of the GLDAS mass anomaly described to degree and order 120 revealed that all methodologies are affected by omission errors, with the additional short wavelength (high degree) information not being captured.

For the mascon solution, the recovery of global mass distributions was found to require contributions to the satellite accelerations of all mascons within approximately 6000 km of the nadir mascon. This has implications when estimating a non-global mascon solution, and is useful in reducing computational effort for high resolution global mascon solutions. The use of iterations cannot compensate for an insufficient distribution of mascons.

The recovery of the GLDAS anomaly with simulated stripes reveals the advantage of the mascon solution over a spherical harmonic solution smoothed with a Gaussian smoother when attempting to reduce high degree and order noise. The use of the mascon spatial constraint matrix allowed more signal to be preserved up to degree $\sim 35$, while the addition of constraints between mascon parameters that share geophysical similarities resulted in a further reduction of the lost signal at all degrees. This improvement is further evident in the simulated recovery of the Antarctic mass signal which also confirms the advantage of the mascon solution over the spherical harmonic
recovery validating the use of this methodology in polar regions. Over Greenland, an 8 basin layout was found to optimise signal recovery again highlighting the advantage offered by the mascon methodology when real-world geophysical properties to define constraints between the mascons.

The recovery of the GLDAS anomaly and Antarctica mass change signal with simulated stripes, created during periods when GRACE was in resonance and suffering from poor thermal control, revealed that in both cases the mascon methodology was able to recover more of the input signal than using spherical harmonic methodology. This advantage was especially evident during periods of resonance. The use of the mascon methodology also reduced the effect of stripes over the ocean. However, both the spherical harmonic and mascon solutions were degraded during periods of reduced thermal control. In particular, the reduced thermal control necessitated tighter constraints between the various mascons than during the main part of the mission.

Finally, the values used for scale factor $S$ was found to be optimal during the simulations. It is possible that when processing real data, adaptations may be required. This will be investigated in Chapter 7. Furthermore, adaptations to the $S$ appear to be necessary as the GRACE mission ages.
Chapter 7. Results

In Chapter 5 the parameters used to compute gravity field solutions from Level-1B GRACE were described, while known mass signals were recovered using simulations in Chapter 6. In this chapter the results obtained from processing Level-1B GRACE data are presented, applying the knowledge gained in Chapter 5 and Chapter 6. Monthly and 10 day mascon solutions are generated and compared to Level-2 CSR RL05 solutions for validation. Once validated, the mascon solutions will be used to estimate the mass trend of Antarctica, Greenland and Alaska. The mass trend of several hydrological basins, including the Amazon and Indus, will also be recovered. Finally, the GRACE trends resulting from the Sumatra earthquake of 2004 will be investigated. The trends are provided for the purpose of validation of the mascon solutions as geophysical interpretation of the mass change is outside the scope of this study.

7.1 GRACE time-varying gravity solutions

GRACE time-varying gravity solutions were generated through the estimation of mascon parameters. Solutions were calculated using the processing methodology described in Chapter 5, with the parametrisation identified through simulations in Chapter 6. Monthly and 10 day mascon solutions were calculated for the period January 2003 to December 2013.

The main difference between monthly and 10 day solutions is the days included in the solutions: monthly solutions use data for a calendar month, 10 day solutions use a weighted rolling window of 30 days of data. Both solutions use the same set of daily normal matrices. There is also a difference in the constraint matrix of the solutions, which is discussed in Chapter 4.

7.1.1 Mascons solutions to spherical harmonic coefficients

Having generated monthly or 10 day mascon solutions, each individual solution is converted to spherical harmonic coefficients. This is undertaken for two reasons. Firstly, estimating mascon parameters involves calculating a scaling factor for a set of ‘delta’ spherical harmonic coefficients that represent a uniform layer of surface mass over an area which can be added to the mean background field and used to represent the mass flux at a certain time. The spherical harmonic expansion of the mascon area is a global function and, due to the truncation of the expansion to degree and order 60, there will be local leakage into and outside of the area of the mascon (shown in Figure 7). Therefore each mascon cannot be considered in isolation. Secondly, geophysical models
applied as corrections during time-series analysis, e.g. GIA, are provided as a global set of spherical harmonic coefficients. Having both the mascon solutions and the corrections described using spherical harmonic coefficients will aid in applying the required corrections.

To convert the individual mascon parameters into a global set of spherical harmonic coefficients, the calculated mascon parameters estimated for each individual solution epoch, monthly or 10 day, are multiplied by the spherical harmonic coefficients used to describe the mascon. All the individual mascons are then added together, similar to Figure 9, to create the global set of spherical harmonic coefficients. The difference from Figure 9 is that the mascons will not equal 1 cm EWH globally, but will describe the recovered TVG field. This method was used in the simulations in Chapter 6. Figure 48(c) shows that mascon parameters can be correctly converted into spherical harmonic coefficients which can in-turn be plotted to describe a TVG field.

7.1.2 Corrections

Although the mascon constraint matrix, applied during the generation of the solution, removes the requirement to apply post-processing to mitigate noise in the solutions, corrections are applied to the mascon solutions to allow estimates of mass flux to be inferred. Firstly, monthly estimates of degree 1 spherical harmonic coefficients are added to the mascon spherical harmonic coefficients. This is required as degree 1 coefficients are not observed by GRACE (Wahr et al., 1998) and a condition of the mascon analysis is that total degree one harmonics are zero. Chen et al. (2005) found that not including degree 1 coefficients in GRACE mass flux analysis impacted on the recovery of basin scale water storage estimates, with polar regions even more sensitive to the exclusion of low degree terms. The use of degree 1 coefficients, derived by Swenson et al. (2008), is standard across the majority of users of GRACE data (e.g. Luthcke et al., 2013, Shepherd et al., 2012, Velicogna, 2009, Wouters et al., 2013).

The signal from GIA also needs removing from GRACE to allow mass variations to be calculated (Barletta et al., 2008). GIA is observed by GRACE and introduces uncertainty into ice mass trend estimates (Velicogna and Wahr, 2002). While GIA appears as a constant trend over the life of the GRACE satellite and will not contaminate the GRACE signal (Velicogna, 2009), differences in GIA models will result in different corrections being applied during mass flux analysis. The GIA signal is large over Antarctica with current errors in GRACE ice mass trend estimates dominated
by GIA uncertainties (Velicogna and Wahr, 2006b). To help quantify the errors introduced through the choice of GIA model over Antarctica, mass flux analysis will be estimated using a selection of three different GIA models; namely, ICE-6G (VM5a) (Argus et al., 2014), IJ05_R2 (Ivins et al., 2013) and W12a (Whitehouse et al., 2012). The latter two models are supplemented by ICE-5G outside of Antarctica. By changing only the GIA model, any differences in mass flux analysis will relate to the GIA model chosen. The resulting mass trends over Antarctica will then be presented as a range. Outside Antarctica only ICE-6G is used as IJ05_R2 and W12a are Antarctica only models.

For solutions where the hydrology signal is not of interest (e.g. polar mass trend estimates), signal leakage can be reduced through the removal of a hydrology model (Sabaka et al., 2010). Here, hydrology is modelled using GLDAS (Rodell et al., 2004). Leakage is reduced as the distribution of leakage is concentrated in regions with high hydrological variability (Seo et al., 2006). However, some glaciated areas in GLDAS contain unrealistically high values for predicted water storage. Similar to Jacob et al. (2012), the values from GLDAS over Alaska and Greenland were set to zero before the hydrology was removed. In addition the modelled values for Antarctica were not used. While Luthcke et al. (2013) opted to removed hydrology during the generation of mascon solutions, here hydrology is removed when undertaking mass flux analysis. As hydrology is of interest to many users of GRACE data, not removing hydrology during solution generation allows the hydrology signal to be studied using the mascon solutions presented here. However, care needs to be taken when removing the hydrology signal. Models that describe individual components of the Earth’s surface mass do not conserve mass and will therefore have a $C_{00}$ term that is nonzero (Wahr et al., 1998). To correct for this, a compensatory water layer will be applied uniformly across the oceans when hydrology is removed. This correction was applied by King et al. (2012).

While GRACE is able to recover $C_{20}$, it is not well determined due to orbital geometry and the short separation between the satellites (Chen et al., 2005). Therefore replacing $C_{20}$ coefficients with those derived using SLR is common in the literature when using spherical harmonic coefficients (e.g. Barletta et al., 2013, King et al., 2012, Schrama et al., 2014, Velicogna and Wahr, 2013). Corrections for $C_{20}$ are provided for CSR RL05 by Chen et al. (2013). However, the mascon methodology does not estimate spherical
harmonic coefficients explicitly, therefore there is no requirement to replace the $C_{20}$ coefficients with those derived using SLR (Shepherd et al., 2012). The NASA GSFC mascons solutions do not apply a correction for $C_{20}$. In addition, the most recent release of the GFZ Level-2 product (RL05) have $C_{20}$ coefficients that are close to those derived from SLR. Chambers and Bonin (2012) found that replacement of the GRACE derived $C_{20}$ with that from SLR made no significant difference to the GFZ solutions. However, they do note that the mean GFZ field is based on RL04 coefficients, where $C_{20}$ had been replaced with the SLR derived value.

Finally, Dobslaw et al. (2013) advise that the monthly mean of the AOD1B product is restored before estimating mass flux. This is due to an anomalous trend in the background ocean models used in the AOD1B product. This is corrected for by adding the GAD products, which are modelled non-tidal ocean bottom pressure variations averaged over a month (Chambers and Bonin, 2012), to the mascon solutions. A linear trend in the background field is also reinstated. The GIF48 mean gravity model has a reference epoch of 1 January 2007 (Ries et al., 2011). The mascon solutions have been mapped to this epoch. Corrections are applied to each individual mascon solution.

7.1.3 Mascon solutions to grids of EWH

Having applied the corrections, each monthly and 10 day mascon solution is evaluated on a $1^\circ$ by $1^\circ$ global grid. Evaluating the spherical harmonics coefficients that describe the mascon solutions on a $1^\circ$ by $1^\circ$ global grid allows TVG field to be represented as EWH values, which is common in the literature. A number of time-series are shown in section 7.2 and 7.3. Using these time-series, trends are calculated at each point on the global grid. These trends can be used to determine the mass trend of a region of interest, as shown in section 7.4.

To create a grid of EWH values, the global gravity field harmonic coefficients, $\Delta C_{lm}$ and $\Delta S_{lm}$, are first converted into global surface harmonics coefficients, $\Delta \tilde{C}_{lm}$ and $\Delta \tilde{S}_{lm}$, using Eq. (13) of Wahr et al. (1998), namely

$$
\begin{align*}
\begin{bmatrix}
\Delta \tilde{C}_{lm} \\
\Delta \tilde{S}_{lm}
\end{bmatrix}
&= 
\frac{2l+1}{32\pi} 
\begin{bmatrix}
\Delta C_{lm} \\
\Delta S_{lm}
\end{bmatrix}
\end{align*}
$$

(20)

where $\rho_w$ is the density of water (1000 kg m$^{-3}$), $\rho_{av}$ is the average density of the Earth (5517 kg m$^{-3}$) and $k_l$ the load Love number of degree $l$ (Farrell, 1972). The surface
harmonics coefficients are then expressed as EWH values at every 1° of colatitude and longitude \((\phi, \lambda)\) using

\[
\text{EWH}(\phi, \lambda) = R_e \sum_{l=0}^{l_{\text{max}}} \sum_{m=-l}^{l} (\tilde{C}_{lm} \cos m\lambda + \tilde{S}_{lm} \sin m\lambda) P_{lm}(\cos \phi)
\]  

(21)

where \(l\) is degree and \(m\) is order and \(P_{lm}\) normalised associated Legendre polynomials. The radius of the Earth, \(R_e\) is included (in cm) to provide the result in units of cm of EWH. The summation is limited to \(l_{\text{max}} = 60\) due to the truncation of mascon solution to degree and order 60.

### 7.1.4 Linear regression

Having generated the 1° by 1° global grids, a time series was generated at each point. Separate time-series were calculated for the monthly and 10 day mascon solutions. From these time-series, a constant, linear trend and annual and semi-annual signals were estimated using linear regression. The linear trends are used in section 7.4 to derive regional mass trends. One point to note is that the linear regression applied here assumes no correlation between the EWH values in the time-series; that is the data exhibit Gaussian noise and hence consecutive data points are uncorrelated. This assumption is made in the majority of published GRACE trends. However, Williams et al. (2014) found significant autocorrelation in time-series over Antarctica. While this autocorrelation is acknowledged, determining time-series autocorrelation is beyond the scope of this study.

### 7.1.5 Error Analysis

Generating solutions directly from Level-1B data yields the full variance-covariance matrix which can be used to estimate the variance associated with each EWH value at each epoch of the time series for the 1° by 1° global grid. In section D.15 of Appendix D of Bomford (1980), a method to calculate the variance of a solution is described. Therefore, the variance can be calculated for every EWH value on every monthly or 10 day global grid using

\[
\sigma^2_{(\phi, \lambda)} = f^T N^{-1} f
\]  

(22)

where \(N^{-1}\) is the variance-covariance matrix associated with the monthly or 10 day mascon solution. The variance-covariance matrix contains the effects of the mascon
spatial and/or temporal constraints and has been multiplied by the unit variance, $\sigma_0$, given by

$$\sigma_0 = \sqrt{\frac{[w^2]}{(s-t)}}$$

(23)

where $[w^2]$ is the sum of the squares of the weighted residuals over the month or 10 day period with $s$ being the total number of observations over the period and $t$ the number of unknowns used to calculate the solution vector. The use of $\sigma_0$ corrects for scale error in the original weights, $w$. The vector $f$ of Eq. (22) is given by

$$f_i = \sum_{l=0}^{l_{\text{max}}} \sum_{m=0}^{l} (\Delta C_{lm}^i \cos m\lambda + \Delta S_{lm}^i \sin m\lambda) P_{lm}(\cos \phi)$$

(24)

where $\Delta C_{lm}^i$ and $\Delta S_{lm}^i$ are the spherical harmonic gravitational coefficients that describe the $i^{th}$ mascon and the summation is to degree and order 60, i.e. $l_{\text{max}} = 60$. The vector $f$ includes the contribution of all mascons.

Figure 59 shows the standard error calculated for the monthly mascon solution of June 2006.

![Figure 59](image)

Figure 59. The standard errors for the monthly mascon solution of June 2006. Units cm (EWH).

Figure 59 reveals that over the oceans the standard error is less than 2 cm EWH around the equator, with smaller values obtained towards the poles. The ocean constraint correlates all ocean mascons together. Over land the standard errors varies, with a spatial pattern that correlates to the drainage basins used in the mascon constraint
matrix. It is clear that drainage basins with the larger standard error values are the smaller drainage basins; this is evident in the smaller hydrological drainage basins over southern Africa. This occurs as smaller drainage basins contain fewer mascons, increasing the standard error as the basins are not as well constrained. The areas of the largest standard errors, over South Greenland and Antarctica, relate to drainage basins that contain only 2 or 3 mascons each. The relationship between mascons and drainage basins is shown in Figure 86 for Antarctica and Figure 91 for Greenland. Outside the hydrological, Greenland and Antarctica drainage basins, all other land mascons are constrained together resulting in a lower standard error. Therefore, Figure 59 reveals that the standard error is dominated by the mascon constraint matrix. The spatial pattern of the standard error is similar for all monthly and 10 day solutions, although the standard errors are smaller in the 10 day solutions. Overall, Figure 59 provides confidence in the mascon solutions.

Calculating the variance for every EWH value for each monthly or 10 day mascon solution would allow weights to be assigned when deriving trends from time-series of EWH values. The weight is the reciprocal of the variance. However, the calculation of the weight is very time consuming.

7.2 Monthly solutions
To validate the monthly mascon solutions, time-series plots of mass flux were generated and compared to time-series calculated using CSR RL05 Level-2 data for a number of locations. In total, 124 monthly mascon and CSR RL05 solutions are available spanning the period January 2003 to December 2013. There are certain months where no mascon solution was calculated due to poor data (i.e. June 2003) or, as in the later part of the GRACE mission, the equipment on-board the GRACE satellites was turned off to conserve power (i.e. January 2011; June 2011; May 2012; October 2012; March 2013; August 2013; and September 2013). These months are also missing from all the official GRACE solutions. To allow for an accurate comparison, the same corrections are applied to the CSR RL05 and the monthly mascon solutions. For the comparison, hydrology is still included and the GIA signal was removed using ICE-6G. The only difference between the solutions is that the \( C_{20} \) coefficient for each monthly CSR RL05 solution was replaced with those provided by Chen et al. (2013). Noise was mitigated from the CSR RL05 solution using a 400 km Gaussian smoothing (Wahr et al., 1998) and a de-striping filter (Swenson and Wahr, 2006).
Comparing the mascon and CSR RL05 time-series plots at a number of “quiet” locations where only a small signal is observed by GRACE will allow an assessment of the mascon solution at the noise level. For example, comparing the solutions in the Sahara desert, where minimal annual rainfall occurs, should reveal that there is little difference between the two solutions. While there may be a small annual signal, noise is expected to dominate the signal. Similar comparisons can be made at quiet points over the oceans. These comparisons, along with the results of the simulations, should provide confidence that any differences in mass flux trends are a representation of reality and not an artefact of noise.

The comparison of the time-series plots was undertaken at 6 points. The spatial distribution of these points is shown in Figure 60. These 6 points (Sahara and Ocean-1, -2, -3, -4 and -5) correspond to locations where there is only a small annual gravity signal. The 5 ocean points were chosen using Figure 2 in Chambers and Bonin (2012), which shows the standard deviation of OBP from GRACE CSR RL05 products. OBP is the sum of the mass of the ocean and atmosphere above the ocean floor. Ocean point 1 has a standard deviation of less than 1 cm, with a standard deviation between 2 and 4 cm for ocean points 2 and 3 and between 2 and 3 cm for ocean point 4 and 5. The point over the Sahara is located where the desert receives the lowest annual rainfall (Kelley, 2014).

The latitude and longitude of the points are in Table 22 which also contains the standard deviation of the noise in the individual time-series, allowing the noise in the CSR RL05
and mascon time-series to be compared. The standard deviations were calculated after estimating and removing a constant, linear trend and annual and semi-annual signals from the time-series. This should remove the majority of the signal, leaving mainly noise. To confirm that the majority of the signal had been removed, lag plots were generated. Lag plots offer a visual tool for examining autocorrelation (Stockwell, 2006). In a lag plot autocorrelation is shown as a diagonal signature, a random distribution is plotted as a cloud, and a periodic distribution shown as a circle. To produce the lag plots, the remaining signal in month \( n \) of the time-series was plotted against the signal in the preceding month \( n-1 \). The lag is therefore 1. This was undertaken for both the mascon and CSR RL05 time-series and would reveal, visually, if any temporal correlation exists. A correlation coefficient was then calculated, which is also included in Table 22.

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Correlation coefficient</th>
<th>SD (cm EHW)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>CSR RL05</td>
<td>Mascon</td>
<td>CSR RL05</td>
</tr>
<tr>
<td>Ocean 1</td>
<td>20°</td>
<td>320°</td>
<td>0.16</td>
<td>-0.17</td>
</tr>
<tr>
<td>Ocean 2</td>
<td>85°</td>
<td>180°</td>
<td>0.33</td>
<td>0.39</td>
</tr>
<tr>
<td>Ocean 3</td>
<td>60° S</td>
<td>255°</td>
<td>0.32</td>
<td>0.35</td>
</tr>
<tr>
<td>Ocean 4</td>
<td>15°</td>
<td>135°</td>
<td>0.00</td>
<td>0.27</td>
</tr>
<tr>
<td>Ocean 5</td>
<td>15° S</td>
<td>75°</td>
<td>-0.08</td>
<td>0.38</td>
</tr>
<tr>
<td>Sahara</td>
<td>23°</td>
<td>27°</td>
<td>0.09</td>
<td>0.14</td>
</tr>
</tbody>
</table>

Table 22. Standard deviation of the noise in the time-series for the 6 points after estimating and removing a constant, linear trend and annual and semi-annual signal. The correlation coefficient is that between the remaining signal in month \( n \) of the time-series, against the remaining signal in the preceding month \( n-1 \).

### 7.2.1 Ocean 1

The time series at ocean point 1 before any signal was removed for noise analysis is plotted in Figure 61. The standard deviation of the OBP in Figure 2 of Chambers and Bonin (2012) is less than 1 cm, allowing noise in the two solutions to be assessed. As the standard deviation is relatively small, the true signal from GRACE is assumed to be small.
Figure 61. Mass flux time-series at ocean point 1 for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units of cm (EWH).

Figure 61 shows that the scatter and trend in both time-series are similar, with amplitude between ±4 cm. To analyse the noise in the time-series, a constant, linear trend and annual and semi-annual signals were estimated and removed with the residuals checked for temporal correlations using a lag plot (Figure 62).

Figure 62. Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.

Both the lag plots in Figure 62 suggest there is little temporal correlation in the time-series, as the lag plot is a cloud pattern. This is confirmed by the correlation coefficient in Table 22. The standard deviations in Table 22 reveal that at this location there is less noise in the mascon solution compared to the CSR RL05 solution.

While the results presented here use the correlation distance, $D$, determined in the simulations, the value of $S$ differs slightly. A scale of $S=0.004$ was used during the main mission period and when the GRACE satellites were in resonance, while a value of
$S=0.04$ was used during periods of reduced thermal control. This compares with values of $S=0.001/ S=0.01$ used during the simulations in Chapter 6. The reason for this difference is that generating monthly mascon solutions, using real GRACE data, allowed the value used for $S$ to be investigated in the presence of real noise. A number of different values of $S$ were tested as shown in Table 23. In common with the simulations, the value of $S$ used during periods of poor thermal control (i.e. April 2011 onward) is a factor of 10 greater than during the main mission period and months when the satellite was in resonance.

<table>
<thead>
<tr>
<th>Scale ($S$)</th>
<th>Standard deviation of noise (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main and Resonance(Thermal)</td>
<td></td>
</tr>
<tr>
<td>0.001(0.01)</td>
<td>1.77</td>
</tr>
<tr>
<td>0.002(0.02)</td>
<td>1.32</td>
</tr>
<tr>
<td>0.004(0.04)</td>
<td>1.02</td>
</tr>
<tr>
<td>0.006(0.06)</td>
<td>0.92</td>
</tr>
<tr>
<td>0.008(0.08)</td>
<td>0.86</td>
</tr>
<tr>
<td>0.01(0.1)</td>
<td>0.83</td>
</tr>
</tbody>
</table>

Table 23. Table showing the values of $S$ applied in Eq. (16) when calculating the monthly mascon solution. The resulting standard deviations of the noise, after removing a constant, linear trend and annual and semi-annual signals from the time-series, are provided. The standard deviations are calculated for time-series at ocean point 1.

Table 23 reveals that increasing the scale, $S$, reduces the relative standard deviation of noise in the time-series. This is expected as increasing $S$ increases the weight of the constraints. The effect of $S$ on the time-series in Figure 61 is shown in Figure 63. For clarity the time-series in Figure 61 was generated using $S=0.004(0.04)$.

Figure 63. Monthly mascon mass flux time-series at ocean point 1 for different scale factors ($S$) in Table 23. Units cm (EWH).
As suggested by the results of Table 23, Figure 63 reveals that increasing the scale removes some of the variability in the time-series. An increase in the scale from 0.001(0.01) to 0.002(0.02) has the largest impact. However, once the scale is increased above 0.004(0.04), the impact on the time-series is reduced. This reduction was seen in Table 23, where the impact on the relative standard deviation of increasing the scale reduces above 0.004(0.04) becomes less pronounced. These results suggest that the higher variability seen when using a scale of 0.001(0.01) or 0.002(0.02) is the result of noise in the solutions, which is reduced when using a larger scale factor.

While the choice of the scale, $S$, is trade-off between reducing noise and reducing real signal, increasing the scale was found to have a greater impact on noise (Luthcke et al., 2013). The results in Table 23 and Figure 63 suggest that a good choice for the scale factor is 0.004(0.04). Increasing the scale above this has a reduced effect on noise, while potentially affecting the signal. Therefore, a scale factor of 0.004(0.04) was used during all subsequent GRACE processing. The effect of this scaling is further investigated in section 7.4, through a comparison with published mass trend estimates.

7.2.2 Ocean 2

The time-series at ocean point 2 are plotted in Figure 64, where the standard deviation of the OBP is between 2 to 4 cm EWH (Chambers and Bonin, 2012). Again, comparing the two time-series allows the noise in the two solutions to be assessed, although the signal recovered should be larger than at ocean point 1 as the standard deviation of the OBP is larger.

![Figure 64](image.png)

Figure 64. Mass flux time-series at ocean point 2 for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units cm (EWH).
Figure 64 shows that the signal fluctuates between +/- 10 cm of EWH. Both time-series have a similar signal, appearing to be less affected by noise and having a clearer annual signal than at ocean point 1. This is to be expected as noise in the GRACE solution are expected to be around 1 cm of EWH, with localised variations (Ray and Luthcke, 2006). Therefore, as the amplitude of the signal from the GRACE solution increases, the impact of noise on the time-series should decrease. To analyse the noise in the time-series, a constant, linear trend and annual and semi-annual signals were estimated and removed with the remaining signals checked for temporal correlations using a lag plot. The results are plotted in Figure 65.

![Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.](image)

Figure 65. Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.

Comparing Figure 65 with Figure 62, for both the mascon and the CSR RL05 time-series, confirms that there is a weak positive correlation. This suggests that there could be real signal remaining. Calculating the correlation coefficient confirmed this. A correlation coefficient of 0.52 was obtained for the mascon time-series, with 0.42 obtained for the CSR RL05 time-series. Figure 66 is a plot of the time-series after a constant, linear trend and annual and semi-annual signals were estimated and removed.
Figure 66. Mass flux time-series at ocean point 2 for the monthly mascon solution (blue) and the CSR RL05 solution (red) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm (EWH).

Figure 66 reveals that in both time-series there is a signal which appears to have a period of between 7 and 8 years. This frequency is similar to an aliasing period relating to the K1 tide, which Moore and King (2008) found would alias into the GRACE satellite orbits at the period of 2791.4 days. The aliasing effect of the K1 tide was also found to increase its signature pole-ward. Aliasing by the K1 tide was also found by Ray and Luthcke, (2006). It appears that the K1 tidal signature is aliasing both solutions at this point. This itself is an interesting result and suggests that the background tidal model is not as well defined in the Arctic. In a study of four tidal models, Ray et al. (2009) found that all models required improvement in polar regions. The limitations of tidal models in polar regions was also observed by Stammer et al. (2014).

A signal with a period of 2791.4 days was therefore estimated and removed from both time-series with the correlation coefficients from Table 22 obtained. For both time-series estimating and removing this additional signal reduced the correlation coefficient; from 0.52 to 0.39 for the mascon time-series, and from 0.42 to 0.33 for the CSR RL05 time-series. It is possible that other tidal frequencies are present. The standard deviations calculated at ocean point 2 and presented in Table 22 suggest that there is slightly more noise in the mascon solution at this point. Possible reasons for this are unknown, although the difference could result from the different tidal and background models used during the calculation of the CSR RL05 and mascon solutions.
7.2.3 Ocean 3

The two time-series at ocean point 3 are plotted in Figure 67. The standard deviation of the OBP is 2 to 4 cm. However, due to the location off the coast of Antarctica, ocean point 3 can be affected by leakage of signal from the land (Chambers and Bonin, 2012). Therefore comparing the two time-series at this point allows the noise over the ocean to be assessed as well as any leakage from a large nearby land signal.

Figure 67. Mass flux time-series at ocean point 3 for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units cm (EWH).

Figure 67 shows that the signals fluctuate between +/- 6 cm of EWH with similar trends. To analyse the noise in the time-series, a constant, linear trend and annual and semi-annual signals were estimated and removed with the remaining signals checked for temporal correlations using a lag plot. The results are plotted in Figure 68.

Figure 68. Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.
As in Figure 65, there again appears to be a weak correlation in Figure 68. A correlation coefficient of 0.5 for the mascon solution and 0.33 for the CSR RL05 solution confirmed this. Figure 69 is a plot of the time-series after the constant, linear trend and annual and semi-annual signals were estimated and removed.

![Mass flux time-series at ocean point 3 for the monthly mascon solution (blue) and the CSR RL05 solution (red)](image)

As in Figure 66, Figure 69 appears to contain a signal with a period of between 7 and 8 years. Again this could be due to the aliasing of the K1 tide. Ray et al. (2009) found that ocean models need improvement around Antarctica. As before a signal with a period of 2791.4 days was estimated and removed from both time-series with the correlation coefficients of Table 22 obtained. The correlation coefficient for the mascon solution was reduced from 0.5 to 0.35. For the CSR RL05 time-series this was reduced from 0.33 to 0.32. The small reduction in the correlation coefficient of the CSR RL05 solution (0.33 to 0.32) suggests that a signal with a period of 2791.4 days was not present; there was initially less residual signal in the CSR RL05 time-series. This could be the result of the different tidal and background models used during the calculation of the two solutions. However, it is possible that there is another signal with a different period in the time-series. The standard deviations at ocean point 3 in Table 22 suggest there is there is less noise in the mascon solution at this point around the Antarctic. Again, this could be the result of the different tidal and background models used. However, it could also suggest that there is less leakage in the mascon solution.
7.2.4 **Ocean 4**

The two time-series at ocean point 4 are plotted in Figure 70. Ocean 4 should provide a general reflection of the noise over the oceans as, apart from isolated locations, noise in tidal models are lower closer to the equator (Ray et al., 2009).
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**Figure 70.** Mass flux time-series at ocean point 4 for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units cm (EWH).

Figure 70 shows that the time-series fluctuate between +/- 4 cm of EWH. To analyse the noise in the time-series, a constant, linear trend and annual and semi-annual signals were estimated and removed with the remaining signals checked for temporal correlations using a lag plot. The results are plotted in Figure 71.

![Figure 71](image2.png)

**Figure 71.** Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.

Figure 71 suggests that there is little temporal correlation in the two time-series and is confirmed by the correlation coefficients in Table 22. The standard deviations in Table
again reveal that there is less noise in the mascon solution at this location, with the noise at the level suggested by Chambers and Bonin (2012).

### 7.2.5 Ocean 5

The two time-series at ocean point 5 are plotted in Figure 72. The standard deviation of the OBP is 2 to 3 cm. Again, comparing the two time-series at this point will allow the general noise over the oceans to be assessed.

![Figure 72](image)

Figure 72. Mass flux time-series at ocean point 5 for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units cm (EWH).

Figure 72 shows that the time-series of mass flux of the two signals fluctuate between +/- 4 cm of EWH, although there are some points in the CSR time-series that appear to be outliers. As previously, to analyse the noise in the time-series, a constant, linear trend and annual and semi-annual signals were estimated and removed with the remaining signals checked for temporal correlations using a lag plot. The results are plotted in Figure 73.
Figure 73. Lag plot of the remaining signal in the mascon solution (left) and CSR RL05 solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.

Figure 73, suggests that there is little temporal correlation in the time-series, confirming the results in Table 22. The standard deviations in Table 22 show that there is comparably less noise in the mascon solution at this location.

7.2.6 *Sahara desert*

Having compared the solutions over the ocean and found that, at all but one point, the noise in the mascon solution is lower than in the CSR RL05 solution, the solutions were compared over the Sahara desert. The location analysed is one of the driest parts of the Sahara, receiving between 1 to 5 mm of rainfall a year which normally occurs between January and May (Kelley, 2014). Comparing the two time-series at this point allows noise over land to be accessed. The two time-series are plotted in Figure 74.

Figure 74. Mass flux time-series for a point in the Sahara desert for the monthly mascon solution (blue) and the CSR RL05 solution (red). Units cm (EWH).
Figure 74 shows that the time-series of the two signals fluctuates between +/- 4 cm of EWH. As over the ocean, to analyse the noise in the time-series a constant, linear trend and annual and semi-annual signals were estimated and removed with the remaining signals checked for temporal correlations using a lag plot (Figure 75).

Figure 75 suggests that there is little temporal correlation in the solutions, confirmed by the correlation coefficient in Table 22. The standard deviation of the noise in Table 22 reveals, as over ocean, that the noise is lower in the mascon solution at this location.

A point of interest in Figure 74 is that the mascon time-series contains a clear annual signal, which is not evident in the CSR RL05 time-series. The cause of this annual signal will now be investigated as such a signal is not expected at this location. In Figure 76 the mascon and CSR RL05 time-series from Figure 74 are plotted alongside two additional GRACE time-series and a time-series created using the GAC and GLDAS products. All the time-series are calculated at the same location and are offset from each other to aid comparison. The two additional GRACE time-series were made with www.thegraceplotter.com, courtesy of CNES/GRGS (CNES/GRGS, 2015), with one created using the CNES/GRGS GRACE spherical harmonic solution and the other created using the CSR RL05 Level-2 data, filtered using a DDK5 filter (Kusche et al., 2009). The CSR RL05 DDK5 time-series uses the same CSR RL05 Level-2 data, but with the DDK5 filter to remove noise rather than a 400 km Gaussian smoother with a de-striping filter. The CNES/GRGS time-series is computed from the CNES/GRGS RL03-v1 monthly spherical harmonic solutions which mitigate for noise using regularisation, where all spherical harmonic coefficients above degree and order 30 are constrained to the
background gravity field. While the time-series from the GRACE plotter are not corrected for GIA, this will not introduce an annual signal into the time-series as GIA is a constant trend over the life of the GRACE satellite (Velicogna, 2009). GIA is also small over the Sahara. The GAC time-series is included as it is the monthly average of the AOD1B product (Flechtner, 2014). During the GRACE data processing undertaken here, the AOD1B product was added to the mean background field to avoid short term aliasing of ocean and atmospheric mass variations. A time-series from GLDAS is included to provide a model of the expected water variability at the location, including any possible contributions from soil moisture, total canopy water storage, snow and surface runoff (Rodell et al., 2004).

Figure 76. The mascon and CSR RL05 time-series from Figure 74 with time-series from the CNES/GRGS solution, a CSR RL05 time-series filtered using a DDK5 filter (Kusche et al., 2009) and a time-series of the GAC and GLDAS products. The different time-series have been offset by 15 cm EWH to allow for easy comparison. The CNES/GRGS and CSR RL05 - DDK5 time-series were made with www.thegraceplotter.com, courtesy of CNES/GRGS (CNES/GRGS, 2015).

Figure 76 allows for a direct comparison of the 4 GRACE time-series at the same geographical location. Although the time-series have been offset to aid the comparison, it is clear that all time-series are different with different phases and amplitudes. The mascon time-series contains less noise than the CNES/GRGS time-series and CSR RL05 time-series filtered using a DDK5 filter. Although the CNES/GRGS time-series could contain an annual signal, this is not entirely clear due to noise. No seasonal cycle is evident in the CSR RL05 time-series filtered using a DDK5 filter. Figure 76 also
identifies an important point: namely the effect of the filter on time-series, especially at the noise level. The difference between the two CSR RL05 time-series, which use the same data, would be expected to be minimal as the only difference between these time-series is the filter used to remove noise. Another important point highlighted by Figure 76 is the problem of finding a quiet point over land to validate the noise in GRACE solutions.

While it is possible that some, or all, of the GRACE time-series in Figure 76 could contain an annual signal, in most time-series the signals are masked by noise. Therefore, the validity of the annual signal in the mascon solution needs to be confirmed. To investigate any potential geophysical cause of the annual signal in the mascon time-series a comparison was made with the GAC time-series. The GAC product is the monthly average of the AOD1B product. This comparison should highlight if the AOD1B product is aliasing the signal. Comparing the time-series of the GAC product, with the monthly mascon solution, reveals that the GAC product is several months out of phase and is larger in amplitude than the monthly mascon time-series. The next comparison was made to hydrology modelled using GLDAS. Figure 76 reveals that there is no distinguishable signal in the GLDAS time-series, which is expected as this part of the Sahara only receives between 1 to 5 mm of rainfall a year. However, GLDAS does not include ground water or surface water storage.

It is therefore possible that the annual signal seen in the mascon solution could be real signal including any mis-modelling of the atmospheric loading. Another contributing factor, while not necessarily the source of this signal, is that the Nile has been dammed approximate 5° east of the Sahara point. This has created one of the world’s largest artificial lakes, lake Nubia/Nasser, which fluctuates in water height between 160 m and 183 m, with an annual variation of about 5 m observed over the GRACE period (El Gammal et al., 2010). The lake is gradually filled from September with the water level reaching a peak in early spring before being discharged for irrigation. The lowest water level is reached in July/August (Muala et al., 2014). Longuevergne et al. (2013) found that the gravity changes resulting from the changing water height of Lake Nasser can be seen in GRACE data over the lake. The Sahara point is also only 2 mascons away from Lake Nasser. While the mascons are in different drainage basins, implying that the two points should be uncorrelated, it is possible that some degree of correlation could exist if the lake is on the boundary of the Nile drainage basin. At a distance of 5° (~550 km)
it is possible that the signal from the lake could contribute to the annual signal in the mascon solution.

To investigate, the gravity signal of Lake Nasser was estimated using the methodology of Moore and Williams (2014). Lake Nasser was described using a kernel function, with the lake height recovered using altimetry. These were combined to estimate the gravity signal of the lake on a monthly basis. The results are shown in Figure 77.

Figure 77. The monthly mascon time-series plotted along with the gravity signal of Lake Nasser, estimated using the methodology of Moore and Williams (2014), at the Sahara desert point.

Figure 77 reveals that the gravity signal of Lake Nasser can be observed at the Sahara point. Although the phase of the Lake Nasser time-series does not match that of the mascon time-series, the results here suggest that it is possible that signals have leaked into the mascon time-series. While commenting directly on the cause of the seasonal variation obtained over the Sahara point is beyond the scope of this work, the results found here do suggest that it is entirely possible that a small seasonal signal could exists at this location. However, it cannot be ruled out that the annual signal seen in the mascon time-series is the result of errors in the background models, particularly atmospheric pressure, used during data processing.

The results presented in this section validate the signal recovery of the monthly mascon solution, suggesting that the constraint matrix applied during the calculation of the monthly mascon solution is able to reduce the noise over both the land and the ocean. The noise is generally lower in the mascon solution, compared with the CSR RL05 solution, confirming the results of the simulations in Chapter 6. Having compared the
standard deviations of the noise at all 6 points, the use of $S=0.004(0.04)$ in the constraint matrix is validated by the reduction of the standard deviation of the noise in the mascon time-series. Table 24 shows the effect of increasing the scale from $S=0.001(0.01)$ to $S=0.004(0.04)$ on the standard deviation of the noise in the time-series at the 6 locations tested. At all locations increasing the scale, reduced the noise. For clarity, all the time-series in section 7.2 were generated using $S=0.004(0.04)$.

<table>
<thead>
<tr>
<th>Location</th>
<th>Latitude</th>
<th>Longitude</th>
<th>Standard deviation of noise (cm EWH)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Scale ($S$) Main and Resonance(Thermal)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.001(0.01)</td>
</tr>
<tr>
<td>Ocean 1</td>
<td>20°</td>
<td>320°</td>
<td>1.8</td>
</tr>
<tr>
<td>Ocean 2</td>
<td>85°</td>
<td>180°</td>
<td>2.6</td>
</tr>
<tr>
<td>Ocean 3</td>
<td>60°S</td>
<td>255°</td>
<td>2.3</td>
</tr>
<tr>
<td>Ocean 4</td>
<td>15°</td>
<td>135°</td>
<td>2.4</td>
</tr>
<tr>
<td>Ocean 5</td>
<td>15°S</td>
<td>75°</td>
<td>2.0</td>
</tr>
<tr>
<td>Sahara</td>
<td>23°</td>
<td>27°</td>
<td>2.2</td>
</tr>
</tbody>
</table>

Table 24. Table showing the effect of increasing the scale in Eq. (16) from $S=0.001(0.01)$ to $S=0.004(0.04)$ in terms of the standard deviation of the noise in the time-series at the 6 locations tested.

7.3 10 day solutions

Having validated the monthly mascon solution through a comparison with the CSR RL05 solution, the 10 day mascon solution will now be compared with the monthly mascon solution. The comparison will be undertaken at the points of section 7.2. While there are 124 monthly mascon solutions spanning the period January 2003 to December 2013, there are 359 10 day solutions. Like the monthly solutions, 10 day solutions are not generated for the month of poor data (June 2003) or when the equipment on-board the GRACE satellites was turned off to conserve power (January 2011; June 2011; May 2012; October 2012; March 2013; August 2013; and September 2013). In addition, there are 13 ten day solutions that were not generated due to periods of missing data. The majority of these overlapped with the missing months discussed above. These missing solutions were identified by stipulating that out of the 30 days incorporated into each 10 day solution, a minimum of 15 were required. Further, out of the 10 days that formed the central period, a minimum of 5 days were required.

The monthly and 10 day solutions are generated using the same daily normal matrices and, thus, are expected to recover a similar signal. The only difference between the two solutions is the use of the temporal constraint matrix in Eq. (15) in the 10 day solution and the difference in the days included in the solution. While even daily solutions would not to be able to capture sub-daily mass variations (Sabaka et al., 2010), there are some
mass variations that are sub-monthly (Seo et al., 2008b). These should be sampled using 10 day solutions, but averaged and therefore aliased within the monthly solutions. As in the monthly solution a scale factor of $S=0.004/0.04$ was used for the 10 day mascon solutions.

The first comparison was at ocean point 1. Figure 78 is a plot of the time-series from the 10 day and monthly mascon solutions.

![Figure 78](image)

Figure 78. Mass flux time-series at ocean point 1 for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units cm (EWH).

Figure 78 reveals that both mascon solutions capture near-identical signals. To analyse the noise in the signal, as with the comparisons in section 7.2, a constant, linear trend and annual and semi-annual cycles in the two time-series were estimated and removed. A lag plot of the 10 day solutions was created to investigate temporal correlation in the time-series. The result is plotted in Figure 79, which also included the lag plot of the monthly solution from Figure 62 for comparison.
Figure 79. Lag plot of the remaining signal in the mascon solution (left) and the 10 day mascon solution (right) after a constant, linear trend and annual and semi-annual signals in the time-series were estimated and removed. Units cm EWH.

Figure 79 shows that the 10 day solution (right) has a strong temporal correlation, compared to the monthly mascon solution (left). The correlation coefficient for the 10 day solution is 0.78, compared to the monthly solution of 0.16. However, this correlation should be expected as the constraint matrix used during the generation of the 10 day solutions constrains mascon solutions close in time. In addition, each subsequent 10 day solution will be related to the previous 10 day solution due to the overlapping of data. The plot of the 10 day time-series in Figure 79 (right) is similar to the moving average lag plot of Stockwell (2006) which is expected as the 10 day mascon constraint is similar to a moving average. As this high correlation will be present in all 10 day time-series, no further lag plots of the 10 day solutions will be generated. The time-series in Figure 78 suggest that the noise in both the mascon solutions is similar.

The times-series of the 10 day and monthly mascon solutions were generated at ocean point 2 and are shown in Figure 80. Like Figure 78, Figure 80 reveals that the two solutions capture a very similar signal. There are only slight differences between the two solutions; some of the peaks in the monthly mascon time-series have a greater amplitude than the peaks in the 10 day solution. This difference is up to ~3 cm. The converse is true in Figure 78, although the difference there is only ~1 cm.
Figure 80. Mass flux time-series at ocean point 2 for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units cm (EWH).

Figure 81. Mass flux time-series at ocean point 3 for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units cm (EWH).

The times-series of the 10 day and monthly mascon solutions were generated at ocean point 3 (Figure 81). Unlike Figure 78 and Figure 80, which show that the two solutions capture a similar signal there are differences in the time-series, mainly between 2007 and 2011. At first glance it appears as if the monthly time-series contains more noise. Similar to Figure 63, the effect of using difference values for the scale, $S$, on the 10 day solution was investigated. The results are shown in Figure 82 where the monthly mascon solution ($S=0.004(0.04)$) was plotted along with the 10 day solution using scales of $S=0.001(0.01)$, $S=0.004(0.04)$, $S=0.008(0.08)$ and $S=0.01(0.1)$. 
Figure 82. 10 day mascon time-series at ocean point 3 for different scale factors. The monthly mascon solution ($S=0.004(0.04)$) is included for reference. Units of cm (EWH).

Figure 82 reveals that the difference between the monthly and 10 day mascon solutions relates to the value of the scale, $S$. When a scale of $S=0.001(0.01)$ is used for the 10 day mascon solution, the resulting time-series is closer to the monthly mascon solution. Reducing the scale in the 10 day mascon solution weakens the constraint. Sabaka et al. (2010) found that using a temporal constraint improved the mascon solutions over ocean areas. The temporal constraint tightens the constraint between mascons, resulting in a stronger constraint in the 10 day mascon solution. Therefore, it is possible that there is aliasing in monthly solution that does not appear in the 10 day solution, scaled using $S=0.004(0.04)$, due to the stronger constraint. This aliasing could be the result of errors in the ocean model, which Ray et al. (2009) found needed improvement around Antarctica, or signal leakage from the land (Chambers and Bonin, 2012). However, Watkins et al. (2015) found that there are times when the a-priori variance of a time correlated solution needs to be increased to reflect the expected mass change, such as after an earthquake. The a-priori variance can be increased by reducing the correlation. The findings of Watkins et al. (2015) suggest that there are some signals that could be masked in the 10 day mascon solution if the solution is over constrained.
Figure 83. Mass flux time-series at ocean point 4 for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units of cm (EWH).

The times-series of the 10 day and monthly mascon solutions were generated at ocean point 4. Figure 83 reveals that at ocean point 4, both the mascon solutions capture a similar signal. There is very little difference between the two solutions. The times-series of the 10 day and monthly mascon solutions were generated at ocean point 5 and are shown in Figure 84.

Figure 84. Mass flux time-series at ocean point 5 for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units of cm (EWH).

Again, Figure 84 reveals that both mascon solutions capture a similar signal. As in Figure 80 there is a reduction in the amplitude of the signal in the 10 day time-series of up to ~1 cm. The time-series of the 10 day solution appears to contain less noise than the time-series of the monthly solution. The final comparison of the 10 day and monthly mascon signals is at the point in the Sahara (Figure 85).
Figure 85. Mass flux time-series for a point in the Sahara desert for the monthly mascon solution (blue) and the 10 day mascon solution (red). Units of cm (EWH).

As at the ocean points, Figure 85 reveals that the two time-series recover similar signals, with the annual signal present in the monthly mascon solution also present in the 10 day solution.

Overall, the comparison of the 10 day and monthly mascon time-series reveals that there is minimal difference between the two mascon solutions. At the majority of locations, a similar signal and amplitude was obtained, with any difference relating to mass variations that are sub-monthly aliasing the monthly solutions (Seo et al., 2008b). The difference in the two mascon time-series at ocean point 3 could be the result of aliasing in the monthly mascon solution. However, the results of Watkins et al. (2015) indicate that care needs to be taken when using the 10 day mascon solutions as signal could be masked if the solution is over constrained.

7.4 Mass trends
The 10 day and monthly mascon solutions are now used to calculate mass trend for regions of interest. The results in section 7.3 reveal that the signal recovered using the monthly and 10 day mascon solutions are similar, suggesting that there should be little variation in the mass trend estimated. However, it is expected that the 10 day solution will better capture sub-monthly variations due to less aliasing of the signals (Seo et al., 2008b) and the use of a temporal constraint (Sabaka et al., 2010).

To calculate the mass trend, using the 10 day or monthly mascon methodology, the mass trend of each individual mascon must be determined. Within this study a trend is calculated at each point on the 1° by 1° global grid, as described in section 7.1.3.
mass trend, expressed as cm of EWH/year at each point is then assigned to the 2° mascon in which the 1° by 1° point lies. This allows the average mass trend of each mascon to be calculated. Multiplying by the area of the mascon and density of fresh water, (1000 kg m\(^{-3}\)), the mass trend of each mascon can be expressed as kg/year or Gt/year. The total trend over a drainage basin can be calculated by summation of all mascons within that basin (e.g. Luthcke et al., 2013, Schrama et al., 2014).

For regions that contain multiple drainage basins, such as Antarctica and Greenland, the total trend can be calculated by summation of the mass trend of all drainage basins within that area. Sub-regions, such as East and West Antarctica, are calculated the same way. Mass trends are provided with uncertainties of 1-sigma, where the uncertainty is the formal error from the linear regression. In the case of the 10 day mascon solution, the uncertainties have been multiplied by \(\sqrt{3}\) for equivalence with the monthly solutions. This is required as the linear regression is fit through 3 times as many solutions. In addition, Figure 79 revealed a strong temporal correlation in the 10 day mascon solution. This is disregarded during the linear regression. Systematic errors in models are not included in the uncertainties. Within this study, the mass trends are provided for validation of the mascon solutions, while geophysical interpretation is beyond the scope of the study.

7.4.1 Antarctica

The mass trend of Antarctica is of major interest, due to its contribution to global sea level. A recent study (King et al., 2012) found that present day mass loss over Antarctica is contributing 0.19±0.05 mm/year to sea level rise. Recovery of Antarctica mass change using the 10 day and monthly mascon solutions will be compared to estimates published in the literature.

When calculating Antarctica mass trend, the corrections described in section 7.1.2, were applied. These include the removal of the GLDAS hydrology model globally. It is worth noting that published studies often disagree about the current mass trend of Antarctica. For example, two recent GRACE derived estimates have Antarctic mass trend ranging from -69±18 Gt/year (King et al., 2012) to -143±73 Gt/year (Velicogna, 2009).

Although these studies use the same Level-2 data, the disagreement is the result of the GIA correction applied. GIA is the largest uncertainty over Antarctica. The mascon solutions presented here will have GIA corrected using three GIA models (ICE-6G,
IJ05_R2 and W12a). However, for comparison to published mass trends, where possible, the same GIA correction used by the authors will be applied.

To estimate the mass trend of Antarctica from the 2° mascons, the mascons were assigned to the same Zwally et al. (2012) drainage basins used to constrain the solutions. The relationship between mascons and drainage basins is shown in Figure 86.

Figure 86. The layout of the 2° mascons over Antarctica. The mascons relate to the Zwally et al. (2012) Antarctica drainage basins. The basin outlines are provided for reference.

Figure 86 shows that the 2° equal area mascons do not fall perfectly within the Zwally et al. (2012) basins. When a mascon straddles the boundary of two or more basins, the mascon is assigned to the drainage basin with the largest proportion. In addition, coastal mascons that cover both land and ocean, are included to fully represent the land mass of Antarctica. These mascons are defined as land mascons and are constrained to other mascons in the same basin during the generation of the solutions. In Figure 86, East Antarctica is comprised of basins 2 to 17, while basins 1 and 18 to 25 are classified as West Antarctica. The mass change of East and West Antarctica are calculated through
summation of the relevant basins. The total mass change is the summation of the mass change of East and West Antarctica.

The mass change (Gt/year) of East and West Antarctica and the Antarctic Ice Sheet (AIS) is summarised in Table 25. The estimates are provided for the 10 day and monthly mascon solutions using the three GIA models for the period January 2003 to December 2013.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Mass trend estimate Jan 2003 – Dec 2013</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W12a</td>
</tr>
<tr>
<td>Monthly</td>
<td></td>
</tr>
<tr>
<td>East Antarctica</td>
<td>55 ± 7</td>
</tr>
<tr>
<td>West Antarctica</td>
<td>-144 ± 5</td>
</tr>
<tr>
<td>AIS</td>
<td>-89 ± 12</td>
</tr>
<tr>
<td>10 day</td>
<td></td>
</tr>
<tr>
<td>East Antarctica</td>
<td>56 ± 7</td>
</tr>
<tr>
<td>West Antarctica</td>
<td>-139 ± 5</td>
</tr>
<tr>
<td>AIS</td>
<td>-83 ± 12</td>
</tr>
</tbody>
</table>

Table 25. Mass change of East and West Antarctica and the AIS for the monthly and 10 day mascon solutions. The estimates are provided for three common GIA models. All values Gt/year.

Table 25 reveals the mass change of Antarctica ranges -89 to -130 Gt/year, for the monthly mascon solution and -83 to -124 Gt/year for the 10 day mascon solution. The range of the solutions is the direct result of the GIA correction applied, as the only difference between the monthly and 10 day estimates is the choice of GIA model. The mass change of the AIS is nearly 50% larger when using ICE-6G compared to W12a. However, regardless of the GIA model applied, East Antarctica is gaining mass while West Antarctica is losing mass. As the mass loss in West Antarctica exceeds the mass gain in East Antarctica, overall Antarctica was found to be losing mass. While Table 25 reveals that the choice of GIA model affects the mass trend estimated, a comparison between the monthly and 10 day solutions, for the same GIA model, reveals no significant differences. Table 26 shows a breakdown of the mass trends estimated in Table 25; the GRACE only mass trend is provided, along with the corrections applied to obtain the mass change.
Table 26. The mass change from GRACE only along with the corrections applied. All values Gt/year.

Table 26 shows that the GIA correction can be over half the size of the mass change estimate derived from the GRACE solution. The GIA models apply different corrections to East and West Antarctica and this highlights the impact of the GIA model on the solution. As the generation and validation of published GIA models is beyond the scope of this work, Table 26 supports the premise of including the Antarctica mass change estimates for a range of GIA models in order to reflect the uncertainty of modelling Antarctic GIA. Finally, Table 26 reveals that the GLDAS hydrology correction applied over Antarctica is small, being less than -1 Gt/year over Antarctica.

The estimates derived using mascons can be compared to mass trends published by other groups, a selection of which is shown in Table 27. The values in Table 27 cover different time periods, levels of GRACE data and GIA corrections. Apart from the 10 day mascon solution of Luthcke et al. (2013), all the studies use monthly CSR RL05 Level-2 products. To aid the comparison, results from the mascon solutions are also included in Table 27 using, where possible, the same period of data and the same GIA correction as the published mass change estimates. Where groups have generated their own GIA model, a comparison will be made to all three GIA models presented in Table 25.

There are several recent studies, such as Jacob et al. (2012), King et al. (2012) and Shepherd et al. (2012) that were not included in Table 27. While these studies have been important to understand the current ice mass change of Antarctica, they use the older CSR RL04 data. The mascon solutions presented here are based on RL02 of the Level-1B data. Level-1B RL02 was also used to create the CSR RL05 products. For the purpose of validation, only studies that use CSR RL05 data were included over Antarctica as Gunter et al. (2014) found an average systematic bias of -34.4 Gt/year of mass trend between estimates derived using CSR RL04 and CSR RL05 solutions. A greater mass loss was observed when estimates were derived from CSR RL05 data.
similar conclusion was observed by Williams et al. (2014). The studies by Gunter et al. (2014) and Williams et al. (2014) highlight the difficulty in comparing solutions derived using different releases of GRACE data.

<table>
<thead>
<tr>
<th>Study</th>
<th>Period</th>
<th>Data</th>
<th>GIA model</th>
<th>EA</th>
<th>WA</th>
<th>AIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gunter et al. (2014)</td>
<td>02/03 – 10/09</td>
<td>CSR RL05</td>
<td>Own</td>
<td>5 ± 38</td>
<td>-105 ± 22</td>
<td>-100 ± 44</td>
</tr>
<tr>
<td>Monthly</td>
<td>02/03 – 10/09</td>
<td>Level-1B</td>
<td>W12a</td>
<td>7 ± 11</td>
<td>-105 ± 5</td>
<td>-98 ± 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IJ05_R2</td>
<td>-22 ± 11</td>
<td>-91 ± 5</td>
<td>-113 ± 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ICE-6G</td>
<td>-21 ± 11</td>
<td>-118 ± 5</td>
<td>-139 ± 16</td>
</tr>
<tr>
<td>10 day</td>
<td>02/03 – 10/09</td>
<td>Level-1B</td>
<td>W12a</td>
<td>11 ± 6</td>
<td>-98 ± 3</td>
<td>-88 ± 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IJ05_R2</td>
<td>-18 ± 6</td>
<td>-85 ± 3</td>
<td>-103 ± 16</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ICE-6G</td>
<td>-17 ± 6</td>
<td>-112 ± 3</td>
<td>-130 ± 16</td>
</tr>
<tr>
<td>Luthcke et al. (2013)</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>IJ05_R2</td>
<td>62 ± 28</td>
<td>-144 ± 30</td>
<td>-81 ± 26</td>
</tr>
<tr>
<td>Monthly</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>IJ05_R2</td>
<td>-4 ± 10</td>
<td>-118 ± 5</td>
<td>-122 ± 16</td>
</tr>
<tr>
<td>10 day</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>IJ05_R2</td>
<td>-3 ± 10</td>
<td>-113 ± 5</td>
<td>-115 ± 16</td>
</tr>
<tr>
<td>Sasgen et al. (2013)</td>
<td>01/03 – 09/12</td>
<td>CSR RL05</td>
<td>Own</td>
<td>26 ± 13</td>
<td>-140 ± 16</td>
<td>-114 ± 23</td>
</tr>
<tr>
<td>Monthly</td>
<td>01/03 – 09/12</td>
<td>Level-1B</td>
<td>W12a</td>
<td>49 ± 8</td>
<td>-135 ± 5</td>
<td>-86 ± 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IJ05_R2</td>
<td>20 ± 8</td>
<td>-122 ± 5</td>
<td>-101 ± 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ICE-6G</td>
<td>21 ± 8</td>
<td>-148 ± 5</td>
<td>-127 ± 13</td>
</tr>
<tr>
<td>10 day</td>
<td>01/03 – 09/12</td>
<td>Level-1B</td>
<td>W12a</td>
<td>51 ± 8</td>
<td>-130 ± 5</td>
<td>-79 ± 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IJ05_R2</td>
<td>22 ± 8</td>
<td>-116 ± 5</td>
<td>-94 ± 13</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>ICE-6G</td>
<td>23 ± 8</td>
<td>-143 ± 5</td>
<td>-120 ± 13</td>
</tr>
<tr>
<td>Schrama et al. (2014)</td>
<td>02/03 – 06/13</td>
<td>CSR RL05</td>
<td>W12a</td>
<td>54 ± 18</td>
<td>-145 ± 6</td>
<td>-91 ± 23</td>
</tr>
<tr>
<td>Monthly</td>
<td>02/03 – 06/13</td>
<td>Level-1B</td>
<td>W12a</td>
<td>55 ± 7</td>
<td>-144 ± 5</td>
<td>-89 ± 12</td>
</tr>
<tr>
<td>10 day</td>
<td>02/03 – 06/13</td>
<td>Level-1B</td>
<td>W12a</td>
<td>57 ± 7</td>
<td>-135 ± 5</td>
<td>-79 ± 12</td>
</tr>
<tr>
<td>Velicogna et al. (2014)</td>
<td>01/03 – 12/13</td>
<td>CSR RL05</td>
<td>ICE-5G</td>
<td>-180 ± 10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Monthly</td>
<td>01/03 – 12/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-171 ± 12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10 day</td>
<td>01/03 – 12/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-165 ± 12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Williams et al. (2014)</td>
<td>03/03 – 07/12</td>
<td>CSR RL05</td>
<td>W12a</td>
<td>97 ± 13</td>
<td>-159 ± 9</td>
<td>-58 ± 16</td>
</tr>
<tr>
<td>Monthly</td>
<td>03/03 – 07/12</td>
<td>Level-1B</td>
<td>W12a</td>
<td>47 ± 8</td>
<td>-136 ± 5</td>
<td>-89 ± 13</td>
</tr>
<tr>
<td>10 day</td>
<td>03/03 – 07/12</td>
<td>Level-1B</td>
<td>W12a</td>
<td>48 ± 8</td>
<td>-130 ± 5</td>
<td>-81 ± 13</td>
</tr>
</tbody>
</table>

Table 27. Published mass change estimates of Antarctica. The author, period, data and GIA model is provided for reference. The results for East and West Antarctica are given where available. The error bounds of Williams et al. (2014) excludes the contribution of GIA. All values Gt/year.
Comparing the published AIS mass trend estimates in Table 27 reveals that the values range from $-58 \pm 16$ to $-180 \pm 10$ Gt/year. The range reflects the different time periods but, more importantly, the model used to correct for GIA. A comparison of the published AIS mass trends of Table 27 with the mascon derived mass trends in Table 25, reveals that the mascon solutions generally agree within the error bounds of the published studies, although the comparison is not ideal due to the different periods of the studies in Table 27. In addition, the results in Table 27 use GIA models not included in Table 25 while Gunter et al. (2014) and Sasgen et al. (2013) have developed their own GIA models. The impact that GIA has on the mass change has already been identified. Therefore, a comparison will be made between the published studies and mascon solutions in Table 27.

Gunter et al. (2014) estimated a mass trend of $-100 \pm 44$ Gt/year between February 2003 and October 2009. As Gunter et al. (2014) generated their own GIA model, the mascon mass trends were calculated for the same period correcting for GIA using the three models in Table 25. A comparison to the mascon results presented in Table 27 reveals that all the estimated mascon mass trends are within the error bars of the Gunter et al. (2014) study.

Luthcke et al. (2013) estimated a trend of $-81 \pm 26$ Gt/year, correcting GIA using IJ05_R2. A comparison to the mascon results presented in Table 27 reveals that the mascon results are outside these error bounds. Investigating this further, the West Antarctica mass trends obtained from the mascon solutions were found to be within the error bounds of the Luthcke et al. (2013) study. The main difference was over East Antarctica, where Luthcke et al. (2013) calculated a mass gain of $62 \pm 28$ Gt/year compared to a small loss in the mascon solutions. One possible reason for this difference is that although the Luthcke et al. (2013) method estimates mascon parameters from Level-1B, the authors use a 1° equal area solution, with different parametrisation and background models.

However, despite these differences, the solutions would be expected to agree within stated error bounds. Therefore, the difference caused by the GIA correction was investigated. Although Luthcke et al. (2013) corrects GIA using IJ05_R2, Luthcke et al. (2013) modified IJ05_R2 using an ensemble of Earth models with upper- and lower-bounds. This model is not publically available. With this in mind the GIA in the mascon solutions presented here were corrected using W12a. This resulted in an AIS mass
trends of $-106 \pm 16 \, (100 \pm 16)$ Gt/year for the monthly (10 day) mascon solutions. These are within the error bounds of the Luthcke et al. (2013) estimate. This suggests that the difference between the two mascon solutions could be the result of the GIA model used.

In addition, Table 5 of Luthcke et al. (2013) was used to calculate the GRACE only mass trend, by reinstating the GIA trend. A mass trend of $-34 \pm 8$ Gt/year for the AIS was obtained. Comparable values of $-54 \pm 16 \, (48 \pm 16)$ Gt/year were obtained for the monthly (10 day) mascon solutions. While this shows that there are differences between the solutions, it reveals that there is a closer agreement between the estimates than when the IJ05_R2 GIA correction was applied.

Sasgen et al. (2013) estimated an AIS trend of $-114 \pm 23$ between January 2003 and September 2012. For comparison, the mascon estimates were calculated for the same period using the three GIA models in Table 25 as Sasgen et al. (2013) developed their own GIA model. In Table 27 the mascon estimates obtained using IJ05_R2 and ICE-6G fall within the error bounds of the estimate calculated by Sasgen et al. (2013), with the W12a estimates just outside. The comparison suggest a good agreement between the mascon solutions presented here and the Sasgen et al. (2013) solution. In Table 27, good agreements were also found to the results of Schrama et al. (2014) and Velicogna et al. (2014).

The final comparison undertaken was to the study of Williams et al. (2014), where a mass trend of $-58 \pm 16$ Gt/year was obtained for AIS between March 2003 and July 2012. GIA was corrected using W12a. The mascon estimates in Table 27 were outside the error bounds of the Williams et al. (2014) study, although the error bounds of the Williams et al. (2014) study do not include the error introduced from GIA. One difference in the study of Williams et al. (2014), compared with the other studies in Table 27 and the results presented here, is that significant autocorrelation was found to be present when calculating mass trends. The other studies do not account for this. This could be the cause of the differences between the solutions. Although investigating this is beyond the scope of the work presented here, this could be an avenue for future work.

Overall the comparisons provide confidence in the mascon mass trends for the AIS. The spatial distribution of the Antarctica mass change is plotted in Figure 87 and Figure 88 for the monthly and 10 day mascon solutions respectively. In both plots GIA was corrected using W12a.
Figure 87. Spatial distribution of the Antarctic mass change from the monthly mascon solution. GIA corrected using W12a. Units cm/year (EWH).

Figure 88. Spatial distribution of the Antarctic mass change from the 10 day mascon solution. GIA corrected using W12a. Units cm/year (EWH).

Figure 87 and Figure 88 exhibit little difference in the spatial distribution of the mass trend. Both show East Antarctica gaining mass, with mass loss in West Antarctica. The mass loss over West Antarctica is dominated by a mass loss in basin 21, which contains the Thwaites Glacier. A similar result was obtained by King et al. (2012). Figure 89 and Figure 90 are time-series plot of mass change over East and West Antarctica and AIS respectively.
Figure 89. Time series of mass, in Gt, for West Antarctica (left) and East Antarctica (right) from the monthly and 10 day mascon solutions.

Figure 89 shows that the mass of East Antarctica was relatively stable until 2008 after which the area has experienced mass gain until ~2012. Over the time period of the GRACE mission, West Antarctica has always been losing mass, and with acceleration since 2006. Overall, Figure 90 shows the mass loss of Antarctica. The mass trends estimated using the 10 day and monthly mascon solutions are very similar.

Figure 90. Time series of mass, in Gt, for the Antarctic Ice Sheet from the monthly and 10 day mascon solutions.

7.4.2 **Greenland**

As for Antarctica the mass trend of Greenland is of major interest due to its contribution to sea level rise. Jacob et al. (2012) found that together Antarctica and Greenland contribute 0.41±0.08 mm/year to sea level rise. To determine Greenland’s contribution to rising sea level, an accurate estimate of the current mass change is required. Similar to Antarctica, the mass trend using the 10 day and monthly mascon solutions will be compared to estimates published in the literature.
As discussed in Chapter 6, a layout of 8 basins was found to best capture a realistic mass signal over Greenland. The relationship between the mascons and the drainage basins is shown in Figure 91. As over Antarctica, the mascons often straddle two or more basins. As previously, the mascon is assigned to the drainage basin in which the largest proportion lies. In addition, mascons around the coast of Greenland, are included to fully represent the land mass of Greenland.

Figure 91. The layout of the 2° mascons over Greenland. The mascons relate to the Zwally et al. (2012) Greenland drainage basins with outlines provided for reference.

Using the basins of Figure 91, mascon mass trends for Greenland were calculated. Table 28 reveals that over Greenland, the 10 day solution produces a larger mass loss than the monthly solution, with a difference of 10 Gt/year between the two solutions. This differs from Antarctica, where the monthly solution has a slightly larger mass loss signal than the 10 day solution. However, the difference in the mascon solutions over Greenland is ~4% of the total monthly trend, compared to ~7% over Antarctica.

Alongside the mass trend in Table 28, the GRACE only results are provided along with the GIA and GLDAS hydrology corrections. The GIA correction is small over Greenland while there are a limited number of GIA models, with ICE-5G being the most commonly used. In Table 28, GIA is corrected using ICE-6G, the newest release in the ICE series. Over Greenland, the hydrology correction is also small.

<table>
<thead>
<tr>
<th>Solution</th>
<th>Mass trend</th>
<th>GRACE only</th>
<th>ICE-6G</th>
<th>Hydrology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Monthly</td>
<td>-232 ± 6</td>
<td>-232 ± 6</td>
<td>-0.41</td>
<td>0.28</td>
</tr>
<tr>
<td>10 day</td>
<td>-242 ± 6</td>
<td>-242 ± 6</td>
<td>-0.41</td>
<td>0.28</td>
</tr>
</tbody>
</table>

Table 28. The mass trend for Greenland along with the GRACE only trend and the corrections applied. All values Gt/year.
As for Antarctica, comparisons are made with published results. Again, the same time-periods were compared with GIA corrected using the same GIA models, where possible. The results from the published studies and comparable mascon solutions are shown in Table 29. Studies by Jacob et al. (2012) and Shepherd et al. (2012) are not included as they are based on CSR RL04 data.

<table>
<thead>
<tr>
<th>Study</th>
<th>Period</th>
<th>Data</th>
<th>GIA model</th>
<th>GIS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luthcke et al. (2013)</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-230 ± 12</td>
</tr>
<tr>
<td>Monthly</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-201 ± 6</td>
</tr>
<tr>
<td>10 day</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-226 ± 6</td>
</tr>
<tr>
<td>Schrama et al. (2014)</td>
<td>02/03 – 06/13</td>
<td>CSR RL05</td>
<td>Ensemble</td>
<td>-278 ± 19</td>
</tr>
<tr>
<td>Monthly</td>
<td>02/03 – 06/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-233 ± 6</td>
</tr>
<tr>
<td>10 day</td>
<td>02/03 – 06/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-244 ± 6</td>
</tr>
<tr>
<td>Velicogna et al. (2014)</td>
<td>01/03 – 12/13</td>
<td>CSR RL05</td>
<td>Huy-2</td>
<td>-280 ± 58</td>
</tr>
<tr>
<td>Monthly</td>
<td>01/03 – 12/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-232 ± 6</td>
</tr>
<tr>
<td>10 day</td>
<td>01/03 – 12/13</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-242 ± 6</td>
</tr>
</tbody>
</table>

Table 29. Published mass trend estimates of Greenland. The author, period, data and GIA model used in the study is provided for reference. The Huy-2 model used in Velicogna et al. (2014) is described in Simpson et al. (2009). All values Gt/year.

Luthcke et al. (2013) obtained a mass trend for Greenland of -230 ± 12 Gt/year between December 2003 and December 2010. The comparison with the mascon solutions revealed that, while the monthly solution is outside the error bounds of the Luthcke et al. (2013) study, the 10 day estimate agrees within the error bounds. The study of Luthcke et al. (2013) also uses 10 day mascons.

Schrama et al. (2014) estimated a mass trend of -278 ± 19 Gt/year, between February 2003 and June 2013. This differs from the mascon solutions in Table 29, which are outside the error bounds of the Schrama et al. (2014) study. Although different GIA models were used, the GIA correction is unable to explain the difference between the solutions as Table 28 revealed the GIA correction over Greenland is small. This needs to be investigated further.

Over Greenland, Velicogna, (2009) found that a linear trend was insufficient to represent mass variability, but the mascon results presented in Table 29 were estimated using a linear trend only. As Schrama et al. (2014) use a trend function that accounts for acceleration, the difference to the Schrama et al. (2014) study appears to relate to the acceleration of the mass loss over Greenland, which is evident in Figure 4 of Schrama et
al. (2014). Schrama et al. (2014) estimated an acceleration of \(-31 \pm 3 \text{ Gt/year}^2\) for the period February 2003 and June 2013.

Between February 2003 and June 2013 accelerations of \(-28 \pm 6 \text{ (-22 \pm 6)} \text{ Gt/year}^2\) were calculated for the monthly and 10 day mascon solutions in Table 29. Using a similar trend function to Schrama et al. (2014), namely

\[
M(t) = a_0 + a_1(t-t_0) + \frac{1}{2}a_2(t-t_0)^2
\]

(25)

where \(a_0\) is an offset, \(a_1\) a mass trend and \(a_2\) an acceleration, mass trends of \(-299 \pm 6\) and \(-296 \pm 6\) Gt/year were obtained for the monthly and 10 day mascon solutions over Greenland for the period February 2003 and June 2013. These trends are within the error bars of the Schrama et al. (2014) study and highlights the effect of including an acceleration has on the estimated mass trend. In Eq. (25), \(t\) is the current epoch and \(t_0 = \frac{1}{2}(t_2-t_1)\), where \(t_1\) and \(t_2\) are the minimum and maximum epochs in the time-series.

The final comparison was to the study of Velicogna et al. (2014), where a mass trend of \(-280 \pm 58 \text{ Gt/year}\) was obtained between January 2003 and December 2013. Velicogna et al. (2014) corrected for GIA over Greenland using Huy-2 (Simpson et al., 2009), with ICE-5G outside of Greenland. The mascons solutions in Table 29 are outside the error bounds of the Velicogna et al. (2014) study. However, Velicogna et al. (2014) use the method of estimating the mass trends described in Velicogna, (2009), where a quadratic trend is fit to the time-series. The calculated acceleration term from the Velicogna et al. (2014) study was \(-25.4 \pm 1.2 \text{ Gt/year}^2\). Accelerations of \(-23 \pm 6 \text{ (-16 \pm 6)} \text{ Gt/year}^2\) were obtained for the mascon solutions presented here. Using Eq. (25), mass trends of \(-295 \pm 6 \text{ (-289 \pm 6)} \text{ Gt/year}\) were obtained for the monthly and 10 day mascon solutions for the period January 2003 and December 2013. By including the acceleration, these mass trends now agree within the error bounds of the Velicogna et al. (2014) study.

Overall the comparisons here provide confidence in the mascon mass trends estimated for the GIS. The linear monthly trend obtained over Greenland is presented in Figure 92. Figure 93 is the linear trend from the 10 day mascon solution. In both plots GIA corrected using ICE-6G.
Figure 92. Spatial distribution of the mass trend of Greenland from the monthly mascon solution. GIA corrected using ICE-6G. Units cm/year (EWH).

Figure 93. Spatial distribution of the mass trend of Greenland from the 10 day solution. GIA corrected using ICE-6G. Units cm/year (EWH).

Figure 92 and Figure 93 are similar, with little difference in the spatial distribution of the mass trend. Both figures reveal a mass loss that is concentrated in South Greenland, which extends up the West coast. The spatial distribution of mass loss shown is similar to that obtained by Luthcke et al. (2013) and Schrama et al. (2014). The solution of Schrama et al. (2014) also shows a small mass gain in North East Greenland.
Figure 94. Time series of mass trend, in Gt, for the Greenland Ice Sheet. Mass time-series from the monthly and 10 day mascon solutions.

Figure 94 shows the time-series of the Greenland Ice Sheet from January 2003 to December 2013 used to calculate the linear trend in Table 28. The annual signal over Greenland can be clearly identified, along with the overall mass loss trend. The mass loss in the 10 day mascon solution is larger than that in the monthly mascon solution, explaining the difference in Table 28. This difference is due to the temporal constraint in the 10 day solution. Without the use of a temporal constraint, the solution over Greenland would contain additional noise due to the reduced number of mascons per basin compared with larger basins such as the Amazon (Sabaka et al., 2010). The apparent stabilisation of the mass loss between August 2012 to December 2013 in Figure 94 can also be seen in the results of Velicogna et al. (2014).

Accelerations of -23 ± 6 (-17 ± 6) Gt/year² were estimated from the time-series shown in Figure 94. Using Eq. (25) mass trend of -295 ± 6 (-289 ± 6) Gt/year were obtained over Greenland for the monthly and 10 day mascon solutions for the period January 2003 and December 2013. The time-series from Figure 94 are plotted in Figure 95 for the monthly mascon solution (left) and the 10 day mascon solution (right). The linear trend and the trend calculated using Eq. (25) are plotted for comparison. Figure 94 highlights the problem of obtaining trends from time-series over Greenland. Although investigating the most appropriate way to estimate the mass trend over Greenland is beyond the scope of the work presented here, this could be an avenue for future work.
Figure 95. Time series of mass trend, in Gt, for the Greenland Ice Sheet. Mass time-series from the monthly (left) and 10 day (right) mascon solutions. The linear trend and trend calculated using the acceleration are included.

7.4.3 Alaska
Recent GRACE estimates have put the mass change of the Gulf of Alaska (GOA) at between -35 ± 3 (Schrama et al., 2014) and -69 ± 11 Gt/year (Luthcke et al., 2013). For a comparison, the mass trend of GOA was calculated using the mascon solutions using the GOA drainage basin shown in Figure 96 where the glaciers (blue) are provided for reference. The glacier locations are taken from the National Snow and Ice Data Centre’s World Glacier Inventory (WGMS, 1999). The drainage basin in Figure 96 is similar in spatial distribution to the basin in Luthcke et al. (2013).

Figure 96. The layout of the 2° mascons over GOA. The locations of the glaciers (blue) are provided for reference.

The mascon mass estimates for the GOA region are provided in Table 30 along with the GRACE only estimate and the GIA and hydrology corrections.
Table 30. The mass change for Alaska along with the GRACE only mass change and the corrections. All values Gt/year.

Table 30 shows that the mass trend of GOA was estimated at between -43 ± 1 and -47 ± 1 Gt/year for the monthly and 10 day mascon solutions. This is between the -35 ± 3 Gt/year estimated by Schrama et al. (2014) and the -69 ± 11 Gt/year estimated by Luthcke et al. (2013). A comparison to these published results is shown in Table 31. As for Antarctica and Greenland, the results in Table 31 were compared to a mascon solution covering the same period and using the same GIA corrections.

<table>
<thead>
<tr>
<th>Study</th>
<th>Period</th>
<th>Data</th>
<th>GIA model</th>
<th>GOA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Luthcke et al. (2013)</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE5G + LIA</td>
<td>-69 ± 11</td>
</tr>
<tr>
<td>Monthly</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE5G + LIA</td>
<td>-60 ± 1</td>
</tr>
<tr>
<td>10 day</td>
<td>12/03 – 12/10</td>
<td>Level-1B</td>
<td>ICE5G + LIA</td>
<td>-64 ± 1</td>
</tr>
<tr>
<td>Schrama et al. (2014)</td>
<td>02/03 – 06/13</td>
<td>CSR RL05</td>
<td>ICE5G</td>
<td>-35 ± 3</td>
</tr>
<tr>
<td>Monthly</td>
<td>02/03 – 06/13</td>
<td>CSR RL05</td>
<td>ICE5G</td>
<td>-43 ± 1</td>
</tr>
<tr>
<td>10 day</td>
<td>02/03 – 06/13</td>
<td>CSR RL05</td>
<td>ICE5G</td>
<td>-47 ± 1</td>
</tr>
</tbody>
</table>

Table 31. Published mass change estimates of Alaska. The author, period, data and corrections used in the study are provided for reference. All values Gt/year.

Luthcke et al. (2013) estimated the mass trend of GOA as -69 ± 11 Gt/year, including a -10 Gt/year correction for the Little Ice-Age (LIA). A comparison to the mascon results presented in Table 31 reveals that the mascon results are within the error bounds of the Luthcke et al. (2013) estimate. To aid the comparison the -10 Gt/year LIA correction was added to the mascon solutions. This rate is based on the GIA rebound observed by Larson et al. (2005) using GPS and sea level observations.

Schrama et al. (2014) estimated the mass trend of GOA as -35 ± 3 Gt/year, correcting for GIA using an ICE-5G model ensemble. A comparison to the mascon results presented in Table 31 reveals that the mascon results are just outside the error bounds of the Schrama et al. (2014) estimate. However, as discussed previously, Schrama et al. (2014) smooths the spherical harmonic coefficient with a Gaussian smoother so some differences are expected. In addition, the layout of the Alaska drainage basin is similar in spatial distribution to the basin in Luthcke et al. (2013) and is therefore expected to be closer to the Luthcke et al. (2013) mass trend. The mass change of Alaska is plotted in Figure 97 and Figure 98.
Figure 97. Spatial distribution of the mass change over Alaska from the monthly mascon solution. GIA corrected using ICE-6G. LIA correction has not been included in the plot. Units cm/year (EWH).

Figure 98. Spatial distribution of the mass change over Alaska from the 10 day mascon solution. GIA corrected using ICE-6G. LIA correction has not been included in the plot. Units cm/year (EWH).

Figure 97 and Figure 98 show that the mass loss over Alaska is concentrated around the eastern part of the Gulf of Alaska. The spatial distribution of the mass loss is similar to the mass loss obtained by Luthcke et al. (2013). Figure 99 is a plot of the mass over the GOA from January 2003 to December 2013. The annual signal can be clearly identified, along with the overall mass loss trend.
Figure 99. Mass change time-series from the monthly and 10 day mascon solutions over Alaska in Gt.

7.4.4 **Hydrology**

GRACE can also be used to estimate variations in continental water storage. It is the first system capable of measuring an entire drainage basin, including ground water (Klosko et al., 2009). This is important as globally there are areas that are suffering chronic water stress (Watkins, 2006). To validate the mascons for hydrological applications, the mass variation was calculated for four hydrological drainage basins, with the results presented in Table 32. The Amazon and Ganges were chosen due to the large annual variability (Chen et al., 2005); the Mississippi due to its large size, with GRACE able to deliver an accuracy comparable to ground water observation systems (Klosko et al., 2009); and the Indus as this basin is suffering ground water depletion, with water being extracted faster than it is being replenished (Klosko et al., 2009). In Table 32 the mass change of each basin is provided along with the GRACE only and ICE-6G GIA correction. No hydrology model is removed as this is the signal of interest. The GIA correction is small for all basins except the Mississippi, which is known to have a GIA signal (Klosko et al., 2009).
<table>
<thead>
<tr>
<th>Basin</th>
<th>Solution</th>
<th>Mass trend</th>
<th>GRACE only</th>
<th>GIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>Monthly</td>
<td>41 ± 7</td>
<td>43 ± 7</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>47 ± 7</td>
<td>49 ± 7</td>
<td>-2</td>
</tr>
<tr>
<td>Ganges</td>
<td>Monthly</td>
<td>-19 ± 2</td>
<td>-17 ± 2</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>-21 ± 2</td>
<td>-19 ± 2</td>
<td>-2</td>
</tr>
<tr>
<td>Indus</td>
<td>Monthly</td>
<td>-9 ± 1</td>
<td>-7 ± 1</td>
<td>-2</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>-11 ± 1</td>
<td>-9 ± 1</td>
<td>-2</td>
</tr>
<tr>
<td>Mississippi</td>
<td>Monthly</td>
<td>-10 ± 3</td>
<td>-29 ± 3</td>
<td>18</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>-17 ± 3</td>
<td>-35 ± 3</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 32. The mass trend of four hydrological drainage basins. All values Gt/year.

As previously, the mascon solutions can be compared to values published by other groups. The results are shown in Table 33. However, as no hydrological estimates have so far been published using RL05 data, the published values use RL04 data. This is not ideal as different releases of the GRACE data have been shown to cause systematic offsets in mass trends estimated. In addition, the studies use data from 2002. The mascon solutions presented here start January 2003. Therefore, some differences are expected.
<table>
<thead>
<tr>
<th>Basin</th>
<th>Study</th>
<th>Period</th>
<th>Data</th>
<th>GIA model</th>
<th>Mass trend</th>
</tr>
</thead>
<tbody>
<tr>
<td>Amazon</td>
<td>Baur et al. (2013)</td>
<td>05/02 – 04/11</td>
<td>CSR RL04</td>
<td>ICE-5G</td>
<td>43 ± 14</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>05/02 – 04/11</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>38 ± 10</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>05/02 – 04/11</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>48 ± 9</td>
</tr>
<tr>
<td></td>
<td>Llovel (2010)</td>
<td>08/02 – 07/09</td>
<td>CSR, JPL and GFZ RL04</td>
<td>ICE-5G</td>
<td>78 ± 13</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>75 ± 13</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>88 ± 9</td>
</tr>
<tr>
<td>Ganges</td>
<td>Baur et al. (2013)</td>
<td>05/02 – 04/11</td>
<td>CSR RL04</td>
<td>ICE-5G</td>
<td>-25 ± 6</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>05/02 – 04/11</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-29 ± 2</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>05/02 – 04/11</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-30 ± 2</td>
</tr>
<tr>
<td></td>
<td>Llovel (2010)</td>
<td>08/02 – 07/09</td>
<td>CSR, JPL and GFZ RL04</td>
<td>ICE-5G</td>
<td>-11 ± 1</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-26 ± 3</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-21 ± 3</td>
</tr>
<tr>
<td>Indus</td>
<td>Llovel (2010)</td>
<td>08/02 – 07/09</td>
<td>CSR, JPL and GFZ RL04</td>
<td>ICE-5G</td>
<td>-7 ± 1</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-9 ± 2</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-12 ± 2</td>
</tr>
<tr>
<td>Mississippi</td>
<td>Llovel (2010)</td>
<td>08/02 – 07/09</td>
<td>CSR, JPL and GFZ RL04</td>
<td>ICE-5G</td>
<td>-14 ± 4</td>
</tr>
<tr>
<td></td>
<td>Monthly</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-9 ± 5</td>
</tr>
<tr>
<td></td>
<td>10 day</td>
<td>08/02 – 07/09</td>
<td>Level-1B</td>
<td>ICE-5G</td>
<td>-22 ± 5</td>
</tr>
</tbody>
</table>

Table 33: Published mass trend estimates of four hydrological drainage basins. The author, period, data and corrections used in the study are provided for reference. All values Gt/year.

Despite these differences, the results for the Amazon drainage basin in Table 33 are promising, with the mascon solutions within the error bounds of Baur et al. (2013) and Llovel (2010). For the Ganges basin, the mascon estimates agree within the error bounds of Baur et al. (2013), although they are outside the error bounds of the Llovel (2010) study. This difference could be the result of the data period and the release of data used. For the Mississippi and Indus basins the mascon solutions are just outside the error bounds of Llovel (2010). However, due to the differences described above, these differences are not deemed significant.
Figure 100 shows the mass trend over the Amazon, Ganges, Mississippi and Indus for the monthly and 10 day mascon solutions from January 2003 to December 2013. The Amazon basin shows a clear annual signal, with no obvious trend. The amplitude of the 10 day solution is larger than the monthly mascon solution. This is to be expected due to the averaging of sub monthly mass variations within the monthly solutions. For the Ganges, as for the Amazon, the amplitude of the 10 day mascon solution is larger than the monthly mascon solution and no linear trend is obvious.

The trend over the Mississippi basin, again shows that the 10 day mascon solution has a larger amplitude than the monthly mascon solution. However, it is worth nothing that the difference in the mass trends obtained for monthly and 10 day mascon solution in Table 33 is the result of fitting a linear trend through the time-series in Figure 100. This highlights that the amplitude of the time-series can have an effect on the mass trend estimated, especially when the amplitude of the time-series appears to contain a longer period signal. In Figure 100, the Indus is the only drainage basin that has a clear mass loss. Between August 2002 to October 2009, Rodell et al. (2009) estimated a mass loss of -18 ± 5 Gt/year from the lower part of the Indus basin, caused by ground water depletion in three Indian states. Although this estimate is larger than the mascon solutions in Table 33, which are for a similar period, the study of Rodell et al. (2009) does not include the upper drainage basin. In Figure 100, the large amplitude seen over the Indus in 2003 and 2005 was also observed by Rodell et al. (2009).
Overall, the results presented here provide confidence in the ability of the mascon solution to recover hydrological signals. Although some of the mascon estimates are outside the error bounds of the published solutions, there are differences between the releases of GRACE data. In addition, the published studies contain data from 2002. No mascon data is available for 2002. Finally, Figure 100 highlights that linear trends are not always suitable for estimating mass trends.

7.4.5 Sumatra-Andaman Earthquake

GRACE has been able to detect changes in the Earth’s gravity field resulting from earthquakes. One of the first earthquakes studied using GRACE was the Sumatra-Andaman earthquake (e.g. Han et al., 2006) which occurred on 26th December 2004 and had a seismic moment magnitude ($M_w$) between 9.1 and 9.3 (Lay et al., 2005). Han et al. (2006) observed the mass distribution caused by the earthquake’s co-seismic deformation. As no mascon solutions have been published of mass distributions caused by an earthquake, it is of interest to see if such as solutions can be recovered. A time-series of the monthly mascon solution was generated and compared to a time-series
calculated using CSR RL05 Level-2 data, as in section 7.2. The corrections described in section 7.2 were applied to the solutions and the results are plotted in Figure 101. The location of the time-series is near the epicentre of the earthquake.

Figure 101. Time-series observed by the CSR RL05 solution and monthly mascon solution at the location of the blue star in Figure 103 and Figure 104. The timing of the Sumatra-Andaman Earthquake is shown by the green vertical line. Units cm EWH.

Figure 101 reveals that the time-series are similar, both before and after the earthquake. After the earthquake, both solutions have a positive trend, although there are some differences in annual variations of the signals. Next, the monthly and 10 day mascon solutions were compared. When comparing the solutions, a number of different scale factors were tested as the results of Watkins et al. (2015) found that care needs to be taken when using the 10 day mascon solutions to extract the mass change relating to events such as earthquakes. Watkins et al. (2015) found full recovery of the mass change signal was only achieved by increasing the *a-priori* variance of the constraints in the region. This is similar to reducing the scale, $S$. The results are shown in Figure 102.
Figure 102. The 10 day mascon time-series at the epic-centre of the Sumatra-Andaman earthquake for different scale factors. The monthly mascon solution ($S=0.004(0.04)$) is included for reference. Units EWH cm.

Figure 102 reveals that the trend seen in the monthly mascon and CSR RL05 time-series is only recovered using the 10 day mascon solution if the scale factor is reduced. The current scale factor used in the 10 day mascon solutions is, in the case of an earthquake, not able to replicate the post-seismic deformation observed. A similar trend is only obtained once the scale factor is reduced to 0.0001(0.001), namely a factor of ten smaller than the constraint applied to the 10 day mascon solution. This confirms the results of Watkins et al. (2015) and highlights that care needs to be taken when using the 10 day mascon solution. The difference between the monthly and 10 day mascon solutions is the temporal constraint applied to the 10 day solution.

The results in Figure 102 also highlight that the 10 day mascon solution is currently not optimised to detect changes resulting from an earthquake. The mascon constraint matrix needs to be optimised for each geophysical problem studied. The optimal layout of the constraint matrix can be determined using the simulated recovery of a known mass signal (e.g. section 6.8). The mass trends from January 2003 to December 2006, two years either side of the earthquake are shown in Figure 103 and Figure 104 for the monthly and 10 day solutions respectively.
Figure 103. Spatial distribution of the mass trend around Indonesia from the monthly mascon solution. GIA corrected using ICE-6G.Units cm/year (EWH). Trend from January 2003 until December 2006. The blue star, on the fault-line of the Sumatra-Andaman Earthquake, indicates the location of the time-series in Figure 101 and Figure 102.

Figure 104. Spatial distribution of the mass trend around Indonesia from the 10 day mascon solution. GIA corrected using ICE-6G.Units cm/year (EWH). Trend from January 2003 until December 2006. The blue star, on the fault-line of the Sumatra-Andaman Earthquake, indicates the location of the time-series in Figure 101 and Figure 102. Scale factor of the constraint applied to the 10 day mascon solution reduced to 0.0001(0.001).

Comparing Figure 103 with Figure 104 reveals similar trends after reducing the scale factor of the constraint applied to the 10 day mascon solution to 0.0001(0.001). The locations of the post-seismic deformation in Figure 103 and Figure 104 match those observed by Han et al. (2006) which, along with Figure 101, shows that mass distributions caused by an earthquake can be recovered using the mascon methodology. The trends are provided for the purpose of validation of the mascon solutions. The causes of the co-seismic are outside the scope of this study.
7.5 Summary

The results presented in this chapter validate the TVG field recovery using the mascon methodology. The processing methodology described in Chapter 5, along with the parametrisation identified using the simulations in Chapter 6, were successfully applied to calculate monthly and 10 day mascon solutions for the period January 2003 to December 2013 from actual GRACE data.

The validation of the monthly mascon solutions was undertaken through a comparison to solutions calculated using CSR RL05 Level-2 data. Time-series of mass flux were compared at 6 locations where only a small signal is observed by GRACE, with similar trends observed. To analyse the noise in the two solutions, a constant, linear trend and annual and semi-annual signals were estimated and removed from the time-series. At 5 of the 6 locations the standard deviation of the noise was lower in the mascon solution, providing confidence that the observed mass flux is a representation of reality and not contaminated by noise. The comparison over the Sahara desert highlighted the problem of finding a quiet point over land to validate the noise in GRACE solutions, with a small (+/- 4 cm EWH) annual signal observed in the mascon time-series. Investigations revealed that a small seasonal signal could possibly exist at this location, although errors in the background models used during data processing cannot be ruled out. Aliasing through mis-modelling of the K1 tide was also observed in the time-series at ocean points 2 and 3.

In addition to validation, the estimation of the mascon solutions from GRACE allowed an assessment of the scale $S$ used in Eq. (15) and Eq. (16) to be undertaken. The findings revealed that the scale estimated in the simulations needed an increase to reduce the noise in the time-series. Increasing the scale at ocean point 1 was found to reduce the noise in the time-series, while having a minimal effect on the signal. (Luthcke et al., 2013) found that increasing the scale had a significant impact on noise. A scale of $S=0.004$ was used during the main mission period and when the GRACE satellites were in resonance, while a value of $S=0.04$ was used during the periods of reduced thermal control.

Comparisons of monthly and 10 day mascon solutions at the same 6 locations revealed that the two solutions are similar. While some differences in the amplitude of the two signals were evident, these were small with the amplitude of both the monthly and 10 day mascon solutions larger in different time-series. Differences were expected as there
are mass variations that are sub-monthly (Seo et al., 2008b). These will alias into the monthly solutions. However, the comparison at ocean point 3 highlighted that care needs to be taken with the scale of the 10 day solution as mass change signals can be masked if over constrained. A similar result was found by Watkins et al. (2015) when analysing the JPL mascon solution.

The mascon solutions were subsequently used to estimate the mass trends of Antarctica, Greenland and Alaska. These trends were provided for the purpose of validation of the mascon solutions, with geophysical interpretation outside the scope of this study. The mascon trends over Antarctica revealed that similar trends were obtained for the two mascon solutions, although the mass loss was slightly larger in the monthly mascon solution. The mascons solutions were then compare to published studies, covering the same period and using the same GIA model. The differences between the mascon solutions and published values generally agreed within the error bounds.

Over Greenland there was 10 Gt/year between difference between the monthly and 10 day mascon solution, with the 10 day mascon solution exhibiting a larger mass loss signal. However, the difference was only ~4% of the total monthly trend, compared to a difference of ~7% over Antarctica. The comparisons to published studies provide confidence in the mascon mass trend estimated for Greenland. While only the 10 day estimate agrees within the error bounds of the study of Luthcke et al. (2013) when a linear trend was estimated, the mascon solutions were within the error bounds of the Schrama et al. (2014) and Velicogna et al. (2014) studies when estimating the trend using Eq. (25) with an acceleration term. This was required as Schrama et al. (2014) and Velicogna et al. (2014) use acceleration terms when calculating the mass trend of Greenland.

Over Alaska the mascon solutions were similar, although the 10 day mascon solution exhibited a larger mass loss signal. Comparisons to two previous studies again provide confidence in the mascon mass trend estimated, with the mascon estimates falling between the published results. The mascon solutions were in closer agreement with the study of Luthcke et al. (2013), which may simply be a consequence of the close similarity between the mascon drainage basins used in both studies.

The mass change of four hydrological basins, including the Amazon and Indus, were also assessed. Again the mascon mass change estimates agreed well with other studies. The majority of the mascon mass trend estimates were within the error bounds of the
published results, despite the comparison being made to CSR RL04 solutions which include data from 2002. The 10 day mascon solution for the Mississippi identified stronger signatures during the flooding of 2003 and 2005, which bias the trend estimated for this basin. This highlights that, despite the simplicity of the results, the use of simple regression is inappropriate in certain situations.

Finally, the GRACE trends resulting from the Sumatra earthquake of 2004 were investigated. A comparison between the CSR RL05 and monthly mascon solution found that both time-series were similar, both before and after the earthquake. Comparing the monthly and 10 day mascon time-series revealed, as identified by Watkins et al. (2015), that the scale factor used in estimating the 10 day mascon solution needed to be reduced to permit full recovery of the mass change signal. Care needs to be taken when using the 10 day mascon solutions to extract mass change particularly for events such as earthquakes. As found in the simulations, the mascon constraint matrix needs to be considered for each geophysical problem studied.

As with all GRACE mass change studies there is some uncertainty whether to include an acceleration term in the regression as the span of the data is relatively short (11 years here) and there is also uncertainty whether some trends are deterministic or stochastic (Moore and Williams, 2014, Williams et al., 2014).
Chapter 8. Conclusion

The work in this thesis was motivated by the need to improve the accuracy of TVG fields computed from the GRACE data, with the aim to validate the use of the mascon methodology for the recovery of basin scale inter-annual variability at a 10 day temporal resolution.

To achieve this aim, work was undertaken in three main work packages:

1. The modification of Faust and the development of processing methodology. Newcastle University’s orbit determination software, Faust, was modified to allow for the estimation of mascons parameters and a two stage processing methodology was developing, along with the associated parameterisation required to compute gravity field solutions from Level-1B GRACE data.

2. Simulations. Accuracy assessments were undertaken using simulations. Simulations allowed a comparison between solutions generated using mascon parameters and spherical harmonic coefficients, in the presence of realistic noise, along with an assessment of potential limitations associated with each technique.

3. Solution generation. Monthly and 10 day mascon solutions were generated, using real GRACE data, for the period January 2003 to December 2013. Comparisons to time-series solutions calculated from CSR RL05 Level-2 products validated the mascon TVG field recovery. The mass trends of Antarctica, Greenland and Alaska were then computed, along with mass redistribution caused by the Sumatra-Andaman Earthquake and the hydrological changes over the Amazon, Indus, Mississippi and Ganges river basins.

This chapter summarises the conclusions for each of these steps before making recommendations for further work.

8.1 Software modification and processing methodology
The decision to modify Faust to estimate mascon parameters was based on the advantage of the mascon methodology to estimate mass trends at spatial and temporal resolutions unachievable using conventional spherical harmonic solutions. This offered the opportunity to improve GRACE TVG fields. The generation of TVG fields direct from Level-1B GRACE data would also provide access to the covariance matrix, which
can be taken into account during solution generation. The use of spatial and temporal constraints, used during the generation of the mascon solutions, offered the opportunity to adapt the mascon solutions to any geophysical phenomena of interest while offering advantages over spherical harmonic solutions filtered using a Gaussian smoother in mitigation of random noise and systematic errors that are inherent in GRACE solutions. The ability to estimate mascon parameters would also allow for an assessment of the comparable accuracy of the mascon and spherical harmonic methodologies to be undertaken. This is of interest to the scientific community. It would also establish the facility to estimate mascon parameters at Newcastle University.

An overview of the noise and errors in GRACE TVG solutions was provided in Chapter 3. Noise and errors were found to be dominated by north-south stripes, resulting from the GRACE orbital configuration. Noise and errors were also present in background models and Level-1B data used during solution generation. While recent improvements in the background models and the new release of Level-1B data has resulted in a reduction in noise and errors, some noise and errors still remain. The mascon constraint matrix, applied during solution generation, appears best placed to mitigate noise and errors. Applying constraints during solution generation is the ideal way to handle noise (Swenson and Wahr, 2006). The summation of all mascons within a drainage basin to estimate mass flux of that basin also has advantages over other methodologies, such as a spatial averaging kernel function. Spatial averaging can result in signal loss and leakage. While forward modelling and Level-2 ‘mascons’ are an improvement over spatial averaging, using a degree dependent Gaussian smoother to mitigate for noise and errors is a limiting factor.

*Faust* was modified to estimate mascon parameters, as described in Chapter 4, which are based on NASA’s GSFC methodology. This required updating the Least Squares partials in *Faust*, as in Appendix A. Through simulations in section 4.2, the problem of describing the mascons to degree and order 60 was identified, resulting in local leakage in and out of the individual mascons. However, when estimating all mascons within 6000 km or globally, the global gravity field can be correctly represented using mascons. In addition, a simulation revealed that GRACE is relatively insensitive to gravity signal contained in the higher degree (61-120) harmonics. In section 4.4, the mascon spatial constraint, applied during solution generation, was investigated and found to be a function of the distance between mascon pairs. For 10 day mascon solutions, the temporal constraint decreased with an increase in the time from the centre
day allowing a 10 day mascon solution to be estimated from 30 days of data, due to the weight of the constraint tending to zero. The 10 days of data either side of the 10 day solution period would be used to improve the sampling of the gravity field.

Successful estimation of a GRACE TVG gravity field solution requires the correct parametrisation of Faust during the two stages of the gravity field recovery. This parametrisation is described in Chapter 5. TVG fields can be estimated from KBRR data only, using short arc parametrisation. In section 5.3.3, tests revealed that a sensible arc length to use in Faust was 60 minutes. Through experimentation (section 5.3.5), 1.4 μm/s was determined to be a good choice for KBRR rejection level used during orbit and gravity field determination. 1.4 μm/s was found to be a good compromise between reducing noise and rejected signal. The daily GRACE accelerometer bias values were calculated using 24 hour arcs with a KBRR 1CPR and 2CPR and a KBRR bias and a KBRR trend estimated every 90 minutes alongside the bias values. During testing (section 5.2.4), this choice of empirical parameters provided the most stable bias values. Using this parametrisation, bias values were obtained for 90% of the days over the period January 2003 to December 2013, compared to 91% of the days for the official GRACE processing centres.

8.2 Simulations

In Chapter 6, comparisons using simulations revealed the advantages of mascon methodology over the use of spherical harmonic coefficients, where noise and errors were mitigated in the spherical harmonic recovery using a Gaussian smoother. The aim of the simulations was to recover a known mass distribution from GRACE KBRR data, allowing an accuracy assessment between the methodologies to be undertaken. While the recovery of a noise and error free GLDAS anomaly, in section 6.2, revealed no quantifiable difference between the two methodologies, with both similarly affected by omission errors, it was during the recovery of the GLDAS anomaly with simulated stripes, section 6.5, that the advantage of the mascon methodology was identified.

Using a mascon constraint matrix to mitigate noise and errors allowed more signal to be preserved up to degree ~35, while removing more noise. However, the full advantage of the mascon methodology is that the constraint matrix can be adapted to any geophysical phenomena of interest. Modifying the constraint matrix to include basin constraints (hydrological and glaciological), described in section 6.6, resulted in a further reduction of signal loss at all degrees. The simulated recovery over Greenland, section 6.8,
showed that the basin layout is important and can be tuned to optimise signal recovery. Over Antarctica the mascon methodology was validated for use in polar-regions in section 6.7. The mascon constraint matrix can be optimised for signal recovery.

In section 6.10, signal recovery was also tested when GRACE was in resonance and suffering from poor thermal control. In both cases, the recovery of the GLDAS anomaly and Antarctica mass change signal revealed that the mascon methodology was able to recover more of the input signal than using spherical harmonics. However, both solutions were degraded during poor thermal control (from April 2011). This required a tighter constraint than during the main part of the mission. The simulations in Chapter 6 revealed that the optimal choice for the correlation distance, used in the spatial constraint matrix during the main mission period and during periods of poor thermal control, was $D=800$ km. A correlation distance of $D=400$ km was found to be optimal during periods of resonance. For the scale applied to the constrain matrix, a value of $S=0.001$ was found to be optimal during the main mission and periods of resonance, increasing to 0.01 during periods of poor thermal control.

The simulations also allowed for an assessment of the mascon methodology, revealing potential limitations in the mascon methodology. A $4^\circ$ mascon solution does not have the required resolution to recover a known mass distribution, when the mass distribution is described to spherical harmonic degree and order 60, as shown in section 6.2. This has implications for studies that use this resolution. However, the mass distribution can be successfully recovered using a $2^\circ$ mascon solution. For that reason only $2^\circ$ mascon solutions were presented in this thesis. In addition, during orbital determination, the contributions to the satellite accelerations of all mascons within 6000 km of the nadir mascon were required to recovery a mass distribution (section 6.3). This has implications for non-global mascon solutions. The use of iterations was also not able to compensate for an insufficient distribution of mascons in section 6.4. However, this does not affect the work in this thesis as all mascon TVG fields are global solutions.

The majority of the simulations presented in this thesis have been published in Andrews et al. (2014). To aid comparison, the mascon and spherical harmonic solutions in the simulations were for monthly solutions only.

8.3 Solution generation

Monthly and 10 day $2^\circ$ mascon TVG solutions were generated between January 2003 and December 2013 in Chapter 7. The solutions were generated from real GRACE data,
using the parameterisation described in Chapter 5 and the results of the simulations in Chapter 6. The solutions were generated for the purpose of validating the mascon methodology developed in this thesis.

Comparison of time-series derived from the monthly mascon solutions with a time-series from Level-2 CSR RL05 solutions, section 7.2, provided confidence in the mascon mass flux. Similar trends and signals were observed in both solutions. The locations were chosen to compare the solutions at the noise level, with only a small signal observed by GRACE. At 5 of the 6 locations compared, the standard deviation of the noise in the time-series was comparably lower in the mascon solution. Time-series comparisons, between the 10 day and monthly mascon solutions, at the same locations (section 7.3), found that the trends signal were again similar at the locations tested. This provided confidence in the 10 day mascon solution. Although Sabaka et al. (2010) found that using a temporal constraint resulted in improvements in mascon solutions over ocean areas, the 10 day and monthly mascon time-series comparisons revealed that care needs to be taken with the scale, S, in the 10 day mascon solution as real mass change signals can be masked. At ocean point 3, the scale factor needed to be reduced before the mass flux signal observed in the monthly mascon and CSR RL05 solutions could be recovered. Although this was only seen at one location tested, a similar result was observed during the 10 day and monthly mascon time-series comparison at the epicentre of the 2004 Sumatra-Andaman earthquake, section 7.4.5. To recover the post-seismic mass trend, seen in the monthly mascon solution, in the 10 day mascon solution, the scale factor applied to the 10 day mascon solution needed to be reduced to 0.0001(0.001).

In addition to validation, the time-series comparisons revealed two other interesting issues. Firstly, that it is hard to find quiet locations over land to validate the noise in GRACE solutions. At one of the driest parts of the Sahara a small annual signal was observed in the GRACE solutions (section 7.2.6). It was found that this could be a real signal, although it could also be the result of errors in the background models used during orbit determination. Secondly, background tidal models were found to be aliasing into the GRACE solutions. In polar regions, the K1 tidal signature appeared to be aliasing into both the mascon and CSR RL05 solutions (section 7.2.2).

Generating mascon TVG solutions from real GRACE data also allowed the value of S, determined using simulations, to be assessed. In section 7.2, the scale applied to the
mascon constraint matrix needed to be increased from $S=0.001(0.01)$ to $0.004(0.04)$ to reduce the noise in the mascon solutions. While this was shown to have minimal effect on the signal, it reduced the noise. The generation of TVG solutions from real GRACE data also allowed the KBRR rejection criteria, applied during orbit determination, to be validated. In Chapter 5, section 5.3.5, using the quantity and spatial distribution of rejected observations per calendar month, it was deemed that a rejection criteria of 1.4 μm/s was the correct value to use for the majority of the GRACE mission. Studying plots of the spatial distribution of the rejected observations revealed that the majority of observations rejected coincide with arcs of poor data and outliers with no spatial significance. However, this changes towards the end of the GRACE mission. From August 2010 observations are increasingly rejected over Greenland and West Antarctica. The spatial location of the rejected observations coincides with the two locations of the largest mass loss signal in the GRACE data, with the mass trend becoming increasingly different from the static gravity field. Therefore, from August 2010 an updated rejection criterion of 1.6 μm/s was used. This was increased to 1.8 μm/s from October 2011 and 2.4 μm/s from August 2012. However, increasing the rejection criteria allows arcs of poor data into the solution elsewhere. Therefore, the new rejection criterion was only applied for calculating the mass trend over Greenland and Antarctica in Chapter 7.

The generation of mass trends (section 7.4), allowed for a comparison to published results. The mascon solutions presented here were, generally, within the error bounds of published studies. This provides confidence in the mascon solutions to recover basin scale inter-annual variability at a 10 day temporal resolution. Using linear regression, a mass trend of $-89 \pm 12$ Gt/year for the mascon solution was obtained over Antarctica for the monthly mascon solution, with a trend of $-83 \pm 12$ Gt/year for the 10 day mascon solution. GIA was corrected using W12a. Over Greenland, mass trends of $-232 \pm 6$ Gt/year and $-242 \pm 6$ Gt/year were calculated for the monthly and 10 day mascon solution. Estimating mass trends over Greenland using a linear trend and acceleration resulted in a mass loss of $-295 \pm 6$ Gt/year and $-289 \pm 6$ Gt/year for the monthly and 10 day mascon solutions respectively. However, the difference between these two estimates highlights that care needs to be taken when fitting trends through relatively short time-series, especially when the time-series may contain accelerations. Over the Gulf of Alaska, trends of $-43 \pm 1$ Gt/year and $-47 \pm 1$ Gt/year were obtained using linear regression. In all cases GIA was corrected using ICE-6G. No correction was applied
over Alaska for the Little Ice Age. Despite published solutions only using CSR RL04 data, the mascon mass trends over the hydrological basins compared well. This provided confidence in the ability of the mascon methodology to recover hydrological signals.

Overall, the comparisons and mass trend estimates presented in Chapter 7 validated the mascon methodology and the use of 10 day mascon to recover GRACE TVG solutions. The monthly and 10 day mascon solutions agreed within the uncertainties of 1-sigma, where the uncertainty is from the linear regression. The simulations in Chapter 6 revealed that the mascon methodology was able to preserve more signal at higher degrees, required for the basin scale inter-annual variability. The mascon was found to be able to recover more of the input signal than using spherical harmonics while having the advantage that the constraint matrix, as shown over Greenland, which can be optimised to aid in signal recovery.

8.4 Summary of main contributions

A processing methodology to estimate mascon parameters from Level-1B GRACE data using Newcastle University’s orbit determination software Faust has been established and documented. This leaves the University well placed to continue processing mascon solutions from Level-1B GRACE data and to estimate mascon solutions from the GRACE-FO mission.

Through simulations an accuracy assessment of the mascon parameters was undertaken. Mascon parameters were found to offer advantages over spherical harmonics for the mitigation of noise and for improving the temporal and spatial recovery of the TVG field from GRACE. The mascon constraint matrix allowed more signal to be preserved up to degree ~35. Using basin constraints, simulation revealed that the constraint matrix can be tuned to recovery the gravity changes resulting from any geophysical phenomena of interest. Basin constraints were found to optimise the signal recovery of GLDAS and a known mass change signal over Antarctica and Greenland. A novel way to create realistic noise and errors in the KBRR measurement was also documented.

Generating monthly and 10 day mascon solutions using real data revealed that the noise and errors in mascon solutions is comparably lower than in CRS RL05 solution while also validating the mascon methodology established here. Comparison to published mass trends to those estimated using mascon parameters showed that the estimation of mascon parameters has application in the study of mass change in the cryosphere,
hydrological applications and for the study of the co-seismic mass changes resulting from earthquakes. Overall, the work undertaken in this thesis provides evidence of the improved accuracy achievable when using mascon parameters to estimating TVG fields from Level-1B GRACE data.

8.5 Recommendations for further work

As the results of the work undertaken in this thesis, the capability of estimating mascon parameters from GRACE Level-1B has been established at Newcastle University. The ability to estimate TVG solutions from GRACE Level-1B data using mascons offers the opportunity to study mass anomalies, with the mascon spatial and temporal constraints adaptable to any geophysical signal of interest. This is the uniqueness of the mascon methodology. Although only presented here for validation, understanding of the mass trends of the world’s major ice sheets is of interest due to their contribution to sea level rise. The most appropriate method from estimating a trend over Greenland also needs to be determined, along with an assessment of leakage. In addition, Williams et al. (2014) found significant autocorrelation in time-series over Antarctica and Figure 79 (right) revealed autocorrelation in the 10 day mascon solutions. This needs to be considered when estimating mass trends from mascon solutions.

Recent work by Watkins et al. (2015) used mascons of a circular shape. It is possible to modify Faust to estimate mascons that are circular or hexagonal in shape. This would make for an interesting comparison. Another interesting comparison would be the mascon solution presented here to spherical harmonic solutions where noise and errors were mitigated during solution generation using regularisation. Work could also be undertaken to use results from the mascon solutions presented here to improve geophysical models.

During orbit determination, the KBRR rejection criterion in section 5.3.5 needed modification after August 2010 due to mass loss signal over Greenland and West Antarctica increasing in difference from the background gravity field. Future work could be undertaken to allow the mascon solution to be iterated, allowing the rejection criterion to be subsequently lowered after each iteration. Although computationally intensive, this could be a good way to retain real signal while mitigating for noise and errors. Less computationally expensive is to use the previous monthly TVG solution as a background model. A background gravity field with a time-variable component could also be used.
Finally, with the GRACE-FO mission expected to be similar to GRACE, the work undertaken in this thesis leaves Newcastle University in a position to undertake analysis on the data from this new mission and any further releases of Level-1B GRACE data.

8.6 Availability of the mascon solutions

I am happy to make the monthly and 10 day mascon solutions presented in this thesis available to the wider scientific community. The solutions can be provided as global spherical harmonic coefficients or as grids of EWH values for any region of interest. The use of a constraint matrix during solution generation will mean that no additional post processing is required by the user. Therefore, the solutions can be used directly for geophysical interpretation. As required, the mascon constraint matrix can be optimised to each geophysical problem studied.
Appendix A

Formula for normalisation
The Legendre polynomials are normalised using

\[ \bar{P}_{nm}(\cos \theta) = \sqrt{k(2n+1)\frac{(n-m)!}{(n+m)!}}P_{nm}(\cos \theta) \]  \hspace{1cm} (A.1)

where \( \theta \) is the colatitude and \( P_{nm} \) the un-normalised polynomials for degree \( n \) and order \( m \). The value for \( k \) is given by

\[ k = \begin{cases} 2, & m \neq 0 \\ 1, & m = 0 \end{cases} \]  \hspace{1cm} (A.2)

While normalised Legendre polynomials are denoted by a bar, this is often dropped for simplicity. Normalised spherical harmonic coefficients are obtained using

\[ \begin{bmatrix} \bar{C}_{nm} \\ \bar{S}_{nm} \end{bmatrix} = \frac{1}{\sqrt{k(2n+1)(n-m)!}} \begin{bmatrix} C_{nm} \\ S_{nm} \end{bmatrix} \]  \hspace{1cm} (A.3)

where \( C_{nm} \) and \( S_{nm} \) are the un-normalised gravity field spherical harmonic coefficients of degree \( n \) and order \( m \).
**Method of Least Squares**

During dynamic orbit determination and data reduction, parameters of interest are solved in *Faust* using Least Squares, which is a differential correction procedure that aims to minimise the sum of the squares of the residuals,

$$
\sum_{i=1}^{n} w_i (O_i - C_i)^2
$$

(A.4)

where $O_i$ is the $i^{th}$ observation and $C_i$ is the corresponding calculated at time $t$; the epoch of observation $i$. $w_i$ is the weight assigned to the observation by,

$$
w_i = \frac{1}{\sigma_i^2}
$$

(A.5)

where $\sigma_i$ is the standard deviation of the observation $i$. During the Least Squares procedure, corrections to the *a-priori* parameters values are calculated from the observations so that

$$
P = P + \Delta P
$$

(A.6)

where $P$ is the vector of parameters of interest sought during the data reduction, $P$ is the vector of the *a-priori* values which are the best available approximation and $\Delta P$ is the correction estimated. The most accurate correction is estimated when $C_i$ most closely resembles $O_i$ in the Least Squares sense.

In an ideal case the computed values may be represented as $C_i = C_i(P)$. As $P$ is not known a Taylor series expansion of $C_i(P)$ is required giving

$$
C_i(P) = C_i(P + \Delta P) = C_i(P) + \frac{\partial C_i(P)}{\partial P} \Delta P
$$

(A.7)

Substituting (A.7) into (A.4) then the Least Square process involves minimising

$$
I = \sum_{i=1}^{n} w_i (O_i - C_i(P) + \frac{\partial C_i(P)}{\partial P} \Delta P)^2
$$

(A.8)

$I$ is minimised with respect to all components of $\Delta P$.
\[
\frac{\partial I}{\partial \Delta p_j} = -2 \sum_{i=1}^{n} w_i \left( O_i - C_i(P) + \frac{\partial C_i(P)}{\partial P} \Delta P \right) \frac{\partial C_i(P)}{\partial \Delta p_j} = 0
\] (A.9)

In matrix form (A.9) can be written as

\[
N \Delta P = b
\] (A.10)

which is the normal equations consisting of

\[
N_{jk} = \sum_i w_i \frac{\partial C_i(P)}{\partial p_j} \frac{\partial C_i(P)}{\partial p_k}
\] (A.11)

and

\[
b_j = \sum_i w_i (O_i - C_i(P)) \frac{\partial C_i(P)}{\partial p_j}
\] (A.12)

The normal equations have a solution provided \( N \) is invertible. If there are sufficient observations then \( N \) is a symmetric positive definite matrix. Each \( b_j \) is the sum of the weighted residuals \( O_i - C_i \), and the partials \( \frac{\partial C_i(P)}{\partial p_j} \). The normal equations are evaluated at each observation time \( t_i \) using the Gauss-Jackson 8\(^{th}\) order numerical integrator. For consistency with Chapter 4, (A.10) can be written as

\[
(A^TWA)x = A^Twb
\] (A.13)

or

\[
(A^TWA + C^TVC)x = A^Twb + C^Tvl
\] (A.14)

with the mascon constraint matrix included. The design matrix \( A \) contains the KBRR observation partials with respect the parameters of interest. Thus, with \( W=\text{day} (w_1, w_2, \ldots, w_N) \) when estimating the mascon parameters \( (H) \), the correction \( \Delta H \) is estimated from the GRACE KBRR observation data using Eq. (12) of Chapter 4 i.e.

\[
A_{ij} = \frac{\partial \Psi_j}{\partial H_j} = \sum_{i=1}^{\infty} \sum_{m=0}^{i} \frac{\partial \Psi_j}{\partial \Delta C_{im}} \frac{\partial \Delta C_{im}}{\partial H_j} + \frac{\partial \Psi_j}{\partial \Delta S_{im}} \frac{\partial \Delta S_{im}}{\partial H_j}
\]
where \( \frac{\partial \nu}{\partial H} \) is the partial derivative of the KBRR observation \( i \) with respect to the mascon parameter \( j \). As the each mascon is defined using spherical harmonics, up to degree and order 60, \( \frac{\partial KBRR}{\partial H} \) requires the summation of \( \frac{\partial \nu}{\partial \Delta C_{lm}} \) and \( \frac{\partial \nu}{\partial \Delta S_{lm}} \) which are partial derivatives of the KBRR observations with respect to the delta gravitational coefficients, with \( \frac{\partial \Delta C_{lm}}{\partial H} \) and \( \frac{\partial \Delta S_{lm}}{\partial H} \) the partial derivatives of the delta gravitational coefficients with respect to the mascon parameter \( j \).
Appendix B

Flow chart of how the mascon parameters are estimated

*Faust* is Newcastle University’s orbit determination software. *Faust* uses dynamic orbit determination, which requires precise models of the forces acting on the satellite, solving for parameters of interest using Least Squares. *Faust* has the capability to determine the orbits of multiple satellites simultaneously, making it suitable for the processing of GRACE data. The process of dynamic orbit determination involves the evaluation of force models to calculate the orbit of the GRACE satellites. The numerical integration of the satellite orbits is undertaken using an 8th order Gauss-Jackson algorithm.

When starting this thesis, *Faust* was already an established piece of orbit determination software and is well documented in the thesis of Boomkamp (1998). The main modification I made to *Faust* was reading in the mascons, as spherical harmonic coefficients, to allow the calculation of the mascon parameters. The mascon parameters are calculated using Eq. (13), in Section 4.4, from geophysical information from satellite tracking data.

In *Faust* the orbits of the GRACE satellites are simulated numerically using mathematical models and observed via the KBRR data. Parameters of interest are estimated using Least Squares (described in Appendix A) by minimise the sum of the squares of the residuals. Below is a brief flow chart of how *Faust* is used to estimate mascon parameters:
Within *Faust*

Level-1B data read in. Including:
- KBRR data (KBR1B)
- Accelerometer data (ACC1B)
- Star Camera data (SCA1B)
- Satellite Positions (GNV1B)

Force models read in. Including:
- Geopotential
- Solid Earth Tides
- Ocean Tides
- Third-body attraction
- AOD1B product

Orbit of the GRACE satellites computed numerically using Gauss-Jackson integrator to get calculated satellite position. This uses:
- Force models
- Accelerometer data (for non-conservative forces)
- Star Camera data
- KBRR data

Partials derivatives of calculated orbits with respect to the parameters of interest (Eq. (12))

Least Squares normal equations are formed for each arc.

Reduced normal equations are obtained after elimination of arc-dependent parameters
Normal equations for each arc added forming
- 10 day solution
- Monthly solution

Mascon constraint matrix calculated and added onto the normal equations (Eq. (13))

The corrections described in section 7.1.2 are applied

Mascon parameters are estimated by solving normal equations

Mascon parameters converted to spherical harmonic coefficients (section 7.1.1)

Spherical harmonic coefficients converted to grids of EWH (section 7.1.3.)

Mass change estimates are determined for region of interest
Appendix C

Plots of the number of days included (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for each year from 2003 to 2013. The months where no information is available coincide with months when the satellite measuring equipment was turned off to preserve power. No solutions are available for those months from the official GRACE processing centres.

Figure C.1. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2003.

Figure C.2. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2004.
Figure C.3. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2005.

Figure C.4. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2006.
Figure C.5. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2007.

Figure C.6. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2008.
Figure C.7. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2009.

Figure C.8. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2010.
Figure C.9. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2011.

Figure C.10. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2012.
Figure C.11. Number of days included in the monthly solution (blue), rejected due to no accelerometer bias value (green) and rejected due to poor data (red) for 2013.
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