
Homological properties of Banach and
C*-algebras of continuous fields

David Cushing

Thesis submitted for the degree of
Doctor of Philosophy

Academic Supervisor: Dr. Zinaida Lykova

School of Mathematics and Statistics
Newcastle University
Newcastle upon Tyne

United Kingdom

October 2015



Abstract

One concern in the homological theory of Banach algebras is the identification
of projective algebras and projective closed ideals of algebras. Besides being of in-
dependent interest, this question is closely connected to the continuous Hochschild
cohomology.

In this thesis we give necessary and sufficient conditions for the left projectivity
and biprojectivity of Banach algebras defined by locally trivial continuous fields
of Banach algebras. We identify projective C*-algebras A defined by locally trivial
continuous fields U = {Ω, (At)t∈Ω, Θ} such that each C*-algebra At has a strictly
positive element. We also identify projective Banach algebras A defined by locally
trivial continuous fields U = {Ω, (K(Et))t∈Ω, Θ} such that each Banach space Et

has an extended unconditional basis.

In particular, for a left projective Banach algebra A defined by locally trivial con-
tinuous fields U = {Ω, (At)t∈Ω, Θ} we prove that Ω is paracompact. We also show
that the biprojectivity of A implies that Ω is discrete. In the case U is a continuous
field of elementary C*-algebras satisfying Fell’s condition (not nessecarily a locally
trivial field) we show that the left projectivity of A defined by U , under some ad-
ditional conditions on U , implies paracompactness of Ω.

For the above Banach algebras A we give applications to the second continuous
Hochschild cohomology group H2(A, X) of A and to the strong splittability of
singular extensions of A.
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"There was one picture in particular which bothered him. It had begun with a leaf
caught in the wind, and it became a tree; and the tree grew, sending out innumerable
branches, and thrusting out the most fantastic roots."

Leaf by Niggle - J.R.R. Tolkien
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1 Introduction

1 Introduction

1.1 History and recent work

In a purely algebraic setting the homological theory of algebras was first introduced by
Hochschild, MacLane and Cartan and Eilenberg during 1940-1960, see [3, 14, 15, 24].
The theory has had a big influence on many areas of pure mathematics.

In 1962 the first paper on continuous Hochschild cohomology appeared [17].
Kamowitz used the second Banach cohomology groups to solve a Wedderburn de-
composition problem for commutative Banach algebras. Later the Homological theory
of Banach and C*-algebras was developed somewhat independently by the Moscow
school led by Prof A. Ya. Helemskii [12] and by several Western authors, particularly,
by Prof B. E. Johnson of Newcastle, England [16].

In 1970 Helemskii adapted purely algebraic homology theory to the continuous version
and defined (C-relative) projective Banach modules. He showed that as in the purely
algebraic version, one can compute cohomology groups by constructing projective or
injective resolutions of the corresponding module and the algebra.

The theory of continuous homology of Banach algebras is now well developed. It
has applications in many branches of mathematics, including extensions of Banach al-
gebras [2] and automatic continuity [6], spectral theory [11], the theory of de Rham
homology [4] and K-theory.

For example, a research monograph by Bade, Dales and Lykova [2] on algebraic and
strong splittings of extensions of Banach algebras includes many examples of Banach
algebras A for which it is proven that there exists an extension of A which does not
split algebraically or strongly. See also a recent paper by Laustsen and Skillicorn [19].

We should mention the most recent papers on projective and injective modules. In
[8] Dales and Polyakov characterize some homological properties such as flatness and
injectivity of Banach left L1(G)-modules, where G is a locally compact group. In [29],
Racher gives more examples of projective and flat modules over the Banach algebra
L1(G) and connections of those properties with the compactness and amenability of G.
See also [7] and [37].
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1 Introduction

In [12] Helemskii describes the projective ideals of C0(Ω). He shows that a closed
left ideal of C0(Ω) is projective if and only if its spectrum is paracompact. We will
generalise this property to the Banach algebras defined by continuous fields of Banach
algebras.

In [20] Lykova proved the projectivity of K(E) for some Banach spaces E. In [28]
Phillips and Raeburn showed that all σ−unital C*-algebras are left projective. In [23]
Lykova proves, using different methods, that every ideal of a separable C*-algebra is
left projective.

In this thesis we generalise these results for C*-algebras defined by locally trivial con-
tinuous fields U = {Ω, At, Θ} where each At is a σ-unital C*-algebra. We also prove
results on the right projectivity of Banach algebras defined by locally trivial continuous
fields U = {Ω, K(Et), Θ} where each Et is a Banach space with an extended uncondi-
tional basis.

Some main results of this thesis are already published in my joint paper with Lykova
[5].

1.2 Main results

The main results are the following.
Theorem 4.16. Let Ω be a Hausdorff locally compact space with the topological dimension

dim Ω ≤ `, for some ` ∈ N, let U = {Ω, Ax, Θ} be a locally trivial continuous field of
σ-unital C∗-algebras, and let the C∗-algebra A be defined by U . Then the following conditions
are equivalent:
(i) Ω is paracompact;
(ii) A is right projective and U is a disjoint union of σ-locally trivial continuous fields of C∗-
algebras with strictly positive elements.

Theorem 5.25 Let Ω be a Hausdorff locally compact space. Let U = {Ω, (K(Ex)), Θ}
be an `-locally trivial continuous field of Banach algebras, for some ` ∈ N. Suppose, for each
x ∈ Ω, Ex is a separable Banach space with a hyperorthogonal basis (ex

n)n∈N ⊂ Ex. Let A be
the Banach algebra generated by U .
Then the following conditions are equivalent:
(i) Ω is paracompact;
(ii) A is right projective and U is a disjoint union of σ-locally trivial continuous fields of Ba-
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1 Introduction

nach algebras.

Recall definitions from Dixmier’s book "Les C∗-algèbres et leurs représentations"
[9, Section 2].

Definition 1.1 (Fell’s condition). Let Ω be a locally compact Hausdorff space, and U =

{Ω, Ax, Θ} a continuous field of elementary C*-algebras. U is said to satisfy Fell’s condition
if, for every x ∈ Ω, there exists a neighbourhood Ux of x and a vector field p of U , defined
and continuous in Ux, such that, for every t ∈ Ux, p(t) is a projection of rank 1. Note that
U|Ux ∼= U (Hx).

Definition 1.2. Let U = {Ω, (At)t∈Ω, Θ} be a continuous field of Banach algebras over Ω.
Let Λ ⊂ Θ. Then Λ is said to be total if, for every t ∈ Ω, the set x(t), as x runs through Λ, is
total in At. U is said to be separable if Θ has a countable total subset.

Theorem 6.29. Let Ω be a locally compact Hausdorff space of finite dimension and
U = {Ω, (At)t∈Ω, Θ} be a separable continuous field of elementary C*-algebras, of rank ℵ0,
satisfying Fell’s condition. Let A be the C*-algebra defined by U . Then the following are equiv-
alent

(i) Ω is paracompact.

(ii) U is a disjoint union of continuous fields of elementary C*-algebras that satisfies the σ-Fell
condition and A is left projective .

See appendix A for a definition of paracompactness as well as known topological
properties of paracompact spaces.

1.3 Description of results by sections

In Section 2 we investigate the properties of left and right projective Banach algebras
defined by locally trivial continuous fields U = {Ω, (Ax)x∈Ω, Θ} of Banach algebras.
We prove the projectivity of the Banach algebras Ax, x ∈ Ω.

Proposition 2.3. Let Ω be a locally compact topological space, let U = {Ω, (Ax)x∈Ω, Θ}
be a locally trivial continuous field of Banach algebras and let A be the Banach algebra defined
by U . Suppose that A is projective in A-mod. Then the Banach algebras Ax, x ∈ Ω are uni-
formly left projective.
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Proposition 2.4 Let U = {Ω, (Ax)x, A} be a locally trivial continuous field of Banach
algebras such that every Ax has an identity eAx such that supx∈Ω ‖eAx‖ ≤ C for some constant
C. Suppose that Ω is paracompact. Let A be the Banach algebra defined by U . Then A is
projective in A-mod.

In Section 3 we prove the following results on the topological properties of Ω.
Proposition 3.4. Let Ω be a locally compact Hausdorff space, let U = {Ω, (Ax)x∈Ω, Θ} be

a σ-locally trivial continuous field of Banach algebras, and let A be the Banach algebra defined
by U . Suppose that A is projective in A-mod. Then Ω is paracompact.

We also give an example of a locally trivial continuous field of left projective Banach
algebras such that the algebra defined by this field is not left projective.

In Sections 4 and 5 we show sufficient conditions for the left projectivity of A
defined by locally trivial continuous fields of Banach algebras and give proofs of The-
orems 4.16 and 5.25. In Section 6 we study projectivity of C*-algebras with Fell’s
condition and give a proof of Theorem 6.29. In Section 7 we apply the methods used
in Sections 2 and 3 to investigate the biprojectivity of Banach algebras defined by lo-
cally trivial fields of Banach algebras. This produces the following results.

Theorem 7.4 Let Ω be a locally compact Hausdorff space and let U = {Ω, (At)t∈Ω, Θ} be
a locally trivial continuous field of Banach algebras. Let A denote the Banach algebra defined
by U . If A is biprojective then the Banach algebras (At)t∈Ω are uniformly biprojective.

Theorem 7.5 Let Ω be a locally compact Hausdorff space and let U = {Ω, (At)t∈Ω, Θ} be
a locally trivial continuous field of Banach algebras. Let A denote the Banach algebra defined
by U . If A is biprojective then Ω is discrete.

We also give examples of families of biprojective Banach algebras such that contin-
uous field of them are biprojective for discrete Ω.

1.4 Definitions and notations

The unit circle T is defined as

T = {λ ∈ C : |λ| = 1}.

Let A be a Banach algebra. In this report we consider homological properties of Banach
A-modules. The modules we are interested in here are Banach modules. The following
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definition of Banach modules can be found in [13].
Let A be a Banach algebra and let X be a Banach space. We say that X is a le f t

Banach A-module if there exists a bounded bilinear operator

m : A× X −→ X

(a, x) 7−→ a · x

such that, for every a, b ∈ A and x ∈ X, we have

a · (b · x) = (a · b) · x.

Right Banach A-modules are defined similarly.

Let X be a Banach space. We say that X is a Banach A-bimodule if it is a left Banach
A-module and a right Banach A-module and if the following relation is satisfied

(a · x) · b = a · (x · b),

for every a, b ∈ A and x ∈ X.

Let P and Q be left Banach A-modules. Let ρ : P → Q be a bounded continuous
linear map. We say that ρ is a morphism of left Banach A-modules if ρ(ax) = aρ(x) for all
a ∈ A, x ∈ P.
For a Banach algebra A we will denote the category of all left Banach A modules and
morphisms of left (right) Banach A-modules by A-mod (mod-A) and the category of
all Banach A bimodules and morphisms of Banach A-bimodules by A-mod-A.

1.4.1 The projective tensor product

The following definitions of the tensor products of vector spaces can be found in [13].
Let E and F be complex vector spaces and let E⊗ F be the algebraic tensor product of
E and F.

Suppose A and B are algebras. We make A ⊗ B into an algebra by setting mul-
tiplication as (a1 ⊗ b1)(a2 ⊗ b2) = (a1a2) ⊗ (b1b2). The algebra A ⊗ B is called the
algebraic tensor product of A and B.

Let E and F be Banach spaces. The projective norm on E⊗ F is defined by

‖u‖ = inf
u=∑n

i=1 ai⊗bi

n

∑
i=1
‖ai‖‖bi‖,
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1 Introduction

where the infimum is taken over all expressions of u of the form u = ∑n
i=1 ai ⊗ bi with

n ∈ N, ai ∈ E and bi ∈ F for i = 1, . . . , n. We call the completion of E⊗ F with respect
to this norm the projective tensor product of E and F and we denote it by E⊗̂F. When A
and B are Banach algebras then A⊗̂B is also a Banach algebra. This fact can be found
in [13].

We will need the following lemmas to approximate the norm of some elements of
the projective tensor product of two Banach spaces.

Lemma 1.3. Let ξ be a primary nth root of unity and let j ∈ Z. Then

n

∑
k=1

(ξ j)k =

n if n|j
0 otherwise.

Proof. Suppose that n|j. Then ξ j = 1 which gives

n

∑
k=1

(ξ j)k =
n

∑
k=1

1 = n.

Now suppose otherwise. Then ξ j 6= 1 and so

n

∑
k=1

(ξ j)k =
(ξ j)n+1 − ξ j

ξ j − 1
=

ξ j((ξ j)n − 1)
ξ j − 1

=
ξ j((ξn)j − 1)

ξ j − 1
= 0.

Lemma 1.4. Let X and Y be Banach spaces. Suppose an element u ∈ X⊗̂Y can be represented
as

u =
n

∑
k=1

xk ⊗ yk

and that ξ is a primary nth root of unity, then

‖u‖X⊗̂Y ≤
1
n

n

∑
k=1

∥∥∥∥∥ n

∑
i=1

ξkixi

∥∥∥∥∥
X

∥∥∥∥∥ n

∑
j=1

ξ−kjyj

∥∥∥∥∥
Y

.

Proof. Consider v ∈ X⊗̂Y,

v =
1
n

n

∑
k=1

[(
n

∑
i=1

ξkixi

)
⊗
(

n

∑
j=1

ξ−kjyj

)]
.
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Then by definition of the norm in X⊗̂Y,

‖v‖X⊗̂Y ≤
1
n

n

∑
k=1

∥∥∥∥∥ n

∑
i=1

ξkixi

∥∥∥∥∥
X

∥∥∥∥∥ n

∑
j=1

ξ−kjyj

∥∥∥∥∥
Y

.

Therefore it is enough to show that u = v.

By Lemma 1.3, we have, for i = 1, .., n and j = 1, .., n,

n

∑
k=1

(
ξ i−j

)k
xi =

nxj if i = j

0 otherwise.

We then have

v =
1
n

n

∑
k=1

[(
n

∑
i=1

ξkixi

)
⊗
(

n

∑
j=1

ξ−kjyj

)]

=
1
n

n

∑
k=1

n

∑
i=1

n

∑
j=1

(
ξkixi

)
⊗
(

ξ−kjyj

)
=

1
n

n

∑
k=1

n

∑
i=1

n

∑
j=1

(
ξk(i−j)xi

)
⊗
(
yj
)

=
1
n

n

∑
i=1

n

∑
j=1

(
n

∑
k=1

(
ξ i−j

)k
xi

)
⊗
(
yj
)

=
1
n

n

∑
j=1

(
nxj
)
⊗
(
yj
)

=
n

∑
j=1

xj ⊗ yj

= u.

Lemma 1.5. Let X and Y be Banach spaces. Suppose an element u ∈ X⊗̂Y can be represented
as

u =
m

∑
l=1

n

∑
k=1

xl
k ⊗ yl

k, where xl
k ∈ X, yl

k ∈ Y, with indices k = 1, ..., n and l = 1, ..., m;

and that ξ is a primary mth root of unity and that η is a primary nth root of unity. Then

‖u‖X⊗̂Y ≤
1

mn

m

∑
l=1

n

∑
k=1

∥∥∥∥∥ m

∑
t=1

n

∑
i=1

ξ ltηkixt
i

∥∥∥∥∥
X

∥∥∥∥∥ m

∑
s=1

n

∑
j=1

ξ−lsη−kjys
j

∥∥∥∥∥
Y

.
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Proof. Similar to above, consider v ∈ X⊗̂Y,

v =
1

mn

m

∑
l=1

n

∑
k=1

[(
m

∑
t=1

n

∑
i=1

ξ ltηkixt
i

)
⊗
(

m

∑
s=1

n

∑
j=1

ξ−lsη−kjys
j

)]
.

Then by definition of the norm in X⊗̂Y

‖v‖X⊗̂Y ≤
1

mn

m

∑
l=1

n

∑
k=1

∥∥∥∥∥ m

∑
t=1

n

∑
i=1

ξ ltηkixt
i

∥∥∥∥∥
X

∥∥∥∥∥ m

∑
s=1

n

∑
j=1

ξ−lsη−kjys
j

∥∥∥∥∥
Y

.

Therefore it is enough to show that u = v.

By Lemma 1.3, we have, for s = 1, .., m, t = 1, ..., m, j = 1, ..., n and k = 1, .., n,

m

∑
l=1

(
ξt−s)l

(
ηi−j

)k
xt

i =

m
(
ηi−j)k xs

i if s = t

0 otherwise

and
n

∑
k=1

m
(

ηi−j
)k

xs
i =

mnxs
j if i = j

0 otherwise.

We then have

v =
1

mn

m

∑
l=1

n

∑
k=1

[(
m

∑
t=1

n

∑
i=1

ξ ltηkixt
i

)
⊗
(

m

∑
s=1

n

∑
j=1

ξ−lsη−kjys
j

)]

=
1

mn

m

∑
l=1

n

∑
k=1

m

∑
t=1

n

∑
j=1

n

∑
i=1

m

∑
s=1

[((
ξt−s)l

(
ηi−j

)k
xt

i

)
⊗
(

ys
j

)]

=
1

mn

n

∑
k=1

n

∑
j=1

n

∑
i=1

m

∑
s=1

[(
m
(

ηi−j
)k

xs
i

)
⊗
(

ys
j

)]

=
1

mn

n

∑
j=1

m

∑
s=1

[(
mnxs

j

)
⊗
(

ys
j

)]
=

m

∑
s=1

n

∑
j=1

xs
j ⊗ ys

j

= u.
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1.4.2 Continuous fields U = {Ω, (At), Θ} of Banach and C*-algebras

The following can be found in [10].

Definition 1.6. Let Ω be a Hausdorff space. We say that Ω is locally compact if every point of
Ω has a compact neighbourhood.

Definition 1.7. Let Ω be a locally compact Hausdorff space. We say a function f : Ω → C

vanishes at infinity if for every ε > 0 there exists a compact subset K of Ω such that | f (t)| < ε

for every t ∈ Ω \ K. We write f (t)→ 0 as t→ ∞.

In this thesis we consider homological properties of Banach algebras defined by
continuous fields of C*-algebras and Banach algebras. All of the definitions below can
be found in [9].

Definition 1.8. Let (At)t∈Λ be a family of Banach algebras. We denote by Πt∈Λ At the product
space of (At)t∈Λ equipped with pointwise operations and the sup norm. Every element of
Πt∈Λ At is called a vector field. More generally, if Y ⊂ Λ, an element of Πt∈Y At is called a
vector field over Y.

Definition 1.9. A continuous field U of Banach algebras is a triple U = {Ω, (At)t∈Ω, Θ}
where Ω is a locally compact Hausdorff space, (At)t∈Ω is a family of Banach algebras and Θ is
a subalgebra of Πt∈Ω At such that

(i) for every t ∈ Ω, the set x(t) for x ∈ Θ is dense in At;

(ii) for every x ∈ Θ, the function t 7→ ‖x(t)‖At is continuous on Ω;

(iii) whenever x ∈ Πt∈Ω At and, for every t ∈ Ω and every ε > 0, there is an x′ ∈ Θ such
that ‖x(s)− x′(s)‖As ≤ ε throughout some neighbourhood of t, it follows that x ∈ Θ.

The elements of Θ are called the continuous vector fields of U .

Definition 1.10. Let U = {Ω, (At)t∈Ω, Θ} be a continuous field of Banach algebras over a
locally compact Hausdorff space Ω. Let A be the norm closed subalgebra of Θ. Then it can be
shown that A equipped with the norm ‖x‖ = supt∈Ω ‖x(t)‖At is a Banach algebra which we
call the Banach algebra defined by U .

For every t ∈ Ω, the map τt : A → At : a 7→ a(t) is a Banach algebra homomor-
phism with dense image and norm less than or equal to 1.

11



1 Introduction

Definition 1.11. Let U = {Ω, (At)t∈Ω, Θ} be a continuous field of Banach algebras over a
locally compact Hausdorff space Ω. Let Y ⊂ Ω and t0 ∈ Y. A vector field x over Y is said
to be continuous at t0 if, for every ε > 0, there is an x′ ∈ Θ such that ‖x(t)− x′(t)‖At ≤ ε

throughout some neighbourhood of t0. The vector field x is said to be continuous on Y if it is
continuous at every point of Y.

Let Θ|Y be the set of continuous vector fields over Y. A triple {Y, (At)t∈Y, Θ|Y} is a
continuous field of Banach algebras over Y, which is called the field induced by U on Y, and
which is denoted by U|Y.

Definition 1.12. Let Ω be a locally compact Hausdorff space, and let

U = {Ω, (At)t∈Ω, Θ} and U ′ = {Ω, (A′t)t∈Ω, Θ′}

be two continuous fields of Banach algebras (C∗-algebras) over Ω. Let (φt)t∈Ω be a family of
maps such that each φt is an isometric (∗-)isomorphism of Banach algebras At onto A′t.

Define the map φ by

φ : Πt∈Λ At → Πt∈Λ A′t
(a(t))t∈Ω 7→ (φt(a(t)))t∈Ω.

If φ(Θ) = Θ′ we say that φ = (φt)t∈Ω isomorphism of U onto U ′.

Let A be the Banach algebra defined by U and A′ be the Banach algebra defined by U ′. Then
one can see that, for all x ∈ A,

‖φ(x)(t)‖A′t
= ‖φt(x(t))‖A′ = ‖x(t)‖At → 0 as t→ ∞.

Thus φ(A) = φ(A′).

Remark 1.13. Let A be a Banach algebra, let Ω be a locally compact Hausdorff space, and let
Θ be the algebra of continuous mappings from Ω into A. For every t ∈ Ω, put At = A. It can
be shown that, U = {Ω, (At)t∈Ω, Θ} is a continuous field of Banach algebras over Ω.

Definition 1.14. Let A be a Banach algebra and let Ω be a locally compact Hausdorff space.
The continuous field of Banach algebras U = {Ω, (At)t∈Ω, Θ}, where At = A for every t ∈ Ω,
is called the constant field over Ω defined by A. A field isomorphic to the constant field is called
trivial.

If every point of Ω possesses a neighbourhood V such that U|V is trivial, then U is said to
be locally trivial.

12
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Definition 1.15. We say that a continuous field U of Banach algebras over Ω σ-locally (n-
locally) satisfies a condition Γ if there is an open cover {Uµ}, µ ∈ M, of Ω such that each
U|Uµ satisfies the condition Γ and, in addition, there is a countable (cardinality n, respectively)
open cover {Vj} of Ω such that Vj ⊂ Uµ(j) for each j and some µ(j) ∈ M.

Remark 1.16. Let Ω be a Hausdorff locally compact space, and let U = {Ω, At, Θ} be
a continuous field of Banach algebras which locally satisfies a condition Γ. Suppose Ω
is σ-compact (compact) and Ω0 is an open subset of Ω. Then U|Ω0 σ-locally (n-locally
for some n ∈N, respectively) satisfies the condition Γ.

Definition 1.17. Let Ω be a disjoint union of a family of open subsets {Wµ}, µ ∈ M, of Ω.
We say that U = {Ω, At, Θ} is a disjoint union of U|Wµ

, µ ∈ M.

Remark 1.18. Let Ω be a paracompact Hausdorff locally compact space, and let U =

{Ω, At, Θ} be a continuous field of Banach algebras which locally satisfies a condition
Γ. By [10, Theorem 5.1.27 and Problem 3.8.C(b)], the space Ω is the disjoint union of
open-closed σ-compacts Gµ, µ ∈ M, of Ω. Suppose Ω0 is an open subset of Ω. Then
U|Ω0 is a disjoint union of U|Gµ∩Ω0 , µ ∈ M, σ-locally satisfying the condition Γ.

1.4.3 Left projective Banach modules

Let A be a Banach algebra. Let P, X and Y be left Banach A-modules. Let σ : X → Y
be an epimorphism of Banach A-modules. Let φ : P → Y be a morphism of Banach
A-modules. The map ψ is a lifting of φ if the following diagram commutes:

P
φ

��@
@@

@@
@@

@

ψ
��

X σ // Y,

that is σ ◦ ψ = φ.
The lifting problem is whether or not there exists a lifting ψ which is a morphism of
Banach A-modules. If such a morphism exists we say that the lifting problem has a
positive solution. Otherwise it has a negative solution. A lifting problem is called
admissible if σ is admissible, that is there exists a bounded linear operator α : Y → X
which is a right inverse to σ.

A left Banach A-module P is said to be projective in the category A-mod if every
admissible lifting problem for P has a positive solution in A-mod. We say that a Banach
algebra A is left projective if it is projective in the category A-mod.

13
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We give an equivalent definition for projectivity which is the one that we will use
most of the time. This can be found in [12]. We must first introduce a special mor-
phism of modules. Let A be a Banach algebra and let X be a left Banach A-module.

We define the unitisation of A as A+ = A⊕C with multiplication given by
(a, λ)(b, µ) = (ab + λb + µa, λµ) for a, b ∈ A and λ, µ ∈ C and ‖(a, λ)‖ = ‖a‖+ |λ|.
The identity of A+ is e = (0, 1). We shall write a + λe for an element (a, λ).

Let X be a left Banach A-module. Then X is a left Banach A+-module with multi-
plication defined by (a, λ) · x = a · x + λx.

For X ∈ A-mod, consider the free left Banach A-module A+⊗̂X with multiplication

a · (b⊗ x) = ab⊗ x; a ∈ A, b ∈ A+, x ∈ X.

The morphism of left Banach A-module

πX : A+⊗̂X −→ X

a⊗ x 7−→ a · x.

is known as the canonical projection. When it is obvious what module we are working
with we will simply write π instead of πX. It is known that π is admissible in A-mod
since we can define the following bounded linear operator which is a right inverse to
π:

α : X −→ A+⊗̂X

x 7−→ e⊗ x,

where e is the identity in A+.

Observe that
(π ◦ α)(x) = π(e⊗ x)e · x = x

for every x ∈ X.

Note that α is not a morphism of left A-modules.

We now state the following theorem of Helemskii’s:

Theorem 1.19. [[13], p.168] Let P be a left Banach A-module. P is projective in A-mod if and
only if there exists a morphism of left Banach A-modules ρ : P → A+⊗̂P such that π ◦ ρ is
the identity on P.

14
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Proof. We give a sketch of a proof.

First suppose that P is projective in A-mod. Consider the following diagram

P
idP

##G
GG

GG
GG

GG
G

A+⊗̂P π // P.

Since P is projective in A-mod there exists a morphism of modules ρ such that the
following diagram commutes

P
idP

##G
GG

GG
GG

GG
G

ρ
��

A+⊗̂P π // P,

Thus completing the claim.

Now suppose there exists a morphism of left Banach A-modules ρ : P → A+⊗̂P
such that π ◦ ρ is the identity on P.

We show that A+⊗̂P is projective in A-mod and the claim easily follows. Consider
the following admissible lifting problem

A+⊗̂P
φ

##F
FF

FF
FF

FF

ψ
��

X σ // Y,

where σ has a right inverse α. Let e be the identity of A+. Defining ψ(a⊗ x) = a(α ◦
φ)(e⊗ x) makes the above diagram commute.

1.5 Cohomology groups

The following definitions can be found in [13, Ch 1 §3. Pages 71-72 ].

Let A be a Banach algebra, and let E be a Banach A-bimodule. The Banach space
of bounded n-linear maps from A × · · · × A into E is denoted by Bn(A, E); the ele-
ments of Bn(A, E) are known as the the continuous n-cochains. We set B0(A, E) = E.

For n ≥ 1 consider the map δn : Bn(A, E)→ Bn+1(A, E) given by T 7→ δnT, where

δnT(a1, ..., an+1) =a1 · T(a2, ..., an+1)

15
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+
n

∑
k=1

(−1)kT(a1, ..., ak−1, akak+1, .., an+1)

+ (−1)n+1T(a1, ..., an) · an+1,

ai ∈ A, i = 1, . . . , n + 1.
The map δ0 : B0(A, E)→ B1(A, E) is defined by

δ0(x)(a) = a · x− x · a, a ∈ A, x ∈ E.

The spaces ker δn and imδn−1 are denoted by Zn(A, E) and N n(A, E) respectively.
Note that δn+1δn = 0 for all n and so N n(A, E) ⊂ Zn(A, E).

The complex

0→ B0(A, E) δ0
−→ B1(A, E) δ1

−→ . . .

is called the standard cohomology complex.

Definition 1.20. Let A be a Banach algebra and let E be a Banach A-bimodule. Let n ∈ N.
The nth continuous cohomology group of A with coefficients in E is defined as

Hn(A, E) = Zn(A, E)/N n(A, E);

H0(A, E) = E.

16
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2 Necessary conditions on Ax, x ∈ Ω, for left projectivity
of A defined by locally trivial fields U = {Ω, (At), Θ}

In this section we prove results on a locally trivial continuous field of Banach algebras
{U , (At)t∈Ω, Θ} when the Banach algebra A defined by U is projective.

2.1 Left projectivity of Ax, x ∈ Ω

Lemma 2.1. Let Ω be a locally compact Hausdorff space, let U = {Ω, At, Θ} be a locally
trivial continuous field of Banach algebras Ax and let A be the Banach algebra defined by U .
Let y ∈ Ω. For every ay ∈ Ay there is a ∈ A such that a(y) = ay.

Proof. Fix y ∈ Ω. By [18, Theorem 5.17], Ω is regular and, by [10, Theorem 3.3.1], Ω is
a Tychonoff space. By assumption, U is locally trivial and so there are open neighbour-
hoods Vy and Uy of y such that Vy ⊂ Uy, U|Uy is trivial and Vy is relatively compact. Fix
a continuous function fy ∈ C0(Ω) such that 0 ≤ fy ≤ 1, fy(y) = 1 and fy|Ω\Uy = 0. Let
φ = (φx)x∈Uy be an isomorphism of U|Uy onto the trivial continuous field of Banach
algebras over Uy where, for each y ∈ Ω, φx is an isometric isomorphism of Banach
algebras.

For an arbitrary element ay, define a field a to be equal to a(x) = fy(x)(φ−1
x ◦ φy)(ay),

for every x ∈ Uy and 0 otherwise. By property (iii) of Definition 1.9, the field a is
continuous and a ∈ Θ. Since ‖a(x)‖Ax → 0 as x → ∞, we have that a ∈ A.

Definition 2.2. Let (Ax)x∈Ω be a family of Banach algebras. We say that the Banach algebras
Ax, x ∈ Ω, are uniformly left projective if, for every x ∈ Ω, there is a morphism of left Banach
Ax-modules

ρx : Ax → (Ax)+⊗̂Ax

such that πAx ◦ ρx = idAx and supx∈Ω ‖ρx‖Ax < ∞.

Proposition 2.3. Let Ω be a locally compact Hausdorff space, let U = {Ω, (At)t∈Ω, Θ} be a
locally trivial continuous field of Banach algebras and let A be the Banach algebra defined by
U . Suppose that A is projective in A-mod. Then the Banach algebras (Ax)x∈Ω are uniformly
left projective.

Proof. Fix x ∈ Ω. Since U is locally trivial, there exists an open neighbourhood Ux ⊂ Ω
of x such that U|Ux is trivial. Let φ = {φt}t∈Ux be an isomorphism of U|Ux onto the
trivial continuous field of Banach algebras C0(Ux, Ãx) over Ux, where, for each t ∈ Ux,

17
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φt : At → Ãx is an isometric isomorphism of Banach algebras.

By [18, Theorem 5.17], Ω is regular, and so there exists an open neighbourhood,
Vx ⊂ Ux, of x such that Vx ⊂ Ux. By [10, Theorem 3.3.1], Ω is Tychonoff and so
there exists an fx ∈ C0(Ω) such that 0 ≤ fx ≤ 1, fx(x) = 1 and fx|Ω\Ux = 0.

For ax ∈ Ax set ãx(t) = fx(t)(φ−1
t ◦ φx)(ax), t ∈ Ux and 0 otherwise. Then, by the

proof of Lemma 2.1, ãx ∈ A. It is clear that, for ax ∈ Ax, we have τx(ãx) = ax.

Since A is projective in A-mod, by Theorem 1.19, there exists a morphism of Banach
left A-modules ρ : A → A+⊗̂A such that π ◦ ρ = 1A. Now define

ρ̃x : Ax −→ (Ax)+⊗̂Ax

ax 7−→ (τx+ ⊗ τx)ρ(ãx)

where τx+ : A+ → (Ax)+ sends a+λe to a(x)+λex, e and ex are the adjoined identities
in A+ and (Ax)+ respectively. We now show that ρ̃x is a morphism of Banach left Ax-
modules. We first show that it is linear. For ax, bx ∈ Ax, µ, λ ∈ C,

(λax + µbx)
∼ = fx(t)(φ−1

t ◦ φx)(λax + µbx)

= λ fx(t)(φ−1
t ◦ φx)(ax) + µ fx(t)(φ−1

t ◦ φx)(bx)

= λãx + µb̃x

and so

ρ̃x(λax + µbx) = (τx+ ⊗ τx)ρ((λax + µbx)
∼)

= (τx+ ⊗ τx)ρ(λãx + µb̃x)

= (τx+ ⊗ τx)(λρ(ãx) + µρ(b̃x))

= λρ̃x(ax) + µρ̃x(bx).

Let ax, bx ∈ Ax.

Set ˜̃ax(t) =
√

fx(t)(φ−1
t ◦ φx)(ax), t ∈ Ux and 0 otherwise. Likewise set ˜̃bx(t) =√

fx(t)(φ−1
t ◦ φx)(bx), t ∈ Ux and 0 otherwise.

Note the following

τx( ˜̃ax) = ax,

18
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τx(
˜̃bx) = bx,

(axbx)
∼ = ˜̃ax

˜̃bx,

ãx
˜̃bx = ˜̃ax b̃x.

Then

ρ̃x(axbx) = (τx+ ⊗ τx)ρ((axbx)
∼)

= (τx+ ⊗ τx)ρ( ˜̃ax
˜̃bx)

= τx( ˜̃ax)(τx+ ⊗ τx)ρ(
˜̃bx)

= τx(ãx)(τx+ ⊗ τx)ρ(
˜̃bx)

= (τx+ ⊗ τx)ρ(ãx
˜̃bx)

= (τx+ ⊗ τx)ρ( ˜̃ax b̃x)

= τx( ˜̃ax)(τx+ ⊗ τx)ρ(b̃x)

= axρ̃x(bx).

Let ax ∈ Ax. Then

‖ãx‖A = ‖ fx(φ
−1
• ◦ φx)(ax)‖A ≤ ‖ fx‖‖φ−1

• ‖‖φx‖‖ax‖Ax ≤ ‖ax‖Ax .

It is then clear that ρ̃x is bounded, since

‖ρ̃x‖Ax = sup
‖ax‖≤1

‖ρ̃x(ax)‖

= sup
‖ãx‖≤1

‖(τx+ ⊗ τx)ρ(ãx)‖Ax+ ⊗̂Ax
≤ sup
‖ax‖≤1

‖τx‖2‖ρ‖A‖ax‖A ≤ ‖ρ‖A.

Therefore ρ̃x is a morphism of Banach left Ax-modules.

We now show that πAx ◦ ρ̃x = 1Ax . We first show that

πAx((τx+ ⊗ τx)u) = τx(π(u))

for every u ∈ A+⊗̂A. By the linearity and boundness of πAx , τx and τx+ we only need
to prove this when u is an elementary tensor. Let a ∈ A+, b ∈ A. Then

πAx((τx+ ⊗ τx)(a⊗ b)) = πAx((τx+(a)⊗ τx(b)))

= τx+(a)τx(b)

= τx(ab)
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= τx(π(a⊗ b)).

Let ax ∈ Ax. Then

(πAx ◦ ρ̃x)(ax) = πAx((τx+ ⊗ τx)ρ(ãx))

= τx(πA(ρ(ãx)))

= τx(ãx)

= ax.

Therefore, by Theorem 1.19, the Banach algebras (Ax)x∈Ω are uniformly left projective.

2.2 Banach algebras of continuous fields which are left projective

Proposition 2.4. Let U = {Ω, (Ax)x∈Ω, Θ} be a locally trivial continuous field of Banach
algebras and suppose that every Ax has an identity eAx such that supx∈Ω ‖eAx‖Ax ≤ C for
some constant C. Suppose that Ω is paracompact. Let A be the Banach algebra defined by U .
Then A is projective in A-mod.

Proof. By assumption Ω is a paracompact locally compact Hausdorff space. Let B =

{Vµ}µ∈Λ be an open cover of Ω such that each point of Ω has a neighbourhood that
intersects with no more than three sets of B as in [12]. By [18, Problem 5.W], since
{Vµ}µ∈Λ is a locally finite open cover of the normal space Ω, it is possible to select a
non-negative continuous function hµ for each Vµ in B such that hµ is 0 outside Vµ and
is everywhere less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.

Set gµ =
√

hµ.

Consider a field p ∈ ∏t∈Ω At such that p(t) = eAt . By assumption U is locally trivial.
Therefore there is a neighbourhood Ut of t and p′ ∈ Θ such that p′(s) = p(s) for every
s ∈ Ut and so p ∈ Θ by Part (iii) of Definition 1.9. Since gµ(t) → 0 as t → ∞ we have
that gµ p ∈ A.

Order the finite subsets N(Λ) of Λ by inclusion. Let a ∈ A and let λ ∈ N(Λ). Define

ya,λ = ∑
µ∈λ

gµa⊗ gµ p .
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Note that since ‖a(t)‖ → 0 as t → ∞, for any ε > 0, there exists a compact set K such
that

‖a(t)‖At <
ε

18C
for all t /∈ K.

Since {Vµ}µ∈Λ is a locally finite open cover of the normal space Ω, the compact set K
intersects only with a finite number of sets {Vµ1 , ..., Vµ0} of B. Take λ0 = (µ1, ..., µm0) ∈
N(Λ), then

‖gµa‖A <
ε

18C
for every µ /∈ λ0.

Let λ2 > λ1 > λ0, where λ1 = (µ1, ..., µm0 , ..., µm1) and λ2 = (µ1, ..., µm0 , ..., µm1 , ...µm2).

Note that

‖ya,λ2 − ya,λ1‖A⊗̂A =‖ya,λ2\λ0
+ ya,λ0 − (ya,λ1\λ0

− ya,λ0)‖A⊗̂A
=‖ya,λ2\λ0

− ya,λ1\λ0
‖A⊗̂A

≤‖ya,λ2\λ0
‖A⊗̂A + ‖ya,λ1\λ0

‖A⊗̂A.

Let η be a primary (m2 −m0)th root of unity. By Lemma 1.4,

‖ya,λ2\λ0
‖A⊗̂A ≤

1
m2 −m0

m2−m0

∑
t=1

∥∥∥∥∥ m2

∑
s=m0+1

ηtsgµs a

∥∥∥∥∥
A

∥∥∥∥∥ m2

∑
s=m0+1

η−tsgµs p

∥∥∥∥∥
A

.

For any x ∈ Ω there are no more than three µ ∈ Λ such that gµ(x) 6= 0 which gives us∥∥∥∥∥ m2

∑
s=m0+1

ηtsgµs a

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ m2

∑
s=m0+1

ηtsgµs(x)a(x)

∥∥∥∥∥
Ax

≤ 3 max
µ∈λ2\λ0

‖gµa‖A <
ε

6C
. (2.1)

Similarly ∥∥∥∥∥ m2

∑
s=m0+1

η−tsgµs p

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ m2

∑
s=m0+1

η−tsgµs(x)p(x)

∥∥∥∥∥
Ax

≤ 3 max
µs∈λ2\λ0

‖gµs p‖A < 3C. (2.2)

This gives us
‖ya,λ2\λ0

‖A⊗̂A <
ε

2
.
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Similarly
‖ya,λ1\λ0

‖A⊗̂A <
ε

2
,

and so
‖ya,λ2 − ya,λ1‖A⊗̂A < ε.

This shows that ya,λ converges in A+⊗̂A. We define the following map

ρ : A → A+⊗̂A
a 7→ lim

λ
ya,λ.

Let us show that ρ is a morphism of left Banach A-modules.
For a, b ∈ A and α, β ∈ C we have

ρ(αa + βb) = lim
λ

yαa+βb,λ

= lim
λ

∑
µ∈λ

gµ(αa + βb)⊗ gµ p

= lim
λ

∑
µ∈λ

gµαa⊗ gµ p + lim
λ

∑
µ∈λ

gµβb⊗ gµ p

= lim
λ

α ∑
µ∈λ

gµa⊗ gµ p + lim
λ

β ∑
µ∈λ

gµb⊗ gµ p

= αρ(a) + βρ(b).

For all a, b ∈ A,

ρ(ab) = lim
λ

yab,λ

= lim
λ

∑
µ∈λ

gµab⊗ gµ p

= a lim
λ

∑
µ∈λ

gµb⊗ gµ p

= aρ(b).

Let a ∈ A and λ = (µ1, ..., µm) ∈ N(Λ). Let η be a primary mth root of unity. Another
application of Lemma 1.4 yields,

‖ya,λ‖A⊗̂A ≤
1
m

m

∑
t=1

∥∥∥∥∥ m

∑
s=1

ηtsgµs a

∥∥∥∥∥
A

∥∥∥∥∥ m2

∑
s=1

η−tsgµs p

∥∥∥∥∥
A
≤ 9C‖a‖A.

Thus ‖ρ‖ ≤ 9C and so ρ is bounded. Therefore ρ is a morphism of left Banach A-
modules.
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It remains to show that π ◦ ρ = 1A in order for A to be left projective. Let a ∈ A,

(π ◦ ρ)(a) = π(lim
λ

ya,λ)

= π

(
lim

λ
∑

µ∈λ

gµa⊗ gµ p

)
= lim

λ
∑
µ∈λ

g2
µap

= lim
λ

(
∑

µ∈λ

hµ

)
ap

= a

Below we will need the following result.

Theorem 2.5 ([32], Corollary 3.35). Let A be a Banach algebra and let B be a closed subalgebra
of A which contains a right bounded approximate identity for A. If B is left projective then A
is left projective.

We now give a result on the projectivity of trivial bundles of Banach algebras.

Proposition 2.6. Let Ω be a compact Hausdorff space and let B be a Banach algebra with a
right bounded approximate identity. Let A = C(Ω, B). Then A is left projective if and only if
B is left projective.

Proof. If A is left projective we have that B is left projective from Proposition 2.3.

Suppose that B is left projective. Let fe ∈ C(Ω) be the identity. For b ∈ B define
feb ∈ A by ( feb)(t) = b. Set feB = { feb : b ∈ B}.

Let us prove that feB is closed in A.

Suppose that {un} = { febn}, where bn ∈ B for all n, is a sequence in feB such that

lim
n→∞

un = a ∈ A with respect to ‖.‖.

Let t ∈ Ω. Then
‖bn − a(t)‖B ≤ ‖ febn − a‖A = ‖un − a‖A.
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Then, for every t ∈ Ω,
lim

n→∞
bn = a(t) ∈ B.

Since the limit is unique in a normed space, for all t ∈ Ω, a(t) = b for some b ∈ B.
Thus a = feb ∈ feB and so feB is closed in A and feB ∼= B.

By Theorem 2.5, to show that A is left projective it is enough to show that feB con-
tains a right bounded approximate identity for A.
Let (xλ)λ∈Λ be a right bounded approximate identity in B with ‖xλ‖B ≤ C < ∞. Let
fexλ be as above. We claim that ( fexλ)λ∈Λ is a right bounded approximate identity in
A.
Let ε > 0 and let a ∈ A. Since a is continuous on Ω, for each t ∈ Ω there exists an open
neighbourhood Ut of t such that

‖a(s)− a(t)‖B <
ε

2(1 + C)

for all s ∈ Ut. Note that {Ut}t∈Ω is an open cover of Ω. By assumption, Ω is compact,
hence there exists an finite subcover {Uti}n

i=1 of {Ut}t∈Ω. Since (xλ)λ∈Λ is a right
bounded approximate identity in B, for every i = 1, . . . , n, there exists a λi ∈ Λ such
that, for all λ > λi,

‖a(ti)xλ − a(ti)‖B <
ε

2
,

Pick λ0 ∈ Λ such that λ0 > λi for each i = 1, ..., n.

Then, for all λ > λ0 and for all i = 1, ..., n,

‖a(ti)xλ − a(ti)‖B <
ε

2
.

For s ∈ Uti and all λ > λ0, we have

‖a(s)xλ − a(s)‖B

=‖(a(s) + a(ti)− a(ti))xλ − a(s) + a(ti)− a(ti)‖B

≤‖(a(s)− a(ti))xλ‖B + ‖a(ti)− a(s)‖B + ‖a(ti)xλ − a(ti)‖B

<
Cε

2(1 + C)
+

ε

2(1 + C)
+

ε

2

=ε.
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Therefore, for s ∈ Ω, and all λ > λ0, since s ∈ Utj for some j, we have

‖a(s)xλ − a(s)‖B ≤ ε

and so
‖a fexλ − a‖A ≤ ε.

Thus fexλ is a right bounded approximate identity in A, and so, by Corollary 2.5, A is
left projective.

2.3 An example of a Banach algebra defined by a continuous field
which is not left projective

Example 2.7. We now consider an example of a continuous field of Banach algebras U
such that, for all t ∈ Ω, At is left projective, but A defined by U is not left projective.
Let U = {N, (`2

t )t∈N, ∏t∈N `2
t } where `2

t = {x = (x1 . . . xt) : ‖x‖`2
t
= (∑t

i=1 |xi|2)
1
2}

is the Banach algebra with pointwise operations and product. Set 1`2
t
= (1, . . . , 1).

Let A be the Banach algebra defined by U . Note that A is the c0-sum of the Ba-
nach algebras (`2

t )t∈N Then 1`2
t

is an identity for `2
t . Note that ‖1`2

t
‖`2

t
=
√

t and so
‖1`2

t
‖`2

t
→ ∞ as t→ ∞.

All of the `2
t are left and right projective since they have an identity. Let ρt : `2

t →
(`2

t )+⊗̂`2
t be a morphism of modules such that πt ◦ ρt = id`2

t
. It is clear that ρt(`2

t )

belongs to `2
t ⊗̂`2

t .
Fix t ∈ N. Define en = (0, ..., 1, ..., 0) ∈ `2

t with the 1 in the nth position and zeros
elsewhere. Let ρt(en) = ∑∞

i=1 λn
i an

i ⊗ bn
i .

Then, for every n ≤ t,

ρt(en) = ρt(e2
n) = enρ(en)

= en

∞

∑
i=1

λn
i an

i ⊗ bn
i

=
∞

∑
i=1

λn
i enan

i ⊗ bn
i

= en ⊗
[

∞

∑
i=1

λn
i (an

i )nbn
i

]
(since

∞

∑
i=1

λn
i (an

i )n ∈ C)

= en ⊗ un (where un ∈ `2
t ).
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Note that en = (π ◦ ρn)(en) = π(en ⊗ un) = enun and so (un)n = 1.

We now define the following linear functional:

V : `2
t ⊗̂`2

t → C

(x1, ..., xt)⊗ (y1, ..., yt) 7→
t

∑
i=1

xiyi.

Then
V(ρt(en)) = V(en ⊗ un) = 1,

and so

V(ρt

(
t

∑
n=1

en

)
) = t.

Thus

t = |V(ρt

(
t

∑
n=1

en

)
)| ≤ ‖V‖‖ρt‖‖

t

∑
n=1

en‖ = ‖V‖‖ρt‖
√

t,

which shows that ‖ρt‖ ≥
√

t
‖V‖ . An application of the Cauchy-Schwarz inequality ‖V‖ =

1 so we have ‖ρt‖ → ∞ as t→ ∞. Thus, by Proposition 2.3, A is not projective.
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3 Topological properties of Ω

3.1 A necessary condition on Ω for the left projectivity of A defined
by U = {Ω, (At), Θ}

In [12, Theorem 4] Helemskii proved a commutative C∗-algebra A = C0(Ω) is projec-
tive in A-mod if and only if its spectrum Ω is paracompact.

Lemma 3.1. Let A be a left projective Banach algebra and A 6= {0}. Then A2 6= 0.

Proof. Suppose that A2 = {0}. Pick a ∈ A such that a 6= 0. Let ρ : A → A+⊗̂A
be a morphism of Banach A-modules such that π ◦ ρ = 1A. By [31, Theorem 3.6.4],
ρ(a) = ∑∞

i=1(ai + λie)⊗ (bi) where e is the identity in A+, ai ∈ A, bi ∈ A, λi ∈ C and
so ai + λie ∈ A+.

Then a = (π ◦ ρ)a = π(∑∞
i=1(ai + λie)⊗ (bi)) = ∑∞

i=1(aibi + λibi) = ∑∞
i=1 λibi.

Therefore

0 = ρ(0)

= ρ(a2)

= aρ(a)

= a(
∞

∑
i=1

(ai + λie)⊗ (bi))

=
∞

∑
i=1

(aai + λia)⊗ (bi)

=
∞

∑
i=1

λia⊗ bi

= a⊗
∞

∑
i=1

λibi

= a⊗ a.

This implies that a = 0, so we have a contradiction.

We extend Helemskii’s result to the case of Banach algebras defined by continuous
fields of Banach algebras.
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Proposition 3.2. Let Ω be a locally compact Hausdorff space. Let U = {Ω, (At)t∈Ω, Θ} be
a locally trivial continuous field of Banach algebras, let A be the Banach algebra defined by U
and let u ∈ A⊗̂A. Define the function

Fu : Ω×Ω −→ R

(s, t) 7−→ ‖(τs ⊗ τt)(u)‖As⊗̂At
.

Then

(i) Fu is continuous on Ω×Ω,

(ii) For every compact K, Fu(s, t)→ 0 as t→ ∞ uniformly for s ∈ K,

(iii) For every compact K, Fu(s, t)→ 0 as s→ ∞ uniformly for t ∈ K,

(iv) If ρ : A → A+⊗̂A is a morphism of left Banach A-modules such that π ◦ ρ = 1A then,
for a ∈ A2 we have that Fρ(a)(s, s) ≥ ‖τs(a)‖As for all s ∈ Ω.

Proof. By [31, Theorem 3.6.4], every element u from A⊗̂A can be written as ∑∞
i=1 λi ai⊗

bi, λi ∈ C, ai ∈ A, bi ∈ A, where ∑∞
i=1 |λi| < ∞ and the sequences {ai}, {bi} converge

to zero in A as i→ ∞.

(i) We shall show that Fu continuous at an arbitrary point (s0, t0) ∈ Ω × Ω. Let
Us0 and Ut0 be neighbourhoods of s0 and t0 respectively such that U|Us0 and
U|Ut0 are trivial. Therefore there exists Banach algebras Bs0 , Bt0 such that U|Us0

∼=
C0(Us0 , Bs0), U|Ut0

∼= C0(Ut0 , Bt0), and there exist isometric isomorphisms of Ba-
nach algebras φs : As → Bs0 and ψt : At → Bt0 .

Let ε > 0. Then there exists an N such that
∞

∑
i=N+1

|λi|‖ai‖A‖bi‖A <
ε

4
.

Let the sequences (‖ai‖A)∞
i=1 and (‖bi‖A)∞

i=1 be bounded by Ca and Cb respec-
tively. Let C = max{Ca, Cb}. Choose D such that ∑∞

i=1 |λi| < D.

Note that for each i we have the following

‖(φs ⊗ ψt)(τs ⊗ τt)(ai ⊗ bi)− (φs0 ⊗ ψt0)(τs0 ⊗ τt0)(ai ⊗ bi)‖Bs0 ⊗̂Bt0

=‖(φs ⊗ ψt)(ai(s)⊗ bi(t))− (φs0 ⊗ ψt0)(ai(s0)⊗ bi(t0))‖Bs0 ⊗̂Bt0

=‖φ(āi)(s)⊗ ψ(b̄i)(t)− φ(āi)(s0)⊗ ψ(b̄i)(t0)‖Bs0 ⊗̂Bt0

=‖φ(āi)(s)⊗ ψ(b̄i)(t)− φ(āi)(s0)⊗ ψ(b̄i)(t0)
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+φ(āi)(s)⊗ ψ(b̄i)(t0)− φ(āi)(s)⊗ ψ(b̄i)(t0)‖Bs0 ⊗̂Bt0

≤‖φ(āi)(s)⊗ ψ(b̄i)(t)− φ(āi)(s)⊗ ψ(b̄i)(t0)‖Bs0 ⊗̂Bt0

+‖φ(āi)(s0)⊗ ψ(b̄i)(t0)− φ(āi)(s)⊗ ψ(b̄i)(t0)‖Bs0 ⊗̂Bt0

≤‖φ(āi)(s)⊗ (ψ(b̄i)(t)− ψ(b̄i)(t0))‖Bs0 ⊗̂Bt0

+‖(φ(āi)(s0)− φ(āi)(s))⊗ ψ(b̄i)(t0)‖Bs0 ⊗̂Bt0

≤‖φ(āi)(s)‖Bs0
‖(ψ(b̄i)(t)− ψ(b̄i)(t0))‖Bt0

+‖ψ(b̄i)(t0)‖Bs0
‖(φ(āi)(s0)− φ(āi)(s))‖Bs0

≤‖ai‖A‖(ψ(b̄i)(t)− ψ(b̄i)(t0))‖Bt0
+ ‖bi‖A‖(φ(āi)(s0)− φ(āi)(s))‖Bs0

where āi = ai|Us0 and b̄i = bi|Ut0 for i = 1 . . . .

Since φ is continuous, let W i
s0
⊂ Vs0 be an open neighbourhood of s0 such that for

all s ∈W i
s0

we have

‖(φ(āi)(s0)− φ(āi)(s))‖Bs0
<

ε

4CDN
.

Similarly let Yi
t0
⊂ Vt0 be an open neighbourhood of t0 such that for all t ∈ Yi

t0
we

have
‖(ψ(b̄i)(t)− ψ(b̄i)(t0))‖Bt0

<
ε

4CDN
.

Then

‖(φs ⊗ ψt)(τs ⊗ τt)(λiai ⊗ bi)− (φs0 ⊗ ψt0)(τs0 ⊗ τt0)(λiai ⊗ bi)‖Bs0 ⊗̂Bt0

≤|λi|‖ai‖A‖(ψ(b̄i)(t)− ψ(b̄i)(t0))‖Bt0
+ |λi|‖bi‖A‖(φ(āi)(s0)− φ(āi)(s))‖Bs0

<|λi|‖ai‖A ·
ε

4CDN
+ |λi|‖bi‖A ·

ε

4CDN
<

ε

2N

for all (s, t) ∈W i
s0
×Yi

t0
.

Set Ws0 ×Yt0 =
⋂N

i=1 W i
s0
×Yi

t0
. Note that Ws0 ×Yt0 is open.

Then for all (s, t) ∈Ws0 ×Yt0 we have

‖(φs ⊗ ψt)(τs ⊗ τt)(
∞

∑
i=1

λiai ⊗ bi)− (φs0 ⊗ ψt0)(τs0 ⊗ τt0)(
∞

∑
i=1

λiai ⊗ bi)‖Bs0 ⊗̂Bt0

≤ ‖(φs ⊗ ψt)(τs ⊗ τt)(
N

∑
i=1

λiai ⊗ bi)− (φs0 ⊗ ψt0)(τs0 ⊗ τt0)(
N

∑
i=1

λiai ⊗ bi)‖Bs0 ⊗̂Bt0
+

ε

2
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≤
N

∑
i=1
‖(φs ⊗ ψt)(τs ⊗ τt)(λiai ⊗ bi)− (φs0 ⊗ ψt0)(τs0 ⊗ τt0)(λiai ⊗ bi)‖Bs0 ⊗̂Bt0

+
ε

2

<
Nε

2N
+

ε

2
= ε.

Thus Fu(s, t) is continuous.

(ii) Let ε > 0. Similar to part (i) above pick N0 ∈N such that

∞

∑
i=N0+1

|λi|‖ai‖A‖bi‖A <
ε

2
.

Recall that the sequences {ai}, {bi} converge to 0 in A as i → ∞ and so the
sequences {ai}, {bi} are also bounded. There exists a C ∈ R such that ‖ai‖ < C
for all i. We can therefore pick a compact subset K ⊂ Ω such that for all t ∈ Ω \ K

‖bi(t)‖At <
ε

2M
, where M > C

N0

∑
i=1
|λi| (3.1)

for all i = 1, . . . , N0.

Then, by (3.1),

sup
s∈Ω

Fu(s, t) ≤ sup
s∈Ω

(
N0

∑
i=1
|λi|‖ai(s)‖As‖bi(t)‖At

)
+

ε

2

≤
N0

∑
i=1
|λi|‖ai‖A‖bi(t)‖At +

ε

2

<
N0

∑
i=1
|λi|‖ai‖A ·

ε

2M
+

ε

2

<
ε

2
+

ε

2
= ε

for all t ∈ Ω \ K.

(iii) This follows in the same way as above.

(iv) Note that for a⊗ b ∈ A⊗̂A we have that

‖π(a⊗ b)‖A = ‖ab‖A ≤ ‖a‖A‖b‖A = ‖a⊗ b‖A⊗̂A.
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Note that when a ∈ A2 we have that ρ(a) ∈ A⊗̂A. Let a ∈ A2 and we can view
ρ(a) = ∑∞

i=1 ai ⊗ bi.

Thus, for all s ∈ Ω,

Fρ(a)(s, s) = ‖(τs ⊗ τs)ρ(a)‖As⊗̂As

≥ ‖πs((τs ⊗ τs)(ρ(a)))‖As

=

∥∥∥∥∥πs((τs ⊗ τs)

(
∞

∑
i=1

ai ⊗ bi

)
)

∥∥∥∥∥
As

=

∥∥∥∥∥πs

(
∞

∑
i=1

τs(ai)⊗ τs(bi)

)∥∥∥∥∥
As

=

∥∥∥∥∥ ∞

∑
i=1

(τs(ai)τs(bi))

∥∥∥∥∥
As

=

∥∥∥∥∥ ∞

∑
i=1

(τs(aibi))

∥∥∥∥∥
As

=

∥∥∥∥∥τs(
∞

∑
i=1

aibi)

∥∥∥∥∥
As

= ‖τs(a)‖As .

The following defintion is a partial definition of Definition 1.15.

Definition 3.3. Let Ω be a locally compact topological space. We say that a continuous field
of Banach algebras U = {Ω, (Ax)x∈Ω, Θ} is σ-locally trivial if there is an open cover {Uα} of
Ω such that each U|Uα is trivial and that there is a countable open cover {Vj} of Ω such that
Vj ⊂ Uα(j) for each j and some α(j).

Proposition 3.4. Let Ω be a locally compact Hausdorff space, let U = {Ω, (Ax)x∈Ω, Θ} be a
σ-locally trivial continuous field of Banach algebras, and let A be the Banach algebra defined
by U . Suppose that A is projective in A-mod or in mod-A. Then Ω is paracompact.

Proof. We give a proof for A which is projective in A-mod. The case mod-A is similar.

By assumption, U is a σ-locally trivial continuous field. By Definition 3.3, there is
an open cover {Uα} of Ω such that each U|Uα is trivial and, in addition, there is a
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countable open cover {Vj} of Ω such that Vj ⊂ Uα(j) for each j.

We shall split the proof into the following lemmas:

Lemma 3.5. If Vj is paracompact for every j then Ω is paracompact.

Proof. Let B be an arbitrary open cover of Ω. For each j ∈N, the family Bj = {B ∩Vj :
B ∈ B} is an open cover of Vj. By assumption, Vj is paracompact and so Bj has an
open locally finite refinement Dj that is also a cover of Vj. The family of open subsets
D′j = {D ∩ Vj : D ∈ Dj} is locally finite in Ω and is a refinement of B. Furthermore,
since Ω =

⋃
j∈N Vj, the family D =

⋃
j∈ND′j is an open σ-locally finite cover of Ω. By

[18, Theorem 5.28], Ω is paracompact.

Therefore to prove Proposition 3.4 it is enough to show that, for every j ∈N, the topo-
logical space Vj is paracompact. Let us fix j and prove that Vj is paracompact.

Since A is left projective, there exists a morphism of left Banach A-modules ρ : A →
A+⊗̂A such that πA ◦ ρ = idA.

By Definition 3.3, for Vj there exists α(j) such that Vj ⊂ Uα(j) such that U|Uα(j)
is trivial.

Let U|Uα(j)
∼= {Uα(j), Bα(j), C(Uα(j), Bα(j))} with the family of isometric isomorphisms

φ = {φt}t∈Uα(j). By Proposition 2.3, Bα(j) is left projective. By Lemma 3.1, there exists
x0, y0 ∈ Bα(j) such that x0y0 6= 0. For t ∈ Uα(j) set

x(t) = φ−1
t (x0),

y(t) = φ−1
t (y0).

Then x and y are continuous vector fields on Uα(j) such that p(t) = x(t)y(t) 6= 0 for
every t ∈ Uα(j).

By [10, Theorem 3.3.1], Ω is a Tychonoff space and so, for every s ∈ Vj ⊂ Uα(j),
there is fs ∈ C0(Ω) such that 0 ≤ fs ≤ 1, fs(s) = 1 and fs(t) = 0 for all t ∈ Ω \Uα(j).
By Property (iii) of Definition 1.9 and [9, Proposition 10.1.9], the field fs p is continuous
and ‖ fs(t)p(t)‖ → 0 as t→ ∞, so we have fs p ∈ A.

For every s ∈ Vj ⊂ Uα(j) and t ∈ Ω, we set

Φ(s, t) = Fρ( fs p)(s, t)

fs ∈ C0(Ω) such that fs(s) = 1 and fs(t) = 0 for all t ∈ Ω \Uα(j) and the function F is
defined in Proposition 3.2.
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Lemma 3.6. The function Φ is well defined.

Proof. Let s ∈ Vj ⊂ Uα(j) and fs, gs ∈ C0(Ω) such that fs(s) = gs(s) = 1 and fs(t) =

gs(t) = 0 for all t ∈ Ω \Uα(j).

We have, for t ∈ Ω,

Fρ( fs p)(s, t) = ‖(τs ⊗ τt)ρ( fs p)‖As⊗̂At

= ‖
√

fs(s)x(s)(τs ⊗ τt)ρ(
√

fs y)‖As⊗̂At

= ‖(τs ⊗ τt)ρ(
√

gs
√

fs xy)‖As⊗̂At

= ‖
√

fs(s)x(s)(τs ⊗ τt)ρ(
√

gs y)‖As⊗̂At

= ‖(τs ⊗ τt)ρ(
√

gs p)‖As⊗̂At

= ‖(τs ⊗ τt)ρ(gs p)‖As⊗̂At

= Fρ(gs p)(s, t).

Thus Φ is independent of the choice of fs.

Lemma 3.7. The function Φ is a continuous function on Vj ×Ω.

Proof. Let (s0, t0) ∈ Vj ×Ω and fs0 ∈ C0(Ω) such that 0 ≤ fs0 ≤ 1, fs0(s0) = 1 and
fs0(t) = 0 for all t ∈ Ω \Uα(j). Consider the neighbourhood V = U ×Ω of the point
(s0, t0) where U = {s ∈ Vj : fs0(s) 6= 0}. Then, for (s, t) ∈ V,

Φ(s, t) = F
ρ

(
fs0

fs0 (s)
p
)(s, t)

= ‖(τs ⊗ τt)ρ

(
fs0

fs0(s)
p
)
‖As⊗̂At

=
1

fs0(s)
‖(τs ⊗ τt)ρ( fs0 p)‖As⊗̂At

=
1

fs0(s)
Fρ( fs0 p)(s, t).

Hence Φ is the ratio of two continuous functions on V, so it is continuous at (s0, t0).

Lemma 3.8. For every compact K ⊂ Vj, the function Φ(s, t) → 0 as t → ∞ in Ω uniformly
for s ∈ K.

Proof. By [10, Theorem 3.1.7], since Ω is a Tychonoff space, for a compact subset
K ⊂ Vj ⊂ Ω and for a closed subset Ω \ Uα(j) ⊂ Ω \ K, there is fK ∈ C0(Ω) such
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that 0 ≤ fK ≤ 1, fK(s) = 1 for all s ∈ K and fK(t) = 0 for all t ∈ Ω \Uα(j). Note that
fK p ∈ A.

By Proposition 3.2, the function Fρ( fK p)(s, t)→ 0 as t→ ∞ in Ω uniformly for s ∈ Ω.

Thus the function Φ(s, t) = Fρ( fK p)(s, t) on K ×Ω ⊂ Vj ×Ω tends to 0 as t → ∞ in
Ω uniformly for s ∈ K.

Conclusion of the proof of Proposition 3.4

For (s, t) ∈ Vj ×Vj, we set

E(s, t) = Φ(s, t)/‖p(s)‖As .

By Proposition 3.2, Φ(s, s) ≥ ‖p(s)‖As for every s ∈ Vj. Therefore E(s, s) ≥ 1 for every
s ∈ Vj.

For (s, t) ∈ Vj ×Vj, we also set

G(s, t) = min{E(s, t), 1}min{E(t, s), 1}.

By Lemmas 3.6, 3.7 and 3.8, the function G(s, t) has the following properties:

(i) G(s, t) is continuous on Vj ×Vj,

(ii) for every compact K ⊂ Vj, G(s, t)→ 0 as t→ ∞ uniformly for s ∈ K,

(iii) for every compact K ⊂ Vj, G(s, t)→ 0 as s→ ∞ uniformly for t ∈ K,

(iv) G(s, s) = 1 for all s ∈ Vj.

By [13, Theorem A.12, Appendix A], Vj is paracompact. By Lemma 3.5, Ω is paracom-
pact.
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4 Projectivity of C*-algebras defined by continuous fields
of σ-unitalC*-algebras

4.1 Projectivity of C0(Ω, A) for paracompact Ω and for a σ-unital C*-
algebra A

In the next two sections we give sufficient conditions for Banach algebras A defined by
locally trivial fields U = {Ω, (Ax)x∈Ω, Θ} to be left and/or right projective.

Recall that a C*-algebra is said to be σ-unital if it contains a sequential bounded ap-
proximate identity. We generalise the following theorem.

Theorem 4.1 (Lykova [21], Phillips and Raeburn [28]). Let A be a σ-unital C*-algebra.
Then A is both right and left projective.

Definition 4.2. Let A be a C*-algebra and let a be a positive element in A. We say that a is
strictly positive if f (a) > 0 for every non-zero positive linear functional f .

Theorem 4.3 ([27], 3.10.5). Let A be a C*-algebra. Then A is σ-unital if and only if it possesses
a strictly positive element.

The following results are from Phillips and Raeburn [28].

Lemma 4.4 ([28], Lemma 2.1). Let A ∼= C0(Ω) be a commutative C*-algebra with a sequen-
tial approximate identity {un}. Then there is an increasing sequence { fn} in A such that

(1) 0 ≤ fn ≤ 1 for all n,

(2) ‖ fnun − un‖A ≤ 1
n for all n, and

(3) fn fm = fm if n > m.

Proof. Let f0 = 0 and suppose we have chosen f0, f1, ..., fn−1 in A, compactly sup-
ported on Ω, satisfying (1),(2) and (3). Define Kn = {x ∈ Ω|ûn(x) ≥ 1

n} and let
K = Kn

⋃
supp f̂n−1. Now choose fn such that f̂n|K = 1, f̂n is compactly supported, and

0 ≤ fn ≤ 1. Clearly, { f0, f1, ..., fn} satisfy (1), (2) and (3).

Lemma 4.5 ([28], Lemma 2.2). Let A be a commutative C*-algebra and let { fn} be an
increasing sequence in A satisfying properties (1) and (3) of Lemma 4.4. For each n, set
en = fn − fn−1 and let ên be the Gelfand transform of en. Then

1. 0 ≤ en ≤ 1 for all n,
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2. enem = 0 if |m− n| > 1, and

3.
∥∥∥∥∑n

j=1 ηke
1
2
k

∥∥∥∥
A
≤
√

2 for any {η1, ..., ηn} ⊂ T.

Proof. (1) is clear.
To see (2) suppose that m>n+1. Then,

enem = ( fn − fn−1)( fm − fm−1) = ( fn − fn−1) fm − ( fn − fn−1) fm−1

= ( fn − fn−1)− ( fn − fn−1) = 0.

The following proof of (3) is due to N. Lausten. For the original proof see [28].

Let k < m < n ∈ N. Then n − k ≥ 2, so by (2) 0 = ênek = ên êk. That is ei-
ther êk = 0 or ên = 0. In particular |{k ∈ N : êk(x) 6= 0}| ≤ 2, if it is 2, then
{k ∈N : êk(x) 6= 0} = k0, k0+1 for some k0 ∈N.

Choose x0 ∈ Ω such that ∥∥∥∥∥ n

∑
j=1

ηke
1
2
k

∥∥∥∥∥
A

=

∣∣∣∣∣ n

∑
j=1

ηk ê
1
2
k (x0)

∣∣∣∣∣ .

By above there exists a j such that êk(x0) = 0 for k 6= j, j + 1.

Let f j(x0) = a and f j+1(x0) = b. Then 0 = êj+2(x0) = f̂ j+2(x0)− b. Hence b = f̂ j+2(x0).
Note that 0 ≤ a ≤ 1 and 0 ≤ b ≤ 1.

By Lemma 4.4(3),
b2 = f̂ j+2(x0) f̂ j+1(x0) = f̂ j+1(x0) = b.

Therefore b = 0 or b = 1. By Lemma 4.4(3), ab = a. Thus if b = 0 then a = 0.

Then ∥∥∥∥∥ n

∑
j=1

ηke
1
2
k

∥∥∥∥∥
A

=

∣∣∣∣∣ n

∑
j=1

ηk ê
1
2
k (x0)

∣∣∣∣∣ ≤ ∣∣∣ηja
1
2 + ηj+1(b− a)

1
2

∣∣∣ .

If b = 0 then ∥∥∥∥∥ n

∑
j=1

ηke
1
2
k

∥∥∥∥∥
A

= 0.
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If b = 1 then ∥∥∥∥∥ n

∑
j=1

ηke
1
2
k

∥∥∥∥∥
A

=
∣∣∣ηja

1
2 + ηj+1(1− a)

1
2

∣∣∣ ≤ a
1
2 + (1− a)

1
2 ≤
√

2.

Lemma 4.6. Let A be a commutative C*-algebra with a sequential approximate identity {un}.
Let { fn} be an increasing sequence in A satisfying properties (1),(2) and (3) of Lemma 4.4.
Then { fn} is a sequential approximate identity in A.

Proof. Let a ∈ A and ε > 0. For n ∈N note that

‖ fna− a‖ = ‖ fna− a + fnuna− fnuna + una− una‖
≤ ‖una− a‖+ ‖ fna− fnuna‖+ ‖ fnuna− una‖
≤ ‖una− a‖+ ‖ fn‖‖a− una‖+ ‖a‖‖ fnun − un‖

≤ 2‖una− a‖+ ‖a‖
n

.

Pick N1 such that ‖a‖N1
< ε

3 . Pick N2 such that ‖un − una‖ < ε
3 for every n ≥ N2. Set

N = max{N1, N2}. Then for every n ≥ N we have that

‖ fna− a‖ ≤ 2‖una− a‖+ ‖a‖
n

<
2ε

3
+

ε

3
= ε.

Theorem 4.7 ( [1], Theorem 1). Let A be a C*-algebra with a strictly positive element. Then
there is a commutative C*-subalgebra B of A which contains a sequential approximate identity
for A.

Theorem 4.8. Let A be a C*-algebra with a strictly positive element and let Ω be a locally
compact Hausdorff space which is paracompact. Then C0(Ω, A) is right projective.

Proof. By Theorem 4.7, there is a commutative C*-subalgebra B of A which contains a
sequential approximate identity {un} in A. As in Lemma 4.5 we use {un} to construct
an increasing sequence { fn} in B satisfying properties (1)− (3) of Lemma 4.4. Note
that, by Lemma 4.6, { fn} is a bounded approximate identity for B. As in Lemma 4.5,
for each n, set en = fn − fn−1. We define f0 = 0. We claim that { fn} is a bounded
approximate identity for A.

Let a ∈ A and ε > 0. Similar to the proof of Lemma 4.6, for n ∈N,

‖ fna− a‖ = ‖ fna− a + fnuna− fnuna + una− una‖
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≤ ‖una− a‖+ ‖ fna− fnuna‖+ ‖ fnuna− una‖
≤ ‖una− a‖+ ‖ fn‖‖a− una‖+ ‖a‖‖ fnun − un‖

≤ 2‖una− a‖+ ‖a‖
n

.

Pick N1 such that ‖a‖N1
< ε

3 . Pick N2 such that ‖un − una‖ < ε
3 for every n ≥ N2. Set

N = max{N1, N2}. Then for every n ≥ N we have that

‖ fna− a‖ ≤ 2‖una− a‖+ ‖a‖
n

<
2ε

3
+

ε

3
= ε.

Similarly, using fnun = un fn,

‖a fn − a‖ ≤ 2‖aun − a‖+ ‖a‖
n

.

Pick N3 such that ‖un − aun‖ < ε
3 for every n ≥ N3. Set N′ = max{N1, N3}. Then for

every n ≥ N′ we have
‖a fn − a‖ < ε.

Thus { fn} is a bounded approximate identity for A.

By assumption Ω is a paracompact locally compact Hausdorff space. Let B = {Vµ}µ∈Λ

be an open cover of Ω such that each point of Ω has a neighbourhood that intersects
with no more than three sets of B as in [12]. By [18, Problem 5.W], since {Vµ}µ∈Λ is a
locally finite open cover of the normal space Ω, it is possible to select a non-negative
continuous function hµ for each Vµ in B such that hµ is 0 outside Vµ and is everywhere
less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.

Set gµ =
√

hµ.

For a ∈ C0(Ω, A), λ = (µ1, ..., µm) ∈ N(Λ) and n ∈N define

yλ,n,a =
m

∑
i=1

n

∑
j=1

gµi e
1
2
j ⊗ gµi e

1
2
j a.

Define N(Λ)×N as a directed set with (λ′, n) 4 (λ′′, m) if and only if λ′ ⊂ λ′′ and
n ≤ m.

For each a ∈ C0(Ω, A), we wish to show that (yλ,n,a)N(Λ)×N is a Cauchy net. We
break this up into the following lemmas.
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Lemma 4.9. 1. Let a ∈ C0(Ω, A), n ∈N , λ0 = (µ1, ..., µm0) ∈ N(Λ) and
λ1 = (µ1, ..., µm0 , ..., µm1) ∈ N(Λ). Then we have that

‖yλ1\λ0,n,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 max
µ∈λ1\λ0

‖gµa‖C0(Ω,A).

2. Let a ∈ C0(Ω, A). Then for any ε > 0, there exists a λ0 ∈ N(Λ) such that for all
λ > λ0 we have

sup
µ∈λ\λ0

‖gµa‖C0(Ω,A) <
ε

54
.

3. Let a ∈ C0(Ω, A), λ = (µ1, ..., µm) ∈ N(Λ) and n2 > n1. Let the sequence ( fn) ⊂ A
be defined as in Lemma 4.4. Then

‖yλ,n2,a − yλ,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 sup
t∈Ω
‖a(t)− fn1−1a(t)‖A.

4. Let a ∈ C0(Ω, A). For any ε > 0 there exists an n0 ∈ N such that for all n > n0 we
have that

‖a− fna‖C0(Ω,A) = sup
t∈Ω
‖a(t)− fna(t)‖A <

ε

54
.

Proof. 1. Let η be a primary (m1 − m0)th root of unity and let ξ be a primary nth
root of unity. By Lemma 1.5, we have

‖yλ1\λ0,n,a‖C0(Ω,A)⊗̂C0(Ω,A)+
≤

1
n(m1 −m0)

n

∑
l=1

m1−m0

∑
k=1

∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ ltηkigµi e
1
2
t

∥∥∥∥∥
C0(Ω,A)

∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ−ltη−kigµi e
1
2
t a

∥∥∥∥∥
C0(Ω,A)

.

Since for every x ∈ Ω there are at most 3 values of µ such that gµ(x) 6= 0 we have
the following, for k = 1, ..., m1 −m0, l = 1, ..., n,∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ ltηkigµi e
1
2
t

∥∥∥∥∥
C0(Ω,A)

= sup
x∈Ω

∥∥∥∥∥ m1

∑
i=m0+1

ηkigµi(x)
n

∑
t=1

ξ lte
1
2
t

∥∥∥∥∥
A

≤3 max
µ∈λ1\λ0

sup
x∈Ω

∥∥∥∥∥gµ(x)
n

∑
t=1

ξ lte
1
2
t

∥∥∥∥∥
A

≤3

∥∥∥∥∥ n

∑
t=1

ξ lte
1
2
t

∥∥∥∥∥
A
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≤3
√

2 (by Lemma 4.5).

Similarly, for k = 1, ..., m1 −m0, l = 1, ..., n,∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ−ltη−kigµi e
1
2
t a

∥∥∥∥∥
C0(Ω,A)

= sup
x∈Ω

∥∥∥∥∥ m1

∑
i=m0+1

η−kigµi(x)
n

∑
t=1

ξ−lte
1
2
t a(x)

∥∥∥∥∥
A

≤3 max
µ∈λ1\λ0

sup
x∈Ω

∥∥∥∥∥gµ(x)a(x)
n

∑
t=1

ξ−lte
1
2
t

∥∥∥∥∥
A

≤3 max
µ∈λ1\λ0

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

A sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ−lte
1
2
t

∥∥∥∥∥
A

≤3
√

2 max
µ∈λ1\λ0

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

A

≤3
√

2 max
µ∈λ1\λ0

∥∥gµa
∥∥

C0(Ω,A)
.

Therefore
‖yλ1\λ0,n,a‖C0(Ω,A)⊗̂C0(Ω,A) ≤ 18 max

µ∈λ1\λ0

‖gµa‖C0(Ω,A).

2. Let ε > 0. Since a ∈ C0(Ω, A) there is a compact set K ⊂ Ω such that ‖a(t)‖A < ε
54

for every t ∈ Ω \ K. Since compact sets only intersect a finite number of elements
of {Vµ}µ∈Λ. We can find a finite set λ0 ∈ N(Λ) such that for t ∈ K we have

sup
µ∈λ\λ0

‖gµ(t)a(t)‖A = 0.

Therefore
sup

µ∈λ\λ0

‖gµa‖C0(Ω,A) ≤
ε

54
.

3. Recall for b ∈ A and a ∈ C0(Ω, A) we define the element ba ∈ C0(Ω, A) by
(ba)(t) = b · a(t).

Then

‖yλ,n2,a − yλ,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+

=

∥∥∥∥∥ m

∑
i=1

n2

∑
j=n1+1

gµi e
1
2
j ⊗ gµi e

1
2
j a

∥∥∥∥∥
C0(Ω,A)⊗̂C0(Ω,A)+
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=

∥∥∥∥∥
(

m

∑
i=1

n2

∑
j=n1+1

gµi e
1
2
j ⊗ gµi e

1
2
j

)
·
(

a−
n1−1

∑
j=1

eja

)∥∥∥∥∥
C0(Ω,A)⊗̂C0(Ω,A)+

(since emen = 0 f or |m− n| > 1)

≤
∥∥∥∥∥ m

∑
i=1

n2

∑
j=n1+1

gµi e
1
2
j ⊗ gµi e

1
2
j

∥∥∥∥∥
C0(Ω,A)⊗̂C0(Ω,A)+

∥∥∥∥∥a−
n1−1

∑
j=1

eja

∥∥∥∥∥
C0(Ω,A)

=

∥∥∥∥∥ m

∑
i=1

n2

∑
j=n1+1

gµi e
1
2
j ⊗ gµi e

1
2
j

∥∥∥∥∥
C0(Ω,A)⊗̂C0(Ω,A)+

sup
t∈Ω

∥∥a(t)− fn1−1a(t)
∥∥

A

(since
n1−1

∑
j=1

ej = fn1−1).

In a silmilar method to the proof of part (1), one can show that,∥∥∥∥∥ m

∑
i=1

n2

∑
j=n1+1

gµi e
1
2
j ⊗ gµi e

1
2
j

∥∥∥∥∥
C0(Ω,A)⊗̂C0(Ω,A)+

≤ 18.

Thus
‖yλ,n2,a − yλ,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 sup

t∈Ω
‖a(t)− fn−1a(t)‖A.

4. Let ε > 0. Since a vanishes at infinity we can pick a compact set K ⊂ Ω such that
for every x ∈ Ω \ K we have that

‖a(x)‖A ≤
ε

108
.

Then, for every x ∈ Ω \ K, we have that

‖a(x)− fna(x)‖A ≤ ‖a(x)‖A + ‖ fn‖A‖a(x)‖A ≤
ε

108
+ 1 · ε

108
=

ε

54
.

Since a is continuous, for every x ∈ Ω, there exists an open set Ux ⊂ Ω such that,
for each y ∈ Ux,

‖a(x)− a(y)‖A <
ε

216
.

Then {Ux}x∈K is an open covering of K. Let {Uxi}m
i=1 be a finite subcover. Let

i ∈ {1, ..., m}. Since { fn} is an approximate identity in A there exists an ni such
that for every n > ni we have that

‖a(xi)− fna(xi)‖A <
ε

108
.
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Then set n0 = max1≤i≤m ni. Then, for every x ∈ K, there exists an i such that
x ∈ Uxi and, for n > n0, we have

‖a(x)− fna(x)‖A

=‖a(x)− a(xi) + a(xi)− fna(x)− fna(xi) + fna(xi)‖A

≤‖a(xi)− fna(xi)‖A + ‖a(x)− a(xi)‖A + ‖ fna(xi)− fna(x)‖A

≤‖a(xi)− fna(xi)‖A + ‖a(x)− a(xi)‖A + ‖ fn‖A‖a(x)− a(xi)‖A

≤ ε

108
+

ε

216
+ 1 · ε

216
=

ε

54
.

Therefore

sup
t∈Ω
‖a(t)− fna(t)‖A = max{sup

t∈K
‖a(t)− fna(t)‖A, sup

t/∈K
‖a(t)− fna(t)‖A} <

ε

54
.

Lemma 4.10. For each a ∈ C0(Ω, A), (yλ,n,a)(λ,n) is a Cauchy net in C0(Ω, A)⊗̂C0(Ω, A)+.

Proof. Let ε > 0. Let λ0 and n0 be as in Lemma 4.9 (2) and (4) and let (λ2, n2) >

(λ1, n1) > (λ0, n0) such that n1 − 1 > n0. Note that

yλ2,n2,a = yλ2\λ0,n2,a + yλ0,n2,a,

yλ1,n1,a = yλ1\λ0,n1,a + yλ0,n1,a.

So we have
‖yλ2,n2,a − yλ1,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+

≤ ‖yλ2\λ0,n2,a‖C0(Ω,A)⊗̂C0(Ω,A)+ + ‖yλ1\λ0,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+

+‖yλ0,n2,a − yλ0,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ .

By parts (1) and (2) of Lemma 4.9, since λ1, λ2 > λ0

‖yλ2\λ0,n2,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 sup
µ∈λ2\λ0

‖gµa‖C0(Ω,A) <
ε

3

and
‖yλ1\λ0,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 sup

µ∈λ1\λ0

‖gµa‖C0(Ω,A) <
ε

3
.

By parts (3) and (4) of Lemma 4.9,

‖yλ0,n2,a − yλ0,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ ≤ 18 sup
t∈Ω
‖a(t)− fn1−1a(t)‖A <

ε

3
.
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Therefore
‖yλ2,n2,a − yλ1,n1,a‖C0(Ω,A)⊗̂C0(Ω,A)+ < ε.

Conclusion of the proof of Theorem 4.8.
Note that C0(Ω, A)⊗̂C0(Ω, A)+ is complete, hence lim(λ,n) yλ,n,a exists for every a ∈ A.
We now set

ρ : C0(Ω, A)→ C0(Ω, A)⊗̂C0(Ω, A)+

a 7→ lim
(λ,n)

yλ,n,a.

It is clear that ρ is linear since, for all a, b ∈ C0(Ω, A) and for all α, β ∈ C,

ρ(αa + βb) = lim
(λ,n)

yλ,n,αa+βb = lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµe
1
2
i ⊗̂gµe

1
2
i (αa + βb)

= α lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµe
1
2
i ⊗̂gµe

1
2
i a + β lim

(λ,n)
∑

µ∈λ

n

∑
i=1

gµe
1
2
i ⊗̂gµe

1
2
i b = αρ(a) + βρ(b).

Similarly ρ(ab) = ρ(a)b since

ρ(ab) = lim
(λ,n)

yλ,n,ab = lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµe
1
2
i ⊗̂gµe

1
2
i (ab)

=

(
lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµe
1
2
i ⊗̂gµe

1
2
i a

)
b = ρ(a)b.

By part (1) of the proof of Lemma 4.9, we have that ‖ρ(a)‖ ≤ 18‖a‖. Therefore ρ is a
morphism of right Banach C0(Ω, A)-modules.

It remains to show that π ◦ ρ = 1C0(Ω,A). Recall that for each x ∈ Ω we have that
∑µ∈Λ hµ(x) = 1 since h is a partition of unity. Thus

π(ρ(a)) = lim
(λ,n)

(π(yλ,n,a)) = lim
(λ,n)

∑
µ∈λ

n

∑
j=1

hµeja.

We wish to show that lim(λ,n) ∑µ∈λ ∑n
j=1 hµeja = a. Consider it acting on an element

x ∈ Ω. Then

lim
(λ,n)

∑
µ∈λ

n

∑
j=1

hµ(x)eja(x)
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= lim
n→∞

n

∑
j=1

eja(x)

= lim
n→∞

fna(x)

=a(x).

We also obtain the following theorem.

Theorem 4.11. Let A be a C*-algebra with a strictly positive element and let Ω be a locally
compact Hausdorff space which is paracompact. Then C0(Ω, A) is left projective.

Proof. This follows in the same way as in the proof of Theorem 4.8.

4.2 Projectivity of A defined by locally trivial continuous fields of
σ-unital C*-algebras

We now generalise these results to locally trivial continuous fields.

As in [10, Theorem 7.2.4], for a normal topological space Ω, we say that the topo-
logical dimension of Ω is less than or equal to ` if the following condition is satisfied:
every locally finite open cover of Ω possesses an open locally finite refinement of order
`.

Theorem 4.12. Let U = {Ω, (Ax), Θ} be a locally trivial continuous field of σ-unital C*-
algebras. Let A be the C*-algebra generated by U . Suppose that Ω is paracompact and has
finite dimension. Then A is right projective.

Proof. Let ` be the dimension of Ω. By assumption, U is locally trivial and so, for each
s ∈ Ω, there is an open neighbourhood Us of s such that U|Us is trivial. Since Ω is
paracompact, the open cover {Us}s∈Ω of Ω has an open locally finite refinement {Wν}
that is also a cover of Ω.

By [10, Theorem 5.1.5], the paracompactness of Ω implies that Ω is a normal topolog-
ical space. By [10, Theorem 7.2.4], for the normal space Ω, the topological dimension
dim Ω ≤ ` implies that the locally finite open cover {Wν} of Ω possesses an open
locally finite refinement {Vµ}µ∈Λ of order ` that is also a cover of Ω. By [18, Problem
5.W], since {Vµ}µ∈Λ is a locally finite open cover of the normal space Ω, it is possible to
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select a non-negative continuous function hµ for each Vµ in B such that hµ is 0 outside
Vµ and is everywhere less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.

Note that in the equality ∑µ∈Λ hµ(s) = 1, for any s ∈ Ω, there are no more than `

nonzero terms. Set gµ =
√

hµ.

Let φµ = (φ
µ
x )x∈Vµ be an isomorphism of U|Vµ onto the constant field

{Vµ, Ãµ, C(Vµ, Ãµ)} over Vµ defined by Aµ.

Let µ ∈ λ. By Theorem 4.7, there is a commutative C*-subalgebra Bµ of Ãµ which
contains a sequential approximate identity {uµ

n} for Ãµ. As in Lemma 4.5 use {uµ
n} to

construct an increasing sequence { f µ
n } in Bµ satisfying properties (1)− (3) of Lemma

4.4. Note that, by Lemma 4.6, { f µ
n } is a bounded approximate identity for Bµ. One can

show that { f µ
n } is a bounded approximate identity in Ãµ, as in the proof of Theorem

4.8. As in Lemma 4.5, for each n, set eµ
n = f µ

n − f µ
n−1. We define f µ

0 = 0.

Lemma 4.13. For any a ∈ A and for any λ = {µ1, . . . , µN}, n, m ∈N, l, k ∈N,∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1
(√

eµi
t

)
a

∥∥∥∥∥
A
≤ `
√

2 max
µ∈λ

∥∥gµa
∥∥
A (4.1)

and ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1
(√

eµi
t

)∥∥∥∥∥
A
≤ `
√

2 (4.2)

where ξ is a primary n-th root of unity and η is a primary N-th root of unity in C, and∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗√gµi(φ

µi
• )
−1
(√

eµi
j

)∥∥∥∥∥
A⊗̂A+

≤ 2`2 (4.3)

and ∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗ gµi(φ

µi
• )
−1
(√

eµi
j

)
a

∥∥∥∥∥
A⊗̂A+

≤ 2`3 max
µ∈λ

∥∥φ
µ
• (a)− f µ

n−1φ
µ
• (a)

∥∥
C0(Vµ,Aµ)

. (4.4)
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Proof. Since for every x ∈ Ω there are at most ` values of µ such that gµ(x) 6= 0 we
have the following ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1
(√

eµi
t

)∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(x)(φµi
x )−1

(√
eµi

t

)∥∥∥∥∥
Ax

≤`max
µ∈λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ ltgµ(x)(φµ
x )
−1
(√

eµ
t

)∥∥∥∥∥
Ax

≤`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

ξ ltgµ(φ
µ
• )
−1
(√

eµ
t

)∥∥∥∥∥
A

≤`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

ξ lt(φ
µ
• )
−1
(√

eµ
t

)∥∥∥∥∥
Ax

≤`
√

2 by Lemma 4.5 part (3).

Similarly ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1
(√

eµi
t

)
a

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(x)(φµi
x )−1

(√
eµi

t

)
a(x)

∥∥∥∥∥
Ax

≤`max
µ∈λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ−ltgµ(x)(φµ
x )
−1
(√

eµ
t

)
a(x)

∥∥∥∥∥
Ax

≤`max
µ∈λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ−lt(φ
µ
x )
−1
(√

eµ
t

)∥∥∥∥∥
Ax

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

Ax

≤`
√

2 max
µ∈λ

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

Ax

=`
√

2 max
µ∈λ

∥∥gµa
∥∥
A .

Thus the inequalities (4.1) and (4.2) hold.

Let γ be a primary (m− n)-th root of unity.

∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗√gµi(φ

µi
• )
−1
(√

eµi
j

)∥∥∥∥∥
A⊗̂A+
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≤ 1
(m− n)N

m

∑
l=n+1

N

∑
k=1

∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γltηkigµi(φ
µi
• )
−1
(√

eµi
t

)∥∥∥∥∥
A

×
∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γ−ltη−kigµi(φ
µi
• )
−1
(√

eµi
t

)∥∥∥∥∥
A

≤ 1
(m− n)N

m

∑
l=n+1

N

∑
k=1

2`2 (by Lemma 4.5)

=2`2.

Hence inequality (4.3) holds.

Note that, for u ∈ A+⊗̂A, b ∈ A, ‖ub‖A+⊗̂A ≤ ‖u‖A+⊗̂A‖b‖A. Then∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗ gµi(φ

µi
• )
−1
(√

eµi
j

)
a

∥∥∥∥∥
A⊗̂A+

=

∥∥∥∥∥ N

∑
i=1

(
m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗√gµi(φ

µi
• )
−1
(√

eµi
j

))

×
(
√

gµi a−
n−1

∑
j=1

√
gµi(φ

µi
• )
−1
(√

eµi
j

)
a

)∥∥∥∥∥
A⊗̂A+

≤
∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗√gµi(φ

µi
• )
−1
(√

eµi
j

)∥∥∥∥∥
A⊗̂A+

×
∥∥∥∥∥ N

∑
i=1

(
√

gµi a−
n−1

∑
j=1

√
gµi(φ

µi
• )
−1
(

eµi
j

)
a)

∥∥∥∥∥
A

(by Lemma 4.5)

≤2`2

∥∥∥∥∥ N

∑
i=1

(
√

gµi a−
n−1

∑
j=1

√
gµi(φ

µi
• )
−1
(

eµi
j

)
a)

∥∥∥∥∥
A

(by inequality (4.3)).

Recall that for every x ∈ Ω there are at most ` values of µ such that gµ(x) 6= 0.
Therefore

2`2

∥∥∥∥∥ N

∑
i=1

(
√

gµi a−
n−1

∑
j=1

√
gµi(φ

µi
• )
−1
(

eµi
j

)
a)

∥∥∥∥∥
A

≤2`3 max
µ∈λ

sup
x∈Vµ

∥∥∥∥∥√gµ(x)a(x)−
n−1

∑
j=1

√
gµ(x)(φµ

x )
−1
(

eµ
j

)
a(x)

∥∥∥∥∥
Ax

≤2`3 max
µ∈λ

sup
x∈Vµ

∥∥∥∥∥a(x)−
n−1

∑
j=1

(φ
µ
x )
−1
(

eµ
j

)
a(x)

∥∥∥∥∥
Ax
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=2`3 max
µ∈λ

sup
x∈Vµ

∥∥∥a(x)− (φ
µ
x )
−1 ( f µ

n−1

)
a(x)

∥∥∥
Ax

=2`3 max
µ∈λ

∥∥φ
µ
• (a)− f µ

n−1φ
µ
• (a)

∥∥
C0(Vµ,Ãµ)

.

Hence the inequality (4.4) holds.

For a ∈ A, n ∈N, λ ∈ N(Λ) we define the following element yλ,n,a in A⊗̂A,

ya,λ,n = ∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a.

Define N(Λ)×N as a directed set with (λ′, n) 4 (λ′′, m) if and only if λ′ ⊂ λ′′ and
n ≤ m.

Lemma 4.14. For any a ∈ A, the net (ya,λ,n)λ,n converges in A⊗̂A.

Proof. Note that any compact K ⊂ Ω intersects only a finite number of sets in the
locally finite covering {Vµ} and, for any a ∈ A, ‖a(t)‖ → 0 as t→ ∞. Let ε > 0. There
is a finite set λ ∈ N(Λ) such that for µ 6∈ λ we have

‖gµa‖A <
ε

6`2 .

For λ ⊂ λ′ ⊂ λ′′ and m ≥ n, we have

‖ya,λ′′,m − ya,λ′,n‖A⊗̂A = ‖ya,λ′′\λ,m + ya,λ,m − ya,λ′\λ,n − ya,λ,n‖A⊗̂A
≤ ‖ya,λ′′\λ,m‖A⊗̂A + ‖ya,λ′\λ,n‖A⊗̂A + ‖ya,λ,m − ya,λ,n‖A⊗̂A.

By Lemma 1.5, for λ̃ = {µ1, . . . , µm}, ñ ∈N,

‖yλ̃,ñ,a‖A⊗̂A+
≤

1
mñ

ñ

∑
l=1

m

∑
k=1

∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1
(√

eµi
t

)∥∥∥∥∥
A

×
∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1
(√

eµi
t

)
a

∥∥∥∥∥
A

.

where ξ is a primary m-th root of unity and η is a primary ñ-th root of unity in C.

By inequalities (4.1) and (4.2) from Lemma 4.13,

‖ya,λ′′\λ,m‖A⊗̂A ≤ 2`2 max
µ∈λ′′\λ

∥∥gµa
∥∥
A ≤

ε

3
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and
‖ya,λ′\λ,n‖A⊗̂A ≤ 2`2 max

µ∈λ′\λ

∥∥gµa
∥∥
A ≤

ε

3
.

By inequality (4.4) from Lemma 4.13, for λ = {µ1, . . . , µN},

‖ya,λ,m − ya,λ,n‖A⊗̂A =

∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(√

eµi
j

)
⊗√gµi(φ

µi
• )
−1
(√

eµi
j

)
a

∥∥∥∥∥
A⊗̂A+

≤ 2`3 max
1≤p≤N

∥∥∥φ
µp
• (a)− φ

µp
•
(

f µp
n−1a

)∥∥∥
C0(Vµp , ˜Aµp )

.

By Part 4 of Lemma 4.9, for every p,∥∥∥φ
µp
• (a)− f µp

n−1φ
µp
• (a)

∥∥∥
C0(Vµp , ˜Aµp )

→ 0 as i→ ∞.

Hence
‖ya,λ,m − ya,λ,n‖A⊗̂A → 0 as n, m→ ∞.

Thus, in view of the completeness of A⊗̂A, for any a ∈ A, the net ya,λ,n converges in
A⊗̂A.

Let us complete the proof of Theorem 4.12.

Set

ρ : A → A⊗̂A+

a 7→ lim
(λ,n)

yλ,n,a.

We claim that ρ is a morphism of right Banach A-modules and that π ◦ ρ = 1A.

Let a, b ∈ A, α, β ∈ C. Then

ρ(αa + βb) = lim
(λ,n)

yλ,n,αa+βb

= lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
(αa + βb)

= lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
αa

+ lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
βb
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= α lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a

+ β lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
b

= α lim
(λ,n)

yλ,n,a + β lim
(λ,n)

yλ,n,b

= αρ(a) + βρ(b)

and

ρ(ab) = lim
(λ,n)

yλ,n,ab

= lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
ab

=

(
lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a

)
b

=

(
lim
(λ,n)

yλ,n,a

)
b

= ρ(a)b.

By inequalities (4.1) and (4.2) of Lemma 4.13, we have

‖ρ(a)‖A⊗̂A+
≤ 2`2‖a‖.

Thus ρ is a morphism of right Banach A-modules.

It remains to show that π ◦ ρ = 1A. Let a ∈ A. Then

(π ◦ ρ)(a) = π

(
lim
(λ,n)

yλ,n,a

)
= π

(
lim
(λ,n)

∑
µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a

)

= lim
(λ,n)

π

(
∑

µ∈λ

n

∑
j=1

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a

)

= lim
(λ,n)

∑
µ∈λ

n

∑
j=1

π
(

gµ(φ
µ
• )
−1
(√

eµ
j

)
⊗ gµ(φ

µ
• )
−1
(√

eµ
j

)
a
)

= lim
(λ,n)

∑
µ∈λ

n

∑
j=1

hµ(φ
µ
• )
−1
(

eµ
j

)
a.
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Note that, for all s ∈ Ω, there exists a µs such that s ∈ Vµs .

Since ( f µ
n ) is a bounded approximate identity in Ãµ we have

a(s) = lim
n→∞

(φ
µs
s )−1 ( f µs

n
)

a(s)

= lim
n→∞

n

∑
j=1

(φ
µs
s )−1

(
eµs

j

)
a(s).

Recall that ∑µs∈Λ hµs(s) = 1 for all s ∈ Ω and hµ(s) = 0 for s /∈ Vµ.

Therefore,

(π ◦ ρ)(a)(s) = lim
(λ,n)

∑
µs∈λ

n

∑
j=1

hµs(s)(φ
µs
s )−1

(
eµs

j

)
a(s)

= lim
λ

∑
µ∈λ

hµ(s) lim
n→∞

n

∑
j=1

(φ
µs
s )−1

(
eµs

j

)
a(s)

= lim
λ

∑
µs∈λ

hµs(s)a(s)

=a(s)

for every s ∈ Ω.

Thus (π ◦ ρ)(a) = a.

Lemma 4.15. Let Ω be a Hausdorff locally compact space and let Ω be a disjoint union of a
family of open subsets {Wµ}, µ ∈ M, of Ω. Suppose, for every µ ∈ M, Wµ is paracompact.
Then Ω is paracompact.

Proof. Let V = {Vα} be an arbitrary open cover of Ω. For each µ ∈ M, the family
Vµ = {V ∩Wµ : V ∈ V} is an open cover of Wµ. Since Wµ is paracompact, Vµ has
an open locally finite refinement Nµ that is also a cover of Wµ. Hence V has an open
locally finite refinement N = ∪µ∈MNµ of Ω. Therefore Ω is paracompact.

Theorem 4.16. Let Ω be a Hausdorff locally compact space with the topological dimension
dim Ω ≤ `, for some ` ∈ N, let U = {Ω, Ax, Θ} be a locally trivial continuous field of
σ-unital C∗-algebras, and let the C∗-algebra A be defined by U . Then the following conditions
are equivalent:
(i) Ω is paracompact;
(ii) A is right projective and U is a disjoint union of σ-locally trivial continuous fields of
C∗-algebras with strictly positive elements.
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Proof. By Theorem 4.12, the fact that Ω is paracompact with the topological dimension
dim Ω ≤ ` implies right projectivity of A. By Remark 1.18, since Ω is paracompact, U
is a disjoint union of σ-locally trivial continuous fields of C∗-algebras.

By Proposition 3.4 and Lemma 4.15, conditions (ii) implies paracompactness of Ω.
Thus (ii)⇐⇒ (i).
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5 Projectivity and continuous fields of Banach algebras
of compact operators

5.1 Projectivity of K(E)

The following definition and theorem is from [34].

Definition 5.1. Let E be a Banach space and let {eα}α∈Λ be a family of elements in E. We say
that {eα}α∈Λ is an extended unconditional basis for E if for every x ∈ E there exists a unique
family of scalars {ξi}i∈Λ such that

x = lim
λ∈N(Λ)

∑
i∈λ

ξiei

where N(Λ) is the collection of all finite subsets of Λ ordered by inclusion. If Λ is countable
then we say that {eα}α∈Λ is an unconditional basis for E.

Example 5.2. We give some examples of some Banach spaces with an unconditional or
extended unconditional basis.

1. The sequence spaces c0 and `p, for every 1 ≤ p < ∞, have an unconditional basis.

2. Every separable Hilbert space has an unconditional basis and every
non-separable Hilbert space has an extended unconditional basis.

3. Let Λ be an uncountable set equipped with the discrete topology. Then C0(Λ)

has an extended unconditional basis.

Theorem 5.3 ([34], Theorem 17.5). Let E be a Banach space and let {eα}α∈Λ be a family of
elements in E. Then the following are equivalent:

(i) {eα}α∈Λ is an extended unconditional basis of E.

(ii) There exists a constant K such that

‖∑
i∈λ

ηiei‖E ≤ K‖∑
i∈λ

γiei‖E

for any λ ∈ N(Λ) and any {ηi}i∈λ, {γi}i∈λ ∈ C with |ηi| ≤ |γi| for every i ∈ λ.

Definition 5.4. Let E be a Banach space and let {eα}α∈Λ be a family of elements in E. We say
that {eα}α∈Λ is a hyperorthogonal extended basis for E if

‖∑
i∈λ

ηiei‖E ≤ ‖∑
i∈λ

γiei‖E

for any λ ∈ N(Λ) and any {ηi}i∈λ, {γi}i∈λ ∈ C with |ηi| ≤ |γi| for every i ∈ λ.
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Definition 5.5. Let E be a Banach space with an extended unconditional basis {eα}α∈Λ. For
each θ ∈ Λ define the following linear functional

fθ : E→ C

lim
λ∈N(Λ)

∑
θ∈λ

ξθeθ 7→ ξθ.

The family { fθ} are known as the associated linear functionals to {eθ}.

Definition 5.6. Let E be a Banach space with an extended unconditional basis {eθ}θ∈Λ with
the associated linear functionals { fθ}θ∈Λ. We say that E is shrinking if { fθ}θ∈Λ is an extended
unconditional basis in E∗.

Example 5.7. The sequence spaces c0 and `p, for every 1 < p < ∞ are shrinking. Note
that `1 is not shrinking.

The following lemma is a slight strengthening of Lemma 3 in [22].

Lemma 5.8. Let E be a Banach space with and extended unconditional basis {eθ}θ∈Λ with the
associated linear functionals { fθ}θ∈Λ. Then there exists a constant M such that

sup
λ∈N(Λ)

‖ ∑
θ∈λ

fθ(x)eθ‖E ≤ M‖x‖E

and in particular the linear functionals fθ are continuous on E.

Proof. Consider the linear space E1 of sets ξ = {ξθ ∈ C, θ ∈ Λ} such that the family
ξθeθ is summable in E. We put the following norm on E1

‖ξ‖E1 = sup
λ∈N(Λ)

‖ ∑
θ∈λ

ξθeθ‖E.

It can be shown that this is a valid norm and that E1 is complete with respect to this
norm. We can then apply the inverse mapping theorem to show that the following
operator is bounded

P : E→ E1

x 7→ { fθ(x)}.

This means that
sup

λ∈N(Λ)

‖ ∑
θ∈λ

fθ(x)eθ‖ ≤ ‖P‖ ‖x‖.

We then have that
| fθ| = ‖ fθ(x)eθ‖/‖eθ‖ ≤ (‖P‖/‖eθ‖)‖x‖

and so the fθ are continuous.
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Let E be a Banach space with an extended unconditional basis {eθ}θ∈Λ. Let { fθ} be
the associated linear functionals to {eθ}. For θ ∈ Λ define

eθθ : E→ E

x 7→ fθ(x)eθ.

Note that eθθ ∈ K(E) for each θ ∈ Λ.

Let
{Cλ = ∑

θ∈λ

eθθ}λ∈N(Λ).

Lemma 5.9 ([22], Lemma 4). Let E be a Banach space with an extended unconditional basis
{eθ}θ∈Λ. Let { fθ} be the associated linear functionals to {eθ}. Then {Cλ}λ∈N(Λ) is a left
bounded approximate identity in K(E).

Proof. Let ε > 0 and let a ∈ K(E). Set S = {x ∈ E : ‖x‖ ≤ 1}. Since a is compact we
have that a(S) is compact.
Let M be the constant in Lemma 5.8. Let y ∈ E. Since E has an extended unconditional
basis there exists λy ∈ N(Λ), such that for all λ ≥ λy we have

‖ ∑
θ∈λ

fθ(y)eθ − y‖E <
ε

1 + M
.

Now set
Uy = {y′ ∈ E : ‖( ∑

θ∈λy

eθθ − idE)(y′)‖E <
ε

1 + M
}.

The family {Uy}y∈E is an open cover of a(S) and so we can find a finite open subcover
{Uyi}i=1,2...n. Thus for every y ∈ a(S) there is an element λyi0

from {λyi} such that

‖ ∑
θ∈λyi0

fθ(y)eθ − y‖E <
ε

1 + M
.

By Lemma 5.8 we have

sup
λ∈N(λ)

‖ ∑
θ∈λ

fθ

 ∑
θ′∈λyi0

fθ′(y)eθ′ − y

 eθ‖E ≤
Mε

1 + M
,

and so
sup

λ∈N(λ);λ∩λyi0
=∅
‖ ∑

θ∈λ

fθ(y)eθ‖E ≤
Mε

1 + M
.
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Let λ0 =
⋃n

i=1 λyi . Then, for every λ ≥ λ0, and y ∈ a(S) we have

‖ ∑
θ∈λ

fθ(y)eθ − y‖E

≤‖ ∑
θ∈λyi0

fθ(y)eθ − y‖E + ‖ ∑
θ∈λ

fθ(y)eθ − ∑
θ∈λyi0

fθ(y)eθ‖E

<
ε(1 + M)

(1 + M)

=ε.

This shows that
‖Cλa− a‖E < ε

for all λ ≥ λ0. From Lemma 5.8 we have that Cλ is bounded.

Lemma 5.10. Let E be a Banach space with an extended unconditional basis {eθ}θ∈Λ such
that E is shrinking. Then {Cλ}λ∈N(Λ) = {∑θ∈λ eθθ}λ∈N(Λ) is a right bounded approximate
identity in K(E).

Proof. Let ε > 0 and a ∈ K(E). By [36, 7.2] the adjoint operator a∗ is a compact operator
from K(E∗). By assumption E∗ has an extended unconditional basis { fθ}. Then, by
Lemma 5.9, there exists a λ0 ∈ N(Λ) such that

‖aCλ − a‖ = ‖(aCλ − a)∗‖ = ‖C∗λa∗ − a∗‖ < ε

for every λ > λ0.

We now generalise a result of Lykova from [20].

Theorem 5.11. Let E be a Banach space with an extended unconditional basis {eθ}θ∈Λ. Then
K(E) is right projective.

Proof. Let { fθ} be the associated linear functionals to {eθ} and set eθθ = fθeθ ∈ K(E).
By Lemma 5.9, the family {∑ eθθ} is a left bounded approximate identity for K(E), so
there exists a constant C1 such that for all λ ∈ N(Λ)

‖ ∑
θ∈λ

eθθ‖K(E) ≤ C1.

Since {eθ}θ∈Λ is an extended unconditional basis there exists a constant C2 such that
for all λ = (θ1, ..., θm) ∈ N(Λ), (η1, ..., ηm) ∈ T and a ∈ K(E) we have

‖
m

∑
t=1

ηteθtθt a‖K(E) ≤ C2‖
m

∑
t=1

eθtθt a‖K(E).
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Let λ ∈ N(Λ) and a ∈ K(E). We then define

yλ,a = ∑
θ∈λ

eθθ ⊗ eθθa.

We wish to show that (yλ,a)λ∈N(Λ) converges in K(E)⊗̂K(E). We break this into the
following lemmas.

Lemma 5.12. Let a ∈ K(E) and let λ > λ0 ∈ N(Λ). Let λ0 = (θ1, ..., θm0) and λ =

(θ1, ..., θm0 , ..., θm1). Then

‖yλ\λ0,a‖K(E)⊗̂K(E) ≤ C1C2
2‖

m1

∑
s=m0+1

eθsθs a‖K(E).

Proof. Let η be a primary (m1 −m0)th root of unity. From Lemma 1.4 we have that

‖yλ\λ0,a‖K(E)⊗̂K(E) ≤
1

m1 −m0

m1−m0

∑
t=1

∥∥∥∥∥ m1

∑
s=m0+1

ηt(s−m0)eθsθs

∥∥∥∥∥
K(E)

∥∥∥∥∥ m1

∑
s=m0

η−t(s−m0)eθsθs a

∥∥∥∥∥
≤ C2

2
m1 −m0

m1−m0

∑
t=1

∥∥∥∥∥ m1

∑
s=m0+1

eθsθs

∥∥∥∥∥
K(E)

∥∥∥∥∥ m1

∑
s=m0+1

eθsθs a

∥∥∥∥∥
K(E)

≤ C1C2
2

∥∥∥∥∥ m1

∑
t=m0+1

eθtθt a

∥∥∥∥∥
K(E)

.

Lemma 5.13. For each a ∈ K(E) and ε > 0 there exists λ0 ∈ N(Λ) such that for all
λ ∈ N(Λ), ∥∥∥∥∥∥ ∑

θ∈λ0\λ
eθθa

∥∥∥∥∥∥
K(E)

<
ε

2C1C2
2

.

Proof. This follows directly from Lemma 5.9.

Lemma 5.14. Let a ∈ K(E) and ε > 0. Then there exists a λ0 ∈ N(Λ) such that for all
λ2 > λ1 > λ0 ∈ N(Λ) we have

‖yλ2,a − yλ1,a‖ < ε.
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Proof. Let λ0 be as in Lemma 5.13. Then we have

‖yλ2,a − yλ1,a‖ = ‖yλ2\λ0,a + yλ0,a − yλ1\λ0,a − yλ0,a‖
= ‖yλ2\λ0,a − yλ1\λ0,a‖
≤ ‖yλ2\λ0,a‖+ ‖yλ1\λ0,a‖

<
C1C2

2ε

2C1C2
2
+

C1C2
2ε

2C1C2
2

<
ε

2
+

ε

2
= ε.

We are now ready to show that K(E) is right projective. We define the following
morphism of Banach K(E)−modules

ρ : K(E)→ K(E)⊗̂K(E)

a 7→ lim
λ

yλ,a.

We now show that ρ is a morphism of modules and that π ◦ ρ = 1K(E).
The map ρ is linear since for a, b ∈ K(E), α, β ∈ C

ρ(αa + βb) = lim
λ∈Λ

yλ,αa+βb

= lim
λ∈Λ

(
∑
θ∈λ

eθθ ⊗ eθθ(αa + βb)

)

= lim
λ∈Λ

(
α ∑

θ∈λ

eθθ ⊗ eθθa + β ∑
θ∈λ

eθθ ⊗ eθθb

)

= α lim
λ∈Λ

(
∑
θ∈λ

eθθ ⊗ eθθa

)
+ β lim

λ∈Λ

(
∑
θ∈λ

eθθ ⊗ eθθb

)
= α lim

λ∈Λ
yλ,a + β lim

λ∈Λ
yλ,b

= αρ(a) + βρ(b)

and

ρ(ab) = lim
λ∈Λ

yλ,ab

= lim
λ∈Λ

∑
θ∈λ

eθθ ⊗ eθθab

58



5 Projectivity and continuous fields of Banach algebras of compact operators

= lim
λ∈Λ

(
∑
θ∈λ

eθθ ⊗ eθθa

)
b

= lim
λ∈Λ

yλ,ab

= ρ(a)b.

The map ρ is bounded as ‖ρ(a)‖ ≤ C2
1C2

2‖a‖ from above.
We finally show that π ◦ ρ = 1K(E),

π ◦ ρ(a) = π(lim
λ∈Λ

yλ,a)

= π

(
lim
λ∈Λ

∑
θ∈λ

eθθ ⊗ eθθa

)

= lim
λ∈Λ

π

(
∑
θ∈λ

eθθ ⊗ eθθa

)

= lim
λ∈Λ

(
∑
θ∈λ

eθθa

)
= a

This completes the proof.

5.2 Projectivity of C0(Ω, K(E))

Theorem 5.15. Let Ω be a locally compact Hausdorff space which is also paracompact and let
E be a Banach space with an extended unconditional basis. Then C0(Ω, K(E)) is projective in
mod-C0(Ω, K(E)).

Proof. Let {eθ}θ∈Φ be an extended unconditional basis for E. Let { fθ}θ∈Φ be the asso-
ciated linear functionals to {eθ}θ∈Φ. Set eθθ = fθeθ ∈ K(E).

By assumption Ω is a paracompact locally compact Hausdorff space. Let B = {Vµ}µ∈Λ

be an open cover of Ω such that each point of Ω has a neighbourhood that intersects
with no more than three sets of B as in [12]. By [18, Problem 5.W], since {Vµ}µ∈Λ is a
locally finite open cover of the normal space Ω, it is possible to select a non-negative
continuous function hµ for each Vµ in B such that hµ is 0 outside Vµ and is everywhere
less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.
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Set gµ =
√

hµ.

Since {eθ} is an extended unconditional basis there exists a constant C1 such that for
all σ = (θ1, ..., θm) ∈ N(Φ), (η1, ..., ηm) ∈ T and a ∈ K(E) we have

‖
m

∑
t=1

ηteθtθt a‖K(E) ≤ C1‖
m

∑
t=1

eθtθt a‖K(E).

Since {∑ eθθ}θ∈Φ is a bounded approximate identity in K(E) there exists a constant C2

such that for all σ ∈ N(Φ)

‖∑
θ∈σ

eθθ‖K(E) ≤ C2.

For a ∈ C0(Ω, K(E)), (λ, σ) ∈ N(Λ)× N(Φ) we define

yλ,σ,a = ∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθa.

We wish to show that yλ,σ,a is a Cauchy net. We break this up into the following
lemmas.

Lemma 5.16. 1. Let a ∈ C0(Ω, K(E)), σ ∈ N(Φ) and λ′ > λ ∈ N(Λ). Let λ =

(µ1, ..., µm0) and λ′ = (µ1, ..., µm0 , ..., µm1). Then

‖yλ′\λ,σ,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ ≤ 9C2
1C2

2 max
µ∈λ′\λ

‖gµa‖C0(Ω,K(E)).

2. Let a ∈ C0(Ω, K(E)). Then for any ε > 0, there exists a λ0 ∈ N(Λ) such that for all
λ > λ0 we have

sup
µ∈λ\λ0

‖gµa‖C0(Ω,K(E)) <
ε

36C2
1C2

2
.

3. Let a ∈ C0(Ω, K(E)), λ = (µ1, ..., µm) ∈ N(Λ) and σ′ > σ ∈ N(Φ). Let σ =

(θ1, ..., θm0) and σ′ = (θ1, ..., θm0 , ..., θm1). Then

‖yλ,σ′\σ,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ ≤ 9C2
1C2 sup

x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

eθtθt a(x)

∥∥∥∥∥
K(E)

.

4. For any ε > 0 there exists a σ0 ∈ N(Φ) such that for all σ > σ0 we have that

sup
x∈Ω

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθa(x)

∥∥∥∥∥∥
K(E)

<
ε

36C2
1C2

.
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Proof. 1. Let η be a primary (m1 −m0)th root of unity and let ξ is be a primary nth
root of unity. By Lemma 1.5 we have

‖yλ′\λ,σ,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ ≤

1
n(m1 −m0)

n

∑
l=1

m1−m0

∑
k=1

∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ ltηkigµi eθtθt

∥∥∥∥∥
C0(Ω,K(E))

×
∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ−ltη−kigµi eθtθt a

∥∥∥∥∥
C0(Ω,K(E))

.

Since for every x ∈ Ω there are at most 3 values of µ such that gµ(x) 6= 0 we have
the following, for k = 1, ..., m1 −m0, l = 1, ..., n,∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ ltηkigµi eθtθt

∥∥∥∥∥
C0(Ω,K(E))

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ ltηkigµi(x)eθtθt

∥∥∥∥∥
K(E)

≤3 max
µ∈λ′\λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ ltgµ(x)eθtθt

∥∥∥∥∥
K(E)

≤3

∥∥∥∥∥ n

∑
t=1

ξ lteθtθt

∥∥∥∥∥
K(E)

≤3C1

∥∥∥∥∥ n

∑
t=1

eθtθt

∥∥∥∥∥
K(E)

(by Theorem 5.3)

≤3C1C2. (by Lemma 5.8)

Similarly ∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ−ltη−kigµi eθtθt a

∥∥∥∥∥
C0(Ω,K(E))

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

m1

∑
i=m0+1

ξ−ltη−kigµi(x)eθtθt a(x)

∥∥∥∥∥
K(E)

≤3 max
µ∈λ′\λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ−ltgµ(x)eθtθt a(x)

∥∥∥∥∥
K(E)

≤3 max
µ∈λ′\λ

∥∥∥∥∥ n

∑
t=1

ξ−lteθtθt

∥∥∥∥∥
K(E)

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

K(E)
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≤3C1C2 max
µ∈λ′\λ

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

K(E) (by Theorem 5.3 and Lemma 5.8)

≤3C1C2 max
µ∈λ′\λ

∥∥gµa
∥∥

C0(Ω,K(E)) .

Therefore

‖yλ′\λ,σ,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ ≤ 9C2
1C2

2 max
µ∈λ′\λ

‖gµa‖C0(Ω,K(E)).

2. Since a ∈ C0(Ω, K(E)), for every ε > 0, there is a compact set K ⊂ Ω such that
‖a(t)‖K(E) < ε

36C2
1C2

2
for every t ∈ Ω \ K. Compact sets intersect with a finite

number of elements of {Vµ}µ∈Λ. Set λ0 = µ : Vµ ∩ K = ∅, then for each t ∈ K we
have

sup
µ∈λ\λ0

‖gµ(t)a(t)‖K(E) = 0.

Therefore
sup

µ∈λ\λ0

‖gµ(t)a(t)‖C0(Ω,K(E)) <
ε

36C2
1C2

2
.

3. Let η be an mth root of unity and let ξ is be an (n0 − n1)th root of unity. By
Lemma 1.5 we have

‖yλ,σ′\σ,a‖ ≤

1
m(n1 − n0)

n1−n0

∑
l=1

m

∑
k=1

∥∥∥∥∥ n1

∑
t=n0+1

m

∑
i=1

ξ ltηkigµi eθtθt

∥∥∥∥∥
∥∥∥∥∥ n1

∑
t=n0+1

m

∑
i=1

ξ−ltη−kigµi eθtθt a

∥∥∥∥∥ .

From part (1) we have that∥∥∥∥∥ n1

∑
t=n0+1

m

∑
i=1

ξ ltηkigµi eθtθt

∥∥∥∥∥
C0(Ω,K(E))

≤ 3C1C2.

We then have ∥∥∥∥∥ n1

∑
t=n0+1

m

∑
i=1

ξ−ltη−kigµi eθtθt a

∥∥∥∥∥
C0(Ω,K(E))

= sup
x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

m

∑
i=1

ξ−ltη−kigµi(x)eθtθt a(x)

∥∥∥∥∥
K(E)

≤3 max
µ∈λ

sup
x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

ξ−ltgµ(x)eθtθt a(x)

∥∥∥∥∥
K(E)
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≤3 sup
x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

ξ−lteθtθt a(x)

∥∥∥∥∥
K(E)

≤3C1 sup
x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

eθtθt a(x)

∥∥∥∥∥
K(E)

.

Therefore

‖yλ,σ′\σ,a‖C0(Ω,K(E))+⊗̂C0(Ω,K(E)) ≤ 9C2
1C2 sup

x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

eθtθt a(x)

∥∥∥∥∥
K(E)

.

4. Since a vanishes at infinity we can pick a compact set K ⊂ Ω such that for every
x ∈ Ω \ K we have that

‖a(x)‖K(E) ≤
ε

36C2
1C2

2
.

Therefore, for x ∈ Ω \ K and σ ∈ N(Φ),

‖∑
θ∈σ

eθθa(x)‖K(E) ≤
ε

36C2
1C2

. (5.1)

Since a is continuous, for every ε > 0 and every x ∈ Ω, there exists an open set
Ux ⊂ Ω such that ‖a(x)− a(y)‖ < ε

72C2
1C2

2
for every y ∈ Ux. Then {Ux}x∈K is an

open cover of the compact set K.

Let {Uxi}m
i=1 be a finite subcover of {Ux}x∈K. Let i ∈ {1, ..., m}. Then a(xi) is

a compact operator in K(E). Therefore since {∑ eσσ} is an approximate identity
in K(E) we can pick a finite set σi such that for every σ > σi we have that∥∥∥∥∥∥ ∑

θ∈σ\σi

eθθa(xi)

∥∥∥∥∥∥
K(E)

≤ ε

72C2
1C2

.

Set σ0 =
⋃m

i=1 σi.

Let x ∈ K. Since {Uxj}m
j=1 is a cover of K there exists an i such that x ∈ Uxi .

Then for σ > σ0 we have that∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθa(x)

∥∥∥∥∥∥
K(E)
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=

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθ(a(x)− a(xi) + a(xi))

∥∥∥∥∥∥
K(E)

≤

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθ(a(x)− a(xi))

∥∥∥∥∥∥
K(E)

+

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθa(xi)

∥∥∥∥∥∥
K(E)

<

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθ

∥∥∥∥∥∥
K(E)

‖a(x)− a(xi)‖K(E) +
ε

72C2
1C2

<C2
ε

72C2
1C2

2
+

ε

72C2
1C2

=
ε

36C2
1C2

.

Therefore, for x ∈ K and σ ∈ N(Φ),

‖ ∑
θ\θ0∈σ

eθθa(x)‖K(E) ≤
ε

36C2
1C2

. (5.2)

Thus by (5.1) and (5.2),

sup
x∈Ω

∥∥∥∥∥∥ ∑
θ∈σ\σ0

eθθa(x)

∥∥∥∥∥∥
K(E)

<
ε

36C2
1C2

.

Lemma 5.17. For each a ∈ C0(Ω, K(E)), (yλ,n,a)(λ,n) is a Cauchy net in
C0(Ω, K(E))⊗̂C0(Ω, K(E))+.

Proof. Let ε > 0, a ∈ C0(Ω, K(E)). Let λ0 and σ0 be as in Lemma 5.16 parts (2) and (4)
respectively.

Then for (λ2, σ2) > (λ1, σ1) > (λ0, σ0). Note that

yλ2,σ2,a = yλ2\λ0,σ2,a + yλ0,σ2\σ0,a + yλ0,σ0,a,

yλ1,σ1,a = yλ1\λ0,σ1,a + yλ0,σ1\σ0,a + yλ0,σ0,a.

Thus
‖yλ2,σ2,a − yλ1,σ1,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+

= ‖yλ2\λ0,σ2,a + yλ0,σ2\σ0,a + yλ0,σ0,a− yλ1\λ0,σ1,a− yλ0,σ1\σ0,a− yλ0,σ0,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+
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≤ ‖yλ2\λ0,σ2,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ + ‖yλ1\λ0,σ1,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+

+‖yλ0,σ1\σ0,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ + ‖yλ0,σ2\σ0,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ .

By parts (1) and (2) of Lemma 5.16,

‖yλ2\λ0,σ2,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ <
ε

4

and
‖yλ1\λ0,σ1,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ <

ε

4
.

By parts (3) and (4) of Lemma 5.16,

‖yλ0,σ1\σ0,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ <
ε

4
.

and
‖yλ0,σ2\σ0,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ <

ε

4
.

Therefore
‖yλ2,σ2,a − yλ1,σ1,a‖C0(Ω,K(E))⊗̂C0(Ω,K(E))+ < ε.

Conclusion of the proof of Theorem 5.15.
Note that C0(Ω, A)⊗̂C0(Ω, K(E))+ is complete. By Lemma 5.17, yλ,σ,a is a Cauchy net.
Therefore lim(λ,n) yλ,n,a exists for every a ∈ C0(Ω, K(E)). Set

ρ : C0(Ω, K(E))→ C0(Ω, K(E))⊗̂C0(Ω, K(E))

a 7→ lim
(λ,σ)

yλ,σ,a.

It is clear that ρ is linear since, for all a, b ∈ C0(Ω, A) and for all α, β ∈ C,

ρ(αa + βb) = lim
(λ,σ)

yλ,σ,αa+βb = lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθ(αa + βb)

= α lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθa + β lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθb = αρ(a) + βρ(b).

Similarly ρ(ab) = ρ(a)b since

ρ(ab) = lim
(λ,σ)

yλ,σ,ab = lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθab = ρ(a)b.

By part (1) of Lemma 5.16, we have that ‖ρ(a)‖ ≤ 9C2
1C2

1‖a‖. Thus ρ is a morphism of
right Banach C0(Ω, K(E))-modules.
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It remains to show that π ◦ ρ = 1C0(Ω,K(E)). Recall that for each x ∈ Ω we have that
∑µ∈Λ hµ(x) = 1 since h is partition of unity. Thus, since π is continuous,

π(ρ(a)) = π( lim
(λ,σ)

yλ,σ,a)

= lim
(λ,σ)

π(yλ,σ,a)

= lim
(λ,σ)

π(∑
µ∈λ

∑
θ∈σ

gµeθθ ⊗ gµeθθa)

= lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

hµeθθa.

We wish to show that lim(λ,σ) ∑µ∈λ ∑θ∈σ hµeθθa = a. Consider it acting on an element
x ∈ Ω

lim
(λ,σ)

∑
µ∈λ

∑
θ∈σ

hµ(x)eθθa(x)

= lim
σ

lim
λ

∑
µ∈λ

∑
θ∈σ

hµ(x)eθθa(x)

= lim
σ

∑
θ∈σ

eθθa(x)

=a(x).

As to the left projectivity of C0(Ω, K(E)) we have the following theorem.

Theorem 5.18. Let Ω be a locally compact Hausdorff space which is also paracompact and let X
be a Banach space with an extended unconditional basis which is shrinking. Then C0(Ω, K(X))

is left projective.

Proof. Let {eθ}θ∈Φ be an extended unconditional basis for X. Let { fθ}θ∈Φ be the asso-
ciated linear functionals to {eθ}θ∈Φ. Set eθθ = fθeθ ∈ K(X).

In Lemma 5.10 we showed that {Cλ}λ∈N(Λ) = {∑θ∈λ eθθ}λ∈N(Λ) is a right bounded
approximate identity in K(E). The rest of the proof is similar to the proof of Theorem
5.15.

Let B be an open cover of Ω such that each point of Ω has a neighbourhood that
intersects with no more than three sets of B.
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By [18, Problem 5.W], since {Uµ}µ∈Λ is a locally finite open cover of the normal space
Ω, it is possible to select a non-negative continuous function hµ for each Uµ in U such
that hµ is 0 outside Uµ and is everywhere less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.

Set gµ =
√

hµ.

For a ∈ C0(Ω, K(E)), (λ, σ) ∈ N(Λ)× N(Φ) we define

yλ,σ,a = ∑
µ∈λ

∑
θ∈σ

agµeθθ ⊗ gµeθθ.

We show that yλ,σ,a converges in the following lemma

Lemma 5.19. (i) Let a ∈ C0(Ω, K(X)), σ ∈ N(Φ) and λ1 > λ0 ∈ N(Λ). Let λ0 =

(µ1, ..., µm0) and λ1 = (µ1, ..., µm0 , ..., µm1). We then have that

‖yλ1\λ0,σ,a‖A⊗̂A ≤ 9C2
1C2

2 max
µ∈λ1\λ0

‖gµa‖C0(Ω,K(X)).

(ii) Let a ∈ C0(Ω, A). Then for any ε > 0, there exists a λ0 ∈ N(Λ) such that for all λ > λ0

we have that
sup

µ∈λ\λ0

‖gµa‖C0(Ω,K(X)) <
ε

36C2
1C2

2
.

(iii) Let a ∈ C0(Ω, K(X)), λ ∈ N(Λ) and σ1 > σ0 ∈ N(Φ). Let σ0 = (θ1, ..., θm0) and
σ1 = (θ1, ..., θm0 , ..., θm1). We then have that

‖yλ,σ1\σ0,a‖A⊗̂A ≤ 9C2
1C2 sup

x∈Ω

∥∥∥∥∥ n1

∑
t=n0+1

a(x)eθtθt

∥∥∥∥∥ .

(iv) For any ε > 0 there exists a σ0 ∈ N(Φ) such that for all σ > σ0 we have that

sup
x∈Ω

∥∥∥∥∥∥ ∑
t∈σ\σ0

a(x)eθtθt

∥∥∥∥∥∥ <
ε

36C2
1C2

.

Proof. (i), (ii) and (iii) follow as in Theorem 5.15.
(iv) Since a vanishes at infinity we can pick a compact set K ⊂ Ω such that for every

x ∈ Ω \ K we have that
‖a(x)‖K(X) <

ε

36C2
1C2

2
.
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Then for every x ∈ Ω \ K we have that∥∥∥∥∥∥ ∑
t∈σ\σ0

a(x)eθtθt

∥∥∥∥∥∥
K(X)

≤ C2‖a(x)‖ < ε

36C2
1C2

.

Since a is continuous we have that for every ε > 0 and x ∈ Ω there exists an open set
Ux ⊂ Ω such that ‖a(x)− a(y)‖ < ε

72C2
1C2

2
for every y ∈ Ux. Then {Ux}x∈K is an open

cover of K.

Let {Uxi}m
i=1 be a finite subcover of {Ux}x∈K. By Lemma 5.10 {∑ eσσ} is a right bounded

approximate identity in K(X) and so for every i we can pick an σi such that for every
σ > σi we have that ∥∥∥∥∥∥ ∑

t∈σ\σi

a(xi)eθtθt

∥∥∥∥∥∥ ≤ ε

72C2
1C2

.

Set σ0 =
⋃m

i=1 σi.

Let x ∈ K. Since {Uxj}m
j=1 is a cover of K there exists an i such that x ∈ Uxi . Then

for σ > σ0 we have that∥∥∥∥∥∥ ∑
t∈σ\σ0

a(x)eθtθt

∥∥∥∥∥∥
K(E)

=

∥∥∥∥∥∥ ∑
t∈σ\σ0

(a(x)− a(xi) + a(xi))eθtθt

∥∥∥∥∥∥
K(E)

≤

∥∥∥∥∥∥ ∑
t∈σ\σ0

(a(x)− a(xi))eθtθt

∥∥∥∥∥∥
K(E)

+

∥∥∥∥∥∥ ∑
t∈σ\σ0

a(xi)eθtθt

∥∥∥∥∥∥
K(E)

≤

∥∥∥∥∥∥ ∑
t∈σ\σ0

eθtθt

∥∥∥∥∥∥
K(E)

‖a(x)− a(xi)‖K(E) +
ε

72C2
1C2

<C2
ε

72C2
1C2

2
+

ε

72C2
1C2

=
ε

36C2
1C2

.

Thus

sup
x∈Ω

∥∥∥∥∥∥ ∑
t∈σ\σ0

a(x)eθtθt

∥∥∥∥∥∥
K(E)

<
ε

36C2
1C2

.
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Set ρ(a) = limλ,σ yλ,σ,a. As in Thereom 5.15 ρ converges. The fact that ρ is a mor-
phism of modules and that π ◦ ρ = 1C0(Ω,K(E)) follows in an almost identical manner
as in Theorem 5.15. Therefore C0(Ω, K(E)) is left projective.

5.3 Projectivity of A defined by locally trivial continuous fields of
compact operators

We now generalise these results to continuous fields of these algebras with E separable.

Theorem 5.20 ([33], 20.2). Let E be a Banach space and {en} a complete sequence in E such
that xn 6= 0(n = 1, 2, ...). The following statements are equivalent:

1. {en} is a hyperorthogonal basis of E.

2. The relations {αn}, {γn} ⊂ C, |γn| ≤ |αn| (n = 1, 2, ...), ∑∞
i=1 αiei ∈ E imply

∑∞
i=1 γiei ∈ E and ∥∥∥∥∥ ∞

∑
i=1

γiei

∥∥∥∥∥ ≤
∥∥∥∥∥ ∞

∑
i=1

αiei

∥∥∥∥∥ .

Let (Ex)x∈Ω be a family of separable Banach spaces such that each Ex has a hyper-
orthogonal basis {ex

n}n∈N. For each x ∈ Ω let { f x
n} be the associated linear functionals

to {ex
n}. Define

ex
nn : Ex → Ex

t 7→ f x
n (t)e

x
n

Lemma 5.21. Let E be a Banach space with a hyperorthogonal basis (en)n∈N. For any n <

m ∈N and any {ηi}i∈λ ∈ T. The following holds

1. ∥∥∥∥∥ m

∑
i=n+1

ηiei

∥∥∥∥∥
E

≤
∥∥∥∥∥ m

∑
i=n+1

ei

∥∥∥∥∥
E

; (5.3)

2. ∥∥∥∥∥ m

∑
i=n+1

eii

∥∥∥∥∥
K(E)

≤ 1. (5.4)

Proof. 1. Follows directly by Theorem 5.20.
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2. ∥∥∥∥∥ m

∑
i=n+1

eii

∥∥∥∥∥
K(E)

= sup
‖y‖≤1

∥∥∥∥∥ m

∑
i=n+1

eii(y)

∥∥∥∥∥
E

= sup
‖y‖≤1

∥∥∥∥∥ m

∑
i=n+1

eii

(
∞

∑
j=1

f j(y)ej

)∥∥∥∥∥
E

= sup
‖y‖≤1

∥∥∥∥∥ m

∑
i=n+1

fi(y)ei

∥∥∥∥∥
E

≤ sup
‖y‖≤1

∥∥∥∥∥ ∞

∑
i=1

fi(y)ei

∥∥∥∥∥
E

(by Theorem 5.20)

= sup
‖y‖≤1

‖y‖E = 1.

Theorem 5.22. Let U = {Ω, (K(Ex)), Θ} be an `−locally trivial continuous field of Ba-
nach algebras where, for x ∈ Ω, Ex is a separable Banach space with a hyperorthogonal basis
(ex

n)n∈N ⊂ Ex. Let A be the Banach algebra generated by U . Suppose that Ω is paracompact
then A is projective in mod-A.

Proof. By assumption there is an open cover {Wα}, α ∈ M, of Ω such that each U|Wα

is trivial and, in addition, there is an open cover {Bj} of cardinality ` of Ω such that
Bj ⊂Wα(j) for each j = 1, . . . , `, and some α(j) ∈ M. By [12, Lemma 2.1], for any para-
compact locally compact space Ω there exists an open cover U = {Uν} of relatively
compact sets such that each point in Ω has a neighbourhood which intersects no more
than three sets in U . Consider an open cover {Bj ∩Uν : Uν ∈ U , j = 1, . . . , `} of Ω.
Denote this cover by {Vµ}. Note that {Vµ} is an open locally finite cover of Ω of order
3`.

By [18, Problem 5.W], since {Vµ}µ∈Λ is a locally finite open cover of the normal space
Ω, it is possible to select a non-negative continuous function hµ for each Vµ such that
hµ is 0 outside Vµ and is everywhere less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.

Note that in the equality ∑µ∈Λ hµ(s) = 1, for any s ∈ Ω, there are no more than 3`
nonzero terms. Set gµ =

√
hµ.
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Let φµ = (φ
µ
x )x∈Vµ be an isomorphism of U|Vµ onto the trivial continuous field of

Banach algebras {Vµ, (K(Ẽµ)), C0(Vµ, K(Ẽµ))} where φ
µ
x is an isomorphism of Banach

algebras φ
µ
x : K(Ex)→ K(Ẽµ).

For each x ∈ Ω let { f x
n} be the associated linear functionals to {ex

n}.

Lemma 5.23. For any a ∈ A and for any λ = {µ1, . . . , µN}, n, N ∈N, l, k ∈N,∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1(eµi

tt )

∥∥∥∥∥
A
≤ 3` (5.5)

and ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1(eµi

tt )a

∥∥∥∥∥
A
≤ 3`max

µ∈λ

∥∥gµa
∥∥
A (5.6)

where ξ is a primary n-th root of unity and η is a primary N-th root of unity in C, and∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γ−ltη−kigµi(φ
µi
• )
−1(eµi

tt )a

∥∥∥∥∥
A

≤ 3` max
1≤p≤N

sup
x∈Vp

∥∥∥∥∥ m

∑
t=n+1

(φ
µp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

(5.7)

where γ is a primary (m− n)th root of unity.

Proof. Since for every x ∈ Ω there are at most 3` values of µ such that gµ(x) 6= 0 we
have the following, ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1(eµi

tt )

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi(x)(φµi
x )−1(eµi

tt )

∥∥∥∥∥
K(Ex)

≤3`max
µ∈λ

sup
x∈Ω

∥∥∥∥∥gµ(x)
n

∑
t=1

ξ lt(φ
µ
x )
−1(eµ

tt)

∥∥∥∥∥
K(Ex)

≤3`max
µ∈λ

sup
x∈Ω
|gµ(x)|

∥∥∥∥∥ n

∑
t=1

ξ lt(φ
µ
x )
−1(eµ

tt)

∥∥∥∥∥
K(Ex)

≤3`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

ξ lteµ
tt

∥∥∥∥∥
K(Ẽµ)
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≤3`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

eµ
tt

∥∥∥∥∥
K(Ẽµ)

(by inequality (5.3))

≤3` (by inequality (5.4)).

Similarly ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1(eµi

tt )a

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(x)(φµi
x )−1(eµi

tt )a(x)

∥∥∥∥∥
K(Ex)

≤3`max
µ∈λ

sup
x∈Ω

∥∥∥∥∥ n

∑
t=1

ξ−ltgµ(x)(φµ
x )
−1(eµ

tt)a(x)

∥∥∥∥∥
K(Ex)

≤3`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

ξ−lteµ
tt

∥∥∥∥∥
K(Ẽµ)

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

K(Ex)

≤3`max
µ∈λ

∥∥∥∥∥ n

∑
t=1

eµ
tt

∥∥∥∥∥
K(Ẽµ)

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

K(Ex)
(by inequality (5.3))

≤3`max
µ∈λ

sup
x∈Ω

∥∥gµ(x)a(x)
∥∥

K(Ex)
(by inequality (5.4))

=3`max
µ∈λ

∥∥gµa
∥∥
A .

Thus the inequalities (5.6) and (5.5) hold.∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γ−ltη−kigµi(φ
µi
• )
−1(eµi

tt )a

∥∥∥∥∥
A

= sup
x∈Ω

∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γ−ltη−kigµi(x)(φµi
x )−1(eµi

tt )a(x)

∥∥∥∥∥
K(Ex)

≤3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

γ−ltgµp(x)(φµp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

≤3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

γ−lt(φ
µp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

=3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥(φµp
x )−1

(
m

∑
t=n+1

γ−lteµp
tt φ

µp
x (a(x))

)∥∥∥∥∥
K(Ex)
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=3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

γ−lteµp
tt φ

µp
x (a(x))

∥∥∥∥∥
K(Ẽµp )

=3` max
1≤p≤N

sup
x∈Vµp

sup
u∈Ẽµp ,‖u‖≤1

∥∥∥∥∥ m

∑
t=n+1

γ−lt
〈

f µp
t , φ

µp
x (a(x))u

〉
eµp

t

∥∥∥∥∥
Ẽµp

≤3` max
1≤p≤N

sup
x∈Vµp

sup
u∈Ẽµp ,‖u‖≤1

∥∥∥∥∥ m

∑
t=n+1

〈
f µp
t , φ

µp
x (a(x))u

〉
eµp

t

∥∥∥∥∥
Ẽµp

=3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

eµp
tt φ

µp
x (a(x))

∥∥∥∥∥
K(Ẽµp )

=3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥(φµp
x )−1

(
m

∑
t=n+1

eµp
tt φ

µp
x (a(x))

)∥∥∥∥∥
K(Ex)

=3` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

(φ
µp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

.

Hence inequality (5.7) holds.

For a ∈ A, n ∈N, λ ∈ N(Λ) we define the following element ya,λ,n in A⊗̂A

yλ,n,a = ∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)a.

Define N(Λ)×N as a directed set with (λ′, n) 4 (λ′′, m) if and only if λ′ ⊂ λ′′ and
n ≤ m.

Lemma 5.24. For any a ∈ A, the net (ya,λ,n)λ,n converges in A⊗̂A.

Proof. Note that any compact K ⊂ Ω intersects only a finite number of sets in the
locally finite covering {Vµ} and, for any a ∈ A, ‖a(t)‖ → 0 as t→ ∞. Let ε > 0. There
is a finite set λ ∈ N(Λ) such that for µ 6∈ λ we have

‖gµa‖A <
ε

27`2 .

For λ ⊂ λ′ ⊂ λ′′ and m ≥ n, we have

‖ya,λ′′,m − ya,λ′,n‖A⊗̂A = ‖ya,λ′′\λ,m + ya,λ,m − ya,λ′\λ,n − ya,λ,n‖A⊗̂A
≤ ‖ya,λ′′\λ,m‖A⊗̂A + ‖ya,λ′\λ,n‖A⊗̂A + ‖ya,λ,m − ya,λ,n‖A⊗̂A.

By Lemma 1.5, for λ̃ = {µ1, . . . , µm}, ñ ∈N,

‖ya,λ̃,ñ‖A⊗̂A+
≤
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5 Projectivity and continuous fields of Banach algebras of compact operators

1
mñ

ñ

∑
l=1

m

∑
k=1

∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ ltηkigµi(φ
µi
• )
−1 (eµi

tt
)∥∥∥∥∥
A

×
∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1 (eµi

tt
)

a

∥∥∥∥∥
A

where ξ is a primary m-th root of unity and η is a primary ñ-th root of unity in C.

By inequalities (5.6) and (5.5) from Lemma 5.23,

‖ya,λ′′\λ,m‖A⊗̂A ≤ 9`2 max
µ∈λ′′\λ

∥∥gµa
∥∥
A ≤

ε

3

and
‖ya,λ′\λ,n‖A⊗̂A ≤ 9`2 max

µ∈λ′\λ

∥∥gµa
∥∥
A ≤

ε

3
.

By inequality (5.7) from Lemma 5.23, for λ = {µ1, . . . , µN},

‖ya,λ,m − ya,λ,n‖A⊗̂A =

∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi(φ
µi
• )
−1
(

eµi
jj

)
⊗ gµi(φ

µi
• )
−1
(

eµi
jj

)
a

∥∥∥∥∥
A⊗̂A+

≤ 9` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

(φ
µp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

By Part 4 of Lemma 5.16, for every µp, 1 ≤ p ≤ N,

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n

(φ
µp
x )−1(eµp

tt )a(x)

∥∥∥∥∥
K(Ex)

= sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n

eµp
tt φ

µp
x (a(x))

∥∥∥∥∥
K(Ẽµp )

→ 0 as i→ ∞.

Hence
‖ya,λ,m − ya,λ,n‖A⊗̂A → 0 as n, m→ ∞.

Thus, in view of the completeness of A⊗̂A, for any a ∈ A, the net ya,λ,n converges in
A⊗̂A.

Let us complete the proof of Theorem 5.22
Set

ρ : A → A⊗̂A+

a 7→ lim
(λ,n)

ya,λ,n.
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5 Projectivity and continuous fields of Banach algebras of compact operators

We claim that ρ is a morphism of right Banach A-modules and that π ◦ ρ = 1A.

Let a, b ∈ A, α, β ∈ C. Then

ρ(αa + βb) = lim
(λ,n)

yαa+βb,λ,n

= lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)(αa + βb)

= α lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)a

+ β lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)b

= αρ(a) + βρ(b)

and

ρ(ab) = lim
(λ,n)

yab,λ,n

= lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)ab

= ρ(a)b

Let a ∈ A. Then
‖ρ(a)‖ ≤ 9`2‖a‖

by inequalities 5.6 and 5.5.

Thus ρ is a morphism of right Banach A-modules.

Let a ∈ A. Then

(π ◦ ρ)a = π( lim
(λ,n)

ya,λ,n)

= π

(
lim
(λ,n)

∑
µ∈λ

n

∑
i=1

gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)a

)

= lim
(λ,n)

∑
µ∈λ

n

∑
i=1

π(gµ(φ
µ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii)a)
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= lim
(λ,n)

∑
µ∈λ

n

∑
i=1

hµ(φ
µ
• )
−1(eµ

ii)a

= a.

Theorem 5.25. Let Ω be a Hausdorff locally compact space. Let U = {Ω, (K(Ex)), Θ} be
an `-locally trivial continuous field of Banach algebras, for some ` ∈ N. Suppose, for each
x ∈ Ω, Ex is a separable Banach space with a hyperorthogonal basis (ex

n)n∈N ⊂ Ex. Let A be
the Banach algebra generated by U .

Then the following conditions are equivalent:
(i) Ω is paracompact;
(ii)A is right projective and U is a disjoint union of σ-locally trivial continuous fields of Banach
algebras.

Proof. By Theorem 5.22, the fact that Ω is paracompact implies right projectivity of
A. By Remark 1.18, since Ω is paracompact, U is a disjoint union of σ-locally trivial
continuous fields of Banach algebras.

By Proposition 3.4 and Lemma 4.15, conditions (ii) implies paracompactness of Ω.
Thus (ii)⇐⇒ (i).

Theorem 5.26. Let U = {Ω, (K(Ex)), Θ} be an `−locally trivial continuous field of Banach
algebras where, for x ∈ Ω, Ex is a separable Banach space with a shrinking hyperorthogo-
nal basis (ex

n)n∈N ⊂ Ex. Let A be the Banach algebra generated by U . Suppose that Ω is
paracompact. Then A is left projective.

Proof. By assumption there is an open cover {Wα}, α ∈ M, of Ω such that each U|Wα

is trivial and, in addition, there is an open cover {Bj} of cardinality ` of Ω such that
Bj ⊂Wα(j) for each j = 1, . . . , `, and some α(j) ∈ M. By [12, Lemma 2.1], for any para-
compact locally compact space Ω there exists an open cover U = {Uν} of relatively
compact sets such that each point in Ω has a neighbourhood which intersects no more
than three sets in U . Consider an open cover {Bj ∩Uν : Uν ∈ U , j = 1, . . . , `} of Ω.
Denote this cover by {Vµ}. Note that {Vµ} is an open locally finite cover of Ω of order
3`.

By [18, Problem 5.W], since {Vµ}µ∈Λ is a locally finite open cover of the normal space
Ω, it is possible to select a non-negative continuous function hµ for each Vµ such that
hµ is 0 outside Vµ and is everywhere less than or equal to one, and

∑
µ∈Λ

hµ(s) = 1 for all s ∈ Ω.
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5 Projectivity and continuous fields of Banach algebras of compact operators

Note that in the equality ∑µ∈Λ hµ(s) = 1, for any s ∈ Ω, there are no more than 3`
nonzero terms. Set gµ =

√
hµ.

Let φµ = (φ
µ
x )x∈Vµ be an isomorphism of U|Vµ onto the trivial continuous field of Ba-

nach algebras Vµ where φ
µ
x is an isomorphism of Banach algebras φ

µ
x : K(Ex)→ K(Ẽµ).

For each x ∈ Ω let { f x
n} be the associated linear functionals to {ex

n}.

Lemma 5.27. For any a ∈ A and for any λ = {µ1, . . . , µN}, n, m ∈N, l, k ∈N,∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1(eµi

tt )

∥∥∥∥∥
A
≤ 3` (5.8)

and ∥∥∥∥∥ n

∑
t=1

N

∑
i=1

ξ ltηkigµi a(φ
µi
• )
−1(eµi

tt )

∥∥∥∥∥
A
≤ 3`max

µ∈λ

∥∥gµa
∥∥
A (5.9)

where ξ is a primary n-th root of unity and η is a primary N-th root of unity in C, and∥∥∥∥∥ m

∑
t=n+1

N

∑
i=1

γltηkigµi a(φ
µi
• )
−1(eµi

tt )

∥∥∥∥∥
A

≤ 3` max
1≤p≤N

sup
x∈Vp

∥∥∥∥∥ m

∑
t=n+1

a(x)(φµp
x )−1(eµp

tt )

∥∥∥∥∥
K(Ex)

(5.10)

where γ is a primary (m− n)th root of unity.

Proof. It follows as in the proof of Lemma 5.23.

For a ∈ A, n ∈N, λ ∈ N(Λ) we define the following element yλ,n,a in A⊗̂A

ya,λ,n = ∑
µ∈λ

n

∑
i=1

gµa(φµ
• )
−1(eµ

ii)⊗ gµ(φ
µ
• )
−1(eµ

ii).

Define N(Λ)×N as a directed set with (λ′, n) 4 (λ′′, m) if and only if λ′ ⊂ λ′′ and
n ≤ m.

Lemma 5.28. For any a ∈ A, the net (ya,λ,n)λ,n converges in A⊗̂A.

Proof. Note that any compact K ⊂ Ω intersects only a finite number of sets in the
locally finite covering {Vµ} and, for any a ∈ A, ‖a(t)‖ → 0 as t→ ∞. Let ε > 0. There
is a finite set λ ∈ N(Λ) such that for µ 6∈ λ we have

‖gµa‖A <
ε

27`2 .
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5 Projectivity and continuous fields of Banach algebras of compact operators

For λ ⊂ λ′ ⊂ λ′′ and m ≥ n, we have

‖ya,λ′′,m − ya,λ′,n‖A⊗̂A = ‖ya,λ′′\λ,m + ya,λ,m − ya,λ′\λ,n − ya,λ,n‖A⊗̂A
≤ ‖ya,λ′′\λ,m‖A⊗̂A + ‖ya,λ′\λ,n‖A⊗̂A + ‖ya,λ,m − ya,λ,n‖A⊗̂A.

By Lemma 1.5, for λ̃ = {µ1, . . . , µm}, ñ ∈N,

‖ya,λ̃,ñ‖A⊗̂A+
≤

1
mñ

ñ

∑
l=1

m

∑
k=1

∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ ltηkigµi a(φ
µi
• )
−1 (eµi

tt
)∥∥∥∥∥
A

×
∥∥∥∥∥ ñ

∑
t=1

m

∑
i=1

ξ−ltη−kigµi(φ
µi
• )
−1 (eµi

tt
)∥∥∥∥∥
A

.

where ξ is a primary m-th root of unity and η is a primary ñ-th root of unity in C.

By inequalities (5.9) and (5.8) from Lemma 5.27,

‖ya,λ′′\λ,m‖A⊗̂A ≤ 9`2 max
µ∈λ′′\λ

∥∥gµa
∥∥
A ≤

ε

3

and
‖ya,λ′\λ,n‖A⊗̂A ≤ 9`2 max

µ∈λ′\λ

∥∥gµa
∥∥
A ≤

ε

3
.

By inequality (5.10) from Lemma 5.27, for λ = {µ1, . . . , µN},

‖ya,λ,m − ya,λ,n‖A⊗̂A =

∥∥∥∥∥ N

∑
i=1

m

∑
j=n+1

gµi a(φ
µi
• )
−1
(

eµi
jj

)
⊗ gµi(φ

µi
• )
−1
(

eµi
jj

)∥∥∥∥∥
A⊗̂A+

≤ 9` max
1≤p≤N

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n+1

a(x)(φµp
x )−1(eµp

tt )

∥∥∥∥∥
K(Ex)

By Part 4 of Lemma 5.19, for every µp, 1 ≤ p ≤ N,

sup
x∈Vµp

∥∥∥∥∥ m

∑
t=n

a(x)(φµp
x )−1(eµp

tt )

∥∥∥∥∥
K(Ex)

→ 0 as i→ ∞,

since for every x ∈ Vµp , Ex is a separable Banach space with a shrinking hyperorthog-
onal basis (ex

n)n∈N. Hence

‖ya,λ,m − ya,λ,n‖A⊗̂A → 0 as n, m→ ∞.

Thus, in view of the completeness of A⊗̂A, for any a ∈ A, the net ya,λ,n converges in
A⊗̂A.
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Set

ρ : A → A⊗̂A+

a 7→ lim
(λ,n)

ya,λ,n.

We claim that ρ is a morphism of right Banach A-modules and that π ◦ ρ = 1A. The
rest of our proof is similar to the proof of Theorem 5.22.

Theorem 5.29. Let Ω be a Hausdorff locally compact space. Let U = {Ω, (K(Ex)), Θ} be an
`-locally trivial continuous field of Banach algebras, for some ` ∈N. Suppose, for each x ∈ Ω,
Ex is a separable Banach space with a shrinking hyperorthogonal basis (ex

n)n∈N ⊂ Ex. Let A
be the Banach algebra generated by U .
Then the following conditions are equivalent:
(i) Ω is paracompact;
(ii) A is left projective and U is a disjoint union of σ-locally trivial continuous fields of Banach
algebras.

Proof. By Theorem 5.26, the fact that Ω is paracompact implies left projectivity of A.
By Remark 1.18, since Ω is paracompact, U is a disjoint union of σ-locally trivial con-
tinuous fields of Banach algebras.

By Proposition 3.4 and Lemma 4.15, condition (ii) implies paracompactness of Ω.
Thus (ii)⇐⇒ (i).
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6 On the Projectivity of C*-algebras with Fell’s condition

6 On the Projectivity of C*-algebras with Fell’s condition

6.1 Definitions and notation

The following definitions can be found in Dixmier’s book "Les C∗-algebres et leurs
representations" [9, Section 2].

Definition 6.1. Let (H, 〈.〉H) and (K, 〈.〉K) be Hilbert spaces. Define the following inner
product for x1, x2 ∈ H and y1, y2 ∈ K

〈x1 ⊗ y1, x2 ⊗ y2〉 = 〈x1, x2〉H 〈y1, y2〉K .

Set H ⊗H K to be the completion of H ⊗ K with respect to the norm generated by this inner
product. H ⊗H K is known as the Hilbert tensor product of H and K.

Remark 6.2. Let H and K be Hilbert spaces. We can view B(H)⊗ B(K) as a subset of
B(H ⊗H K) via (T ⊗ S)(h⊗ k) = T(h)⊗ S(k) for T ∈ B(H), S ∈ B(K).

Definition 6.3 ([9], 2.12.15). Let A and B be C*-algebras and let π : A → B(H), τ : B →
B(K) be faithful representations of A and B respectively. We denote by A⊗C∗ B the C*-algebra
of operators on H ⊗H K generated by π(a) ⊗ τ(b) where a ∈ A, b ∈ B. The C*-algebra
A⊗C∗ B is known as the C*-tensor product of A and B and does not depend on the choice of
representations π and τ.

Remark 6.4. Let A and B be C*-algebras. By [30, 1.22.2] the following map

i : A⊗̂B→ A⊗C∗ B,

such that a⊗ b 7→ a⊗ b, a ∈ A, b ∈ B,

is well defined and
‖i(u)‖A⊗C∗B ≤ ‖u‖A⊗̂B.

Theorem 6.5 ([13], Proposition II.2.50). Let Ω be a locally compact Hausdorff space. Then
the map

γ : C0(Ω)⊗̂C0(Ω)→ C0(Ω×Ω)

such that a⊗ b 7→ a⊗ b, a ∈ C0(Ω), b ∈ C0(Ω),

is not a topological isomorphism.

Note that by [13, Remark II.2.10] γ is not surjective.
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6 On the Projectivity of C*-algebras with Fell’s condition

Definition 6.6. A C*-algebra A is said to be elementary if there is a Hilbert space H such that
the C*-algebras A and K(H) are isomorphic as C*-algebras.

In this section we investigate continuous fields of C*-algebras which satisfy a prop-
erty known as Fell’s condition. We first review some results from [9, Section 10.7].

Theorem 6.7 ([9],10.6.1). Let H be a Hilbert space. For ξ, η ∈ H \ {0} we denote by θξ,η the
operator

θξ,η : H → H

ζ 7→ 〈ζ, η〉 ξ.

The operator θξ,η is of rank ≤ 1 and every operator of rank ≤ 1 is of this type. If ξ ′, η′ ∈ H we
have

θξ,ηθξ ′,η′ =
〈
ξ ′, η

〉
θξ,η′ ,

and
θ∗ξ,η = θη,ξ .

Remark 6.8 ([9], 10.6.2). Let ξ1(t), ..., ξ2n(t) be variable vectors of H. By [9, 3.5.6], if〈
ξi(t), ξ j(t)

〉
converges to

〈
ηi, ηj

〉
for any i and j then

‖θξ1(t),ξ2(t) + ... + θξ2n−1(t),ξ2n(t)‖B(H) converges to ‖θη1,η2 + ... + θη2n−1,η2n‖B(H).
In other words ‖θξ1(t),ξ2(t)+ ...+ θξ2n−1(t),ξ2n(t)‖B(H) is a continuous function of the scalar
products 〈ξi(t), ξi(t)〉 .

Definition 6.9. A continuous fieldH of Hilbert spaces is a tripleH = {Ω, (Ht)t∈Ω, Γ} where
Ω is a locally compact Hausdorff space, (Ht)t∈Ω is a family of Hilbert spaces and Γ is a subspace
of Πt∈ΩHt such that

(i) for every t ∈ Ω, the set x(t) for x ∈ Γ is dense in Ht;

(ii) for every x ∈ Γ, the function t 7→ ‖x(t)‖Ht is continuous on Ω,

where ‖x(t)‖Ht = 〈x(t), x(t)〉
1
2
Ht

is the norm induced by the inner product of Ht;

(iii) whenever x ∈ Πt∈ΩHt and, for every t ∈ Ω and every ε > 0, there is an x′ ∈ Γ such
that ‖x(s)− x′(s)‖Hs ≤ ε throughout some neighbourhood of t, it follows that x ∈ Γ.

Remark 6.10 ([9], 10.7.1). Let H = {Ω, (Ht)t∈Ω, Γ} be a continuous field of Hilbert
spaces. If x, y ∈ Γ then the function t 7→ 〈x(t), y(t)〉t is continuous by the inequality

4 〈x(t), y(t)〉Ht
=‖x(t)+ y(t)‖2

Ht
−‖x(t)− y(t)‖2

Ht
+ i‖x(t)+ iy(t)‖2

Ht
− i‖x(t)− iy(t)‖2

Ht
.
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6 On the Projectivity of C*-algebras with Fell’s condition

Remark 6.11 ([9], 10.7.2). Let H = {Ω, (Ht)t∈Ω, Γ} be a continuous field of Hilbert
spaces. For each t ∈ Ω, let At = K(Ht). For x, y ∈ Γ define θx,y ∈ Πt∈Ω At by the
formula θx,y(t) = θx(t),y(t). By above we have that

θ∗x,y = θy,x, θx,yθx′,y′ = θz,y′

with z(t) = 〈x′(t), y(t)〉 x(t). Then the set Λ of the vector fields

θx1,x2 + θx3,x4 + ... + θx2n−1,x2n ,

where x1, ..., x2n ∈ Γ is an involutive subalgebra of Πt∈Ω At. The set Λ(t) is dense in the
set of operators of finite rank in Ht, and is therefore dense in At. By Remark 6.8,

‖θx1,x2(t) + ... + θx2n−1,x2n(t)‖Ht

is a continuous function of the
〈

xi(t), xj(t)
〉

, and therefore of t. Then by [9, Proposition
10.3.2], there exists a unique set Θ ⊂ Πt∈Ω At such that U = {Ω, At, Θ} is a continuous
field of elementary C*-algebras. The triple U is said to be associated to H. It will be denoted
by U (H).

We now consider the correspondence betwen continuous fields of Hilbert spaces
and continuous fields of elementary C*-algberas. Again the following can be found in
[9, Section 10.7].

Remark 6.12 ([9], 10.7.5). Let H = {Ω, (Ht), Γ} be a continuous field of Hilbert spaces
over a locally compact Hausdorff space Ω, with a continuous vector field x such that
‖x(t)‖Ht = 1 for every t. Let p = θx,x ∈ Θ and U = U (H) = {Ω, (At), Θ}. Then p is a
continuous vector field of U of projections of rank 1.

Remark 6.13 ([9], 10.7.5). Let U = {Ω, At, Θ} be a continuous field of elementary
C*-algebras over a locally compact Hausdorff space Ω, with a continuous field of pro-
jections p ∈ Θ of rank 1. Let Ht be the subspace At p(t) of At. By Remark 10.6.4 of [9]
Ht is a Hilbert space. Let Γ be the set of all x ∈ Θ such that x(t) ∈ Ht for every t ∈ Ω.
Then H = {Ω, Ht, Γ} is a continuous field of Hilbert spaces. Moreover let x = p. Then
x is an element of Γ such that ‖x(t)‖Ht = 1 for every t ∈ Ω.

Definition 6.14 (Fell’s condition). Let Ω be a locally compact Hausdorff space, and U =

{Ω, Ax, Θ} a continuous field of elementary C*-algebras. U is said to satisfy Fell’s condition
if, for every x ∈ Ω, there exists a neighbourhood Ux of x and a vector field p of U , such that,
for every t ∈ Ux, p(t) is a projection of rank 1. Note that U|Ux ∼= U (Hx).
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6 On the Projectivity of C*-algebras with Fell’s condition

Proposition 6.15 ([9], Proposition 10.7.7). Let Ω be a locally compact Hausdorff space, and
U a continuous field of elementary C*-algebras over Ω. The following conditions are equivalent

1. For every t0 ∈ Ω, there exists a neighbourhood V of t0 and a continuous field H of
non-zero Hilbert spaces over V, such that U|V is isomorphic to U (H).

2. U satisfies Fell’s condition.

Proof. (1)⇒(2). Suppose that condition (1) is satisfied. Let t0 ∈ Ω. Let V0 be a neigh-
bourhood of t0 and H = {V0, (Ht), Γ} be a continuous field of non-zero Hilbert spaces
over V0 such that U|V0 is isomorphic to U (H). Let ξ be a non-zero element of Ht0 and
let x be a continuous vector field of H such that x(t0) = ξ. The set V of the t ∈ V0 such
that x(t) 6= 0 is a neighbourhood of t0; put y(t) = ‖x(t)‖−1

Ht
x(t) for t ∈ V. The vector

field θy,y of U (H) is defined and continuous on V, and θy,y(t) is a projection of rank 1
for every t ∈ V. There therefore exists a vector field p of U , defined and continuous on
V, such that the p(t) are projections of rank 1.

(2)⇒(1). Suppose that U satisfies Fell’s condition. Let t0 ∈ Ω. There exists a neigh-
bourhood V of t0 and a continuous field p of projections of U of rank 1 defined on V.
Then, by [9, Lemma 10.7.6], U|V is isomorphic to U (H).

6.2 Necessary and sufficient conditions for the projectivity of C*-
algebras with Fell’s condition

Let Ω be a locally compact Hausdorff space, and let U = {Ω, (At), Θ} be a continuous
field of elementary C*-algebras satisfying Fell’s condition. We define A(s, t) = As ⊗C∗
At.

Definition 6.16. Let U = {Ω, (At), Θ} be a continuous field of C*-algebras. Let A be the
C*-algebra defined by U . For (s, t) ∈ Ω×Ω, define

ϕ(s,t) : A⊗̂A → A(s, t)

a⊗ b 7→ a(s)⊗ b(t)

and extend by linearity.

Then for v ∈ A⊗̂A, define

Gv : Ω×Ω→ R+

(s, t) 7→ ‖ϕ(s,t)(v)‖A(s,t).
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Lemma 6.17. Let w ∈ A⊗̂A such that w = ∑n
i=1 ai ⊗ bi. Then Gw(s, t) is continuous on

Ω×Ω.

Proof. Let ε > 0 and s0, t0 ∈ Ω. We wish to show that Gv is continuous at (s0, t0).

Since A satisfies Fell’s condition, by Proposition 6.15, there exists a neighbourhood
Vs0 of s0 and a continuous field of Hilbert spaces Hs0 = {Vs0 , (Hs0(s))s∈Vs0

, Γs0} such
that A|Vs0 is isomorphic to U (Hs0). Likewise there exists a neighbourhood Vt0 of t0

and a continuous field of Hilbert spaces Ut0 = {Vt0 , (Ht0(t))t∈Vt0
, Γt0} such that A|Vt0

is isomorphic to U (Ht0).

Therefore ai|Vs0 ∈ Γs0 and bi|Vt0 ∈ Γt0 for each i and so, for all (s, t) ∈ Vs0 ×Vt0 ,(
n

∑
i=1

ai ⊗ bi

)
(s, t) ∈ K(Hs0(s)⊗H Ht0(t)).

Therefore, by Remark 6.11, there exists xn
j , yn

j ∈ Γs0 and wn
j , zn

j ∈ Γt0 , mn ∈ N such
that (

n

∑
i=1

ai ⊗ bi

)
(s, t) = lim

n→∞

(
mn

∑
j=1

θxn
j ,yn

j
(s)⊗ θwn

j ,zn
j
(t)

)
,

where the limit is taken in the uniform topology over a neighbourhood of (s,t).

We note that for ξ ∈ Hs0(s), η ∈ Ht0(t), xj, yj ∈ Γs0 and wj, zj ∈ Γt0 we have

θxj,yj(s)⊗ θwj,zj(t)(ξ ⊗ η)

=
〈
ξ, yj(s)

〉
xj(s)⊗

〈
η, zj(t)

〉
wj(t)

=
〈
ξ ⊗ η, yj(s)⊗ zj(t)

〉
xj(s)⊗ wj(t)

=θxj(s)⊗wj(t),yj(s)⊗zj(t)(ξ ⊗ η).

Therefore, by Remark 6.10, (s, t) 7→ θxj,yj(s) ⊗ θwj,zj(t)(ξ ⊗ η) is a continuous func-

tion on Vs0 × Vt0 . By Remark 6.11,
∥∥∥∑mn

j=1 θxn
j ,yn

j
(s)⊗ θwn

j ,zn
j
(t)
∥∥∥

A(s,t)
is continuous on

Vs0 ×Vt0 .
Therefore ‖ϕ(s,t)(w)‖A(s,t) is a limit of continuous functions in the locally uniform
topology, and so is continuous on Ω×Ω.
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Lemma 6.18. Let v ∈ A⊗̂A. Then the following are true

(i) Gv(s, t) is continuous on Ω×Ω;

(ii) Gv(s, t)→ 0 as t→ ∞ uniformly for s ∈ Ω;

(iii) Gv(s, t)→ 0 as s→ ∞ uniformly for t ∈ Ω.

Proof. (i) Let ε > 0 and (s0, t0) ∈ Ω×Ω. We wish to show that Gv is continuous at
(s0, t0).
By [31, Theorem 3.6.4], every element v from A⊗̂A can be written as ∑∞

i=1 λi ai ⊗
bi, λi ∈ C, ai ∈ A, bi ∈ A, where ∑∞

i=1 |λi| < ∞ and the sequences {ai}, {bi}
converge to zero in A as i→ ∞.

Pick N such that
∞

∑
i=N+1

|λi|‖ai‖‖bi‖ <
ε

4
.

Let w = ∑N
i=1 λiai ⊗ bi. By Lemma 6.17, Gw is continuous on Ω ×Ω. Therefore

there exists a neighbourhood, U(s0,t0) of (s0, t0), such that

|Gw(s, t)− Gw(s0, t0)| <
ε

2
,

for all (s, t) ∈ U(s0,t0).

Note that,

‖ϕ(s0,t0)(w)‖A(s0,t0) =‖ϕ(s0,t0)(w)− ϕ(s0,t0)(v− w) + ϕ(s0,t0)(v− w)‖A(s0,t0)

≤‖ϕ(s0,t0)(w) + ϕ(s0,t0)(v− w)‖A(s0,t0)

+ ‖ϕ(s0,t0)(v− w)‖A(s0,t0).

and so,

−‖ϕ(s0,t0)(w) + ϕ(s0,t0)(v− w)‖A(s0,t0) ≤‖ϕ(s0,t0)(v− w)‖A(s0,t0)

− ‖ϕ(s0,t0)(w)‖A(s0,t0).

Then, for all (s, t) ∈ U(s0,t0),

Gv(s, t)− Gv(s0, t0)

=‖ϕ(s,t)(v)‖A(s,t) − ‖ϕ(s0,t0)(v)‖A(s0,t0)
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=‖ϕ(s,t)(w) + ϕ(s,t)(v− w)‖A(s,t) − ‖ϕ(s0,t0)(w) + ϕ(s0,t0)(v− w)‖A(s0,t0)

≤‖ϕ(s,t)(w)‖A(s,t) + ‖ϕ(s,t)(v− w)‖A(s,t)

+ ‖ϕ(s0,t0)(v− w)‖A(s0,t0) − ‖ϕ(s0,t0)(w)‖A(s0,t0)

=‖ϕ(s,t)(v− w)‖A(s,t) + ‖ϕ(s0,t0)(v− w)‖A(s0,t0) + Gw(s, t)− Gw(s0, t0)

<
ε

2
+ Gw(s, t)− Gw(s0, t0)

≤ ε

2
+ |Gw(s, t)− Gw(s0, t0)|

<ε.

Similarly, for all (s, t) ∈ U(s0,t0),

Gv(s0, t0)− Gv(s, t)

=‖ϕ(s0,t0)(v)‖A(s0,t0) − ‖ϕ(s,t)(v)‖A(s,t)

=‖ϕ(s0,t0)(w) + ϕ(s0,t0)(v− w)‖A(s0,t0) − ‖ϕ(s,t)(w) + ϕ(s,t)(v− w)‖A(s,t)

≤‖ϕ(s0,t0)(w)‖A(s0,t0) + ‖ϕ(s0,t0)(v− w)‖A(s0,t0)

+ ‖ϕ(s,t)(v− w)‖A(s,t) − ‖ϕ(s,t)(w)‖A(s,t)

=‖ϕ(s0,t0)(v− w)‖A(s0,t0) + ‖ϕ(s,t)(v− w)‖A(s,t) + Gw(s0, t0)− Gw(s, t)

<
ε

2
+ Gw(s0, t0)− Gw(s, t)

≤ ε

2
+ |Gw(s0, t0)− Gw(s, t)|

<ε.

We therefore have that
|Gv(s, t)− Gv(s0, t0)| < ε.

(ii) Let ε > 0. For t ∈ Ω, let τt : A → At be evaluation at t. We note that

‖ϕ(s,t)(v)‖A(s,t) ≤ ‖(τs ⊗ τt)(v)‖As⊗̂At
.

Pick N0 such that
∞

∑
i=N0+1

|λi|‖ai‖‖bi‖ <
ε

2
.

Recall that the sequences {ai}, {bi} converge to 0 in A as i → ∞ and so the
sequences {ai}, {bi} are also bounded. There exists a C ∈ R such that ‖ai‖ < C
for all i. Also we can therefore pick a compact subset K ⊂ Ω such that for all
t ∈ Ω \ K

‖τt(bi)‖At <
ε

2M
, where M > C

∞

∑
i=1
|λi|
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for all i = 1, . . . , N0. We then have

sup
s∈Ω

Gv(s, t) ≤ sup
s∈Ω

(
N0

∑
i=1
|λi|‖τs(ai)‖‖τt(bi)‖At

)
+

ε

2

≤
N0

∑
i=1
|λi|‖ai‖‖τt(bi)‖At +

ε

2

<
ε

2
+

ε

2
= ε

for all t ∈ Ω \ K.

(iii) Follows as in (ii).

Definition 6.19. Let Ω be a locally compact topological space. We say that a continuous field
of elementary C*-algebras U = {Ω, (Ax)x∈Ω, Θ}, satisfies the σ-Fell condition if for every
x ∈ Ω, there exists a neighbourhood Ux of x and a vector field, px, such that px(s) is a
projection of rank 1 for each s ∈ Ux and there is a countable open cover {Vj} of Ω such that
Vj ⊂ Ux(j) for each j and some x(j) ∈ Ω.

Definition 6.20. Let U = {Ω, (At)t∈Ω, Θ} be a continuous field of Banach algebras. Let Ω be
a disjoint union of a family of open subsets {Wµ}µ∈M of Ω. We say that U = {Ω, (At)t∈Ω, Θ}
is a disjoint union of U|Wµ

, µ ∈ M.

Theorem 6.21. Let Ω be a locally compact Hausdorff space, let U = {Ω, (At), Θ} be a
disjoint union of continuous fields of elementary C*-algebras U|Wµ, µ ∈ M, satisfying the
σ-Fell condition and let A be the C*-algebra defined by U . Suppose that A is left or right
projective. Then Ω is paracompact.

Proof. By assumption, Ω is a disjoint union of the family of the open subsets {Wµ}µ∈M.
We shall split the proof into the following lemmas. By Lemma 4.15, if Wµ is paracom-
pact for each µ then Ω is paracompact.

Fix µ ∈ M. By assumption U|Wµ
satisifes the σ−Fell condition. Therefore, for ev-

ery x ∈ Wµ, there exists a neighbourhood Ux of x and a vector field px such that px(s)
is a projection of rank 1 for each s ∈ Ux and there is a countable open cover {Vj} of Wµ

such that Vj ⊂ Ux(j) for each j and some x(j).

Lemma 6.22. The paracompactness of all Vj ∩Wµ, j ∈N, implies the paracompactness of Wµ.
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Proof. Let B be an arbitrary open cover of Wµ. For each j ∈N, the family Bj = {B∩Vj ∩
Wµ : B ∈ B} is an open cover of Vj ∩Wµ. By assumption, Vj ∩Wµ is paracompact and
so Bj has an open locally finite refinement Dj that is also a cover of Vj ∩Wµ. The family
of open subsets D′j = {D ∩Vj : D ∈ Dj} is locally finite in Wµ and is a refinement of B.

Furthermore, since Wµ =
⋃

j∈N Vj, the family D =
⋃

j∈ND
′
j is an open σ−locally finite

cover of Wµ. By Kelley [18, Theorem 5.8], Wµ is paracompact.

Fix j ∈N. We will prove that Vj ∩Wµ is paracompact.

Suppose that A is left projective. Then there exists a morphism of modules ρ : A →
A+⊗̂A such that π ◦ ρ = 1A.

By [10, Theorem 3.3.1], Wµ is a Tychonoff space and so, for every s ∈ Vj ⊂ Ux(j),
there is fs ∈ C0(Ω) such that 0 ≤ fs ≤ 1, fs(s) = 1 and fs(t) = 0 for all t ∈ Ω \Ux(j).
By Property (iii) of Definition 1.9 and [9, Proposition 10.1.9], the field f p is continuous
and ‖ f (t)p(t)‖ → 0 as t→ ∞, so we have f p2

x ∈ A.

Note that ρ( fs p2
x) ∈ A⊗̂A for every s ∈ Vj ⊂ Ux(j). For every s ∈ Vj ⊂ Ux(j) and

t ∈ Ω, we set
Φ(s, t) = Gρ( fs p2

x)
(s, t)

where the function G is defined in Definition 6.16.

Lemma 6.23. Let s ∈ Vx ∩Wµ. Then Φ is independent of the choice of fs.

Proof. Let fs, gs ∈ C0(Ω) such that 0 ≤ fs, gs ≤ 1, fs(s) = gs(s) = 1 and fs(t) = gs(t) =
0 for all t ∈ Ω \Ux(j).

Let ρ(
√

fs px) = ∑∞
i=1 ai ⊗ bi and ρ(

√
gs px) = ∑∞

i=1 ci ⊗ di where ai, bi, ci and di ∈ A.

Then

Gρ( fs p2
x)
(s, t) = ‖ϕ(s,t)(ρ( fs p2

x))‖A(s,t)

= ‖ϕ(s,t)(
√

fs pxρ(
√

fs px))‖A(s,t)

= ‖ϕ(s,t)(
√

fs px

∞

∑
i=1

ai ⊗ bi)‖A(s,t)

= ‖ϕ(s,t)(
∞

∑
i=1

√
fs pxai ⊗ bi)‖A(s,t)
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= ‖
∞

∑
i=1

√
fs(s)px(s)ai(s)⊗ bi(t)‖A(s,t)

= ‖
∞

∑
i=1

px(s)ai(s)⊗ bi(t)‖A(s,t)

= ‖
∞

∑
i=1

√
gs(s)px(s)ai(s)⊗ bi(t)‖A(s,t)

= ‖ϕ(s,t)(
∞

∑
i=1

√
gs pxai ⊗ bi)‖A(s,t)

= ‖ϕ(s,t)(
√

gs px

∞

∑
i=1

ai ⊗ bi)‖A(s,t)

= ‖ϕ(s,t)(
√

gs pxρ(
√

fs px))‖A(s,t)

= ‖ϕ(s,t)(ρ(
√

fs
√

gs p2
x))‖A(s,t)

= ‖ϕ(s,t)(
√

fs pxρ(
√

gs px))‖A(s,t)

= ‖ϕ(s,t)(
√

fs px

∞

∑
i=1

ci ⊗ di)‖A(s,t)

= ‖ϕ(s,t)(
∞

∑
i=1

√
fs pxci ⊗ di)‖A(s,t)

= ‖
∞

∑
i=1

√
fs(s)px(s)ci(s)⊗ di(t)‖A(s,t)

= ‖
∞

∑
i=1

px(s)ci(s)⊗ di(t)‖A(s,t)

= ‖
∞

∑
i=1

√
gs(s)px(s)ci(s)⊗ di(t)‖A(s,t)

= ‖
√

gs(s)px(s)
∞

∑
i=1

ci(s)⊗ di(t)‖A(s,t)

= ‖ϕ(s,t)(
√

gs px

∞

∑
i=1

ci ⊗ di)‖A(s,t)

= ‖ϕ(s,t)(
√

gs pxρ(
√

gs px)‖A(s,t)

= ‖ϕ(s,t)(ρ(gs p2
x)‖A(s,t)

= Gρ(gs p2
x)
(s, t)

Therefore Φ does not depend on the choice of fs.

Lemma 6.24. Let s ∈ Vx ∩Wµ. Then Φ(s, s) > 0.
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Proof. Since px(s) 6= 0, there exists ξ, η ∈ Hx(s) such that 〈ξ, px(s)(η)〉 6= 0.

Recall that the projective tensor norm is the largest cross norm on As ⊗ Asand the
injective tensor norm is the least cross norm on As ⊗ As. Therefore the following con-
tinuous linear map exists

γ(s,s) : As⊗̂As → As ⊗C∗ As

x⊗ y 7→ x⊗ y

Define the following continuous linear maps

is : Hx(s)⊗̂Hx(s)→ Hx(s)⊗H Hx(s)

x⊗ y 7→ x⊗ y,

φ : A(s, s)→ Aop
s ⊗C∗ As

x⊗ y 7→ x∗ ⊗ y,

and the following continuous maps which are linear in the first term and conjugate
linear in the second term

ψξ,η : As⊗̂As → Hx(s)⊗̂Hx(s)

x⊗ y 7→ x∗(ξ)⊗ y(η),

ψ̃ξ,η : Aop
s ⊗C∗ As → Hx(s)⊗H Hx(s)

x⊗ y 7→ x(ξ)⊗ y(η).

Note that is is injective.

Consider the following diagram

A⊗̂A
τs⊗̂τs

��

ϕ(s,s)

))SSS
SSSS

SSSS
SSSS

As⊗̂As
γ(s,s) //

ψξ,η
��

As ⊗C∗ As
φ

((RR
RRR

RRR
RRR

RR

Hx(s)⊗̂Hx(s)
is // Hx(s)⊗H Hx(s) Aop

s ⊗C∗ As.
ψ̃ξ,η

oo

Let a⊗ b ∈ A⊗A. Then

(γ(s,s) ◦ τs ⊗ τs)(a⊗ b) = γ(s,s)(a(s)⊗ b(s))
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= a(s)⊗ b(s)

= ϕ(s,s)(a⊗ b).

Thus γ(s,s) ◦ τs ⊗ τs = ϕ(s,s).

Let x⊗ y ∈ As ⊗ As. Then

(ψ̃ξ,η ◦ φ ◦ γ(s,s))(x⊗ y) = (ψ̃ξ,η ◦ φ)(x⊗ y)

= ψ̃ξ,η(x∗ ⊗ y)

= x∗(ξ)⊗ y(η),

and

(is ◦ ψξ,η)(x⊗ y) = is(x∗(ξ)⊗ y(η))

= x∗(ξ)⊗ y(η).

Therefore is ◦ ψξ,η = γ(s,s) ◦ τs ⊗ τs. Thus the above diagram commutes.

Therefore Gρ( fs p2
x)
(s, s) = ‖ϕ(s,s)ρ( fs p2

x)‖A(s,s) = ‖γ(s,s)(τs⊗̂τs)ρ( fs p2
x)‖A(s,s). Since is

is injective it is enough to show that ψξ,η(τs⊗̂τs)ρ( fs p2
x) 6= 0.

Suppose ρ( fs p2
x) = ∑∞

i=1 ai ⊗ bi. Thus px(s) = ∑∞
i=1 ai(s)bi(s). So we have

tr(ψξ,η(τs⊗̂τs)ρ( fs p2
x))

=tr(
∞

∑
i=1

a∗i (s)(ξ)⊗ bi(s)(η))

=
∞

∑
i=1
〈a∗i (s)(ξ), bi(s)(η)〉

=
∞

∑
i=1
〈ξ, ai(s)bi(s)(η)〉

=

〈
ξ,

∞

∑
i=1

ai(s)bi(s)(η)

〉
= 〈ξ, px(s)(η)〉
6=0.
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Lemma 6.25. The function Φ(s, t) is continuous on (Vj ∩Wµ)×Ω.

Proof. Let (s0, t0) ∈ Vj ×Ω and fs0 ∈ C0(Ω) such that 0 ≤ fs0 ≤ 1, fs0(s0) = 1 and
fs0(t) = 0 for every t ∈ Ω \Ux(j).

Consider the neighbourhood V = U ×Ω of (s0, t0) where U = {s ∈ Vj ∩Wµ| fs0(s) 6=
0}.

Then, for (s, t) ∈ V,

Φ(s, t) = G
ρ

(
fs0

fs0 (s)
p2

x

)

=

∥∥∥∥ϕ(s,t)

(
ρ

(
fs0

fs0(s)
p2

x

))∥∥∥∥
A(s,t)

=
1

fs0(s)

∥∥∥ϕ(s,t)

(
ρ
(

fs0 p2
x

))∥∥∥
A(s,t)

=
1

fs0(s)
Gρ( fs0 p2

x)(s, t).

By Lemma 6.18 part (i), Gρ( fs0 p2
x)
(s, t) is continuous. Therefore Gρ( fs p2

x)
(s, t) is the ratio

of two continuous functions and hence is continuous.

Lemma 6.26. For every compact K ⊂ Vx ∩Wµ, the function Φ(s, t) → 0 as t → ∞ in Ω
uniformly for s ∈ K.

Proof. By [10, Theorem 3.1.7], since Ω is a Tychonoff space, for a compact subset
K ⊂ Vj ∩Wµ ⊂ Ω and for a closed subset Ω \ Ux(j) ⊂ Ω \ K, there is fK ∈ C0(Ω)

such that 0 ≤ fK ≤ 1, fK(s) = 1 for all s ∈ K and fK(t) = 0 for all t ∈ Ω \Ux(j).

By Lemma 6.18, the function Gρ( fK p)(s, t)→ 0 as t→ ∞ in Ω uniformly for s ∈ Ω.

Thus the function Φ(s, t) = Gρ( fK p)(s, t) on K × Ω ⊂ (Vj ∩Wµ) × Ω tends to 0 as
t→ ∞ in Ω uniformly for s ∈ K.

Conclusion of the proof of Theorem 6.21

For (s, t) ∈ (Vj ∩Wµ)× (Vj ∩Wµ), we set

E(s, t) = Φ(s, t)/Φ(s, s).
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By Lemma 6.24, Φ(s, s) > 0 for every s ∈ Vj ∩Wµ. Therefore, by Lemma 6.25, E(s, t) is
continuous at every (s, t) ∈ (Vj ∩Wµ)× (Vj ∩Wµ).

For (s, t) ∈ (Vj ∩Wµ)× (Vj ∩Wµ), we also set

F(s, t) = min{E(s, t), 1}min{E(t, s), 1}.

By Lemmas 6.25 and 6.26, the function F(s, t) has the following properties:

(i) F(s, t) is continuous on (Vj ∩Wµ)× (Vj ∩Wµ),

(ii) for every compact K ⊂ Vj ∩Wµ, F(s, t)→ 0 as t→ ∞ uniformly for s ∈ K,

(iii) for every compact K ⊂ Vj ∩Wµ, F(s, t)→ 0 as s→ ∞ uniformly for t ∈ K,

(iv) F(s, s) = 1 for all s ∈ Vj ∩Wµ.

By [13, Theorem A.12, Appendix A], Vj ∩Wµ is paracompact. By Lemma 6.22, Wµ is
paracompact. By Lemma 4.15, Ω is paracompact.

Definition 6.27. Let U = {Ω, (At)t∈Ω, Θ} be a continuous field of Banach algebras over Ω.
Let Λ ⊂ Θ. Then Λ is said to be total if, for every t ∈ Ω, the set x(t), as x runs through Λ, is
total in At. U is said to be separable if Θ has a countable total subset.

We state the following theorem, [9, Theorem 10.8.8], without proof.

Theorem 6.28. Let Ω be a paracompact space of finite dimension and U = {Ω, (At)t∈Ω, Θ}
be a separable continuous field of elementary C*-algebras, of rank ℵ0, satisfying Fell’s condition.
Then U is locally trivial.

Theorem 6.29. Let Ω be a locally compact Hausdorff space of finite dimension and U =

{Ω, (At)t∈Ω, Θ} be a separable continuous field of elementary C*-algebras, of rank ℵ0, satisfy-
ing Fell’s condition. Let A be the C*-algebra defined by U . Then the following are equivalent

(i) Ω is paracompact.

(ii) U is a disjoint union of continuous fields of elementary C*-algebras that satisfies the σ-Fell
condition and A is left projective .

Proof. (i) ⇒ (ii). Suppose that Ω is paracompact. By Theorem 6.28, the continuous
field U is locally trivial and so, by Theorem 5.26, A is left projective.
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6 On the Projectivity of C*-algebras with Fell’s condition

Since Ω is paracompact it is the disjoint union of σ−compact sets {Wµ}, see [10, The-
orem 5.1.27]. Since U satisfies the Fell condition, for every x ∈ Wµ, there exists a
neighbourhood Ux of x, and a vector field px such that px(s) is a projection of rank 1
for each s ∈ Ux. Since Wµ is σ-compact and Hausdorff it is regular, see [26]. Therefore
for every Ux there exists an open set Vx such that Vx ⊂ Ux. The family {Vx} is an
open cover of Wµ. Therefore, since Wµ is σ-compact, there exists a countable subcover
{Vj}j∈N of {Vx}. Therefore, by Definition 6.19, U|Wµ

satisifies the σ-Fell condition.
Thus U is a disjoint union of continuous fields of elementary C*-algebras that satisfies
the σ-Fell condition.

(ii) ⇒ (i). Suppose that U is a disjoint union of continuous fields of elementary C*-
algebras that satisfies the σ-Fell condition and A is left projective. By assumption Ω
has finite topological dimension. Then, by Theorem 6.21, Ω is paracompact.
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7 Biprojectivity

7 Biprojectivity

7.1 Biprojective Banach algebras

The following definition of biprojectivity can be found in [13].

Definition 7.1. Let A be a Banach algebra. We say that A is biprojective if there exists a
morphism of bimodules, ρ : A→ A⊗̂A, such that π ◦ ρ is the identity operator on A where π

is the canonical morphism.

Definition 7.2. Let (Ax)x∈Ω be a family of Banach algebras. We say that the Banach algebras
Ax, x ∈ Ω, are uniformly biprojective if, for every x ∈ Ω, there is a morphism of Banach Ax

bimodules
ρx : Ax → Ax⊗̂Ax

such that πAx ◦ ρx = idAx and supx∈Ω ‖ρx‖Ax < ∞.

The following result of Helemskii’s, on the biprojectivity of commutative C*-algebras,
can be found in [13].

Theorem 7.3. Let Ω be a locally compact Hausdorff space. The Banach algbera C0(Ω) is
biprojective if and only if Ω is discrete.

We will generalise this result to describe the biprojectivity of Banach algebras defined
by continuous fields.

7.2 Biprojectivity of Banach algebras defined by locally trivial fields

Theorem 7.4. Let Ω be a locally compact Hausdorff space and let U = {Ω, (At)t∈Ω, Θ} be a
locally trivial continuous field of Banach algebras. Let A be the Banach algebra defined by U .
If A is biprojective then the family (At)t∈Ω are uniformly biprojective.

Proof. Fix x ∈ Ω. Since U is locally trivial, there exists an open neighbourhood Ux ⊂ Ω
of x be such that U|Ux is trivial. Let φ = {φt}t∈Ux be an isomorphism of U|Ux onto the
trivial continuous field of Banach algebras over Ux where, for each t ∈ Ω, φt : At → Ãx

is an isometric isomorphism of Banach algebras.

By [18, Theorem 5.17], Ω is regular, and so there exists an open neighbourhood,
Vx ⊂ Ux, of x such that Vx ∈ Ux. By [10, Theorem 3.3.1], Ω is Tychonoff and so
there exists an fx ∈ C0(Ω) such that 0 ≤ fx ≤ 1, fx(x) = 1 and fx|Ω\Vx = 0.
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7 Biprojectivity

For ax ∈ Ax set ãx(t) = fx(t)φ−1
t φx(ax), t ∈ Ω. Then, by a similar way to the proof of

Lemma 2.1, ãx ∈ A. It is clear that, for ax ∈ Ax, we have τx(ãx) = ax.

Since A is biprojective in A-mod-A there exists a morphism of Banach A-bimodules,
ρ : A → A⊗̂A such that π ◦ ρ = 1A where π is the canonical morphism of Banach
A-bimodules. Now define

ρ̃x : Ax −→ Ax⊗̂Ax

a 7−→ (τx ⊗ τx)ρ(ãx)

where τx(a) = a(x). As in Proposition 2.3 it can be shown that ρ̃x is a morphism of
Banach A-bimodules, πx ◦ ρ̃x = idAx and that supx∈Ω ‖ρ̃x‖Ax ≤ ‖ρ‖A.

Theorem 7.5. Let Ω be a locally compact Hausdorff space and let U = {Ω, (At)t∈Ω, Θ} be a
locally trivial continuous field of Banach algebras. Let A denote the Banach algebra defined by
U . If A is biprojective then Ω is discrete.

Proof. Since A is biprojective, there exists a morphism of Banach A-bimodules ρ : A →
A⊗̂A such that πA ◦ ρ = idA.

By [18, Theorem 5.17], a Hausdorff locally compact space is regular. Therefore, since U
is locally trivial on Ω, there is an open cover {Uµ}, µ ∈ M, of Ω such that each U|Uµ is
trivial and, in addition, there is an open cover {Vα} of Ω such that Vα ⊂ Uµ(α) for each
α and some µ(α) ∈ M.

Let us show that, for every α, Vα is discrete. By Lemmas 2.1 and 3.1, there are continu-
ous vector fields x and y on Uµ(α) such that p(t) = x(t)y(t) 6= 0 for every t ∈ Uµ(α). By
[10, Theorem 3.3.1], Ω is a Tychonoff space and so, for every s ∈ Vα, there is fs ∈ C0(Ω)

such that 0 ≤ fs ≤ 1, fs(s) = 1 and fs(t) = 0 for all t ∈ Ω \Uµ(α). Note that fs p ∈ A.
For every s ∈ Vα and t ∈ Ω, we set

Φ(s, t) = Fρ( fs p)(s, t)/‖p(s)‖As ,

where the function Fu(s, t) = ‖(τs ⊗ τt)u‖As⊗̂At
is as defined in Proposition 3.3. By

Proposition 3.3, Φ(s, s) ≥ 1 for every s ∈ Vα.
As in Proposition 3.4, the function Φ(s, t) is a positive continuous function on Vα ×

Ω and does not depend on the choice of fs.
Further, for every s, t ∈ Vα such that s 6= t, there is gs ∈ C0(Ω) such that 0 ≤ gs ≤ 1,

gs(s) = 1 and gs(t) = 0. Since ρ is a morphism of Banach A-bimodules, we have

Φ(s, t) = Fρ(g fs p)(s, t)/‖p(s)‖As
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7 Biprojectivity

= ‖(τs ⊗ τt)ρ( fs xgs y)‖As⊗̂At
/‖p(s)‖As

= ‖(τs ⊗ τt)ρ( fs x)gs(t) y(t)‖As⊗̂At
/‖p(s)‖As = 0.

Therefore, Φ(s, t) = 0 for every s, t ∈ Vα such that s 6= t, and Φ(s, s) ≥ 1 for every
s ∈ Vα. For s0 ∈ Vα, because Φ(s, t) is a positive continuous function on Vα × Vα,
the function Gs0(t) = Φ(s0, t) is a positive continuous function on Vα. Note that
G−1

s0
({0}) = Vα \ {s0}. Therefore singletons are open in Vα. This implies that Vα is

discrete.

Recall that Ω =
⋃

α Vα where, for each α, Vα is an open subset of Ω. Thus Ω is
discrete.

Example 7.6. We now use Selinov’s examples, from [32], of some biprojective Banach
algebras to construct different Banach algebras which are also biprojective

Let Ω be a topological space with the discrete topology. For every t ∈ Ω, let Et be
an arbitrary Banach space of dimension dim Et > 1. Take a continuous linear func-
tional ft ∈ E∗t , ‖ ft‖ = 1 and define on Et the structure of a Banach algebra A ft(Et) with
multiplication given by ab = ft(a)b, a, b ∈ A ft(Et). For each t ∈ Ω, choose et ∈ Et such
that ft(et) = 1 and ‖et‖ ≤ 2. Then et is a left identity of A ft(Et) since for any a ∈ Et we
have

et · a = f (et) · a = 1 · a = a.

Consider the operator ρt : A ft(Et) → A ft(Et)⊗̂A ft(Et) defined a 7→ et ⊗ a. We show
that ρt is an A ft(Et)-bimodule morphism. Let a, b, c ∈ Et, λ, µ ∈ C. Then

ρt(abc) = et ⊗ abc = (et ⊗ ab)c = (et ⊗ ft(a)b)c = ( ft(a)et ⊗ b)c = aρt(b)c,

ρt(λa + µb) = et ⊗ (λa + µb) = λet ⊗ a + µet ⊗ b = λρt(a) + µρt(b).

We can see that ρt is bounded since

‖ρt(a)‖ = ‖et ⊗ a‖ = ‖et‖‖a‖ ≤ 2‖a‖.

We finally show that πA ft (Et) ◦ ρt = idA ft (Et). Let a ∈ Et. Then

(πA ft (Et))(a) ◦ ρt = πA ft (Et)(et ⊗ a) = eta = ft(et)a = a.

Thus A ft(Et) is a biprojective Banach algebra.
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7 Biprojectivity

Consider the continuous field of Banach algebras U = {Ω, At, Θ} where At is the
Banach algebra A ft(Et) with ft ∈ E∗t , ‖ ft‖ = 1. Let gt be a continuous function on
Ω such that gt(t) = 1 and gt(s) = 0 for all s 6= t. Since Ω has the discrete topology
Θ = ∏t∈Ω At, and so the field etgt such that (etgt)(s) = 0 for all s 6= t and (etgt)(t) = et

belongs to the Banach algebra A defined by U .

For a ∈ A we define (gta) ∈ A by

(gta)(s) =

a(t) if s = t

0 if s 6= t
.

Let N(Ω) be the set of finite subsets of Ω ordered by inclusion. For a ∈ A and
λ ∈ N(Ω), define

yλ,a = ∑
t∈λ

etgt ⊗ gta.

By assumption, supt∈Ω ‖et‖ ≤ 2.

Note that compact subsets of Ω have a finite number of elements.

Pick λ0 = (x1, ..., xn0) ⊂ Ω such that ‖a(t)‖ < ε
2 for t /∈ λ0. Let λ2 > λ1 > λ0

where λ1 = (x1, ..., xn0 , ..., xn1) and λ2 = (x1, ..., xn0 , ..., xn1 , ...xn2). Let η be a (n2 − n1)
th

root of unity.

We then have

‖yλ2,a − yλ1,a‖A+⊗̂A ≤
1

n2 − n1

n2−n1

∑
c=1
‖

n2

∑
s=n1

ηc(s−n1−1)gxs exs‖A‖
n2

∑
s=n1

η−c(s−n1−1)gxs a‖A

≤ 1
n2 − n1

n2−n1

∑
c=1

sup
t∈λ2\λ1

‖et‖Et sup
t∈λ2\λ1

‖a(t)‖Et

<
1

n2 − n1
(n2 − n1) · 2 ·

ε

2
= ε,

which shows that yλ,a is a Cauchy net in A⊗̂A for each a ∈ A. Let us define ρ : A →
A⊗̂A by setting, for every a ∈ A,

ρ(a) = lim
λ

∑
t∈λ

gtet ⊗ gta.
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7 Biprojectivity

Let us now show that ρ is a morphism of A-bimodules. We first show that ρ is linear.
Let a, b ∈ A and α, β ∈ C. Then

ρ(αa + βb) = lim
λ

∑
t∈λ

gtet ⊗ gt(αa + βb)

= lim
λ

∑
t∈λ

gtet ⊗ gtαa + lim
λ

∑
t∈λ

gtet ⊗ gtβb

= α lim
λ

∑
t∈λ

gtet ⊗ gta + β lim
λ

∑
t∈λ

gtet ⊗ gtb

= αρ(a) + βρ(b).

Let a, b ∈ A. Then
(ab)(t) = ft(a(t))b(t),

and so

(gt(ab))(s) =

 ft(a(t))b(t) if s = t

0 if s 6= t
.

Note that

((gta)b)(s) =

 ft(a(t))b(t) if s = t

0 if s 6= t

also and so
gt(ab) = (gta)b.

This shows that

ρ(ab) = lim
λ

∑
t∈λ

gtet ⊗ gtab

= (lim
λ

∑
t∈λ

gtet ⊗ gta)b

= ρ(a)b.

We note that

( ft(a(t))gt(b))(s) =

 ft(a(t))b(t) if s = t

0 if s 6= t
,

so gtab = ft(a(t))gtb. Therefore

ρ(ab) = lim
λ

∑
t∈λ

gtet ⊗ gtab

= lim
λ

∑
t∈λ

gtet ⊗ ft(a(t))gtb
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7 Biprojectivity

= lim
λ

∑
t∈λ

ft(a(t))gtet ⊗ gtb

= lim
λ

∑
t∈λ

agtet ⊗ gtb

= lim
λ

a ∑
t∈λ

gtet ⊗ gtb

= aρ(b).

From above ‖ρ(a)‖ ≤ ‖et‖‖a‖ ≤ 2‖a‖. Therefore ρ is a morphism of Banach A-
bimodules.
We now show that π ◦ ρ = 1A. Let a ∈ A. Then

π ◦ ρ(a) = π

(
lim

λ
∑
t∈λ

gtet ⊗ gta

)

= lim
λ

π

(
∑
t∈λ

gtet ⊗ gta

)
= lim

λ
∑
t∈λ

gteta

= lim
λ

∑
t∈λ

gteta(t)

= lim
λ

∑
t∈λ

gta(t)

= a.

Therefore A is biprojective.

Example 7.7. Let Ω be a topological space with the discrete topology. For every t ∈ Ω,
let (Et, Ft, 〈·, ·〉t) be a pair of Banach spaces with a non-degenerate continuous bilinear
form 〈x, y〉t, x ∈ Et, y ∈ Ft, with ‖〈·, ·〉t‖ ≤ 1 and inft∈Ω ‖〈·, ·〉t‖ > 0. The tensor algebra
Et⊗̂Ft generated by the duality 〈·, ·〉t can be constructed on the Banach space Et⊗̂Ft where
the multiplication is defined by the formula

(x1 ⊗ y1)(x2 ⊗ y2) = 〈x2, y1〉tx1 ⊗ y2, xi ∈ Et, yi ∈ Ft.

Choose x0
t ∈ Et, y0

t ∈ Ft such that 〈x0
t , y0

t 〉t = 1, ‖y0
t ‖ = 1 and ‖x0

t ‖ ≤ 2.

Consider the operator ρt : Et⊗̂Ft → (Et⊗̂Ft)⊗̂(Et⊗̂Ft) defined on an elementary tensor
by x⊗ y 7→ (x⊗ y0

t )⊗ (x0
t ⊗ y), x ∈ Et, y ∈ Ft.

Note that

‖ρt(x⊗ y)‖ = ‖(x⊗ y0
t )⊗ (x0

t ⊗ y)‖ ≤ 2‖x‖‖y‖ = 2‖x⊗ y‖.
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7 Biprojectivity

Extend ρt linearly and on Et⊗̂Ft since ρt is bounded. We now show that ρt is an
Et⊗̂Ft-bimodule morphism and that πEt⊗̂Ft

◦ ρt = idEt⊗̂Ft
, so that Et⊗̂Ft is a biprojec-

tive Banach algebra.

Let a, b ∈ Et⊗̂Ft and λ, µ ∈ C. We note that ρt(µa + λb) = µρt(a) + λρt(b) by con-
struction.

Let

a =
∞

∑
n=1

xa
n ⊗ ya

n, b =
∞

∑
n=1

xb
n ⊗ yb

n.

We show that ρt(ab) = aρt(b) = ρ(a)b.

Then

ab =

(
∞

∑
i=1

xa
i ⊗ ya

i

)(
∞

∑
j=1

xb
j ⊗ yb

j

)

=
∞

∑
i=1

∞

∑
j=1

(xa
i ⊗ ya

i )(xb
j ⊗ yb

j )

=
∞

∑
i=1

∞

∑
j=1

〈
xb

j , ya
i

〉
(xa

i ⊗ yb
j ).

Therefore

ρt(ab) =
∞

∑
i=1

∞

∑
j=1

〈
xb

j , ya
i

〉
(xa

i ⊗ y0
t )⊗ (x0

t ⊗ yb
j ).

Note that

ρt(a) =
∞

∑
n=1

(xa
n ⊗ y0

t )⊗ (x0
t ⊗ ya

n),

and so

ρt(a)b =
∞

∑
n=1

(xa
n ⊗ y0

t )⊗
(
(x0

t ⊗ ya
n)

(
∞

∑
k=1

xb
k ⊗ yb

k

))
.

Note that

(x0
t ⊗ ya

n)

(
∞

∑
k=1

xb
k ⊗ yb

k

)
=

∞

∑
k=1

(x0
t ⊗ ya

n)
(

xb
k ⊗ yb

k

)
=

∞

∑
k=1

〈
xb

k , ya
n

〉 (
x0

t ⊗ yb
k

)
.

Combining this with above gives us

ρt(a)b =
∞

∑
n=1

(xa
n ⊗ y0

t )⊗
(
(x0

t ⊗ ya
n)

(
∞

∑
k=1

xb
k ⊗ yb

k

))
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=
∞

∑
n=1

∞

∑
k=1

〈
xb

k , ya
n

〉
(xa

n ⊗ y0
t )⊗ (x0

t ⊗ yb
k)

= ρt(ab).

Similarly we have

ρt(b) =
∞

∑
n=1

(xb
n ⊗ y0

t )⊗ (x0
t ⊗ yb

n)

and so

aρt(b) =

(
∞

∑
k=1

xa
k ⊗ ya

k

)(
∞

∑
n=1

(xb
n ⊗ y0

t )⊗ (x0
t ⊗ yb

n)

)

=

(
∞

∑
n=1

(
∞

∑
k=1

xa
k ⊗ ya

k

)
(xb

n ⊗ y0
t )⊗ (x0

t ⊗ yb
n)

)

=
∞

∑
n=1

∞

∑
k=1

〈
xb

k , ya
n

〉
(xa

n ⊗ y0
t )⊗ (x0

t ⊗ yb
k)

= ρt(ab).

We now show that πEt⊗̂Ft
◦ ρt = idEt⊗̂Ft

.

Let a be as above. Then

πEt⊗̂Ft
◦ ρt(a) = πEt⊗̂Ft

(
∞

∑
n=1

(xa
n ⊗ y0

t )⊗ (x0
t ⊗ ya

n)

)

=
∞

∑
n=1

(xa
n ⊗ y0

i )(x0
t ⊗ ya

n)

=
∞

∑
n=1

〈
x0

t , y0
t

〉
(xa

n ⊗ ya
n)

=
∞

∑
n=1

(xa
n ⊗ ya

n)

= a.

Consider the continuous field of Banach algebras U = {Ω, At, Θ} where At is the Ba-
nach algebra Et⊗̂Ft with ‖〈·, ·〉t‖ ≤ 1. Let A be the Banach algebra defined by U .

Since Ω has the discrete topology Θ = ∏t∈Ω At, and so, for every t ∈ Ω and every
xt ⊗ yt ∈ Et⊗̂Ft, the field gtxt ⊗ yt, such that (gtxt ⊗ yt)(s) = 0 for all s 6= t and
(gtxt⊗ yt)(t) = xt⊗ yt belongs to A. Let N(Ω) be the set of finite subsets of Ω ordered
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by inclusion. For every t ∈ Ω, choose x0
t ∈ Et, y0

t ∈ Ft such that 〈x0
t , y0

t 〉t = 1, ‖y0
t ‖ = 1

and ‖x0
t ‖ ≤ 2. For a = {x(t)⊗ y(t)}t∈Ω ∈ A, and λ ∈ N(Ω), define

ya,λ = ∑
t∈λ

(gtx(t)⊗ y0
t )⊗ (gtx0

t ⊗ y(t)),

and extend by linearality.

Let ε > 0. Pick λ0 ⊂ Ω compact such that ‖x(t)‖ < ε
2 and ‖y(t)‖ ≤ 1 for t /∈ λ0.

Let λ2 > λ1 > λ0 where λ2 = (w1, ..., wn0 , ..., wn1 , ...wn2), λ1 = (w1, ..., wn0 , ..., wn1) and
λ0 = (w1, ..., wn0). We then have

‖yλ2,a − yλ1,a‖A+⊗̂A

≤ 1
n2 − n1

n2−n1

∑
c=1
‖

n2

∑
s=n1

ηc(s−n1−1)(gws x(ws)⊗ y0
ws)‖A‖

n2

∑
s=n1

η−c(s−n1−1)(gws x
0
ws ⊗ y(ws))‖A,

where η is a primary (n2 − n1)th root of unity.

Then

‖
n2

∑
s=n1

ηc(s−n1−1)(gws x(ws)⊗ y0
ws)‖A

= sup
t∈Ω
‖

n2

∑
s=n1

ηc(s−n1−1)(gws(t)x(ws)⊗ y0
ws)‖At

= max
n1≤s≤n2

‖x(ws)⊗ y0
ws‖Aws

≤ max
n1≤s≤n2

‖x(ws)‖Aws

<
ε

2
.

Similarly

‖
n2

∑
s=n1

η−c(s−n1−1)(gws x
0
ws ⊗ y(ws))‖A

= sup
t∈Ω
‖

n2

∑
s=n1

η−c(s−n1−1)(gws(t)x0
ws ⊗ y(ws))‖At

= max
n1≤s≤n2

‖x0
ws ⊗ y(ws)‖Aws

≤2 max
n1≤s≤n2

‖y(ws)‖Aws
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≤2.

Therefore
‖yλ2,a − yλ1,a‖A+⊗̂A < ε.

Similarly, for λ = (w1, ..., wn), we have

‖yλ,a‖A+⊗̂A

≤ 1
n

n

∑
c=1
‖

n

∑
s=1

ηcs(gws x(ws)⊗ y0
ws)‖A‖

n

∑
s=1

η−cs(gws x
0
ws ⊗ y(ws))‖A

≤ 2 max
1≤s≤n

‖x(ws)‖Aws
max

1≤s≤n
‖y(ws)‖Aws

≤ 2‖a‖A.

for each λ ∈ N(Λ) and a ∈ A.

Therefore for any a ∈ A, the net (ya,λ)λ converges in A⊗̂A. Let us define ρ : A →
A⊗̂A by the formula,

ρ(a) = lim
λ

∑
t∈λ

(gtx(t)⊗ y0
t )⊗ (gtx0

t ⊗ y(t)),

on elementary tensors and extend by linearity and continuity on A⊗̂A.

We show that ρ is a morphism of modules. Since ρ is linear and continuous by con-
struction and above we may prove this condition only for elementary tensors. Let
a = {x(t)⊗ y(t)}t∈Ω, b = {u(t)⊗ v(t)}t∈Ω ∈ A.

Note that
ab = {〈u(t), y(t)〉t x(t)⊗ v(t)}t∈Ω,

and so
ρ(ab) = lim

λ
∑
t∈λ

(〈u(t), y(t)〉t gtx(t)⊗ y0
t )⊗ (gtx0

t ⊗ v(t)),

ρ(a) = lim
λ

∑
t∈λ

(gtx(t)⊗ y0
t )⊗ (gtx0

t ⊗ y(t)),

ρ(b) = lim
λ

∑
t∈λ

(gtu(t)⊗ y0
t )⊗ (gtx0

t ⊗ v(t)),

ρ(a)b = lim
λ

∑
t∈λ

(gtx(t)⊗ y0
t )⊗ (〈u(t), y(t)〉t gtx0

t ⊗ v(t)),
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7 Biprojectivity

aρ(b) = lim
λ

∑
t∈λ

(〈u(t), y(t)〉t gtx(t)⊗ y0
t )⊗ (gtx0

t ⊗ v(t)).

Hence

ρ(ab) = aρ(b) = ρ(a)b.

We now show that π ◦ ρ = 1A. Let a ∈ A. Then

(πA ◦ ρ)(a) = lim
λ

∑
t∈λ

gt(x(t)⊗ y0
t )(x0

t ⊗ y(t)) = lim
λ

∑
t∈λ

gt(x(t)⊗ y(t)) = a.

Therefore A is biprojective.
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8 Applications to H2(A, X) and the splitting of exten-
sions

In this section we look at the second continuous cohomology group. The following
definitions can be found in [2, Section 2].

Let A be a Banach algebra, and let E be a Banach A-bimodule. Recall that Bn(A, E) is
the Banach space of bounded n-linear maps from A× ...× A into E and the elements
of Bn(A, E) are the continuous n-cochains. We set B0(A, E) = E.

A map T ∈ B2(A, E) is a 2-cocycle if

a · T(b, c)− T(ab, c) + T(a, bc)− T(a, b) · c = 0

for all a, b, c ∈ A. Let Z2(A, E) be the space of all 2-cocycles in B2(A, E).

Recall that, for S ∈ B(A, E),

(δ1S)(a, b) = a · S(b)− S(ab) + S(a) · b, a, b,∈ A.

Let T ∈ B2(A, E). Then T is a 2-coboundary if there exists S ∈ B(A, E) such that
δ1S = T. Let N 2(A, E) be the space of all 2-coboundries in B2(A, E).

The second continuous cohomology group of A with coefficients in E is defined as

H2(A, E) = Z2(A, E)/N 2(A, E).

Definition 8.1. Let A be a Banach algbera and let E be a Banach A-bimodule such that x · a = 0
for every x ∈ E, a ∈ A. We say that E is a right annihilator Banach A-bimodule.

Definition 8.2. Let A be a Banach algebra. An extension of A is a short exact sequence of
Banach algebras and continuous homomorphisms

∑ : 0 // I ι // B π // A // 0 ∑ = ∑(B; I).

If I2 = {0} we say that the extension ∑ is singular. The extension ∑ is admissible if there is a
continuous linear map Q : A→ B such that π ◦Q = iA. The extension splits strongly if there
is a continuous homomorphism θ : A→ B such that π ◦ θ = iA.
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8 Applications to H2(A, X) and the splitting of extensions

Let Σ(B; I) be a singular extension of a Banach algebra A. Then I is not just a
Banach B-bimodule, but also a Banach A-bimodule with respect to the operations

a · x = bx, x · a = xb (x ∈ I, a ∈ A),

where b ∈ B is chosen such that π(b) = a; these operations are well defined ex-
actly because I2 = {0}. Conversely, let E be a non-zero Banach A-bimodule, and let
Σ = Σ(B; I) be a singular extension of A such that E is isomorphic to I as a Banach
A-bimodule. Then the sequence Σ is a singular extension of A by E. Note that such an
extension Σ(B, I) always exists.

The following two theorems can be found in [13].

Theorem 8.3 ([13], Proposition IV.2.10(I)). Let A be a Banach algebra. Then the following
are equivalent:

1. H2(A, E) = {0} for any right annihilator Banach A-bimodule E;

2. A is left projective.

Theorem 8.4 ([13], Theorem I.1.10). Let A be a Banach algebra, and let E be a Banach
A-bimodule. Then the following are equivalent:

1. H2(A, E) = {0};

2. every singular, admissible extension of A by E splits strongly.

We now apply the results of the above sections to the second cohomology group
and the strong splittability of singular extensions of Banach algebras.

Proposition 8.5. Let Ω be a locally compact Hausdorff space and let U = {Ω, (At), Θ} be a
disjoint union of σ-locally trivial continuous fields UWµ

, µ ∈ M of Banach algebras. Suppose
one of the following conditions hold:

1. Ω is not paracompact;

2. the Banach algebras At, t ∈ Ω, are not uniformly left projective.

Then for the Banach algebra A defined by U

(i) there exists a Banach A-bimodule X such that H2(A, X) 6= {0}; and

(ii) there exists a strongly unsplittable singular admissible extension of the Banach algebra A.
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Proof. If condition (1) holds then by Proposition 3.4, A is not left projective. Simi-
larly if condition (2) holds then, by Proposition 2.3, A is not left projective. There-
fore, by Theorem 8.3, there exists a right annihilator Banach A-bimodule X such that
H2(A, X) 6= {0}. By Theorem 8.4, there exists a strongly unsplittable singular exten-
sion of the Banach algebra A.

Theorem 8.6. Let U = {Ω, (K(Ex)), Θ} be an `−locally trivial continuous field of Banach al-
gebras where, for x ∈ Ω, Ex is a separable Banach space with a shrinking hyperorthogonal basis
(ex

n)n∈N ⊂ Ex. Let A be the Banach algebra generated by U . Suppose that Ω is paracompact.
Then H2(A, E) = {0} for any right annihilator Banach A-bimodule E.

Proof. By Theorem 5.26 A is left projective. Therefore, by Theorem 8.3, H2(A, E) = {0}
for any right annihilator Banach A-bimodule E.

Theorem 8.7. Let Ω be a locally compact Hausdorff space, let U = {Ω, (At), Θ} be a disjoint
union of continuous fields of elementary C*-algebras U|Wµ, µ ∈ M, satisfying the σ-Fell
condition and let A be the C*-algebra defined by U . Suppose that Ω is not paracompact. Then

(i) there exists a Banach A-bimodule X such that H2(A, X) 6= {0}; and

(ii) there exists a strongly unsplittable singular admissible extension of the Banach algebra A.

Proof. By Theorem 6.21 A is not left projective. Therefore, by Theorem 8.3, there exists
a right annihilator Banach A-bimodule X such that H2(A, X) 6= {0}. By Theorem 8.4,
there exists a strongly unsplittable singular extension of the Banach algebra A.
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A Paracompact topological spaces

Here we have collected the topological material that we use throughout this thesis.

For a review of paracompact spaces see [18, p156-160].

Definition A.1. Let B be a cover of a topological space Ω. B is said to be locally finite if every
point in Ω has a neighbourhood intersecting only a finite number of set in B.

Definition A.2. Let B1 and B2 be two systems of sets. B1 is said to be a refinement of B2 if
every set from B1 is contained in some set from B2.

Definition A.3. A Hausdorff topological space Ω is said to be paracompact if every open
cover of Ω has an open locally finite refinement that is also a cover of Ω.

Example A.4. We give some examples of some paracompact spaces.

1. All compact spaces are paracompact.

2. All metric spaces are paracompact.

3. All locally compact Hausdorff second countable spaces are paracompact, see [25].

4. Let R` be the real numbers equipped with the topology generated by the basis of
all half-open intervals [a, b), where a, b ∈ R. The space R` is call the Sorgenfrey
line and is paracompact, see [35].

Example A.5. We give some examples of some spaces which are not paracompact.

1. Let βN be the Stone-C̆ech compactification of the natural numbers and let p ∈
βN \N. Then βN \ {p} is not paracompact.

2. Let R` be the Sorgenfrey line. In [35] it was shown that R` ×R`, known as the
Sorgenfrey plane, is not paracompact.

Note that some authors replace Hausdorff with regular in the above definition. In
our case our topological spaces are always locally compact and Hausdorff and there-
fore regular.

Theorem A.6 ([26], Theorem 41.1). Every paracompact Hausdorff space Ω is normal.

Theorem A.7 ([10], Theorem 7.2.4). Let Ω be a normal topological space Ω. The topological
dimension of Ω is less than or equal to ` if every locally finite open cover of Ω possesses an open
locally finite refinement of order `.
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Theorem A.8 ([18], Theorem 5.28). Let Ω be a regular topological space, then the following
are equivalent:

1. the space Ω is paracompact;

2. each open cover of Ω has a locally finite refinement;

3. each open cover of Ω has a σ-locally finite refinement.

Definition A.9. Let (Uα)α∈Λ be an indexed open cover of a topological space Ω. An indexed
family of continuous functions

F = φα : Ω→ [0, 1]

is said to be a partition of unity on Ω, subordinate (Uα)α∈Λ, if

1. ∑α∈Λ φα(x) = 1 for each x,

2. for each x ∈ Ω all but a finite number of F vanish outside some neighbourhood of x,

3. φα vanishes outside Uα for each α ∈ Λ.

Theorem A.10 ([26], Theorem 41.7). Let Ω be a paracompact Hausdorff space; let (Uα)α∈Λ

be an indexed open covering of Ω. Then there exists a partition of unity on Ω dominated by
(Uα)α∈Λ.

Theorem A.11 ([13], Theorem A12). Let Ω be a locally compact Hausdorff space such that
there exists a continuous function F : Ω×Ω→ [0, 1] satisfying the following properties

(i) for every compact K, F(s, t)→ 0 as t→ ∞ uniformly for s ∈ K,

(ii) for every compact K, F(s, t)→ 0 as s→ ∞ uniformly for t ∈ K,

(iii) F(s, s) = 1 for every s ∈ Ω.

Then Ω is paracompact.

By F(s, t) → 0 as t → ∞ uniformly for s ∈ K we mean that for every ε > 0 there exists
a compact set Kε ⊂ Ω such that |F(s, t)| < ε for every t ∈ Ω \ Kε and every s ∈ K.
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