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ABSTRACT 

In reported pipeline failures globally, third-party interference (TPI) has been recognised as 

a dominant failure mechanism in the oil and gas industry, although there has been limited 

research in this area. The problem is receiving considerable attention within the oil and gas 

industry, because of the industry threats (e.g. Al Qaedaõs capabilities) and the natural 

vulnerability of pipelines because of their long distance network distribution. The ability to 

predict and secure pipelines against TPI is a valuable knowledge in the pipeline industry, 

and especially for the safety of the millions of people who live near pipelines. This thesis 

develop an understanding of the relationships between the many and various contributory 

factors leading to potential TPI, frequently resulting in mass deaths, economic losses, and 

widespread destruction to property. The thesis used GIS-based spatial statistical 

methodologies, first, based on hotspot and cold spot cluster analyses to explain pipeline 

incident patterns and distributions; and a geographically weighted regression (GWR) model 

to investigate the determinants of TPI and to identify local and global effects of the 

independent variables. Secondly, a generalized linear model (GLMs) methodology of 

Poisson GLMs and Logistic Regression (LR) procedures, by using a combination of land 

use types, pipeline geometry and intrinsic properties, and socioeconomic and socio-political 

factors to identify and predict potentially vulnerable pipeline segments and regions in a 

pipeline network. The GWR model showed significant spatial relationship between TPI, 

geographical accessibility, and pipeline intrinsic properties (e.g. depth, age, size), varying 

with location in the study area. The thesis showed that depth of pipeline and the socio-

economic conditions of population living near pipeline are the two major factors 

influencing the occurrence of TPI. This thesis have prompted the need for selective 

protection of vulnerable segments of a pipeline by installing security tools where most 

needed. The thesis examined available literature and critically evaluated and assessed 

selected international pipeline failure databases, their effectiveness, limitations, trend, and 

the evolving difficulties of addressing and minimising TPI. The result of the review showed 

irregular nomenclature and the need for a universal classification of pipeline incidents 

database. The advantages and disadvantages of different detection and prevention tools for 

minimising TPI, used in the pipeline industry are discussed. A questionnaire survey was 

developed and employed, as part of the thesis, for the employees and managers in the 

pipeline industry. The results of the data analysis has contributed to the body of knowledge 

on pipeline TPI, especially the industry perceptions, prevention strategies, capabilities and 

complexities of the various application methods presently being implemented. The thesis 

also outlined the actions that governments and industry can and should take to help 

manage and effectively reduce the risk of pipeline TPI. The results of this study will be 

used as a reference to develop strategies for managing pipeline TPI. The results of the 

thesis also indicated that communications with all stakeholders is more effective in 

preventing intentional pipeline interference, and that the governmentõs social responsibility 

to communities is the major factor influencing the occurrence of intentional pipeline TPI.  
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 GLOSSARY OF TERMS 

Oil and Gas Pipelines: Includes crude oil pipelines, refined products pipeline, and natural 
gas pipeline. Comprising: chemical liquids pipelines, natural gas 
liquids (NGL) pipelines, liquefied petroleum gas (LPG); and 
gathering, mains, transmission and distribution lines. 

 
Third -party Interference: A failure resulting from an action by a third-party either 

intentional or Unintentional (accidental). This also includes 
damage undetected when it occurred and resulting in a failure at 
some later point in time; and sabotage, theft, terrorism threats to 
pipelines. 

 
Dependent Variables A variable is any characteristic that is recorded for a subject in a 

study. The dependent variables are outcome variable on which 
comparisons are made 

 
Independent Variables The independent variables define the groups to be compared with 

respect to values on the dependent variables. "If x is given, then y 
occurs", where x represents the independent variables and y 
represents the dependent variables. 

 
Pipeline System All component part through which petroleum product moves 

during transportation including pipe, valves, compressor units, 
metering stations, regulator stations, delivery stations, holders and 
other fabricated assemblies.  

 
Detection The process of obtaining an inspection signal recognized as 

coming from a pipeline defect that produce signals that are both 
measurable and distinctive.  

 
Mitigation  Procedures to alleviate, reduce the severity consequences of 

failure. 
 
Prevention  Activities and procedures initiated to prevent pipeline damage or 

failure. 
 
Right-of-way Corridor width over another personõs property along a typical 

pipeline with a legal right of passage granted, and acquired for 
usage by pipeline operator.  

 
Euclidean Any two points can be joined by a straight line, or a a straight line 

segment can be extended indefinitely in a straight line 
 
Z-Score A statistical measure in data analysis that quantifies the distance 

(measured in standard deviations) a data point is from the mean 
of a data set. 

 
Multicollinearity  A statistical phenomenon in regression analysis describing, 

because of the high degree of correlation between two or more 
independent variables, the difficulty to accurately separate the 
effect of each individual independent variable upon the 
dependent variable. 



Chapter I: Introduction 

 
1 

 

1 INTRODUCTION  

1.1 Background Information 

It is predicted that the global energy demand will rise by as much as 54 per cent over the 

next two decades and oil consumption constitutes 40 per cent of this energy demand (EIA, 

2008). This increased demand for more oil encourages exploration and production of more 

petroleum resources and therefore more pipelines are required to transport the oil from the 

production to the processing facility and on to the end user. These pipelines are generally 

designed, installed, and maintained using the best available engineering technology in order 

to comply with regulatory requirements. However, despite being one of the safest forms of 

oil transport, pipelines are still prone to several threats, which if not effectively managed 

can lead to failure, e.g. environmental damage, external and internal corrosion damage, 

defects, and third-party interference (TPI). The form of TPI include sabotage, theft, cyber-

attacks on control systems, and terrorism threats (Van Den Brand and Kutrowski, 2006b, 

Day et al., 1998).  

 

Presently, the study of TPI is of considerable interest in the oil and gas industry, especially 

in the current world oil and gas economy (Augusto et al., 2010). In all forms of pipeline 

failures reported all over the world, TPI has been recognised as one of the most dominant 

failure mechanism in the pipeline industry and yet it does not attract the attention of the 

research community. TPI is one of the major classifications of pipeline failures, generally 

classified into six cause categories, namely: (i) TPI, (ii) corrosion, (iii) design and 

construction defects, (iv) natural hazards, (v) operational error, and (vi) unknown causes 

(Miesner and Leffler, 2006, Bolt, 2001, Jones et al., 1996, Kiefner et al., 1994).  

 

International efforts to improve pipeline security, because of terrorism; and the continuous 

fluctuation of the oil price, which can be attributed to intentional attacks against pipeline 

installations, now requires more emphasis on TPI research than ever before. These threats 

(e.g. Al Qaedaõs capabilities) have made pipelines naturally vulnerable because of their long 

distance network distribution nature, especially the opportunities the long stretch provides 

for TPI. For example, prior to September 11, 2001 (9/11), risk assessments in the pipeline 

industry focused less on TPI and more on other factors, but the terrorist events of 9/11 

have changed the outlook significantly (Parfomak, 2008, Lorenz, 2007, Baybutt and Ready, 
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2003, Baybutt, 2002). However, terrorism is not the only factor involved in pipeline TPI; 

many other factors could influence the occurrence. These other determinants factors are 

land use, environmental factors, socioeconomic and socio-political aspects, population 

density, and pipeline intrinsic properties (Lorenz, 2007, Miesner and Leffler, 2006, 

Muhlbauer, 2004, Mather et al., 2001, Macdonald and Cosham, 2005, Jager et al., 2002, 

Frisbie and Minnesota, 1977). The ultimate consequence of these determinant factors is the 

risk to human lives and properties, particularly with worldwide increasing lengths of 

pipelines. 

 

Consequently, the ability to predict and secure pipelines against TPI is valuable knowledge 

in the pipeline industry, especially for the safety of the millions of people who live near 

pipelines. Hence, there is the need for a prediction, monitoring and preventative 

methodology that can identify the most vulnerable pipeline segments in an overall network. 

This will inform the expert deployment efforts more efficiently (e.g. to high consequence 

areas), reduce response times, and help develop strategies for a well-functioning pipeline 

policing approach (Parfomak, 2008). Therefore, this thesis is aimed at predicting future 

occurrence of TPI and examines potential relationships between TPI, land use, 

environmental factors, socioeconomic and socio-political variables, population density, and 

pipeline properties using hybrid multivariate statistical methods and spatial analysis. This 

thesis will also allow for the effective allocation of preventative measures by identifying 

patterns and trends of TPI. 

1.2 The Study Area 

The above factors make the study area, Niger Delta, Nigeria, the most suitable choice, 

because of the prevalence of pipeline TPI in that region. The study area is the oil and gas 

producing region of Delta State, in the Niger Delta of Nigeria. Overall, the country has a 

network of over five thousand kilometres (5000km) of oil pipelines with an oil reserve 

estimated to be over 20 billion barrels and which has risen steadily to host the worldõs 10th 

largest reserves at about 25 billion barrels (NNPC, 2005). The oil and gas industry is the 

backbone of the Nigerian economy, accounting for the majority of the total foreign 

exchange revenue. However, pipeline TPI is a daily concern, and has continuously put the 

general environment, economy, ecosystem, and public health in danger. The avowed 

intentions of ethnic guerrilla groups such as the Movement for the Emancipation of the 

Niger Delta (MEND) and similar shadow gangs, have continuously threatened oil and gas 
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operations in the region. Such groups have captured hostages, destroyed pipelines, and 

threaten oil and gas installations. This thesis will examine the motivation for TPI and 

investigate the link between political instability, poverty and socio-economic deprivation 

and whether this results in third-party pipeline damage becoming a more common 

occurrence in the study area.  

1.3 Pipeline Third-party Interference 

Pipeline TPI is a term frequently used in the literature, but to date there is no consensus 

about its definition. TPI is simply any action taken to obstruct or tamper with the 

functional operation of energy infrastructures by an individual or group of people not 

directly (or indirectly) related to or hired by the operator of the utility (Muhlbauer, 2004). 

TPI within the context of this research means some form of system failure resulting from 

an action by a third party either intentional or unintentional (accidental). This includes 

damage that may have been initially undetected when it occurred and subsequently 

resulting in a failure at some later point in time. The term also includes sabotage, theft, and 

terrorism threats to pipelines.  

 

Sometimes, the knowledge of the past helps understand the present; TPI is one of the 

oldest pipeline problems dating back to the 1880s, and the threat posed by the 

Brotherhood of Pennsylvania Oil Haulers in the 1880s, in Pennsylvania, USA (Miesner and 

Leffler, 2006, Papadakis et al., 1999). While various definitions of TPI are found in the 

literature and several failure databases, they all recognise it as one of the most prevailing 

cause of pipeline failure. For example, Wan and Mita (2010), Focke (2009), Seevam (2009), 

Williamson and Daniels (2008), Ai et al. (2008), and Cao et al. (2007)  have all classified the 

most common causes of pipeline failures as being TPI and corrosion. Whilst there is much 

research regarding the threat of corrosion resulting in numerous research publications and 

data, there are very few studies concerned with TPI. Recent research in this area is concern 

on the development of remote sensing and surveillance technologies, in addition to models 

for pipeline hazard risk analysis. Nevertheless, with regard to current technologies, and 

taking advantage of the limited literature, TPI can be classified into the following two main 

categories: (1) Intentional, and (2) Unintentional. The following sections describe in more 

detail what is meant by intentional and unintentional pipeline interference.  
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1.3.1 Intentional Pipeline Third-party Interference 

In the literature, the term intentional TPI tends to be used to refer to the deliberate and 

illegal intrusion into a pipeline network without the operatorsõ given consent and 

permission. In global terms, activities of intentional TPI include vandalism, smuggling, 

trespass, conspiracy, pilfering, sabotage and terrorism. It could also be in the form of 

piracy, intrusion, hijacking, bunkering, political extremism, false alarm, and guerrilla 

warfare. Intentional TPI also includes the use of mechanical equipment, firearms, and 

explosives to cause physical damage, for example, Figure 1-1 shows activities of TPI in the 

study area.  

  

Figure 1-1: Activities of pipeline TPI (intentional): Left picture: Saboteursõ typical illegal installed 
valves to steal oil from pipelines; Right-picture: Theft of pipeline product, a common occurrence in 

the study area (Watts and Kashi, 2008). 

Moreover, cyber (internet) attacks on pipeline network and the operation of monitoring 

control systems are also other forms of TPI, this is in addition to robberies, militia groups, 

hostage taking and kidnapping that now accompany pipeline TPI. This shows a need to be 

explicit about exactly what motivates intentional TPI, and makes pipelines vulnerable. This 

thesis hypothesises that these actions and threats are strongly influenced by environmental, 

physical, social and economic conditions. 

 

Intentional pipeline damage resulting from TPI is criminal. For example, the Royal Dutch 

Shell Company, the largest oil producer in Africa cut production by 500,000 barrels per day 

in 2006 (Watts and Kashi, 2008). This resulted in a revenue loss of about $35 million daily 

and was caused when kidnapping and attacks on facilities by militants and vandals became 

unbearable. In addition, vast volumes of oil are lost due to theft at oil flow monitoring 

stations; between 275,000 and 685,000 barrels of oil are on average each day stolen in 

Nigeria (NNPC, 2005). A total loss of between $1.5 and $4 billion annually are lost to the 
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illegal hot-tapping of pipelines. Globally, the oil and gas industry is currently under pressure 

to take a more proactive role at curbing such intentional pipeline damage (Parfomak, 2008).  

1.3.2 Unintentional Pipeline Third-party Interference 

Unintentional third-party interferences are external events and activities unexpectedly 

leading to the accidental damage of pipelines, and which could have been prevented if 

protective measures had been taken prior to their occurrence. The term embodies a 

multitude of possibilities; however, the activities are mechanical failure, operation error, 

control system failure, and also by humans and natural hazards, for example, road 

construction, farming, drilling, mechanical error, landslides, erosion, and earthquakes 

(James and McKinley, 2007, Houreld, 2007, Gale, 2006). 

 

  

Figure 1-2: Aftermath of pipeline TPI in Ghislenghien, Belgium, on the 30th July, 2004. Over 20 
fatalities and 33 people severely burned were reported (Papadakis, 2005). 

 

 

Recently, Nigeria (the study area) experienced a major disaster when an earth-moving 

vehicle accidentally collided with a petroleum pipeline. The resultant inferno raced through 

the neighbourhood, killing over 100 persons, including schoolchildren in a nearby nursery 

school (Nwankwo and Ezeobi, 2008). Similar pipeline disasters, as reported worldwide, are 

sometimes catastrophic and often result in mass deaths and widespread destruction of 

properties. For example, the Department of Justice (2007) and Papadakis (2005) reviewed a 

tragedy that involved various deaths, several serious casualties, and others who were 

hospitalised with severe burns when a Major Accident Hazard Pipeline (MAHP) near 

Ghislenghien in Belgium, that operated at a pressure of 70 bars, failed due to third party 

activities (Figure 1-2). For these reasons, there is the need to limit the consequences of 

pipeline TPI, especially since TPI can cause immediate pipeline failure, as well as future 

failure in undetected rupture and damage. 
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1.4 Objectives and Scope of the Thesis 

TPI is a serious threat to the integrity of the pipeline industry and with limited attention to 

it given within the research literature and few studies addressing theoretical and 

methodological issues, especially with respect to intentional pipeline TPI. However, this 

thesis, as described earlier, will develop an understanding of the relationships between the 

many and various contributory factors leading to TPI. In addition, the thesis will allow 

pipeline operators to effectively manage resources by the selective protection of vulnerable 

segments of a pipeline by installing necessary security.  

 

This thesis could be used to minimise the cost per mile of pipeline installations against 

possible TPI. Therefore, it could complement other solutions (as discussed in chapter 3), 

and considerably reduce the huge investment involved in protecting pipelines. The aim of 

this thesis, therefore, is to determine and explore relationships between land use, 

environmental factors, socioeconomic and socio-political factors, population density, and 

pipeline properties by using hybrid multivariate (and spatial) statistical methods and the 

subsequent design of a prediction model for pipeline TPI. The main objectives of this 

thesis are thus to: 

 

1. Develop an understanding and description of pipeline TPI, and investigate the 

many possible influencing factors, especially for intentional TPI, in developing, 

politically complex countries such as Nigeria. 

 

2. Review the available literature and critically evaluate and assess selected 

international pipeline failure databases, their effectiveness, limitations, trend, and 

the evolving difficulties of addressing and minimising TPI. 

 

3. Study the aspects of safety and effectiveness of various detection and prevention 

tools and approaches for minimising TPI, with their corresponding advantages, 

limitations and disadvantages; especially, the various ways for combating TPI that 

are currently implemented. 

 
4. Conduct a questionnaire based survey for participation of the employees and 

managers in the pipeline industry, to investigate perceptions regarding TPI and the 
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efficacy of prevention strategies, capabilities and complexities of the various 

application methods presently being implemented in the industry. 

 
5. Identify the significant factors of geographical accessibility to pipelines and 

vulnerable segments with alternative methodologies based on: (a) point pattern 

analysis to describe the spatial distribution of third-party damages in the study area; 

and (b) a geographically weighted regression model to show spatial variations in the 

relation between the occurrence of TPI and selected exploratory independent 

variables. 

 
6. Determine the factors in particular that affect the occurrence of pipeline TPI, in a 

measurable way, and the relationship patterns among the variables undertaken by 

using Factor Analysis (FA) approaches, in addition to identifying the most 

significant variables for subsequent use in prediction models. 

 
7. Develop a statistical prediction model with Generalised Linear Models (GLMs) to 

predict and estimate the likelihood of TPI in the future at postulated vulnerable 

pipeline segments, by modelling a combination of land use types, pipeline 

geometry, failures count data, socio-economic, socio-political and pipeline 

variables. 

 

8. Review the limitations of the tools and modelling approach and make 

recommendations for further research. 

 

9. Investigate the possible contribution of the thesis findings into the current pipeline 

safety policy in the study area, Nigeria. 

1.5 Structure of the Thesis 

In summary, this thesis provides a critical examination of pipeline TPI, and deals with the 

fundamental concepts of best approaches to prevent and manage the problem. This thesis 

consists of a general introduction; a detailed literature review of pipeline TPI issues; 

detailed review of pipeline failures and of various preventive measures; a description of 

various methodologies adopted and applied for the thesis; and a discussion and conclusion 

of the results obtained. 
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Specifically, Chapter 1 presents basic definitions and covers background research materials 

described in subsequent chapters. The chapter provides an overview of the meaning of 

pipeline TPI, with a review of theories of major contributory factors leading to TPI. The 

chapter presents the thesisõs overall objectives, and concludes by describing the structure of 

the thesis, followed with a summary. 

 

 Chapter 2 discusses TPI in detail and reviews pipeline failures especially intentional and 

unintentional TPI. The chapter then focuses discussion on previous work on pipeline TPI. 

The chapter concludes with a presentation of an extensive description of general security 

and policy issues, regulations and legislations concerning pipelines. 

 

Chapter 3 describes and reviews various international pipeline failure databases. The 

chapter focused on the Nigeria National Petroleum Corporation (NNPC); European Gas 

Pipeline Incident data Group (EGIG); Office of Pipeline Security (OPS), U.S; 

Conservation of Clean Air and Water in Europe (CONCAWE); United Kingdom Onshore 

Pipelines Operators Association (UKOPA); and National Energy Board of Canada (NEB). 

The chapter concludes with a discussion on the findings of the review. The chapter 

concludes with commentary on the reviewed pipeline database as well as suggestions for 

proper definition of TPI in the databases. 

 

Chapter 4 provides an extensive description of the various detection and prevention tools 

that are available for undertaking third-party damage control, with their corresponding 

advantages, disadvantages and limitations. The review was based on review of literatures, 

and was divided into three broad categories: pre-installation, during-installation, and post-

installation. 

 

Chapter 5 discusses factors that affect and influence the occurrence of pipeline TPI. It 

starts by defining and discussing the characteristics of the individual factors, with reference 

to the Nigeria study area. The following factors influencing TPI are discussed in this 

chapter: land use, socioeconomic factors, Human Development Indicators (HDI); socio-

political factors; population density; geographical accessibility; pipeline intrinsic properties; 

topographical and geological factors. 
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Chapter 6 catalogues the overall methodology adopted for the analysis and development of 

the TPI models in the thesis. The following are described: the hot spot spatial approach 

and modelling; and model development with Multivariate Statistics. Chapter 6 also 

describes the various tools of multivariate statistical analyses and the application of 

Geographical Information System (GIS).  

 

Chapter 7 describes the results of the GIS hot-segment analyses from the Gi* and Gi 

statistics and the Geographical Weight Regression (GWR) based procedures. The chapter 

identifies a set of influential and significant factors using: (i) point pattern analysis of 

pipeline incidents to describe their spatial distribution; (ii) hotspot and cold spot cluster 

analyses to explain pipeline incident patterns and distributions; and (iii) GWR model, that 

showed spatial variations and relationship between the pipeline incidents, proximity access, 

and pipeline intrinsic properties (e.g. depth, age, size) as explanatory variables.  

 

In Chapter 8, the analyses and results of TPI activities from the study area using 

multivariate statistical analysis from Generalised Linear Model (GLMs) of Logistic 

Regression (LR) analysis are presented. The result obtained is by using a combination of 

land use type, pipeline geometry, socio-economic, socio-political and pipeline intrinsic 

properties to identify and predict potentially vulnerable pipeline segments. This chapter 

answered some of the most important questions involving TPI. Why are particular 

segments of a pipeline experiencing increased level of TPI? What might be causing this? 

What factors are contributing to higher than expected levels of interference?  

 

Chapter 9 outlines and discusses the significance of the questionnaire survey as part of this 

thesis. The chapter discuses the methodology for the administration of the survey, 

constructed to identify and investigate perception of various organisations that are involved 

in the pipeline industry and then compared them to the industry standards and 

requirements. It describes the most suitable research design and methods used to collect 

and analyse the questionnaire survey data collected. The chapter further discusses the 

considerations, sample size and limitations of the questionnaire survey.  
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Chapter 10 presents the results, analysis, and discussion of the assembled and analysed 

questionnaire. The chapter summarizes the findings from the survey, concluding with a 

recommendation resulting from the analysis. 

 

Chapter 11 presents a general discussion, in which the major conclusions are summed up, 

the chapter also reinforced the connections between various results obtained, in particular, 

describes how individual underpinning factors described in Chapter 5 contribute to the 

understanding and interpretation of the results. Limitations of the thesis are then 

presented,. Finally, potential future research directions and recommendations for future 

work are explored. 

 

Chapter 12 presents the overall conclusions of the work undertaken and presented in this 

thesis, their implications, and draws comparisons with the theories discussed in the opening 

literature review (Chapter 2). This is followed by an appendix containing the questionnaire 

survey sample, selected GIS and statistical outputs and correspondence presentations given 

by the author during the period of development of this thesis. The appendix also presented 

the elicited critical remarks from the respondents. 

1.6 Summary 

Current knowledge about TPI lacks a deep understanding of the interaction effects of the 

various factors influencing the occurrence. In summary, this chapter gives a brief 

introductory context of TPI, the objectives and scope of the study; and the structure of the 

thesis. Specifically, Section 1.2 provides an overview of the study area. It describes the 

characteristic of the pipeline network across the study area in a national context. Section 

1.3 describes intentional and unintentional pipeline TPI. The objectives and scope of the 

study are given in Section 1.4, followed by a description of the general organisation of the 

thesis in Section 1.5. The next chapter provides background and literature information 

necessary for understanding the concepts of pipeline TPI, and presents an evaluation of 

several studies about pipeline TPI, the theoretical and practical considerations of such 

studies, and an overview of previous research regarding pipeline TPI. 
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2 PIPELINE THIRD -PARTY INTERFERENCE, 
SECURITY, AND GIS-BASED STATISTICS 

2.1 Introduction  

The negligence of pipeline third-party interference (TPI), especially aftermath of September 

9th, 2001 (9/11) could further put the pipeline industry and the local populations in serious 

danger.  The negligence have resulted in disruption of business activity, grave casualty, and 

economic loss in various oil and gas producing region of the world (Baybutt, 2002, Baybutt 

and Ready, 2003, Parfomak, 2008). The review of literature have shown that TPI is 

responsible for high failure rates for all types of pipelines, for example, longitudinal studies 

of pipeline failures by Conservation of Clean Air and Water (CONCAWE), reports that 

TPI is responsible for the increase in failure rates for crude oil pipelines in Europe 

(CONCAWE, 2000, 2006, 2007). 

 

General pipeline failure and the behaviour has been the subject of considerable study over 

the past forty years, according to Macdonald and Cosham (2005), with a large number of 

full-scale tests, various analyses and other related work having been undertaken. Literature 

reviews of pipeline failure studies confirm the growing number and complexity of the 

available mathematical and scientific models; while, specifically, TPI, a subject that is both 

technical, social, political and economic has been the subject of fewer studies. For instance, 

many authors (e.g. Hongqing (2005); Macdonald and Cosham, (2005); and Hopkins et al. 

(1999)) have all studied pipeline TPI from compiled historical data without consideration 

and proposals to mitigate damage caused by TPI.  

 

This chapter discusses and examine TPI in detail and reviews pipeline failures, especially 

intentional and unintentional TPI. The chapter focuses discussion on previous work in 

mitigating pipeline TPI. The chapter also introduces the application of statistical method 

and Geographic Information Systems (GIS) in the analysis of pipeline failure, and 

concludes with a presentation of an extensive description of general security and policy 

issues, regulations and legislations concerning pipelines. 
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2.2 Review of Pipeline Third-party Interference 

Energy infrastructures, for example, pipelines, truck tankers, refineries and oil and gas 

terminals are potential targets for terrorists and saboteurs. Many studies and reports have 

indirectly identified this potential (e.g. Nwankwo and Ezeob, (2008); Parfomak, 2008; 

James and McKinley (2007); Houreld (2007); and Gale (2006)). For example, rebels have 

bombed the Caño Limón oil pipeline in Colombia over 600 times since 1995 and similarly 

have detonated several bombs along Mexican natural gas pipelines in July 2007. The U.S 

Presidentõs Commission on Critical Infrastructure Protection (1997) and Parfomak (2008) 

both report how London police foiled a plot by the Irish Republican Army (IRA) to bomb 

gas pipelines and other utilities across the city. Similarly, in June 2007, the U.S. Department 

of Justice arrested members of a terrorist group planning to attack jet fuel pipelines at the 

John F. Kennedy (JFK) International Airport in New York. 

 

The successes of any intentional or unintentional interference on oil and gas pipeline have 

grave consequences that can be devastating for the local people and the environment. This 

is more probable, especially, considering numerous pipeline companies that are continually 

digging thousands of kilometres of construction holes to meet with the upsurge in 

technological advancement. For example, a pipeline TPI tragedy that occurred in California 

in 2004 resulted in the death of five utility workers. This was caused when an excavator, 

accidentally ruptured a high-pressure petroleum pipeline (Parfomak, 2008). There are other 

various records of similar occurrences in several international pipeline failure databases. 

 

CONCAWE (2000) detailed how 500 people died in 1998 when an attempt to remove oil 

product from a pipeline under its jurisdiction failed.  In addition to this, it also recorded 

how, in 1993, 51 people were burnt to death when a gas pipeline failed in Venezuela. The 

US Department of Transportation, in 1995, estimated that 50 people were seriously injured 

in 1994, when a 36-inch pipeline in New Jersey (USA) failed as a result of TPI. Parfomak 

(2008) also reiterated how òa 1999 gasoline pipeline explosion in Bellingham, Washington, killed two 

children and an 18-year-old man, and caused $45 million in damage to a city water plant and other 

property. In 2000, a natural gas pipeline explosion near Carlsbad, New Mexico, killed 12 campers, 

including four childrenó.  
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The early developmental history of what by now has cumulated into the above cases of 

TPI can be traced back to the nineteenth century.  In 1806, the London Westminister Gas 

Light and Coke Company (LWGL&C) laid the first gas mains amidst protest from third 

parties. In 1850, the Brotherhood of Pennsylvania Oil Haulers vandalised pipes and pumps, 

and interfered with production in the U.S. Similarly, in the 1880s, there were several 

monopolistic activities, blackmail of pipeline operators and saboteurs of pipeline as the 

industry and networks expanded. In the twentieth century, in 1906, the Hepburn Act 

deemed all interstate oil pipelines to be regulated common carriers, this was amidst various 

third-party protest and attempted attacks. The Levant pipeline built in 1932 to 1952 from 

Iraq through Israel to the Mediterranean has been held hostage several times for complex 

political and economic reasons. In 1950, the Tapline built from Saudi Arabia through 

Lebanon and Syria was closed down several times due to political reasons and TPI 

(Miesner and Leffler, 2006). Hence, pipeline TPI is as old as the history of oil exploration 

itself. 

2.2.1 Pipeline Third-Party Interference in Nigeria 

In Nigeria, militants have repeatedly attacked pipelines and related facilities resulting in 

great loss of life and property. The country has the highest cases of pipeline TPI in the 

world. This is combined with record high cases of hostage taking and extortion of money 

from oil companies, to avoid attack on pipelines. The Petroleum Product Marketing 

Company (PPMC), a subsidiary of the Nigerian National Petroleum Corporation (NNPC), 

documented over 12,770 cases of vandalism between 2000 and 2007. The number is 

alarming compared to the 450 cases of rupture for the same period (Figure 2-1) (Nwankwo 

and Ezeobi, 2008).  

 

Figure 2-1: Vandalism and rupture rate on pipelines in Nigeria from 1999 to 2005; from 2005 the trend 
and numbers of cases have been upwards (NNPC, 2005). 
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In January 2010, some unidentified group in the study area blew up Chevronõs Makaraba-

Utonana pipeline; this forced the company to reduce the production of crude oil by 20,000 

barrels, per day. Earlier, in July 10, 2000 it was estimated 250 villagers were burnt to death 

in Jesse, Delta State, while pilfering fuel from vandalised pipeline. This was followed by a 

TPI of a pipeline that caught fire near the fishing village of Ebute near Lagos, killing over 

60 people in November 2000. 

   

Figure 2-2: Scenes of pipeline failures in the study area that burnt to death hundreds of people in 
Abule Egba, a suburb of Lagos in 2006 (Source: Unknown archive newspaper clip, 2007). 

 

A pipeline explosion at Inagbe Beach on the outskirts of Lagos resulted in the deaths of 250 

people in May 12, 2006. Pipeline TPI reached a new height in 2006, when on December 

26, 2006, about 269 recovered burnt bodies from the scene of pipeline fire in Abule Egba, a 

suburb of Lagos, make news headlines (Figure 2-2).  

 

 

Figure 2-3: Consequences of pipeline failures in Nigeria: (A) Shows various attempts by people 
siphoning oil from a vandalised pipeline; (B) Aftermath wide destruction of properties from a 

vandalised pipeline in Lagos, Nigeria; (C) Fire outbreak from a damaged pipeline; and (D) Humans 
burnt to death as a result of a pipeline explosion caused by a TPI (compiled from bbc.com). 
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Similarly, on June 19, 2003, a failed attempt at oil theft led to the explosion of pipelines in a 

village near Umuahia, Abia State; in this incident, 125 people died (Figure 2-3(b)). This was 

followed, in September 2004, when dozens of people died in a pipeline explosion in Lagos 

after thieves had tried to siphon oil product (Figure 2-3(C)). In addition, Nwankwo and 

Ezeob (2008) recount how Nigeria experienced increased pipeline vandalism including a 

simultaneous bombing of three oil pipelines in May 2007. In addition, on December 26, 

2007, over 45 people burnt to death in Lagos when fuel they were siphoning from a buried 

pipeline caught fire (Figure 2-3(D)). In May 2008, at least 100 people died and hundreds 

were injured when fuel from a pipeline ruptured by an earthmover exploded in a village 

near Lagos. 

 

Overall, attacks made on the pipeline inevitably disrupt oil production eventually, having a 

multiplier effect on the international oil price. For example, the total destruction of oil 

pipelines in Isaka and Abonema, both in Rivers State barely 72 hours after crippling the 

Adamakri crude flow line belonging to Shell Petroleum Development Company (SPDC) 

affected the international price of oil barrel (Nwankwo and Ezeob, 2008). Environmental 

pollution (water, air and solid waste) also results from these pipeline attacks and can be 

attributed to lack of/and or enforcement of regulatory standards. The activities of the oil 

companies in the study area have destroyed much of the land cover, for example, and as 

confirmed by the review of the NNPC database, thousands of oil spills occur yearly. The 

inadequacy of the oil companies to redress this issue, together with the destruction of 

livelihood, does lead people to vandalize and pilfer from the oil infrastructure, as a way of 

revenge and obtaining compensation. More worrisome are the large-scale attempts of 

armed groups against government reprisals, thus deepening pipeline TPI.  

2.3 Third Party Interference: Previous Research Studies 

Since the discovery of oil and its transportation by pipeline, only few studies have been 

conducted to examine pipeline TPI. This is in addition to the many questions that remain 

unattended to about unifying the various complex contributory factors influencing the 

occurrence of TPI. Particularly, the problem of intentional TPI and the ability to quantify 

and measure the salient factors, for example, geographical accessibility, socio-political and 

socioeconomic factors. These factors have not been adequately treated, especially the 

combined effect. These factors are imperative in developing an understanding of pipeline 

TPI.   Although more studies and articles have been written, for example, on unintentional 
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TPI, no studies have attempted to resolve the contradiction between intentional and 

unintentional TPI. The results of various representative studies relating to TPI are 

described in the following sub-sections. 

2.3.1 Depth of Pipeline 

It has been hypothesised that the deeper a pipeline is buried, the lower the risk. A 

pioneering study by Knight and Grieve (1974), cited by Mather et al.(2001) provided a 

comprehensive (although not exhaustive) overview of the influence of depth of cover on 

TPI. It complements the companion review by Neville (1981), also cited by Mather et al., 

(2001); although no data existed to confirm this, the study concluded that increasing the 

depth of cover will bring about a reduction in pipeline TPI. The two papers share the same 

understanding, which provides a description of the influence of depth of cover of 

pipelines; which today is still one of the major factors for third party damage risk reduction.  

 

Chen and Su (2009) studied the relationship between the depth of pipeline, geological fault, 

pipe-soil friction, and accidental pipeline damage using the predictive capability of Artificial 

Neural Network (ANN). The occurrences of the pipeline damage are assumed nonlinear in 

the analysis, and the numerical simulation of the model adequately produced an optimum 

structured network. However, this study has not treated pipeline damage from accidental 

interference in much detail. For example, the study did not capture the effects of the 

number of previous damages has on future probability of reoccurrence and on the model. 

The reliability and practical evaluation of the study would have improved if the author had 

not overlooked the fact that history of pipeline damages contributes to reliable prediction 

of future occurrence and to understanding TPI. 

2.3.2 Human Activities and Pipeline Third-party Interference 

One of the greatest single challenges to safe operations of pipelines is the accidental 

interference caused by human activities (Day et al., 1998). Geyer et al. (1990) investigated 

how organisations, management procedure, and human related factors might be quantified 

and included into pipeline risk assessments and safety procedures. Their study is a socio-

technical analysis of pipeline failures, taking into consideration various factors ranging from 

management procedures, design for preventive measures, engineering reliability, and 

human error as direct contributors of pipeline TPI. Their findings provide satisfactory 

explanation to understanding the effect of general human factors to occurrence of TPI, 
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however, the study failed to explore the association between population proximity and land 

use in reducing impacts. These two factors he failed to consider are basic significant human 

factors to understanding the occurrence of TPI. 

 

The availability of historical data further prompted Sljvic (1995) to study relationships 

between human activities and their contribution towards pipeline failure. He also 

recognised TPI as the single most probable cause of pipeline failure arising from, but not 

limited to, landowners, utility companies, contractors, and local authorities. It, however, 

conflicted with a companion paper (Hovey and Farmer, 1993) who contended that the 

probability of a spill, from TPI, along a pipeline is the responsibility of the risk managers 

and not socio-economic factors. The Sljvicõs (1995) study, subsequently examined by 

Hongqing (2005), further encourages increased contact by pipeline operators with potential 

third parties through quality dissemination of information. However, a review and 

examination by Pipeline Safety Regulations (PSR) of 1996, aimed to make pipeline safer, 

with particular reference to TPI further concluded and points out that people who 

intentionally interfere with pipelines are responsible and liable for the consequences of 

their actions. These results are suggestive, it is expected that any TPI should be the 

collective responsibility of the owners of the pipeline and the third parties causing the 

interference. 

 

Furthermore, many analysts now argue that the strategy of involving all stakeholders in the 

prevention of TPI has been successful. Hongqing (2005), for example, argues that the 

differential impact of primary causes of TPI is community based. He therefore reinforced 

the need for traditional prevention of pipeline TPI (e.g. patrol and periodical survey). It can 

be concluded that geographical inequalities in infrastructural development and facilities 

between urban and rural areas also induced a high rate of migration into the urban areas 

from the rural areas, putting considerable pressure on the urban centres to gradually 

encroach into pipeline right-of-way (ROW). However, the study concludes that inadequate 

communication between pipeline operator and local inhabitants caused most TPI. In order 

to guarantee pipeline safety and security, he also investigated how pipelines can be 

protected from TPI using methods of GIS, Remote Sensing (RS) and direct surveillance by 

developing a model to fit similar data. The probabilistic model measuring failure rate of 

third-party pipeline damage was designed using historical data and structured opinion 
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survey of experts. Pipeline characteristics and environmental factors were also considered 

in the probability model. 

2.3.3 Researches on Mechanical Methods for TPI 

Previous studies have reported how to remotely monitor any on-going TPI on an oil and 

gas pipeline using signal detection and classification (e.g. Wang et al. (2006) and Leis et 

al.(1998)). They tested for the effect of pipeline drilling, excavation, and mechanical 

hammering under normal typical working conditions. However, the model they employed 

failed to significantly identify and filter out false alarms and environmental noises that are 

common with signals detection using the acoustic method as demonstrated by Cao et al. 

(2007). Similarly, Nikles (2009) showed how fiber optic sensing technique was used to 

measure strain and temperature for cross-country pipeline. The system is able to monitor 

pipeline ground movement, interferences and detect leakages. The system was 

corroborated by case studies and practical field data test. Notwithstanding these results, it is 

unclear from these studies whether what was learned in one area could be applied to 

another. In addition, the main weakness of the study is the failure to address high 

investment cost and expensive optical line transmitters and receivers this method will incur, 

besides lacking industry standardisation (at least for now) and the limited acceptance in 

pipeline project procurement.  

 

Nam et al. (2006) introduced an on-line monitoring system for TPI for underground 

natural gas pipelines using accelerometers installed along pipeline, which could detect a 

propagated acoustic pressure and pulse from any pipeline interference. The model was 

validated with third-party damage simulation using hammer, drilling, etc. The study is 

similar to the one carried out by Wang et al (2006). However, all the studies reviewed so 

far, suffer from the fact that (according to Hopkins (1993)), over 80% of oil and gas 

pipeline are onshore, long haul and laid cross-country. Hence, a system that's cheap to 

implement and target vulnerable pipeline segments driven will do the industry good in term 

of resources management, although the advance security technologies are welcomed, and 

could be suitable in vulnerable segments of pipeline network. 

2.3.4 Application of Statistical Method in Pipeline Failure 

One area in which statistical approaches are commonly applied in pipeline failure are 

model-based procedures to investigate the influences of multiple variables. For example, 
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Wan and Mita (2010) presented a methodology for early warning of hazards to pipelines 

using Eigenvalues derived from Principal Component Analysis (PCA), as unique prediction 

signature, coupled with acoustic information applied to pipelines from third-party activities. 

The effectiveness of the method was investigated using an on-site application to a pipeline 

that indicated possible determination of early warning for pipelines.  

 

Cagno et al (2000) uses the Analytic Hierarchy Process (AHP) and Bayesian approach to 

investigate the pipeline failures and assess the probability of failure of low-pressure cast-

iron pipelines. The integration of historical data and knowledge of company experts to aid 

accurate rehabilitation policy was employed in the study. Expert opinion using the AHP to 

develop a Decision Support System (DSS) was also used by Dey (2004) to determine priori 

distribution of gas pipeline failures coupled with a DSS. However, there are several 

drawbacks of using this method. First, humans are not very good probability estimators 

(Paulson and Zahir, 1995). While Dey (2004) recognises pipeline risk analysis as a group 

effort, the unequal length of pipeline stretches (segment) used lacks homogeneity 

requirement and thus may negate unequal sample size, and lead to a loss in inference 

efficiency. This method is mostly based on the worst-conditions-first approach, which may 

not be the most cost-effective approach in pipeline risk management. Secondly, the 

Bayesian method by Cagno et al (2000) is vulnerable to a poor choice of factors for 

consideration. This is evident considering the inappropriateness of the in- house experts to 

give and determine adequate descriptive statistics for failure density.  

 

Limited research to date dealing with third-party pipeline damages using statistical 

techniques have also failed to consider many essential factors that affect the susceptibility 

of a pipeline network. Mather et al. (2001) for example, developed a predictive model, 

which can be used to assess the likelihood of pipeline failure caused by TPI using such 

factors as pipeline diameter, wall thickness, geographic location, and depth of cover. The 

EGIG and BG Transco data were used in the analysis. The Mather et al. (2001) analysis 

with reliance on these factors may be subjected to certain error in the prediction of 

frequency of TPI. This was evident in comparison of predicted failure frequency values 

derived from EGIG and BG Transco data investigated that showed a marked difference in 

the result. This approach of drawing inferences concerning TPI from the failure history 

and pipeline depth of cover rests on the assumption that vulnerability of pipeline is depth 
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related. However, it has been shown that a significant proportion of TPI activities do not 

depends on the depth of cover. Activities such as drilling and seismograph activities 

involving underground detonations are influential irrespective of pipeline cover 

(Muhlbauer, 2004). 

2.3.4.1 Advance Linear Statistical Model 

Previous research has usefully used the simple t-tests and least squares regressions methods 

for pipeline failures, assuming normal distributions of the pipeline data (e.g. Barteneva 

(1996)). However, many authors (e.g. Tabachnick and Fidell (2007)) question the ability of 

these assumption, by pointing out that assuming normal distributions of pipeline incident is 

an inappropriate approach. Perhaps the simplest approach to evaluate patterns of TPI 

measured by point counts is to use statistical tests that are more flexible about the 

distributional properties of the data, especially to make statistical inferences. Some authors 

add that approach and methods involving the use of exponential distribution families 

including the Poisson and Negative Binomial models to address the issue are more 

appropriate. 

 

In addition, many previous research in various studies in transportation, biology, physics, 

medical sciences, and marketing using least squares (e.g Jovanis and Chang (1986); Joshua 

and Garber (1990); and Miaou and Lum (1993)) indicates the inappropriateness of these 

techniques to modelling failure frequencies and recommends the employment of the 

Poisson distribution. The Poisson distribution, however, also suffers from variance 

disparity, where the variance is greater than the mean (over-dispersion) or when the 

variance is less than the mean (under-dispersion) (Hinde and Demetrio, 1998). This mean 

and variance equality constraint can leads to biased coefficient estimates. A more general 

distribution, such as the Negative Binomial has been employed in such situations to relax 

the issue. However, recent research shows the inadequacy of this approach.  The authors 

also show the misinterpretation of the inverse dispersion parameter when a sample size 

becomes small and the samples mean value is low (Maher and Summersgill, 1996, Wood, 

2002). 

  

Consequently, since these methods can lead to erroneous inferences and coefficient 

estimates, the Generalized Linear Models (GLMs), in which non-normal distributions can 

be specified, is appropriate because it relaxes the Poissonõs mean-variance equality 
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constraint. The GLMs are òa broad class of models that include ordinary regression and analysis of 

variance for continuous response variables, as well as for categorical response variablesó(Agresti, 1990). 

Several studies have attempted to use GLMs in varying degrees to model utility network 

(e.g. power transmission and water pipeline). Guikema et al. (2006) developed a model for 

infrastructure reliability of electric power system outages with Poisson GLMs, a Negative 

Binomial GLMs. The models include predictor variables that were used to measure the 

impacts of tree trimming on electric power system outages under normal operating 

conditions. 

2.3.4.2 Geographically Weighted Regression (GWR)  

Geographically Weighted Regression (GWR) is a technique pioneered at the Department 

of Geography of Newcastle University (UK) by Stewart Fotheringham, Martin Charlton 

and Chris Brunsdon. The technique, in recent years has experienced increasing interest in 

many science researches. One major theoretical issue that has made GWR dominated the 

field of linear statistics concerns the limitations of the ordinary least squares regression 

analyses. Ordinary Least Squares (OLS) regression analyses produce only global statistics 

with assumptions that relationships between variables are same in a given study area. The 

objective of using GWR is first, to investigate the spatial correlation between neighbouring 

geographical locations and the local contribution of the independent variables, especially 

how they influence the dependent variableõs outcomes. Secondly, to examine how spatially 

consistent relationships between the dependent variable and each independent variable are 

across a given study area. This is simply to reveal where and how much variation is present 

in a model. 

 

A large and growing body of literature has investigated the use of GWR for different types 

of crime related analysis, for example, Malczewski and Poetz (2005) used it to explore the 

relationship between residential burglaries and neighbourhood socioeconomic context in 

London. Recent evidence suggests the applicability of GWR in socioeconomic context; for 

example, GIS based spatial analysis and modelling of land use distributions, and transport 

analysis as demonstrated by Dendoncker et al.(2007)  and Paez (2006). Previous studies 

have also reported the use of GWR as a suitable method for understanding the occurrence 

of accidents (e.g. pipeline incidents), for example, Adhikari (2006) applied GWR to 

improve the predictability of urban intersection vehicle accidents. These approaches with 

GWR are applied to pipeline TPI, especially intentional TPI in this thesis. 
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2.3.4.3 Logistic Regression  

Logistic Regression (LR) is a form of GLMs, and since its conception, it has been used 

exclusively in the clinical, botany, biology, geology, and psychology disciplines for the 

purpose of predicting events occurrence. In recent years, the use of LR in many 

engineering, environmental and social applications is very popular. Tabachnick and  Fidell 

(2007) recount how it is now one of the most widely used statistical methods for 

probability prediction of dependent and independent variables. The suitability includes 

predicting landslide, earthquakes, rockslide, and in manufacturing process. However, at 

present there is relatively little research published on the application of LR in the analysis 

of petroleum pipeline failure. This limitation is probably due to inadequate data obtainable, 

compared to other field where data can be reliably gathered successfully. Hence, this thesis 

presents a novel methodology of multivariate statistical techniques using the LR to 

investigate the failure characteristics of TPI. It hypothesised that the factors influencing 

TPI are environmental, socioeconomic, socio-political, and the pipeline geometry.  

2.4 Geographic Information Systems (GIS)  

Geographic Information Systems (GIS) first introduced in the 1960s in Canada is referred 

to as a computerised system for mapping (Longley et al., 2005). The technology is now 

being widely accepted for the exploration of oil and gas in todayõs multi-billion pound oil 

business; when geoscientists, engineers, and geologist look for oil they implement GIS 

(Day, 1998). GIS helps collect, store and integrate spatial data for analysis to generate new 

information in a map-based, database and graphical model formats. Cowen (1988), Parker 

(1988), DoE(1987), and Burrough (1986) have defined  GIS as: òa decision support system 

involving the integration of spatially referenced data in a problem solving environmentó; òan information 

technology which stores, analyses and displays both spatial and non-spatial dataó; òIntegrated computer 

systems for capturing, storing, checking, manipulating, analysing and displaying data which are spatially 

referenced to the Earthõs surfaceó; and as òa powerful set of tools for collecting, storing, retrieving at will, 

transforming and displaying spatial data from the real worldó respectively. 

 

The advent of GIS coupled with readily available various dataset in environmental studies 

has made GIS increasingly useful in environmental assessment and monitoring. This is 

because of its statistical and spatial analytical ability. It also enables decision-making 

capability and the detection of complex spatial relationships within various factors for 
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consideration (Augusto Filho et al., 2010, Facchinelli et al., 2001, Malczewski, 1999, Rigina, 

1998). Researchers have used the statistical capability of GIS for analyses in diverse 

industrial applications. Josi and Iraokhahi (2010) used GIS-based AHP procedure to 

classify and assess numerous types of environmental risks to petroleum pipelines. The 

study showed that the most significant influencing factors to the occurrence of third-party 

damage in their study area are the local population and human activities. Partovi et al. 

(1999) used it for operations management decision-making. Dey et al. (1999) used it in 

managing the risk of projects. The methodology of this thesis relies on application of GIS-

based statistical analysis to predict vulnerable segments and regions of a pipeline network.  

This hybrid approach can identify and rank pipeline segments with potentially high risks 

for TPI so that preventive actions can be taken to reduce the risks in these segments. 
 

2.4.1 GIS Application in Pipeline Management  

Malczewski (1999) identified GIS as a decision-making tool, using different data from 

various sources for solving spatial problems through spatial analysis and modelling.  In the 

pipeline industry, Augusto et al. (2010); Kneller (2007); Hutson (2006); Luettinger and 

Clark (2005); and Gale (1999) have used GIS as a decision making tool for optimum 

pipeline  route selection and for related  oil and gas facilities. Characteristically, the 

technique used involves the analysis of spatial data using data captured by remote sensing; 

and these studies have only focussed on environmental impacts, risk management and 

construction costs factors. For example, Augusto et al. (2010) used GIS to developed 

qualitative models of pipeline hazard risk analysis using multicriteria decision investigation. 

The study indentified pipeline segments vulnerable to failure. TPI, geotechnical and 

environmental risks were considered. Although, despite the few research carried out on 

pipeline TPI, no single study exists which adequately covers extensive factors (e.g. 

socioeconomic, socio-political, geographic accessibility, and human factors), and combined 

with primary questionnaire survey to exploit opinion of the industry experts.  De 

Albuquerque et al. (2002) is critical of the conclusions that various authors draws about 

unavailability of data to fully exploit other factors for consideration.  He reviewed how GIS 

could exploit online data and how decision-making process can be taken to the internet 

where pipeline data and other multimedia documents via a computer network can be 

distributed and shared.  
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Wild et al. (2002) reassessed how Conoco Inc. used GIS technology in pipeline project 

development for sustainability growth of its asset by linking diverse organisations and key 

players together on the internet. They showed how sustainability and continuous use of 

GIS from planning to pipeline operation is beneficial to a decision-making framework, 

especially the consideration for eco-efficiency, socioeconomic, and socio-environmental 

factors. However, it is perceived that the growing advent of cyber security requires caution 

be taken in any implementation of pipeline web mapping. This is important, to avoid e-

hijack of a companyõs server or database, a form of third-party interference. 

 

An integrated use of GIS, for pipeline projects is useful in installation management, 

emergency prevention, preparedness, and response. A European leading oil and gas 

company, OMV, uses GIS for oil exploration and production workflow. They have used 

GIS to create analysis tools, reduce data redundancy, and allow easy manipulation and 

access to data, in addition to creating seismic navigation maps for oil exploration. The 

company built a prototype GIS-enabled internet system where remote operators and 

employees can view, query, interact with essential data online (Kamelger et al., 2006).  

 

Shields (2006) reviewed how Earth Science Associates (ESA), uses GIS to predict the 

impact of hurricanes on oil and gas production in the Gulf of Mexico between 2004 and 

2005. The combined impact of hurricanes Katrina, Rita, and Wilma implicitly òaffects 

105,889,263 barrels of oil, an equivalent of approximately 19 per cent of the Gulf of 

Mexico's yearly oil productionó. Particularly, GIS integrated with pipeline networks and 

50,000 wells were used to develop a comprehensive risk analysis and recovery operations 

planning. 

 

The holder of the world's largest oil reserves, the Saudi Arabian Oil Company explores the 

advantages of GIS. They used GIS to plan pipeline route surveying projects and develop a 

safety and emergency response system with a web based gas leak emergency response 

system. A land management system to manage land use permit and monitor encroachment 

in to the company's facilities was also developed with GIS (Saudi-Aramco, 2003). In 

addition, Petróleos de Venezuela S.A. (PDVSA), a Venezuelan petroleum company is using 

GIS to manage its operations of hydrocarbon transportation and distribution facilities. 

According to Leon et al. (2003), the GIS system developed manages Venezuela's 6,000 
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kilometres of pipelines. Integration of satellite images, basic cartography, petroleum 

pipeline data, well locations, and seismic data has improved oil and gas exploration and 

production (Leon et al., 2003). 

 

Gin et al. (2002) and Wild  et al. (2002) reviewed an industry-based role of GIS in the 

sustainability of pipeline integrity. They reviewed that the role of GIS in pipeline 

assessment and management provides the ideal tool for mapping pipeline attributes, 

content movement, and spatial analysis. They further claimed it is taking over from the 

traditional cartography and statistical methods. However, applications of GIS to socio-

political and socioeconomic characteristics is been poorly integrated with these advance 

techniques. Proper understanding of human activities and its relationship with the 

environment is very important to produce accurate representation of a phenomenon 

(Martin and Bracken, 1993).  Thus, for a good analytical GIS analysis for petroleum 

pipeline, it is important to recognise the many different roles various factors considered in 

this thesis play in supporting pipeline failures. 

2.4.2 GIS and Pipeline Security 

The rapid population growth worldwide is pressuring the energy infrastructure to a 

breaking point and resulting in high failure rates of pipeline. Such problems are not unique 

to developing countries. Developed countries that have had similar experience are currently 

using GIS tools to solve these problems by realising that GIS is a powerful tool for law 

enforcement, crime prevention and in risk assessments. Singularly, by applying GIS 

technologies, crimes (for example, intentional TPI) can be geo-located to reveal significant 

trends and relationships, thus helping in law enforcement planning and more effective 

resource allocation, to avert subsequent reoccurrence (De Albuquerque Vasconcelos et al., 

2002, Ratcliffe and McCullagh, 2001). This application of GIS is an indispensable tool in 

preventing TPI. In brief, the following are the main tasks that a GIS-based model can 

accomplish in protecting pipelines against TPI (Chainey and Ratcliffe, 2005): 

 

¶ Generate reports and hardcopy maps for different type of queries enabling the law 

enforcement agencies to visualise TPI patterns. 

 

¶ Show the hotspots in a typical pipeline segment (i.e. the areas with high rate of TPI) 

on a map to assist with resource allocation more efficiently. 
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¶ Show TPI in buffer zones around institutions like schools, villages, petroleum 

facilities. This zones can be use to map repeat calls where applicable, and also 

identify trouble spots and TPI prone areas. 

 

¶ Cross-reference the location of TPI with list of suspected vulnerable region to have 

an approximate idea about the operation area of susceptible regions. This can help 

prepare police patrols for quick response to maximise limited resources in 

combating TPI. 

 

¶ Customised GIS crime analysis model will provide the law enforcement agencies 

and pipeline operators capability to create density maps of TPI and analyze trends 

over time. 

 

¶ Compare TPI data to demographic data and analyse the probability and location of 

future TPI using the expected range of TPI activity. 
 

2.5 Pipeline Security: Policy Issues 

2.5.1 Pipeline Regulation and Legislation 

In the last few decades, environmental, political and financial awareness and consciousness 

concerning the negative aspects of pipeline failures have led to the development of various 

national policies to alleviate the consequences and probabilities of such failures. 

Consequently, different legal frameworks and many actions have been taken to implement 

a number of appropriate environmental protection laws. This legal initiative also aims to 

harmonise the existing protection legislation, and make it a constitutional duty of any 

responsible government at all levels to safeguard oil and gas pipelines. Pipeline failures not 

only influence the world energy supply of oil, but also cause serious environmental damage 

and pollution (Wolf and Stanley, 2003). Therefore, the importance of effective regulation 

and legislation for the prevention and remediation of pipeline damage cannot be over 

emphasised. In countries where terrorism persists, pipeline protection is given the utmost 

attention and no amount of money or research is considered too much in ensuring their 

protection and safety. 

 

The European Council and the parliament, have, over the past few years, reviewed 

regulations regarding pipeline accidents (and related petrochemical hazards) and the need 
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to follow strict international protocols to curb this global issue and which clearly indicated 

the ômajor accident hazardõ potential of pipelines. Thus, the Seveso II Directive 96/82/EC of 

1999 became necessary considering the increase in the rate of environmental damage 

resulting from pipeline TPI. Papadakis et al. (1999) further points out that a number of 

guidelines and regulations on managing the environment and preventing pipeline failures in 

Europe are stipulated by various organisations, departments, ministries and international 

organisations that existed at that time. However, the platforms on which these numerous 

legislations operate form the framework of planning decisions, and are mostly, inadequate 

and limited in application. They do not have a comprehensive and undeviating ômajor 

accident hazardõ legislation in place for minimizing pipelines failures from third-party 

interference (Wolf and Stanley, 2003).   

2.5.1.1 Pipeline Safety Legislation 

In the United Kingdom, the consequences of pipeline TPI and the continuous 

development of a nationõs economy and human subsistence has been acknowledged since 

1996 and have prompted the implementation of the Pipeline Safety Regulations (PSR) of 

1996 statutory regime (Fisher, 1997). This statutory law is applicable to onshore and 

offshore pipelines throughout the entire life cycle of a pipeline, covering the following 

activities: planning, design, construction, operation, maintenance, and rehabilitation (Fisher, 

1997; cited by Mather et al., 2001). Prior to the PSR of 1996, several legislations have 

addressed the control of accidents and hazards from pipelines. In England and Wales the 

Maritime and Coastguard Agency (MCA) is the authority regulating the potential for 

pollution from shipping and offshore installations, for example pipelines. In addition, the 

Merchant Shipping Act (1995) is responsible for offshore installations to avoid pollution by 

implementing necessary command and control actions.  

 
However, the PSR of 1996 statutory regime deals rather poorly with the issue of potential 

TPI in terms of the requirements laid down under its regulations. Regulation 15 for 

example states:  ôNo person shall cause such damage to a pipeline as may give rise to a danger to 

personsõ, and Regulation 16 states: ôFor the purpose of ensuring that no damage is caused to a pipeline, 

the operator shall take steps to inform persons of its existence and whereabouts as are reasonableõ. This 

command-and-control statutory regime does not prescribe the form of protection to be 

used during pipeline construction, and only recommends that reasonable steps are to be 

taken to inform people (owners and occupiers of land in close proximity to a pipeline) of 
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the existence of the pipeline followed by periodic surveying of the pipelineõs alignment 

(Mather et al., 2001). This inadequacy prompted Zywicki (1995) to put forward many 

arguments challenging  such wide and general regulations, in that the distinction drawn by 

such regulations are sometimes narrow, political and unsocial; that choices in regulation 

affecting environmental damages and pollution (for example, resulting from pipeline 

damage) reflect political influence and interest. Zywickiõs argument is that a more 

categorical statutory regulation is required for factors contributing toward the growing 

environmental problems like TPI. 

2.5.2 Legal and Administrative Framework in Nigeria  

The present trend of third-party interference in Nigeria has confirmed that more effort is 

required in establishing firm regulatory laws. In recognition, the federal government of 

Nigeria established the Federal Ministry of Environment (FMENV) with an overall 

directive to monitor, protect, and preserve all ecosystems of the country. Today, the 

FMENV is trying to implement the policy on the environment, coupled with some 

assistance from environmentally friendly organisations and non-governmental 

organisations, especially in creating the awareness for environmental consciousness 

regarding TPI.  

 

A number of pipeline safety guidelines and regulations have been stipulated by various 

national organisations, for example the Department of Petroleum Resources (DPR), 

various State ministries of environment and various international organizations such as the 

World Bank. According to FEPA (1991), these legislations now form the framework on 

which planning decisions are being made for pipeline installations in Nigeria. However, 

national policies on pipeline safety and environmental protection require companies to 

manage their pipeline networks in a socially responsible and ethical manner, in order to 

protect and ensure the safety and fitness for purpose of pipeline. Federal laws have since 

backed the initial guidelines produced by FEPA.  For example, paragraph 15(2) of the new 

regulations S.1.9 by FEPA states clearly òNo oil, in any form, shall be discharged into public drain, 

rivers, lakes, sea, atmosphere or underground injection without a permit issued by the agency (FEPA) or 

an organization designated by the agencyó. Paragraph 17 of the same legal instrument states òan 

industry or a facility which is likely to release gaseous, particulates, liquid or solid untreated discharges shall 

install into its system appropriate abatement equipment in such manner as may be determined by the 

Agencyó (FEPA, 1991). 
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The overall objective of the foregoing legal instruments, regarding oil and gas related 

activities in Nigeria is to regulate operational environmental damage, for example, 

accidental spills of oil and gas from pipelines or processes within the territorial waters of 

the country. These guidelines, issued by FEPA, stipulate minimum required standards for 

all industrial waste, either operational or accidental. In addition, it is required that managers 

and operators of oil and gas pipelines must comply with the regulation, in order to improve 

the quality of the service delivery and other environmental hazards. However, literature 

review shows that the prevention of TPI and general management practice within each 

pipeline operator in the study area are been guided by environmental standards including 

those imposed by legislation and those established by self-regulating industrial codes of 

practice, industry standards and company policy. In general, some other related laws in 

Nigeria, albeit pipeline operatorõs policy, include pollution mitigation and industrial waste 

from the activities of the oil and gas company, and include the following: 

 

¶ The Harmful Wastes (Criminal Provisions) Decree No. 42 of 1988 

¶ Pollution Abatement in industries generating Waste Regulations: S.1.9 of 1991 

¶ Solid and Hazardous Wastes Management Regulations of 1991 

¶ 1992 National Guidelines and Standards for Waste Management  
 

2.5.2.1 National guidelines for pipelines in Nigeria 

Department of Petroleum Resources (DPR): The Department of Petroleum Resources 

(DPR), among its other duties, is responsible for regulating the activities of the oil and gas 

industry in Nigeria. It also ensures strict compliance with relevant regulations in the 

industry. The DPR has published the environmental guidelines and standards for the 

petroleum industry, which stipulate the manner by which pipelines should be protected 

against TPI (FEPA, 1991). The methods include regular patrol of right-of-way and detail 

Environmental Impact Assessment (EIA) of pipeline projects. 

 

Federal Ministry of Environment: The FEPA (1991) Guidelines and Standards for 

Environmental Pollution Control in Nigeria (now the Federal Ministry of Environment) 

provide and regulate the permissible boundary and limits that will help to prevent 

indiscriminate discharge of  oil and gas product, for example, products from pipeline 

rupture,  into the environment and coastal waters. These frameworks are also applicable to 

the maintenance and rehabilitation of oil and gas pipelines (FEPA, 1991). 
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State Legislation: The Nigeria constitution allows States to make legislation, laws, and 

edicts on the environment. For example, the EIA Act No. 86 of 1992 recommends the 

setting up of state environmental monitoring agencies to corroborate the efforts of the 

federal government in regulating the consequences of all oil and gas pipeline related project 

development. For example, the edict setting up the Delta State Environmental Protection 

Agency (DELSEPA), in the thesis study area outlines the primary responsibilities of the 

agency, which is to protect and monitor all oil and gas activities with the potential to 

disrupt the general environment of the study area (FEPA, 1991). 

 

2.6 Summary 

This chapter provides a summary of the review of existing information about TPI and 

discussions on legal and administrative framework, in addition to a very detailed 

description of pipeline TPI. The chapter suggest the need for developing critical legislation 

in addition to technical capabilities to curb pipeline TPI. Specifically, in the study area, it 

was found that pipeline TPI experienced a high rate of failure commencing from 2005 to 

2009. The chapter also discusses several techniques in the literature that have been 

developed in the past to study and understand pipeline TPI. The following chapter, 

Chapter 3 presents the review of major international pipeline failure databases in Europe, 

America, Africa, Australia, and Asia. 
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3 REVIEW AND COMPARISO N OF PIPELINE 
FAILURES DATABASES 

3.1 Introduction  

This chapter reviews and compares the major international pipeline failure databases in 

Europe, America, Africa, Australia and Asia. This comparative analysis of major pipeline 

incident databases is aimed at exploring the differences and similarities in order to 

understand the background frequencies estimation of pipeline third-party interferences 

(TPI), and contribute to literature, as a potential references for future development of 

pipeline incident database. The databases under comparison include: 

¶ Australian Pipeline Incident Database (APIA) 

¶ Conservation of Clean Air and Water in Europe  (CONCAWE) 

¶ European Gas Pipeline Incident data Group (EGIG)  

¶ Office of Pipeline Security (OPS)  

¶ National Energy Board (NEB) 

¶ United Kingdom Onshore Pipelines Operators Association (UKOPA)  

¶ Russian Association for Licensing (JSC Gazprom/Rostechnadzor) 

¶ Nigeria National Petroleum Corporation (NNPC) 

 

 

Figure 3-1: Map showing the major international pipeline failure databases review in this thesis, in 
Europe, America, Africa, Australia, and Asia. 
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Figure 3-1 illustrates the databases identified and reviewed for this thesis; however, only 

databases with its data in public domain, and are major world producers of oil and gas 

products were reviewed. However, while the databases under consideration have 

catalogued different causes of pipeline failures, this thesis is limited only to pipeline TPI in 

these databases.  

3.2 Australian Pipeline Incident Database (APIA) 

The safety of over 21,000 kilometres of high-pressure transmission pipelines and related 

facilities in Australia is the responsibility of the National Offshore Petroleum Safety 

Authority (NOPSA), a section of the Department of Industry, Tourism and Resources, 

responsible for monitoring all pipelines and administering safety legislation. These 

responsibilities include managing Australiaõs natural gas resources, which account for 

approximately 1.6% of the world combined oil and gas demand (Kimber, et al., 2003). 

 

 

Figure 3-2: Summary of pipeline failure from APIAõs database from1987 to 2002. TPI damage is 
significant, and account for over 60 per cent of the entire occurrences (Kimber, et al., 2003). 

 

 

APIA defined TPI as any incident resulting in loss caused by land disturbance activities, for 

example, excavation, boring activities, and unauthorised activities in close proximity to 

pipelines. Some analysts (e.g. Kimber et al., 2003) have attempted to draw attention to the 

fact that pipeline TPI in Australia is low when compared to that of other countries with 

similar oil and gas statistics (EIA, 2008). For example, no fatalities have occurred since the 

1970s, and statistically, only one fatality per 60 years for the transmission system is 

expected. However,  TPI is the leading cause of pipeline damages in Australia, and this has 

been confirmed by the 82 incidents of TPI between 1987 and 2002, 60 per cent of the total 

number of incidents in that period (APPEA, 2008, Kimber et al., 2003). By way of 
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illustration, Figure 3-2 presents the overall pipeline failure statistics between 1987 and 2002 

in Australia, and shows how TPI dominates causes of pipeline failures. 

 

Many analysts argued that the strategy of NOPSA for protecting pipelines from damage, 

especially TPI, has been successful. Kimber et al. (2003), for example, argue that the reason 

for this is that pipeline research and schemes (for example, the Australian Standard for 

pipelines (AS2885) and the Australian Pipeline Industry associates annual conference) in 

Australia has focussed on preventing TPI through public awareness programmes. This 

strategy, according to Kimber et al. has worked successfully in minimising the occurrence 

of TPI in Australia. In other major studies in Australia (e.g. Brooker, 2002), objective 

measures have been shown to be very efficient compared to physical measures in 

protecting pipelines against TPI. Kimber (2001) for example, showed that using the 

maximum wall thickness as prescribed by the design standards, does not guarantee 

protection of pipelines against direct drilling or other cutting actions by third parties.  

 

The above studies corroborate the findings of a questionnaire survey, conducted as part of 

this thesis and described in Chapter 9, and the recommendations of the Australian 

Standard for pipelines (AS2885.1-1997) supporting the use of pipeline awareness 

programmes and risk based approaches in preventing TPI. For example, a respondent to 

the questionnaire states that òIn Australia TPI is brought about by deficiencies in the risk assessment 

in the first instances failing to identify the threat and relevant controls of such interference. I disagree that 

third parties would intentionally seek to damage a pipeline; unless of course it is in a politically unstable 

environment e.g. Iraq and Afghanistan.ó However, Roach (2003) points out that Australiaõs 

success in reducing TPI incidents lies in a systematic evaluation of each threat and 

proposing appropriate immediate action to eliminate such risk, in addition to remotely 

locating potential pipelines vulnerable to TPI. 

 

Figure 3-3 shows summarised plots of failure rate of all the databases reviewed in the 

thesis. Table 3-1 showed the trend calculations for pipeline failure statistics between 1998 

and 2007 where simple forecast analysis are implemented to show the trend of third-party 

interference in the APIA database, and other databases reviewed in this thesis. The percent 

change if the numbers of incidents changes from P1 to P2 is calculated by:  
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(Equation 3.1) 

In equation 3.1, P1 is numbers of incidents last year and P2 is the currentõs years numbers of 

incidents, for example, APIA had 8 numbers of incidents in 1998 and 7 incidents the 

following year. Therefore, the percent change from 1998 to 1999 is calculated by 

subtracting 7 from 8, divided by 8; this give 0.125 that is further multiplied by 100. 

Therefore, the number of incidents at APIAõs database went down 12.5 per cent from 1998 

to 1999. This same procedure applies to tables in this chapter showing trend calculation of 

pipelines incidents. 
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Figure 3-3: A plot of failure rate calculated from the procedure described above, showing the trend 
comparison of pipeline incidents for the databases reviewed, from 1998 to 2007. 

 

The rate calculation in Table 3-1, for the various databases under consideration is by 

dividing the numbers of pipeline incidents by the total length of the pipelines, and 

expressed as a ratio.  However, some missing data, for example, length of pipelines for 

certain period of time where determined by using existing values, assuming the data  values 

increase or decrease at a steady rate.  The simple linear equation was used to calculate the 

least squares fit, and to predict subsequent estimated length of pipeline. 

 

Australiaõs relatively low rate (as can be seen in Table 3-1) of pipeline failure is probably 

because of the failure to address the voluntary provision of data by pipeline operators. 

Although, this is not a regulatory requirement, as provision of major pipeline incidents in 
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Australia is voluntary, according to Bolt (2006). This might explain the low failure rate, 

because as Bolt (2006) argued that not only does the voluntary submission of dataset 

provide an accurate measure of the Australia rate of pipeline failure, but also, Australiaõs 

low population density and relatively young age of most of its pipelines are other 

contributory subsequent estimated lengths of pipelines. 

 

Table 3-1: Trend analysis of Australian pipelines incidents from 1998 to 2007. 

Year No. of Incidents*  % Change Length (Km '000)** Rate 
1998 8  26.314 0.304 
1999 7 -12.5% 26.778 0.261 
2000 30 328.6% 27.604 1.087 
2001 13 -56.7% 27.972 0.465 
2002 7 -46.2% 28.512 0.246 
2003 15 114.3% 29.109 0.515 
2004 16 6.7% 29.666 0.539 
2005 11 -31.3% 30.223 0.364 
2006 9 -18.2% 30.780 0.292 
2007 8 -11.1% 31.337 0.255 
* Pipeline Spillages by TPI for year 1998 through 2003; **2005 to 2007 predicted using existing values 

 

3.3 Conservation of Clean Air and Water in Europe (CONCAWE) 

Conservation of Clean Air and Water in Europe (CONCAWE) started in 1963, as a 

European organisation, comprising various oil and gas companies. The objectives are to 

monitor fuel quality, vehicle emissions, air quality, health, petroleum products, and cross-

country oil pipelines. The organisation monitors a combined network (as at the end of 

2006) of 35,390km onshore oil pipelines. They also produce annual statistical summary of 

reported spillages, in addition to records and reports of all the annual pigging inspection 

statistics of the participating seventy operating companies and agencies that provide data 

for its reports.   

 

CONCAWE, unlike EGIG (Section 3.5), analyses pipeline incidents by causes, procedures 

and clean up costs of spillages (Davis et al., 2008, Restrepo et al., 2009). ñNo spillage-

related fatalities or injuries were reported in 2008. Over the 38 reporting years there 

have been a total of 14 fatalities in five separate incidents in 1975, 79, 89, 96 and 99. 

All but one of these fatalities occurred when people were caught in a fire following a 

spillageò(Davis et al., 2009). Table 3-2 shows a summary output of a typical statistics 

from CONCAWEõs database. 
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Table 3-2: Summary of failure statistic from the CONCAWE database of incidents on oil pipelines 
from 1971 to 2004. 

Failure Statistics 
(CONCAWE) 

Number of Incidents 
Percentage Gross Volume 

Spilled (m.cu/yr)  
Average per Year 

(1971-2004) 
Percentage 
(1971-2004) 

1971-2004 

Mechanical Failure 3 23.8 31.4 

Operational 0.9 6.8 3.6 

Corrosion 3.6 28.9 18.8 
Natural Hazard 0.4 3.5 4.1 

Third Party Activity 4.6 36.9 42.1 

 

The most obvious finding to emerge from CONCAWEõs statistics is the identification of 

TPI and corrosion as the two most prevalent causes of spillage incidents (Table 3-2). For 

example, Davis et al. (2010) recently review the published report of CONCAWE for 2010 

that shows there were nine spillage incidents, and seven were attributed to TPI. This is an 

increase from Davies et al.õs (2008) recorded eleven spillage incidents in 2005, two of 

which were because of unintentional TPI. It is perceived the nine spillages that were caused 

by intentional TPI is an unanticipated finding in the database (Davis et al., 2009). 

 

 

Figure 3-4: Pipelines spillage frequencies and distribution by major cause (CONCAWE, 2009). 

 

CONCAWEõs (2007) statistics of pipelines spillage frequencies and distribution by major 

cause indicates a reduction in the number of incidents caused by corrosion. These results 

are consistent with those given in other databases. However, in contrast to other pipeline 

incident databases (e.g. NEB), evidence of pipeline TPI declining was not reported by 
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CONCAWE, an implication of this is the possibility that third-party interference has been 

increasing in Europe, and a conclusion that can be drawn from Table 3-3. 

Table 3-3: Trend analysis of CONCAWE pipeline spillages by TPI for year 1998 through 2003, 
and details from 2005 to 2007 were interpolated based on the previous yearõs values. 

Year No. of Incidents % Change Length (Km '000) Rate 
1998 9  29.670 0.303 
1999 11 22.2% 29.450 0.374 
2000 6 -45.5% 30.800 0.195 
2001 7 16.7% 35.575 0.197 
2002 6 -14.3% 35.592 0.169 
2003 10 66.7% 36.422 0.275 
2004 2 -80.0% 35.383 0.057 
2005 2 0.0% 35.807 0.056 
2006 2 0.0% 35.832 0.056 
2007 1 -50.0% 35.858 0.028 

 

Table 3-3 shows the calculated trend analysis, following the description given in Section 

3.2.1, as part of this thesis, indicating the trend and rate of occurrence of TPI in the 

database for CONCAWE. It can be seen from the data in Table 3-3 that the year 1999 and 

2003 reported significantly more numbers of incidents than other years. On average, it can 

be concluded that the trend of occurrence in the database is in the decline. 

3.4 European Gas Pipeline Incident data Group (EGIG) 

The European Gas Pipeline Incident Data Group (EGIG) comprises operators of gas 

transmission pipelines in twelve European countries (Figure 3-5). The overall objectives of 

the organisation are to communicate data regarding the safety performance of pipelines, 

and to provide a reliable and realistic picture of incident frequencies within member 

countries. Their other objectives are to prepare and maintain a database for statistical use in 

studies and research; periodically analyse the causes of incidents within membersõ network 

of pipelines; and recommend improvements for safety performance of pipeline networks. 

EGIG now collects data from over 130,000 km of pipelines and with an overall incident 

frequency of 0.37 incidents per year per 1,000 km from 1970 to 2007. 

 

The EGIG database uses the following variables to compile data for their database: pipe 

diameter, pressure, year of construction, coating-type, pipeline depth, material grade, and 

wall thickness. The incidents reported by the EGIG are however categorised by detection 

method for failure, leak size, cause of incident, ignition, consequences, and incidents 
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summary (Focke, 2009, Van Den Brand and Kutrowski, 2006a). These criteria, being use 

by the EGIG database records 1,172 incidents from 1970 to 2007. 

 

Figure 3-5: The EGIG countries, comprising Belgium,  the Czech,  Denmark,  Germany,  Finland,  
France, Italy,  Netherlands,  Portugal,  Spain,  Switzerland, and  the United Kingdom. 

 
One interesting observation from the data presented in Figure 3-6 is that despite an 

increase in the number of European companies becoming EGIG members, the numbers 

of incidents are reducing although the pipeline network size is increasing. It is considered 

that further data is required before the association between the increased membership of 

EGIG and the relative decrease in the number of incidents can be clearly understood.  

 

Figure 3-6: Primary failure frequencies per cause according to EGIG data. TPI, although 
decreasing, is the most dominant cause of pipeline failure in the database (EGIGI, 2005). 
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Table 3-4: The European Gas Pipeline Incident data Group (EGIG), showing the percentage rate 
changes of pipeline incidents according to the EGIG. The rate of pipeline incidents according to 

the EGIG database has decreased, and is decreasing in recent years. 

Year No. of Incidents % Change Length (Km '000) Rate 

1998 11  104.341 0.103 

1999 15 42.0% 105.729 0.144 

2000 9 -37.9% 106.761 0.089 

2001 10 1.9% 109.980 0.088 

2002 12 20.3% 111.125 0.104 

2003 8 -31.5% 119.111 0.067 

2004 12 48.1% 122.168 0.096 

2005 10 -16.5% 127.696 0.077 

2006 7 -30.3% 128.345 0.053 

2007 7 2.3% 129.719 0.054 

 

EGIG recognises the consequences of TPI, and their database is consistent with other 

similar databases that have also found TPI to be the leading cause of gas pipeline failures. 

Third-party interference accounted for over 50% of serious incidents in EGIGõs database 

(Table 3-5). The database would be improved if EGIG had explicitly considered pipeline 

incidents with an intentional gas release. Although uncommon in Europe (until 9/11), 

intentional release cannot be entirely ruled out (Lords, 2010).  

 

Table 3-5: Summary statistic of EGIG database of gas pipelines (1970 to 2007), between 1970 and 
2004, the coverage exposure was 2.8 million km.yr km. 

Cause  Overall Percentage (%) 
External Interference 49.6 
Construction defect/Material failure 16.5 
Corrosion 15.4 
Ground movement 7.3 
Hot-tap made by error 4.6 
Other and unknown 6.7 

3.5 Office of Pipeline Security (OPS) 

The Office of Pipeline Security (OPS) is part of the US Department of Transportationõs 

Pipeline and Hazardous Materials Safety Administration (PHMSA). They manage an 

estimated 244,000 km of petroleum pipeline products and 549,000 km of natural gas 

pipeline, as well as regulating over 2000 operators in the oil and gas industry. The OPS is 

responsible for the safety of pipelines by dissemination programs and practices to manage 

pipeline integrity and reduce the likelihood of pipeline failure (OPS, 2008). 
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Table 3-6: Trend analysis of pipeline incidence by Office of Pipeline Security (OPS) - US 
Department of Transportation from 1998 to 2007. The data is based on incidents of third-party 

incidence from OPS database for year 1998 through 2007. 

Year No. of Incidents % Change Length (Km '000) Rate 

1998 64  971.630 0.066 

1999 59 -7.8% 1000.599 0.059 

2000 54 -8.5% 1027.952 0.053 

2001 65 20.4% 1003.602 0.065 

2002 59 -9.2% 1034.131 0.057 

2003 72 22.0% 1076.971 0.067 

2004 58 -19.4% 1084.896 0.053 

2005 58 0.0% 1094.138 0.053 

2006 46 -20.7% 1105.795 0.042 

2007 52 13.0% 1093.774 0.048 

 

The September 11, 2001 (9/11) terrorist attack on United States has made the country one 

of the few countries that has taken serious precautions against all forms of intentional TPI. 

The Department of Homeland Security (DHS) and the pipeline industry are now jointly 

responsible for the security of pipeline systems against intentional pipeline interference (e.g. 

terrorist threats, cyber attacks and saboteur activities) in the country. The following are 

among the key initiatives taken to forestall the likelihood of TPI: (i) extensive 

communication systems, (ii) vulnerability assessments, (iii) consensus security guidance and 

development, and (iv) research sponsorships for detection technology and the continuous 

monitoring of rights-of-ways (Chen et al., 2007, Restrepo et al., 2009, OPS, 2008). 

 

Table 3-7: Causes of pipeline failures according to OPSõs failure database from 1985 to 1995, 
estimated from the raw data (OPS, 2006). 

Cause of Failure  Natural Gas (%) Hazardous Liquids (%) 
Third Party 36 33 
Corrosion 24 42 
Weather related 11 3 
Previously damaged pipe 4 8 
Defective pipe seam 3 6 
Defective girth weld 3 4 
Defective fabrication weld 2 2 
Defective pipe 2 3 
Construction damage 1 0 
Stress corrosion cracking 1 0 

 
 

OPS identify the leading cause of pipeline incidents as being TPI (Table 3-7), and 

consequently encourage stakeholders to develop òBest Practicesó for preventing damage to 
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pipelines. For example, Common Ground Alliance (CGA), financed by OPS, ensures òBest 

Practicesó are available to pipeline operators based on research findings and identifying 

emerging technology that is suitable for preventing pipeline damage (for example, the Dig 

Safely one-call programs). Evidence of the effectiveness of this initiative was ascertained in 

the questionnaire survey that was part of this thesis, when a respondent from the U.S 

stated that: òFor the past 15 years, the government has been involved helping our pipeline industry reduce 

excavation damage to our pipelines. Our efforts has resulted in reducing these damages by more than 50% 

while miles of underground pipelines have increased by more than 30%. This has been done by effective 

public education, use of technology and strong and fair enforcementó.  

 

The U.S has been in the forefront of research in pipelines, and the incidents data analysed 

and classified by the PRCI of the OPS, grouped into 18 root causes pipeline failures (Table 

3-8). The PRCI also classified TPI to include weather related and outside force. The 

framework of the classification is the most detailed characteristic of pipeline failures. A 

combination of factors could explained the extensive and thorough research into TPI by 

the U.S than that of any other country, for example, the dependence on energy per person 

than any other country, and perceived threats, especially following the event after 9/11. 

Table 3-8: The classification of Department of Transportation classification of oil and gas pipeline 
failures grouped into 18 root causes. This data is extracted from OPS database (OPS, 2006). 

Main Causes Sub-divisions of the causes 

Time Dependent 

External Corrosion 

Internal corrosion 

Stress Corrosion Cracking 

Stable 

Manufacturing Defects 
Defective pipe seam 

Defective pipe 

Welding/Fabrication 
Related 

Defective pipe girth weld 

Defective fabrication weld 

Wrinkle bend or buckle 

Stripped threats and coupling failure 

Equipment 

Gasket O-ring failure 

Control/relief equipment malfunction 

Seal/pump packing failure 

Miscellaneous 

Time 
Independent 

Third Party/Mechanical 
Damage 

Incorrect Operations 

Weather related and 
outside force 

Cold weather 

Lightning 

Heavy rains 

Earth movements 
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3.6 The National Energy Board (NEB) 

The National Energy Board (NEB) is an independent federal agency with parliamentary 

powers that regulates about 45,000 km of pipelines in Canada operated by 104 companies. 

These companies compulsorily share their pipeline performance data with the NEB. The 

NEB attempts to ensure the proper functioning of pipelines by promoting safety and 

security, and thus ensuring an efficient energy infrastructure to the Canadian public. The 

NEB regulates the planning, design, construction, commission, and maintenance of all 

pipelines within Canada. 

 

The NEB (2008) Pipeline Crossing Regulations define TPI as unauthorized activities with a 

potential to damage a pipeline or to prevent maintenance access to a pipeline. The NEB 

identified damage prevention as one of the key indicators that provide an understanding of 

safety performance of pipelines. The NEB further recognises unauthorized mechanical 

excavation; unintentional contact with a pipeline; and right-of-way encroachments as 

indicators of TPI (Jeglic, 2004, NEB, 2008).  

 

Table 3-9: Third-party Interference on Rights of Way of NEB-regulated pipelines (NEB, 2008). 

 
 

Unlike the OPS, EGIGI and UKOPA where TPI is found to be the leading cause of 

pipeline failures, NEBõs leading cause of failures are corrosion (internal and external), 

followed by operational errors. While TPI still occurs, it is relatively uncommon in NEB-

regulated pipelines (Figure 3-7). The NEB (2008) claim that for nine consecutive years 

(from 1998 to 2007), there were no fatalities involving employees, contractors, or third 

parties. In addition, there were no ruptures on regulated pipelines from 1991 to 2006.  

Therefore, considering the near zero fatality rate of the NEB database, illustrating the 

trend, for example, as shown in Table 3-6 is unfeasible. 














































































































































































































































































































































































































































































































