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Abstract 

This thrsis makes a contribmion towards cutting t 111' C()st of drw>lopment of 
real-timr systems, The development of real-time SYSt('IllS is difficult: oftt'li 
errors in the specification an' not identifird until late in the dewlopmel1t pro­
cess, and there is a requirrment to reduce the amount of rrwork to corrrct 
flaws introduced in the rarly stages of deH'lopment, A Real-time :\ctwork­
Specification Language (RT\, -SL) is bring dewloprd to allow t hr rigorous 
spe('ification of functionality and timing proprrtips of computations, The 
('OIT('('t specification of end to end timing constraints, hO\\'('wf, !'('quires an 
understanding of t hc ti ming propert ies of the ('()mmunications I>pt \\'I'('n ('( )111-

POW'lItS. A theory of communication is thnd'()],(' required. to be used with 
tlt(' RTI\-SL, to anal~'s(' timing proprrties of s~'stellls early in the dt'\'e\t)p­
m(,lIt pro('css. 

The work demonstrates how a tool set ('all be ll:-'I,d to gain an under­
stallding of the behaviour of the system, to help to identify ,md 1'()ITC('t 

ambiguities that arise in thr earl~' stages of development. An in('[elll<'Iltal 
development approach is recommended, St;1rt ing wit h an ailst ra!'t llIodel 
and exploring proprrties of inCTpasingly realistic mo(J<oIs of the implellH'nta­
tion, to gain confidrn('p about the correctnrss of thc implelllentation. and an 
understanding its behaviour, The strengths and \\'('akll('ss('S of a numiwr of 
tools are discussed and it is shown that it is possibk to liSt' a ('()mposit ion;i\ 
r!'i)'-guarant('(' m!'thod to \'erif)' properties of systems where till' individual 
components give few or no guarantees about thcir behaviour. This rply guar­
antcc method makes it possiblc to record assumptions in thp specification, 
to help ensure th<,y are not overlooked and thereby introduce errors in the 
design and implementation, This approach can form the ba..'iis of a t lwor\' of 
communication, which can be used with the RT\'-SL to reason about end 
to end timing properties of systellls in the early stages of dewlopment. 
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Chapter 1 

Introduction 

This thesis makes a contribution towards cutting the cost of development of 
asynchronous real real-time s\'stems, by demonstrating how it is possible to 
gain an understanding, and verify properties, of such systems in an incremen­
tal manner. It recommends starting with an abstract. easy to understand, 
model of the required behaviour of the system, and building and wrifying 
more realistic models as understanding increases, It also shows how it is 
possible to verify properties of systems using a compositional rely-guarantee 
method, when the individual components of the system give few or no guar­
antees about their individual behaviour, The work has been sponsored by 
the BAE SYSTEMS Dependable Computing SYstems Centre (DCSC) and 
in particular I\IBDA l'K Limited. 

The specification and development of asynchronous real-time systems 
is difficult, and often errors that arise from a lack of understanding of the 
specifications of these systems are not identified until late in the development 
process, The development of relatively small fully asynchronous systems. 
which have apparently simple specifications, may also be difficult because 
their components can interact in unexpected ways, Correcting errors may 
require a large amount of rework. because, depending on the stage in the 
development process at v,'hich the error ,,'as introduced, this may require 
the specification, design and implementation to be modified and verification 
and testing work may need to be repeated for the modified system. There is 
therefore a requirement to identify and correct flaws and ambiguities earlier 
in the development process to reduce the amount of rework that is required, 
in order to cut the cost of, and time for. developing those systems, A classical 
method of dealing v,ith complexity is to specify the system as a number of 
simpler components [Kop98]. There is then an obligation to verify that 
the complete system meets its specification, when it is composed of those 
components. Formal models of systems can aid the analysis of requirements 
and the use of formal methods makes it possible to wrify the beha\'iour of 

1 



1.1. \'erifying the Correctness of Real-time S.r~tem." 

the system in a rigorous manner. This analysis can help to expose errors 
and ambiguities in the requirements and specification of the system. and 
identify ways of correcting those errors. 

A (formal) Real-time Network-Specification Language (RT.'\-SL) [PAHOO. 
Pay02] is being developed jointly by the OCSC and .\IBO.\ CK Limited. 
based on \"O'\I-SL [IS096] and Real-time Logic (RTL) [DI86. DISSS:. to 

allow the rigorous specification of functionality and timing properties of com­
putations in systems. The correct specification of end to end timing con­
straints, however, also requires an understanding of the timing properties of 
the communications between components in a s~·stem. Communication is 
often assumed to occur instantaneously. howewr the time taken for an item 
to be transmitted from one component to another can influence the owrall 
timing of, or affect the precise item of data that is used in, a computation. de­
pending on the type of the communication mechanism that is used between 
the reader and writer. A theory of communication is therefore required. to be 
used with the RT!\-SL, to allal~'se the timing properties of systf'ms early ill 
the development process. This has motivated two requirements: first the use 
of a model based approach where functions can be expressed implicitly for 
compatibility "'ith the RT.'\-SL. and; second. a method that facilitates the 
verification of properties of systems, where the communication mechanisms 
are used as components, would be advantageous. 

The remainder of this chapter is structured as follows. Section 1.1 dis­
cusses thl' difficulty in specifying and designing complex real-time systems. 
how hierarchical development methods can help to manage the complexity 
of specifications and designs. the role of communications in complex sYstems 
and how the use of formal models can help to identify errors and ambigui­
ties in specifications. Section 1.2 then discusses the contribution of the work 
described in this thesis in more detail. 

1.1 Verifying the Correctness of Real-time 
Systems 

[RLKL95] defines a real-time system as: 

"A real-time system is a system that is required to react to stim­
uli from the environment (including the passage of physical time) 
within time intervals dictated by the environment." 

The critical aspects of this definition are that a real-time system should 
be: reactive, that is react to its em'ironment; and timely, that is react and 
respond to stimuli within defined time limits. This may not simply mean 
that the system needs to acknowledge receipt of the stimulus. but it may 
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be required to carry out an action, for example to c:omplete a computation. 
within a specified time of receh'ing the stimulus. 

These critical requirements make the specification and design ofreal-time 
systems complex, because the environmental stimuli can occur at any time 
and the system must therefore be ready to react to them at any time. There 
are two categories of deadline that a real-time system may be required tu 
meet: soft deadlines and hard deadlines[Kop90]. In the case of soft deadlines. 
while it may be that a system is required to perform an action within the 
deadline, it may be acceptable for this deadline to be missed: the :-;\:-;tem may 
continue to operate with reduced functionality for a short period of time. for 
example. In the case of hard deadlines, howewr, it may be more critical if 
a deadline is missed. For example a critical S\'stem such as a flight control 
system on an aircraft, where missing a deadline could cause catastrophic 
failure (e.g. loss of life). Ewn then it may be iHT('pt able to miss a hard 
deadline occasionally, prO\'ided it is possible to ('xtrapolate from pre\'ious 
data to enable the system to continue to operate in a stable state. It is 
unlikely that all of the components in any sy'stem will have hard deadlines. 
but it is necessary to ensure that components that do not have hard deadlines 
are unable to interfere with components that do in such a way that those 
hard deadlines cannot be met. Systems which contain components \\'ith hard 
deadlines are referred to as hard real-time systems. The specification. design 
and implementation of hard real-time systems is more difficult than for soft 
real-time systems, because of the need to meet these critical deadlines. 

The techniques described in this thesis can be used for the dewlopment 
of all types of complex systelll. however the development of hard real time 
systems is of particular interest. Their development is especially complex. 
because such systems haw all of the properties of soft real-time systems 
and additional ones, such as the above requirement to meet safety critical 
deadlines. 

1.1.1 The Role of Hierarchical Development Methods 

A classical method of dealing \"ith complexity in s~'stems is to partition 
the system into a number of simpler components. These components can 
then, themselves, be split into sub-components in a hierarchical manner 
until the individual sub-components are simple enough to be understood and 
implemented. A hierarchical development process will assist in recording the 
relationship between the components and sub-components in the system. 

The use of a hierarchical method introduces an obligation to show that 
t he specifications of the components combine to meet the specification of the 
complete system. Care must be taken with the specification of the compo­
nents, because they may interfere with each other. or interact in unexpected 
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ways[Per99]. For example, in the case of fully asynchronous systems. if two 
components communicate with each other using a shared area of memory, 
one component may overwrite the area of memory while another component 
is attempting to read an item of data from it. In the case of s\"nchronous 
systems it is possible that the failure of one of the components may lead to 
deadlock. In reactive systems, where the system is required to react to stim­
uli from its em'ironment, it is possible that the em'ironment can interfere 
with the operation of the system at any time. For example the user of the 
system may cancel a partially completed operation. 

MASCOT [JIM87, Sim86], which was the UK :-IOD preferred method 
[MoD91, MoD85] for the development of software S\'stems and is still used 
in parts of the defence industry, is such a hierarchical development process. 
When using IvIASCOT a s~'stem is structured in terms of a number of in­
teracting components (sub-systems, serwrs etc.), which. at the lowest le\'el 
are decomposed into a number of activities in a Real-time :\etwork (RT:\), 
[Sim90c,Sim90b]. These activities are used to specify single sequential com­
putations: parallelism can then arise because multiple activities may execute 
concurrently. depending on available resources. The sub-s~'stems and acti\'i­
ties in a RTN only communicate with each other via explicitly defined routes 
using a range of different types of communication mechanisms. 

1.1.2 The Role of Communication Mechanisms 

There is a need for the individual components in a system to communi­
cate with each other, and the type of communication mechanism used can 
influence the timing properties of a system and also the outcome of a com­
putation. A range of mechanisms is required to facilitate communication 
between the components of a system: from those that enable synchronous 
communication to those that allow fully asynchronous communication. 

S~'nchronous communication, as the name implies, requires the compo­
nents to synchronise in order to communicate with each other. This may 
be achiewd by using a global clock to enable the processes to synchronise 
and communicate at particular times, or by forcing one process tu \yait until 
the other is also ready to communicate. Synchronous communication may 
be used, for example, where it is necessary for a component to respond to 
all of the outputs from another component. Its use may, however, lead to 
a reader of a communication mechanism being held up. while it \\"aits for 
another component to write the result of a computation to the communica­
tion mechanism. The close coupling of components required by synchronous 
communication may also lead to deadlock. if one of the communicating com­
ponents fails. 

At the other extreme are fully asynchronous communication mechanisms 
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(or pure ACMs) which do not require any synchronisation between commu­
nicating components. This type of mechanism must haw some mean~ of 
ensuring that the reader does not attempt to read an item of data at the 
same time as it is being written. Pure AC\Is are of particular interest be­
cause: 

1. They allow components that do not share a clock to communicate 
with each other. This is true even when t here is apparent support for 
synchronous communication, as such synchronous mechanisms need to 
be built from AC:-Is. although this may be at the hardware level and 
hidden from the software (or u~er). 

2. They support the integration of components that run at different 
speeds, or which are sporadic. 

3. They provide a means for decoupling the temporal interaction~ of com­
ponents that use them: this may make it easier to analyst' the timing 
behaviour of individual components, because one component cannot 
interfere \\'it h timing behaviour of another component. For example 
an end to end deadline for a computation can be partitioned among 
the components that contribute to the computation. It may then be 
possible to verify that the computation will be completed \\'ithin an 
end to end deadline provided the individual components meet their 
deadlines. 

4. They make s~'stems more robust to deadlock of one of their compo­
nents. For example if the writer is held up the reader can re-read the 
previous item of data. 

Pure .-\.Cl\Is are essentially shared variables that allow communication be­
tween processes without placing any constraints on the behaviour of their 
reader(s) and \\Titer(s). The reader of an AC~I may end one read and start 
the next one while a write is in progress and so multiple reads can over­
lap a write. Similarly multiple \\Tites can overlap a read. It is possible for 
an item to be read by the reader a number of times and it is also possi­
ble that items will be overwritten before the reader attempts to read them. 
The aS~'llchronous communication that AC:-Is support is therefore to be dis­
tinguished from the model of "as~'nchronous communication" supported by 
(conceptually infinite) buffers, where all items written are read by the reader 
(normally in the order that they ,\Titten), for example [JH.JS9]. 

In bet\"een the t\"O extremes there are implementations of communica­
tion mechanisms that allow different leyels of asynchrony between the com­
municating processes. For example, if it is known that the reader and writer 
of a mechanism execute on aYerage at the same rate, it may be acceptable 
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to implement the communication mechanism using a first in first out buffer. 
This may ensure that the reader is not held up, because there will always 
be data available to be read, and the writer may neyer be held up. becau~t' 
there is always space in the buffer to \Hite a new item to. This type of 
mechanism may be used where it is important that the reader uses every 
item of data that is communicated. In such circumstances it may even be 
acceptable for the reader or writer to be held up for a short time. waiting 
for data or space to become available. 

In large distributed systems it is possible for communication between two 
remote processes to be facilitated \'ia a route which is composed of a number 
of components. In this case hierarchical methods may be used to develop 
the specifications of the communication mechanisms themselves. 

Communication in MASCOT 

MASCOT uses a range of communication protocols. which describe the man­
ner in which the reader(s) and writer{s) communicate with each other on a 
particular communication route between the components. These protocols 
facilitate a range of different types of communication between a reader and 
writer, including fully asynchronous mechanisms and buffer types, where 
the reader may be held up waiting for data to become available and the 
writer may be held up waiting for space. In general I\IASCOT communica­
tion mechanisms support multiple readers and/or writers. however, in order 
to define a theory of communication, it is first necessary to gain an under­
standing of the behaviour of basic communication mechanisms which have 
single readers and writers. A range of single reader, single writer protocols 
is introduced in the next st'ction. 

A Range of Communication Protocols 

Thert' is a need to provide a means for developers to reason about the be­
haviour of different communication mechanisms, and this section describes 
a way of classifying this different behaviour. A st't of basic communication 
protocols([PAHOO, Sim94, Sim96, Sim03]), that can be used in the design of 
systems is introduced. These protocols. which are illustrated in Table 1.1, 
describe a range of levels of synchronisation that may be required between 
the reader and "Titer of a communication mechanism as follows: 

Channel: similar to a single space buffer. The ,\Titer is held up if there is 
no space available for the item to be written, and the reader can only 
read each item of data once. The data is conceptually dest1'Oyed by a 
read and the reader is held up when the channel is empty. 
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on destructive read 
De tructi\·e read 

( ever held up) (Held up "hen no 
data) 

Destructive write + + (Never held up) 
Pool Signal 

Non destructive write 
(Held up when no ~ + space) 

Constant Channel 

Table 1.1 : The Blocking or Non-Blocking Behaviour of the Basic Protocol 

Signal: similar to a single space overwri t ing buffer . The writer can over­
write older data and is never held up wait ing for space to become 
available. The reader, however, removes data from the protocol and is 
held up when it is empty. 

Constant: as its name implies the data once written , cannot be overwrit­
ten. The reader can always re-read the item that the protocol was 
initialised with, and the protocol is typicall) used to store configura­
tion data. 

Pool: similar to a shared variable. The reader and writer are never held 
up . The reader can re-read items of data many times, and the writer 
can overwrite older items of data. 

They are called basic protocols because conceptually, they have a single 
place to store data that is available for communication between the reader 
and writer, although they may be implemented using a multiple place area 
of shared memory. Each place is called slot or buffer, and the provision 
of multiple slots facilitates concurrent accesses by the reader and writer by 
directing them to different slots. For example the channel may be imple­
mented with t hree slots, one to hold the latest item of data another to hold 
the item of data that is being read and a third slot where the "'Titer can 
write an additional item, before it is held up . This implementation allows a 
greater level of as) nchrony between the communicating processes than would 
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otherwise be possible. The use of mult iple slots ensure that the reader can 
obtain complete items that have been previously wri tten as the re ult of a 
read , even if the writer is concurrently accessing the communicat ion mecha­
nism i.e. the protocol ensures mutual exclusion of the reader and 'IITiter on 
the slots rather than on the communication mechani m it elf as would be 
the case with a Hoare monitor [Hoa74] . 

AD< 

Figure 1.1: A Generic ACM 

Of the mechanisms described above the only pure ACM is the pool. The 
remaining mechanisms require a certain amount of synchroni 'ation between 
the reader and writer. Pure (true) ACMs typically use a number of ar as 
of shared memory, with separate control variables to direct the reader and 
writer to different slots if they both access the mechanism at t he same tim . 
These control variables are implemented in shared memory them elves, and 
in fully asynchronous implementations the writer of a control variable can 
interfere with the reader by writing to the variable while it is being read . 
This may result in the reader obtaining an incorrect value as the re ult 
of reading a control variable. The implementation must sti ll en ure that 
the reader : accesses a different slot to the writer when th i occur so that 
it returns valid data as the result of a read and , second , that it reads a 
recently written item of data. A generic ACM is illustrated in Figure 1.1. 
The implementation of a pool that is described in t his thesis, Simpson 's 4-
slot [Sim90a] uses four slots and four cont rol variables to allow the reader 
and writer to access the mechanism in a fully asynchronous manner. 

The techniques descri bed in this thesis have been used to anal) e basic 
ACMS, such as those described in this section, although it may be possible 
to extend them to enable analysis of the more complex ones: for example 
multiple reader and writer mechanisms, and mechanisms which are imple­
mented on routes which are comprised of a number of components. This is to 
be the subj ect of further work and this point will be revisited in Chapter 8. 
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1.1.3 The Role of Formal Methods 

Section 1.1.1 describes how the use of hierarchical methods can assist in 
the development of complex systems and Section 1.1.2 describes the role of 
communication in those systems. This section discusses the role of formal 
methods in the development of such complex systems. 

Errors can arise in the specifications of asynchronous systems for a num­
ber of reasons, for example as a result of unexpected interactions between 
the components (it is also possible for errors to arise in the design and im­
plementation of asynchronous systems with apparently simple specifications 
for the same reason). There is also an obligation to wrif\· that the specifica­
tions of the components combine to meet the specification of the complete 
system. The use of formal specifications can assist in both of these areas 
[Hal90, BH95a, BH95b, LFB96, Bic98, HB99, Jon90j. Formal models of the 
system can be used to explore its possible behaviours and t his can help 
to expose, and correct, errors and ambiguities in the specifications of the 
system and its components. In addition by starting with an abstract specifi­
cation and progressively building, and exploring properties of, more realistic 
models it is possible to gain a better understanding of the behaviour of the 
system and the interactions of its components. Established techniques can 
then be used to \'erif~' that the composition of a set of components meets 
the specification of the complete system. For small systems it may be pos­
sible to verify the correctness of the complete s~'stem by showing that the 
required properties hold of the complete system in an exhaustive manner i.e. 
that those properties hold for all possible states of the s~'stem. For larger 
systems, however, the state space of the complete system may be too big, or 
too complex, for this type of method to be practical. Even if it is possible 
to construct a finite state model of the system, it is extremely difficult to 
ensure that the the model is constructed correctly. In addition it may not be 
tractable to discharge the required proof obligations for all possible states 
of the system. Model checking methods may be used to verify properties 
of some systems, but this may require abstraction to be used, or a model 
checking technique to reduce the state space. There is a danger that any ab­
straction hides a crucial property that may invalidate the results obtained. 
In any case, even with modern fast machines, model checking large systems 
with very large state spaces may not be tractable. It may be possible to use 
a compositional proof method to overcome these disad,'antages: if it is pos­
sible to establish invariants (or assertions) that hold in the different states 
of the individual components that are sufficient in themselves to ensure the 
required properties of the system hold. There is then a requirement to prove 
that the individual components do not interfere with each other. In other 
words it is necessary to show' that, if an assertion holds for a component, any 
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actions executed by the other components do not invalidate that assertion. 
A formal specification language, called RT\-SL. i~ being dewloped to 

allow the rigorous specification of functionality and timing propertie~ of ac­
tivities in RTI\s, so that it is possible to analyse and verify properties of 
the specification of those activities in a rigorous manner. A state machine 
is used to specify the ordering and timing of operations within the compu­
tation with a VDM-SL like language to specify the functionality of those 
operations. However, there is currently no means of analysing the timing 
behaviour of the communication between acti\'ities and there i~ a need to 
develop a theory of communication, which is compatible with the RT\"-SL. 
for this purpose. This theory may then be used with the RT\"-SL to wrify 
properties of complete systems in a compositional manner. Discharging the 
proof obligations to wrify properties of the complete sYstem may be difficult 
and some form of machine assistance will be invaluable in making the proofs 
more tractable. 

Machine Assisted Proofs 

There is a need to discharge proof obligations in order to wrify properties 
of formal models: the proofs are often long and tedious, and the probability 
of errors completing such proofs by hand is high. While it is ackllowledged 
that proofs may also be long and involved even with machine assistance. the 
use of a proof tool will help to make the proofs less error prone. t· sing sllch 
a tool to assist \"it h completion of the proofs is therefore felt to be essential. 
PVS[OSRSC99a,OSRSC99b] has been used to assist with the completion of 
the proofs described in this thesis. 

PYS is an interactive environment for writing formal specifications that 
facilitates machine assistance for discharging formal proofs. It provides 
an expressiw specification language, which augments classical higher order 
logic, with a sophisticated type system containing. for example. predicate 
sllb-t~·IWS. combined with a mechanism for defining al)stract data types. such 
as lists and trees. 

PVS has a powerful interactive theorem prowr \\'ith built in proof tac­
tics that can make the individual proof steps much larger than is possible 
with comparable systems. It has been used to verify properties of com­
plex fault-tolerant algorithms [LR93a, LR93b. LR94]. The use of PYS to 
verif~' properties of the models has helped in making some of the complex 
proof obligations, that need to be discharged to show that the 4-s10t is 
Lamport-atomic, more tractable, and also helped in ensuring correctness of 
the models1

. 

I The prover automatically checked the models for type correctness. for example. 
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1.2 Contribution 

This thesis shows how it is possible to use a range of tools to explore the 
properties of asynchronous real-time systems. to gain a better understanding 
of those systems and increase confidence that they meet their requirements. 
A number of methods are available to help cope with the complexity. These 
include the use of a hierarchical development method to partition the ,,\·~tem 
into a number of simpler components. There is then a proof obligation to 
show that the system meets its specification \"hen it i~ composed of those 
components. In addition formal models can be used to explore propertie:-- of 
the system, to gain a better understanding of its behaviour. 

The contribution of this work is that it identifies a means for analysing 
the behaviour of asynchronous real-time systems. which can form the basis 
of a method to develop a tllPor~' of communication. and assist to reduce tht' 
amount of rework that is required as a result of flaws in the earlier st age" of 
development. Specifically it: 

1. demonstrates 110\\' a tool set can be used to gain an understanding of 
the behaviour of the s~·stt'm. to help to identify and corrt'ct ambiguities 
that arise in the earlier stages of development; 

2. shows how an incremental development approach can be used: first to 
verify properties of increasingly realistic models of t he system, building 
confidence about the correctness of a model of the implementation at 
each stage; and second to gain an increased understanding of the be­
haviour of the system as properties of those increasingly sophisticated 
models are explored. The better understanding gained in the earlier 
stages can to help to identify properties that need to be obsen'ed by 
the models in the later stages; 

3. identifies a means of recording assumptions in the specification, to 
help ensure they are not overlooked. thereby introducing errors in the 
design and implementation; and 

4. shows that it is possible to use a compositional rely-guarantee method 
to verify properties of systems where the individual components giw 
few or no guarantees about their individual behaviour. It may then be 
possible to use the rely-guarantee conditions that haw been \'erified 
to hold. to explore and verify properties of larger systems, where the 
system is itself used as a component. 
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1.3 Thesis Structure 

The remainder of this thesis is structured as follows: First Chapter::? intro­
duces a taxonomy of asynchronous communication mechanisms. :Lam86b] 
gives a taxonomy of AC\Is that giw increasing guarantees about their be­
haviour: the ACvl that gives the strongest guarantees is called atomic. The 
taxonomy described in this thesis builds on that from [Lam86b] and includes 
additional types of AC~1 that can be used to build more complex AC~ls. 
The taxonomy uses Real-time Logic (RTL), [E194 . .)\IS88]. to reason about 
the timing of actions of the reader and writer to the .\C\1s. Chapter 3 intro­
duces a number of communication mechanisms: first a series of mechanisms 
are described that require yar)'ing degrees of synchronisation bet"'een their 
readers and writers; then Simpson's fully asynchronous atomic AC\I imple­
mentation is introduced. While the taxonomy in the preyious chapter is not 
used directly to verify the correctlH'SS of any implementations. Chapter 3 
also shows how Simpson's 4-slot can be constructed from components, some 
of which are described by the ta..'Conomy. 

Chapter 4 describes an abstract model of atomicity and verifies the cor­
rectness of the model. This model forms the basis for the proofs in the 
remainder of the thesis. when Simpson's 4-slot (an implementation of a fully 
asynchronous ACr-.'1) is used as a case study to demonstrate the use of a tool 
set in developing a system in an incremental manner. Chapter 5 shows how 
the 4-slot implementation can be shown to be a refinement of the model in 
Chapter 4 (subject to an assumption about the atomicity of the actions of 
the component processes). Chapter 6 then describes a compositional rely­
guarantee method that can be used to \"erify properties of implementations 
where the individual actions of the components are (Hoare) atomic (for ex­
ample implementations on single processors). This method is used to wrify 
that the 4-slot implementation is (Lamport) atomic when the actions of the 
reader and writer can interleave in an unconstrained manner. The models 
described in Chapters 2 to 6 are given using a \'D\I-like syntax. and haw 
all been encoded in the PYS logic using the encoding of YD\I-SL operations 
from [ABM98]. Chapter '/ describes how it is possible to yerify properties of 
fully asynchronous implementations of the 4-s10t. using CSP. [Hoa85. Ros98]. 
and the FDR tool [Ros98]. The conclusions from the work are given in Chap­
ter 8. Complete details of the formal models that have been used to verify 
properties of the implementation are contained in Appendices D to I. in the 
PYS logic (a brief explanation of the translation from YD\I-SL to the PYS 
logic is giYen in Appendix A). and the complete CSP model from Chapter -; 
is given in a further appendix. 



Chapter 2 

A Taxonomy of Asynchronous 
Communication Mechanisms 

A range of asynchronous communication mechanisms that is available to 
developers was briefly introduced in Section 1.1.2, and a range of single 
reader, single writer AC:\ls will be further described in Chapter 3. This 
chapter presents Lamporfs taxonomy of registers l [Lam86b] and extends it 
to encompass the AC~ls that are of interest in the design methods under con­
sideration in this thesis. Lamport's taxonomy describes three different types 
of register, called safe, regular and atomic, which give increasingl~" strong 
guarantees about their behaviour when readers and writers access them, in 
terms of the items that are communicated between those readers and writ­
ers. Safe registers give the weakest guarantees about their behaviour and 
atomic registers give the strongest guarantees: an atomic register guarantees 
that the behaviour of the register will be equivalent to some Hoare-atomic 
interleaving of the read and write accesses. A second paper published at 
the same time, [Lam86a]. introduces a formal definition of the meaning of 
implementing a system with (instances of) a lower level one, and for rea­
soning about concurrent s~"stellls. [Lam86b] giws examples of registers with 
stronger guarantees being implemented with registers that giw weaker guar­
antees, including an atomic register that uses regular ones. and the formalism 
is used to prove the correctness of these implementations. The taxonomy 
is not used directly to explore properties of communication mechanisms in 
this thesis, hO\\"ewr it includes formal definitions of the desirable properties 
of AC~1s. as ,,,ill be described later in this chapter. In addition Section 3.3 
describes how instances of one the types of AC:\1 from the extended tax­
onomy can be used as components to construct Simpson's 4-slot Ae.\1 and 

1 These registers are used for asynchronous co=unication between processes or com­
ponents in a system and they will be referred to as ACMs in the sequeL except where 
direct reference is made to Lamport's work. 
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a model of (Lamport) atomicity is used to verify properties of the 4-slot in 
Chapters 5 and 6. 

The rest of this Chapter is organised as follows. The formal definitions 
of the ACMs in the taxonomy use RTL to reason about the ordering of 
actions of the readers and writer of ACl\Is. and RTL is introduced in Spc­

tion 2.1. Lamport's taxonomy of asynchronous registers is described in 
Section 2.2, and Section 2.3 critiques Lamport's taxonomy. An extended 
taxonomy, which includes additional types of AC:-'l that are used in prac­
tice, both for communication between processes in distributed s~'stems and 
for constructing other ACMs, is given in Section 2.4 and a formal model of 
the extended taxonomy is given. Section 2.5 describes some desirable prop­
erties of ACMs and relates these properties to the taxonomy. and finall~' 
Section 2.6 discusses why the taxonomy has not been used directly to wrif'y 
properties of ACM implementations. 

2.1 Real-time Logic 

The taxonomy in this chapter requires a means of reasoning about the tim­
ing properties of the ACIVIs it defines. One of the first methods proposed 
for specifying timing properties of real-time s~'stems was Real-Time Logic 
(RTL), [JM86, JI\IS88]. RTL is based around the concept of timed evellts. 
which can be the start and end events of a particular action. for example. 
In RTL events occur at specific times, have no duration and can recur many 
times during the operation of a system. Each occurrence of a particular 
RTL event must occur at a different time, and later occurrences must oc­
cur at a later time to earlier occurrences2 . RTL can, therefore, be used 
to reason about the ordering of events during the execution of a computa­
tion, for example. RTL has been used in the definition of the semantics of 
several graphical notations for specifying and designing real-time systems. 
for example Modecharts, [JLI\I88, JM94. MSJ96]: in defining the semantics 
of a hierarchy of communication protocols [Sim03] and for for defining the 
semantics of Real-Time Kernels, [F\iV96. F\ \"97]. [Pay01] proposes an exten­
sion to RTL to allmy the use of continuous time, rather than discrete time. 
Time can then be specified using lR20 , the positive real numbers including 
zero. That extension is not considered in this thesis. 

RTL associates events with the number of occurrences of those ewnts 
up to a particular time. The original RTL syntax used an uninterpreted 
function, @, which returned the time of a particular occurrence of an event: 

\Q! : Event * Occ ~ Time (2.1 ) 

2RTL does not support the super dense micro model described in [MP93]. 
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where Event, Oce and Time represent types of ewnts. occurrence numbers 
and times, respectively. A type of event can be. for example. the start or 
end of a computation, Oee is often represented using ~. the set of all natural 
numbers, where 0 is used as the occurrence number for the first. or initial 
occurrence of an event. Time is taken to be discrete. or more precisely as ~-. 
the set of positive natural numbers. There is no concept in RTL of different 
types of events that occur at the same instant of time being ordered. nor 
of any causal relationship between events3 . This original s~·nta."X has the 
drawback that the function, IQ, is partial: for example, the time returned is 
undefined if the event does not have an ith occurrence. 

@ has been used in later papers (for example [DI9-1]), however [.J\ISS8] 
advocated the used of an occurrence relation. e to replace Q. The relation. 
e, has the following signature: 

e : Event * Oee * Time --'> 1B (2.2) 

and asserts that a particular occurrence of an en'nt occurs at a particular 
time. This relation is used in the definitions of the different typps of ..\.('\1 
in the taxonomy given in this chapter, because it has the advantage of being 
total, which considerably simplifies the logic. and allows classical theorem 
provers, such as PYS [OSRSC99bj. to be used to reason in RTL. 

It should be noted that it is not essential to include occurrence numbers 
in the definition of the occurrence relation. since occurrence numbers can be 
derived from the event types and times. Indeed the embedding of RTL in the 
P\'S logic given in Appendix B uses such a relation, called '1/). The inclusion 
of occurrence numbers in the () relation does, however, help to simplify the 
some of the definitions of the extended taxonomy given in Sect iOIl 2.-1. and 
also simplifies the proofs of some of the theorems that \'erif~' properties 
of RTL and the taxonomy, for example where the proof of a theorem is 
discharged by induction. 

2.2 Lamport's Taxonomy of Asynchronous Reg­
isters 

This section describes Lamport's taxonomy of asynchronous registers, but 
first the distinction between the base type that an AC\! can communicate 
and the valid type that it is specified to communicate is introduced. This 
distinction is important in the definitions and discussion that follow. 

3It is not possible to specify that one event caused another. simply that they are 
ordered in time. 
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2.2.1 Base Type and Valid Type 

[Lam86bJ distinguishes between the different values that a register is capa­
ble of communicating, its base type, and the values that it is specified to 
communicate, its valid type. A register implementation consists an area of 
memory that is used to communicate data. The register is capable of con­
taining any value that can be represented by the different combinations of 
values of the individual bits from which that area of memory is composed. 
its base type. For example, a register that uses an 8 bit area of memory for 
communication between its reader and writer can communicate 256 differ­
ent values. If the AC)'I is designed to communicate natural numbers these 
256 values may correspond to the numbers 0 to :2).-). It may be, howewr, 
that the specification of the AC:\I states that it should communicate the 
numbers 0 - 199 between its reader(s) and writer(s). This smaller set of 
values constitutes the valid type for that particular AC\I implementation. 
In some implementations the base type and the valid t~'pe are the same. as 
would be the case in the above implementation if the ACi\I was specified to 
communicate the values 0 to 255. 

2.2.2 Lamport's Taxonomy 

[Lam86bJ describes three types of asynchronous register, for which following 
descriptions are given: 

... The weakest possibility is a safe register, in \\"hich it is assumed 
only that a read not concurrent with any write actions obtaills 
the correct value - that is the most recently written one. ~o 
assumption is made about the value obtained by a read that 
overlaps a write, except that it must obtain one of the possible 
values of the register. .. 
... The next stronger possibility is a regular register, which is safe, 
(a read not concurrent with a "Tite gets the correct value) and 
in which a read that overlaps with a write obtains either the old 
or lIe\\" value. . .. l'vIore generally a read that overlaps any series 
of writes obtains either the value before the first of the writes or 
one of the values being "Titten ... 
... The final possibility is an atomic register, which is safe and 
in which reads and writes behave as if they occur in a definite 
order. In other words, for any execution of the system, there is 
some way of totally ordering the reads and writes so that the 
values returned by the reads are the same as if the operations 
had been performed in that order, with no overlapping ... 
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These concepts are now described in more detail in order to clarify the 
definitions. A distinction is made in this thesis between items and ,:alues 
communicated: this distinction is important when it is necessary to reason 
about the ordering of reads and writes to the mechanisms. It' is possible 
for the writer of an ACM to coincidently write the same value on a number 
of (possibly consecutive) occasions. In order to distinguish between se\'eral 
attempts to communicate the same value. in the descriptions and models. 
each value written to the AC~ls is encapsulated in an item. and each item is 
given a unique serial number4

, which increases by one for each item written. 
Implementations of the ACMs may only be required to c:ommunic:ate yalues. 
if no distinction is necessary between different instances of the same ,"alue 
being communicated. 

Safe Registers 

I write, I I write , I 

I read, I 

time 

I write~ 

read, 

write .. 

read, 

Figure 2.1: Reading From and 'Writing To an AC~I 

The behaviour of a safe register is described using the example behm"iour 
illustrated in Figure 2.1, \\"hich shows a possible set of interactions of a writer 
and reader to the register. There are four write accesses and three read 
accesses, where the durations of the reads and writes are indicated by the 
length of the line segments. In this example, because readl does not overlap 
any of the writes to the register, it will read the latest itelll that is available; 
the item written by writel' In the cases of reach and read3 , however, which 
do overlap with writes to the register, no guarantee is given about the items 
returned, other than that their values will be of its valid type. These reads 
can return any of the possible values that are specified to be communicated 
by the register, including ones that haw never been written. This is because 
the reader and writer are both accessing the same area of memory at the 
same time, and there is no guarantee about how their ac:tions will interleave. 

4Chapter 3 introduces a model which uses a sequence to represent the items of data 
that are available to a reader. The model conforms to the YD:'1 convention that the 
index numbers of sequences start at 1, and the indices of the data items the model, and 
all of the models in subsequent chapters, also start at 1. The models in the Appendices, 
that were used to yerify properties of ACi\ls. are given using the PYS logic and the index 
numbers there commence at zero, since the indices of PYS finite sequences commence at 
zero. 
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In the case of reach. the reader may return part(s) of the items mitten by 
writtj. write2, write3 and writt4' and read3 may return part(~ of the items 
\Hitten by write3 and write4, although it is possible that one or both of the 
reads may return complete items written by the respectiw writes. It ~hould 
be noted that this beha\'iour is even possible where some guarantee::- are giwn 
about atomic accesses to data by the underlying hardware. For example. the 
hardware may guarantee that accesses to individual word.- are atomic. where 
the length of the word will be implementation specific. Howewr. if a large 
data structure is being communicated, for example a database with many 
different fields. this guarantee is unlikely to be sufficient to en~ure valid data 
is communicated if the reader attempts to read an item of data at the same 
time as it is being updated by the writer. The simplest implementation 
of a safe AC\I is where the number of values in the data-set that i~ to be 
communicated is the same as the number of possible values t hat the regi~ter 
can represent. For example. if the AC~I was implemented using ." bib and 
there \\ue 256 different values in the data-set. it would only be possible for 
the reader to return one of these (valid) values. 

Regular Registers 

A regular register is safe, in that a read that does not owrlap with a 'Hite will 
get the latest item previously written, so in the example shown in Figure 2.1 
read! will again get the item written by write!. A read that overlaps with 
a write. or more generally a number of writes. will return either the item 
previously written (by the latest write to finish before the read ~t art,;) ,Ir 

the item written by (one of) the overlapping write(s). :)u in Figure 2.1 read3 
could return the item written by write3 or Wl'itf4' and reach. ('ould return any 
one of the items written by write!. write2, writf3 or write4' Each of the reads 
must return a valid item. but it is possible for rea~ to return the item written 
by write4 and subsequently for read3 to return the item written by Writt3' 
This beha\'iour seems strange and may be undesirable in an implementation: 
it is likely that one of the assumptions of an implementation would be that 
the items \i'Ould be read in the order they are written. 

Atomic Registers 

,--\n atomic register has all of the properties of a regular one. but in addition 
the reads and writes behave as if they had occurred in a particular total 
order. In other words the implementation is equivalent to a Hoare-atomic 
sequence of reads and writes: although it is possible for the reader to read 
the same item a number of times. and for the writer to oYenHite items 
before they haw been read. A read that does not owrlap with a mite will 
return the item previously written. so read! in Figure 2.1 "ill return the 
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item written by writel' A read that does overlap with a write. or more 
generally a number of writes. will return either the item written \JY the 
latest write that finished before the start of the read. or (one of) the it~ml:-;i 
overlapping write(s). as with a regular register. A read to an atomic register. 
however, cannot return an item that 'vas written before the item returned 
by the previous read; i.e. the items must be read in the order that they were 
written. So in the example in Figure 2.1 an atomic register would behave in 
the same manner as a regular register. except that if reach returned the item 
written by write4, read3 would also return the same item (the item written 
by the earlier write is not then available to the later read). 

2.3 A Critique of Lamport's Taxonomy of 
Asynchronous Registers 

Safe is a slightly strange name for Lamport's first class of register. \\'here it 
is possible for a reader, that accesses the register at the same time as the 
writer, to read any valid value of the type being communicated. A more 
appropriate term is type-safe or type-compatible, and the term t.IJpr-saf( is 
used in the rest of this thesis to describe such a mechanism. A tomic is alsu a 
slightly unexpected description of any AC\1. because this term usuall:, refers 
to devices that achieve total ordering of reads and writes (not merely the 
appearance of it) via synchronisation of the reader and writpr. for example 
Hoare's monitors[HoaI4]. This type of ACI\I will be referred to as L-atomic 
in the remainder of this thesis to distinguish this t~'pe of atomicity from 
Hoare-atomicity 

[Lam86b] states that any single bit register is type safe. This is because. 
since the register can only hold two yalues, the reader must return one of 
the possible yalid values that the register is specified to communicatp as the 
result of a read. It is claimed that this is true even when the "alue is being 
overwritten by a new value, since the reader must return either the old or the 
new "alue. Hmwver a single bit control variable may not even be t"pe safe 
in some implementations, if read and "Tite accesses to the yariable are fully 
asynchronous. For example, in a hardware implementation it is possible that 
the reader of the variable will access it when the value is changing, and the 
result returned by the read may not be a zero or a one. This possibility is 
fully described and addressed in Chapter I. 

~-\n important point to note is that Lamport's definitions are all couched 
in terms of complete reads and writes to the registers. Howe,-er there is a sub­
class of ACI\I where there is a critical point during a read \\,hen the reader 
chooses to read a particular item, and also a critical point where an item 
"Tiften becomes a\'ailable to the reader. Simpson's --1-slot is an example of 
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this type of AC,I, as are the L-atomic AC:'1s in [Tr089.HS9-L\G92]. Th"-.e 
algorithms use buffers to communicate data between the reader and writer. 
and control variables; that the writer uses to indicate the buffer that the 
latest item of data has been written to, and that the reader uses to choose 
the buffer to read from. These control variables are used to ensure that the 
reader and writer access different buffers. if a read and write occur at the 
same time. Effectively the end of the 'Hite is when the writer has indicated 
the buffer that the new item has been written to, which is the time when 
the new item is available to the reader. 

[Lam86b] gives an implementation of a regular register using single bit 
registers, and of a L-atomic register implemented using regular registers. 
and states that the weakest (presumably useful) possibility for an .\(':-'1 is 
a type-safe one, because situations ,,"here anything weaker is used ill imple­
mentations cannot be envisaged. tvlany later implementations of L-atomic 
ACMs (including Simpson's 4-slot) use a type of A(',\1. to implement buffers 
which are used to communicate the data items between the reader and writer. 
that has weaker guarantees than type-safeness. A definition of this weaker 
type, called persistent. is given in the next section. which describes some 
useful extensions to Lamport's taxonomy. 

2.4 An Extended Taxonomy of ACMs 

This section describes an extended taxonom~" that includes some useful t,·\)(,S 

of ACM, in addition to those in Lamport's taxonomy, and describes a formal 
model of the extended taxonomy (The model giwn here is presented using 
an adaptation of \"01\1-SL, which uses the RTL e relation to rea.<.;on about 
the relative timing of actions. The model uses a shallow embedding of RTL 
in the PVS logic (due to Paynter), which is described in Appendix B, and 
the full formal model of the taxonomy, also in the P\"S logic, is giwn in 
Appendix C). The taxonomy starts with a definition of a noisy A(':-1 and 
builds successive ACI\1s that giw progressiwl~' stronger guarantees about 
their behaviour, with the final definition being that of L-atomicity. 

First the model defines a basic AC1\1. which has a base type of \"alues 
it can communicate (all of the possible values its registers can represent); 
a valid type, which consists of all of the user-defined values that are to be 
communicated by it and is a (possibly complete) subset of the base type 
(the definition of a valid type is not given here, because it is implementation 
dependent, although all members of the valid type must also be members 
of the base type); and a mapping from time to the particular value of the 
base type that the AC1\1 contains at that time. The valid type is not used 
in the definition of the basic AC1\1. but is used in the remaining definitions 
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to reason about values that can be written or read. 

Value = token; 

Time = N; 

ACM:: baseType: Value-set 
valid Type : Value-set 

content: Time ~ Value 

inv mk-ACM (bT, vT, c) D. (vT ~ bT) 1\ (rng c ~ bT); 
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The above definition is given in a \'Dl\I-SL like style, and the final line, 
starting with the VDM-SL keyword inv, is the invariant of the type. The 
VDM-SL keyword mk indicates the start of the type constructor, and mk­
ACM(bT, vT, c) constructs an ACM with a baseType called bT, a validType 
called vT and a content called c. These names can then be used in the 
definition of the invariant that follows to refer to the rele,'ant fields of the 
type. 

The formal definitions below make use of the following auxiliary boolean 
functions (all of the auxiliary functions in the taxonomy are boolean func­
tions, because they are used in the definitions of inYariants, axioms and 
theorems): 

val: This auxiliary function takes a reader or writer, an occurrence num­
ber and an ACM as parameters, and relates the yalues written to the 
particular occurrence of the read or write. The signature of the func­
tion is either val(r, i, v) or val(w. i, v) to reason about values read and 
written respectively. This function does not need to refer to the time 
of the occurrence, since the time can be derived from the occurrence 
number. 

access: This auxiliary function relates a reader. or writer, to an access 
of an ACT"I. and the signature of the function is access(r, acm) or 
access (w, acm) respectively. This function does not refer to the time 
or occurrence number of the event, since it is only used in the defini­
tions of a basic A CM and communicates (which relates the accesses to 
occurrence numbers and times as described below), to relate the read 
and write events to a particular A CM. 

communicates: This auxiliary function takes a reader (when it has the 
signature communicates(r, i, tl , ~,v, acm)) or writer (when its signa­
ture is communicates(w, i, tl'~' v, acm)), an occurrence number. t\\"o 
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times, a value and an AC\1 as parameters. and defines what it means 
for the reader, or writer, to communicate with an .-\C~d. in terms of 
the start and stop times. occurrence number and the value \\Titten or 
read. 

The basic type of AC:-'1. from "'hich the others are constructed. in the 
extended taxonomy, could be called noisy. It has at least one reader and a 
single writer, and gives no guarantees about the value a reader will return 
as the result of a read, other than it will be a member of the base type of 
the AC:\l. The writer writes valid values to it. but they may be corrupted 
as they are written or while they are contained in the AC'd. su it is possible 
that the reader will never read values that have been written. A valid \'alue 
is, however, communicated to the AC:-'1 by the writer when the systelIl is 

initialised. This type of AC:-'1 would not ideally be used in any implementa­
tion, but there might be occasions when noisy would be the hest description 
of the particular communication mechanism that is being used, and it is 
necessary to reason about the behaviour of a particular protocol built on 
such mechanisms. For example an implementation that uses the TCP lIP 
protocol for communication over a nehvork would need to allow for the 1)1 )~­

sibility of part (s) of the message being lost, or corrupted. in transmission. 
In order to ensure correct communication of complete data items the writer 
would be required to check that all parts of the items had been receiwd 
and retransmit missing part(s) as necessar~·. The formal definition of a basic 
ACM is: 

Basic~ CM : : writer: lVriter 
readers: Reader-set 
acm: ACM 

inv mk-Basic~CM (w, r. acm) ~ 
card r > 01\ write_vaLprop1( w, acm) 1\ iT/it _prop_1 ( w. acm); 

write_vaLprop_1: Writer x ACM ---+ lR 

write_vaLprop_1 (w, acm) ~ 
\:j i : ace, v: Value· val( w, i, v) 1\ 

access(w, acm) ::::} v E acm.validType; 

iniLprop_1: Writer x ACM -+ lR 

iniLprop _1 (w, acm) ~ 
:3 t, start: Time: v: Value· t < start 1\ 

communicates { w. O. t. start. t'. acm); 
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The first useful type of AC\l in the taxonomy also has properties weaker 
than those of a type-safe AC\1. :\lany implementations of L-atomic .-\C:\ls. 
such as those given in [Sim90a, Sim97, HS94]. use this type of AC:\!. which 
will be referred to as persistent, for communicating the data items between 
the writer and reader. It is called persistent because. at the end of a write 
the ACM contains the item written to it, and the item ~ill remain constant 
(persist) until it is overwritten by the next write. A persistent AC:\I has the 
following properties: 

1. vVhen a read access to the AC\1 does not coincide with a write the 
reader will return the item that was last written to the AC:\1. 

2. A read access that coincides with a \Hite to the AC\1 may not return 
a complete item that has been \Hitten: the value of the item returned 
can be any value of the base type. 

The set of values that can be returned by a read that clashes with a write is 
determined to an extent by the type of the data that is being communicated. 
and also by the implementation of the AC:\l. Two examples of implementa­
tions of a persistent AC1\l are: 

• An important implementation is dual port memory. which is memory 
that the reader and writer can access concurrently (effectively it resides 
on two different data buses). If the data consists of a single word 
(whatever size that happens to be), the reader can return any value 
that the AC\l can contain. For example if the word size is 8 bits. the 
reader can return any of the 256 combinations that the word can take. 
Some. or all. of these values may be valid values of the type that is 
being communicated, depending on the size of the data type. If the 
valid type contains 256 different values the AC:\l will behave in the 
same way as a type safe register - whaten'r value is returned it will be 
one of the valid values of the type. If there are less than 256 values in 
the type it is possible that invalid ,'alues may be returned by a read 
in these circumstances. Even then the AC:\l can be made to behave 
in the same way as a type safe one, by mapping more than one value 
that the register can take to some. or all. of the valid values of the type 
being communicated. A read to dual port memory can return part(s) 
of the old value and part(s) of the ne\\' one . 

• Another implementation is where a large data structure is being com­
municated. In this case the writer may be given control of a large part 
of memory so that it can assemble the new data "alue to be communi­
cated. which may consist of a number of ,'alues of smaller sub-types. 
The underlying hardware may make it impossible for the reader to 
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access anything smaller than a word, but clearly if the reader acces~es 
this area of memory while the new value is being assembled. it may 
return part of the old value and part of the new one. 

This type of AG\I requires some mechanism to ensure that it is not 
accessed by the reader and writer at the same time. Implementations of the 
class of ACI\Is described in this thesis all use buffers of this persistent type 
to communicate the items of data between the reader and writer. Separate 
control variables are used to indicate which of the slots the reader and writer 
are accessing. The reader and "'Titer each check which data slot the other is 
accessing, before starting their m\"D access, and then chose a different data 
slot to read or write respectively. The definition of a persistent AC\I makes 
use of the auxiliary boolean function conflicting_read, which returns true if 
an occurrence of a read occurs concurrently with one or more writes to the 
ACM. This function takes a reader and an occurrence number as parameters 
and has the following signature: (()Il/i,cting-Tead(r, i). The definition also 
needs to distinguish between the start and end of writes to the A C.H. and 
a the start of a write is referred to by the start (w) eWllt in the auxiliary 
functions. Similarly the end of a wri te could be referred to as end ( w) and 
the start and end of a read as start(r) and end(r), respectiwly. The formal 
definition of a persistent AC\I is: 

PersistenLACM:: b_acm : Basic~4CM 

inv mk-PersistenL4CM (acm) 6-

write_vaLprop2( acm) 1\ persistenLacm 1 (acm) 1\ 

persistenLacm2( acm) 1\ persistenLacm3( acm): 

write_vaLprop2 : Basic~CM -+ lB 

write _ vaLprop 2 ( a) 6-

let w = a. writer, 
acm = a.acm In 

Vi: Occ; v: Value; tl , 0. : Time· 
communicates( w, i, tl . 0., v. acm) ~ 

acm.content(t2) = v; 
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persistenLacml : Basic.ACM -+ lR 

persistenLacm 1 (a) 6. 

let w = a.writer. 
acm = a.acm in 

Vi: Occ; ti • ~ : Time; v: Value. 
communicates(w. i. tl.~. v. acm) => 

(3 t3 : Time· 8(start( w), i + 1. t3) 1\ 

(V t : Time . ~ ::; t < t3 => 
acm.content(t) = v) V 

-, (3 t3: Time· 8(start(w), i + 1. t3) 1\ 

("It: Time· ~ ::; t => acm.confn7f(t) = v): 

persistenLacm2 : BasicA eM -+ 1B 

persistenLacm2 (a) 6. 

let acm = a. acm in 

"IrE a.1·eaders. i: Occ; t l • ~ : Time; v: l·ulue· 
communicates(r. i. t l • ~. v. ann) 1\ 

-,confiicting_read(r. i) => acm.content(~) = v: 

persistenLacm3 : Basic_A eM -+ 1B 

persistenLacm3 ( a) 6. 

let w = a.writer. 
acm = a.acm in 

V v: Value. t : Time· acm.content(t) = v 1\ 

-, acm_being_written(acm. t) => 
(3 t l • ~ : Time; i : Occ . ~ < t 1\ 

communicates ( w. i, t l . ~. v. acm) 1\ 

-, (3 t3: Time· ~ ::; t3 < t 1\ 8(start(w), i + 1. t3 ))); 

(The auxiliary function acm_being_written is not given here, but defines 
what it means for a writer to be accessing the --\C:-1 in terms of the start 
and end times of the \uite access). 

Lamport's type-safe --\Cid is the next in the taxonomy. where the reader 
is guaranteed to return a valid value as a result of a read as described in 
Section 2.2.2. It \"as originally thought that type-safeness was a sufficiently 
strong property so that a L-atomic --\C:-1 could be implemented using -1 type­
safe single bit control variables. However. [H\ '01] gives an informal proof 
that;) control variables are required in order to implement a L-atomic --\C:-1 
from type-safe bits. This is an unpublished paper, but some preliminary 
results are published in [HS9-1] and [HV96]. Indeed [Rus02] shows that 
Simpson's -1-s10t --\(':\1 is not L-atomic. but only regular. if its -1 control 
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variables are implemented using type-safe bits. The formal definition of a 
type-safe ACM is: 

TypeSafe-.ACM:: p_acm : Persistent_ACM 

inv mk-TypeSafe-.ACM (acm) f::::. typesafe_acm(acm); 

typesafe_acm: Persistent-.ACM -+ lR 

typesafe_acm (a) f::::. 

let acm = a.b_acm.acm in 

V r E acm. readers; i : Gcc; v: Value: tl , 0. : Time· 
communicates(r, i, t l . t'2. v, acm) ~ v E acm.validType: 

The remaining additional type of AC)'1 in the extended taxonomy is 
c:alled semi-regular, whic:h guarantees that a reader c:an only return yalues 
that have previously been written to it. This type of A(,)'1 is unlikely to 
be desirable in an implementation, because it is possible for the reader to 
always return the initial value as the result of any read. It is included in the 
hierarchy bec:ause its guarantees c:an be related to our requirement that an 
ACM should transmit valid data, as described later. in Section 2.5. 

SemiRegular -.ACM:: s_acm : TypeSafe-.ACM 

inv mk-SemiRegular ~4CM (acm) f::::. semiregular _acm(acm); 

semiregular _acm : TypeSafe-.ACM -+ lR 

semiregular _acm (a) f::::. 

let acm = a.p_acm.b_acm.acm, 
w = a.p_acm.b_acm.writer in 

V r E acm.readers; i: Gcc; v: Value; tl, 0.: Time· 
communicates(r, i, tl , 0., v, acm) ~ 

:Jj : Gcc : t3, t4 : Time· 
t3:'S 0./\ communicates(w,j, t3, t4, v, acm); 

The final types of AC~1 in the tCL\:onomy are the regular and L-atomic 
types. which \\'ere described in Section 2.2.2 abow, respectively. The defini­
tion of Regular -.A CM uses an auxiliary function. conflicting _actions, whic:h 
takes a reader, a \\Titer and two occurrence numbers (occurrenc:e numbers 
of a read and writer respecti"ely), and has the signature 
conflicting _actions (r. w, i, j). It returns true if a partic:ular occurrence of 
a read to the AC1\1 occurs concurrently with a particular occurrence of a 
write. 
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Regular..A CM :: sr _acm : SemiRegular _4. C\f 

inv mk-Regular ..ACM (acm) t::. regular _acm(acm); 

regular _acm : SemiRegular..ACM -+ B 

regular _acm ( a) t::. 
let acm = a.s_acm.p_acm.b_acm.acm, 

w = a.s_acm.p_acm.b_acm.writer in 

V r E acm.readers; i : Oce; v: Value; t1, "0 : Tlrnt . 
communicates(r, i, t1,"0, v, acm) /\ 
conflicting_read(r. i) =} 

(:3j : Occ: t3 , t4 : Time· 

communicates(w,j, t:;. t4. v, acm) /\ ((t4 < t1 /\ 
-, (:3 t.s. 4, : Time; VI : Value· 

communicates ( w,j + 1, to. 4" VI, acm) /\ 4, :::; t1)) V 
conflicting _actions (r, w, i, j))); 

The definition of a L-atomic ACJ\1 uses the following: 

1. An auxiliary function r _communicates defines the set of values that are 
available to the reader during a read of a L-atomic AC:\1 - the \'alues 
from the spt of items that were \\"fitten b" any conflicting writes, and 
the item written by the last \\Tite to end before the read started. 

2. A new Dataltem (item) type, which has an unique Id and a value. in 
addition to the name of the AC:\1 to which it is written. The Ids start 
at zero and increase monotonically, so the occurrence number of the 
write that placed the item in the AC:\I is used for this purpose. 

3. A new version of the communicates function that takes a DataItem in­
stead of a value as a parameter (otherwise it is identical to the previous 
version), as \w II as the original version of the function. 

The formal definitions of a L-atomic AC.\I and r _communicates are: 

L-AtomicACM:: r _acm : Regular ..ACM 

inv mk-L-Atomic~4CM (acm) t::. L-atomicacm(acm): 
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time 

r _communicates: Reader x Occ x Time x Time x 
DataItem x ACM x Writer --+ lR 

r _communicates (r. i. tl . 0.. x. a. w) f:::. 

communicates(r, i. tl , 0., x.value. a) /\ x.acm = a /\ 
x.id E {j:Occ I ~~, t4: Time· communicates(w.j. t3. fc,. x, a)/\ 
(t4 :::; tl /\ --, (~t.s."4;: Time: y: DataItem . 

communicates(w.j + 1. ts."4;. y. a) /\ 
"4; :::; td V confiicting_actions(r, w, i.j))}: 

L-atomicacm: Regular ~CM --+ lR 

L-atomicacm (a) f:::. 

let acm = a.sr _acm.s_acm.p_acm.b_acm.acm. 
w = a.sr _acm.s_acm.p_acm. b_acm. writer in 

'lirE acm.readers; i : Occ. t3, tJ, : Time. X:2 : DataItem . 
r _communicates(r, i + 1. t3. t.J,. X:2, acm, w) ::::} 

~ tl , 0. : Time. Xl : DataItem . 
r_communicates(r. i, tl. 0., Xl. acm. w) /\ 
X:2.id 2: xI·id; 

write 1 write, write. 

I read I I read. read, read. 

Figure 2.2: Example Read and \ \'rite Behaviour of a L-atomic AC~I 
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The above possible behaviours are illustrated in Figure 2.2. which lS 

explained as follows: 

• writel will have overwritten the previous contents of the ACt-.I. readl 
does not overlap with any 'Hites. so the only item available to it is the 
one that ,,,as written by writel' 

• read2 overlaps "'ith write2, write3. and write4. so it can return the item 
written by any of these 'Hites. or the one written by the last "\\Tite to 
completely finish before it st arted. writel' 

• read3 can return the value written by write4 or write5. which it overlaps. 

• similarly read4 may return either of the items written by write4 or 
write5. unless read3 returned the item written by write5 in which case 
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this is the only item available to read4
s. 

Various properties have been verified to hold for the type:, of "\C\1 de­
fined in the taxonomy, in particular the following property has been verified 
of an L-atomic ACM6 : 

L-atomictesLth : THEOREM 
\/r: Reader, w: Writer, i,j : Occ, 
tl , t.l, t3, t4, t,j, ~, t7 , t8 , "4J, t lO , tll • tl2 : Time. 
Xl, ~, X3, X4 : DataItem. v: ~ 'alut. acm : L-A tomicA C.1J ' 

t.l 2: "4J 1\ tlO 2: t3 1\ tn > t4 1\ 

communicates(w, i. ts,~, Xl, acm) 1\ 

communicates ( w, i + 1, t,. ta.~, acm) 1\ 

communicates ( w, i + 2, tg. tlO , X3. acm) 1\ 

communicates ( w, i + 3, tn. t12 , X4. acm) 1\ 

X3· value -# ~. value 1\ X3. value -# Xl. value 1\ 

communicates (r, j. tl , t.l, X3. value. acm) 1\ 

communicates(r,j + L t3, t4 , v, acm) 1\ tl 2: t, => 
X3. value = v; 

This theorem verifies that, where two reads overlap with a write. and 
the second of those two reads has returned the latest item available to it. 
the later read cannot return an item that was written before this item. This 
behaviour is illustrated in Figure 2.3, which is described below: 

L It would be possible for the jth read to return any of the items written 
by writes i, i + 1 or i + 2. 

2. If however, it returns the item written by write i + 2 then read j + 1 
must return the same item, It cannot return the item written by write 
i + 3, because that write does not st art until after t he read ends. 

3. It should be noted that this theorem distinguishes between values and 
items written. It specifically states that the \'alue written by \\'fite i 
+ 2 is not equal to the values written by writes i and i + L This is 
because it is possible the for the same value to be \\'fitten by three 
consecutiw writes. for example, so read j + 1 could return the value 
written by write i (the value of item Xl) if that value was the same as 
the one written by write i + 2 (the value of item X3). 

5The item written by write4 must have already been ovenuitten before read3 acquired 
the item it was going to read, since it returned the item "I'oTitten by write5' Therefore. 
since rea~ occurs after read3 the item written by write4 is not available to it. 

6The interested reader can download the PYS theory, and proof scripts. from 
http://homepages.cs.ncl.ac.uk/neil.henderson/fme2002/taxonomy.tgz. 
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Figure 2.3: Proof of a Property of L-atomicity 
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2.5 Desirable Properties of ACM implemen­
tations 

It is desirable that an ACI\1 implementation of a shared variable will CUIll­

municate coherent and fresh values bet,veen its \\Titer(s) and reader(s). Def­
initions of coherence and two different wrsions of freshness, freshness with 
respect to an individual read (local freshness) and freshness respect to a 
sequence of reads (global freshness), are gi \"en below. 

It is important that AC\ls ensure coherent data is transmitted, even 
though the reader and writer are totally unconstrained as to when they 
access the mechanism. Coherence means that the reader of the AC.\I will 
read complete valid items, that have previously been written by the writer, 
when it accesses the mechanism. Semi-regular A.Ct\Is guarantee coherence. 

The requirement for local freshness means that a reader will: 

• Read the last item \\Titten prior to the start of a read, when the read 
does not overlap in time with a write . 

• Read the last item '\Tittell prior to the start of the read or one of the 
items written by an overlapping write, if tilt' read does overlap in time 
with one or more 'Hites. 

This is the definition of freshness from [Sim04], and local freshness is guar­
anteed by regular ACI\ls (in addition to coherence). 

The definition of freshness that is used in t his thesis is that a read will 
return a globally fresh item of data, and this requires that items are locally 
fresh and additionally that thev are read in the order that the\' have been ., . 
\\Titten. Global freshness is guaranteed by L-atomic AC.\ls (in addition to 
coherence) . 
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2.6 Using the taxonomy to Verify Properties 
of an Implementation 

It was originally intended to model Simpson's -I.-slot AC:-'! using the extended 
taxonomy of ACMs described above: the model "as to haw been "ritten in 
the PVS logic, using instances of particular types of AC\! from the ta.xonomy 
to implement the control variables and slots. with a state machine to describe 
the algorithm. The model would consist of: 

• 4 persistent slots; 

• 4 single bit AC:-'!s for its control variables. This would require an 
extension to the existing taxonomy. because the type of AC:-I required 
to implement the control variables is not currently included (it W(ll,j 

originally assumed that the control variables were type-safe. but this 
is not the case. as discussed in Section 2.-1); and 

• an algorithm to describe how reads and 'Hites are executed. 

A proof theory would need to be devised to verify that the -I.-slut im­
plementation is L-atomic using this modeL however there were a number of 
difficulties with this approach: 

1. It was not clear how the model of the implementation could be verified 
to be equivalent to (a refinement of) the definition of L-atomicit~· from 
the taxonomy. The definition describes the behaviour of a L-atomic 
ACI\I in terms of complete reads and writes interleaving and uverlap­
ping. The implementation would. howewr, be described in terms of 
individual actions of the reader and ''>Titer, and these actions could 
interleave or overlap with each other. 

2. It was not clear how to model the st ate machine to describe t he algo­
rithm in the P\'S logic. The item of data that is available to the reader 
can depend on the order in \\'hich the reader and writer actions occur. 
In addition it is possible for an unbounded number of reader actions 
to occur between any two writer actions. and vice versa. In order to 
reason about the equivalence of the model and the implementation of 
an ACI\I. a means of encoding the (timed) ordering of the reads and 
writes in the model and the (untimed) ordering of the actions in the 
implementation, perhaps in the form of traces would be required. In 
addition a proof theory would also be devised in order to reason about 
the equivalence of traces of the model and implementation. 
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3. The model of the taxonomy is complex and difficult to foliow: the 
taxonomy is hierarchical; each of the AC:\Is in the ta..'{onomv inher­
its the behaviour of its parent and refines it by providing ad'ditional 
guarantees about its mvn behaviour. It is not possible to understand 
the behaviour of a L-atomic AG\I from the taxonomy "ithout under­
standing the behaviour of all of the other t~·pes. The model of the 
implementation would also be complex and difficult to understand: it 
would include 8 components AC\ls. to model the control variables and 
buffers, plus a model of the algorithm. This complexity would make 
it difficult to understand and verify properties of the model. 

Further work on the taxonomy ,,-as therefore deferred in favour of an ap­
proach with an abstract model of L-atomicity as its basis. Thif> definition 
would then be available as an abstract introduction to the requirements for 
an ACM implementation, coherence and freshness. and could form the ba­
sis of any correctness proofs for particular implementations. :'Iodels of the 
implementation could be developed in a progressive manner, removing ab­
stractions in the model, for example relaxing any assumptions about Hoare­
atomicity of the actions of the reader and 'Hiter. with each iteration. This 
iterative approach can be continued until sufficient confidence is gained in 
the correctness of an implementation against its requirements. This would 
address the above shortcomings as follows: 

• A known method could be used to show that the implementation is 
a refinement of the model: Nipkow's retriew relation, [\"ip86, \"ip87]. 
This would, however, only partly address points 1 and 2, since it would 
be necessary to assume that groups of actions of the reader and writer 
are executed atomically, and this point is further discussed in Chap­
ter 5. 

• A means of relaxing the assumption about the atomicity of the reader 
and writer actions, using a compositional rely-guarantee method is 
introduced in Chapter 6. This further addresses points 1 and 2, by 
allowing the individual actions of the reader and writer to interleaw 
in an unconstrained manner. 

• The use of an iterative approach enables an understanding of the be­
ha\'iour of the implementation to be built up as increasingly realistic 
models of the implementation are built in each iteration of the dew 1-
opment process. This helps to address point 3. 

• Points 1. 2 are finally addressed fully using CSP, v,ith the FDR model 
checker, as described in Chapter 7, where the actions of the reader and 
\Hiter are allowed to occur in a fully asynchronous manner. 
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2.7 Summary 

This chapter describes a taxonomy of AC\ls, which o-ive increasinO" ruaran-, o· 0 0 

tees about their behaviour, together with a formal model of the ta..xonomy. 
ACMs in the hierarchy that give stronger guarantees can be implemented 
with instances of AC\Is that give weaker guarantees. It then discusses the 
reasons why this approach was deferred in fayour of an iteratiw approach. 
which starts with an abstract model of the requirements and wrifies the 
correctness of an implementation against those requirements by wrifyillg 
properties of increasingly realistic models of the algorithm. This re\"ised 
approach allows an understanding of the beha\'iour of the implementation 
to be gained over time: lessons learned from wrifying earlier modeb can 
prove valuable in creating and verifying later models. Chapter 3 first in­
troduces a number of implementations of communication mechanisms that 
allow varying lewis of asynchrony between their readers and writf'rs. and 
then describes Simpson's fully asynchronous 4-slot AC~I implementation 
and gives a formal model of this implementation. Chapter 4 then giws an 
abstract model of L-atomicity, and describes how the model has been wri­
fied to be equivalent to the definition in this chapter. Increasingly detailed 
models of the 4-slot are then giwn in the succeeding chapters. to explore 
properties of the implementation in an iteratiw manner and gain sufficient 
confidence in its correctness against its requirements. 



Chapter 3 

L-atomic ACMs 

Chapter 2 described an extended taxonomy of ACl\Is. which gin:, increas­
ingly strong guarantees about their behayiour when their reauprs and writ­
ers access them. The strongest guarantee, L-atomicity. is a desirable prop­
erty of any fully asynchronous (pure) ACM i.e. that the reader will al­
waYi:i read globally fresh coherent data. Section 1.1.2 introduced an alter­
native means of classifying the behayiour of communication mechanisms 
in terms of a number of protocols that dictate the level of s~'nchronii:ia­
tion that is required betm='en their reader(i:i) and \\Titer(s). One of the 
protocols, the pool, can be implemented using a pure AC;\1. for example 
see [Sim90a, Tr089, AG92. Sim97], in order to ensure that iti:i reader(i:i} and 
writer(s) are never held up. However in a particular implementation abso­
lute ai:iynchrony may not be required and a clai:isical method of implementing 
asynchronous communication is to use an n-place buffer between the reader 
and writer. The writer adds a new item to an empty place. and is onl~' 

held up when the buffer is full (no placei:i are a\'ailable). and the reader re­
moves items from the buffer and is only held up when the buffer ii:i empty. 
Such buffers are often modelled ai:i if they had an infinite number of placei:i 
[JHJ89]. The developer of a i:i~'i:item may require a means to reason about the 
behaviour of the different typei:i of mechanism that are ayailable. for example 
to trade performance against the resources that are used in an implementa­
tion. \\'hile it may be appropriate to use fully asynchronous communication 
between components where freshness of data is the overriding requirement, 
it may be less appropriate in other situations. For example where it is impor­
tant that the reader processes every item of data it may be more appropriate 
to use a buffer between the communicating proceSi:ies. The use of a buffer 
does, however, require the use of additional hardware resources. because of 
the potential need to store multiple items. Implementations of fully ai:iyn­
chronous mechanisms also require the use of a number of slots. so that the 
reader and writer can access different slots if they are reading and "Titing 

34 
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concurrently. to ensure that the writer does not oyenrrite an item of data 
as the reader is reading it. It may be possible to trade absolute asynchrony. 
in some situations, in return for using less resources, for exampl~ where it 
is acceptable for the reader to be held up for a short time while the writer 
completes a write to the AC\I. This chapter introduces a range of commu­
nication protocols and implementations of communication mechanisms that 
allow varying degrees of asynchrony between their readers and 'Hiters. The 
last of these is a fully asynchronous L-atomic AC\1. Simpson's 4-s10t. and it 
is shown how this can be implemented "'ith instancps of AC\Is that are not 
themselves L-atomic, The 4-s10t is the main whicle for the inYestigations in 
this thesis. 

The remainder of this chapter is organised as follows. A number of com­
munication mechanisms that are implemented with fewer than --1 slots. hut 
which either fail to be L-atomic or fully aS~'nchronous are introduced in 
Section 3.1. The failure modes of these AC.\Is will be described and illus­
trated with examples. Section 3.2 describes an implementation classificatiIJIl 
scheme for ACMs that is used in academic literature: and introduces some 
impossibility results that give the minimum requirements for AC:-'Is in tPrIlb 
of this classification scheme, Finally Section 3.3 describes Simpson's fully 
asynchronous ACI\I implementation. gives the algorithm for the AC\I and 
introduces a formal model of the algorithm. 

3.1 Communication Mechanism Implementa­
tions 

[Sim90aj gives implementations of communication mechanisms that are im­
plemented using 1, 2, 3, and --1-s10ts. The 1, 2 and 3-s10t implementations. 
which are described below, can all fail to communicate coherent data if thpy 
are implemented in a full~' asynchronous manner. An alternatiw 2-s10t im­
plementation is also given "'hich may fail to communicate fresh data to its 
reader. These mechanisms may, hmwwr. allow a degree of asnlchrony be­
tween their reader and writer and will be referred to as AC.\1s. For example 
in an implementation where the reader and writer both execute at approx­
imately the same speed and the read and write actions are relatively short 
in relation to their overall algorithms. it may be perfectly acceptable to use 
a single slot shared variable for communication between them. This shared 
variable may then need a mechanism to ensure that the reader obtains cor­
rect data a~ the result of a read. For example it could be implemented 
using a mutual exclusion mechanism. such as a monitor. or the reader may 
check that correct data has been read (for example using a cyclic redundancy 
check), and re-read if it detects that the data is incorrect: this checking and 
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re-reading may have little cost for small data structures. 

3.1.1 I-slot ACMs 

I write I I write " 
1 '1 

,"Tite 
1 . 

I read 0 I read I 1 1 read . 
. 1 

.. 
time 

Figure 3.1: Accidental Synchronisation of a Reader and \Yriter 

The I-slot mechanism has a single area of shared memory that can be 
used for communicating data between the reader and writer. The reader 
and writer may accidentally avoid interfering with each other (Figure 3.1). 
or they may avoid interfering because they are implemented on a single pro­
cessor, and the data structure that is being communicated is small enough 
to be written and read in a single atomic action. In generaL however. non­
interference can only be guaranteed if some type of synchronisation mecha­
nism is used, for example a Hoare monitor [Hoai-!]. 

3.1.2 2-slot ACMs 

A 2-slot ACM implementation has two areas of shared memor:-" that are used 
to communicate data between the reader and \\Titer. If the reader and writer 
both access the ACI\I at the same time they should be directed to different 
slots of shared memory to ensure that the reader can read a coherent data 
item, and the writer can concurrently write a new value to the mechanism. 
The reader and \\Titer use control variables to indicate the slot they are 
currently accessing, and they each check the control \'ariable \\Tittell by the 
other process at the start of an access. In this way the writer may choose 
to access the opposite slot to the reader and vice versa. 

The 2-slot implementation from [Sim90a] is given in Table 3.1, and is 
described below (in the description one of the slots is initialised - the one 
that is initially available to the reader - and the value nil is used to indicate 
that the other slot is not initialised). 

It should be noted that the local variable index in the write procedure 
of this algorithm could be omitted. Only the writer to the mechanism has 
write access to the latest control \'ariable. so the writerChoosesSlot action 
could be omitted and the writer could simply access latest during the write 
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Table 3.1: A 2-slot .-\C\1 Implementation 
mechanism two slot; 

type 
var data: array[bit] of Data 

latest: bit:= 0; 

procedure write (item: data); 
var index: bit: 

begin 
index := not latest; 
data[index] := item; 
latest index; 

end; 

function read: 
var index: 

begin 

Data; 
bit: 

index : = latest; 

read data[index]; 
end; 

end; 

(iniLitem,nil) : 

(writerChoo:"esSI()t) 
(write) 
(writerIndicatesSlot) 

(readerChoosesSlot) 
(read) 

action. The local variable and writerChoosesSlot action are included here 
to faithfully reproduce Simpson's implementation. 

The reader and writer local variables index are used to obtain pointers 
to the slots that are to be read and written. The global variable latest is 
used by the writer to indicate the slot it has written to. There is a write 
procedure consisting of three actions. and a read function consisting of two 
actions. The writer alternates between the t\\·o slots - this is the meaning 
of the writerChoosesSlot action. index: = not latest (the variable is a single 
bit and the writer negates the value each time it is used). Having chosen 
the !lew slot, the 'Hiter then writes the value and indicates the slot it has 
written to. The reader first chooses the slot to read from (the last slot that 
writer indicated it has \\Titten to) and reads the item from that slot. This 
implementation of a :2-slot ACI\1 attempts to transmit the latest item of data 
to the reader at the possible expense of maintaining coherence. 

For example, data coherence may be lost if the reads and writes to the 
ACl\1 occur as illustrated in Figure 3.2. This diagram is explained as follows: 

1. The reads and writes are indicated using 2 vertical lines denoting the 
start and end times of the actions. connected by a horizontal line 
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I write, I I write, I 
I read 0 I read, I 

time 

Figure 3.2: Incorrect Operation of a 2-s10t '-\C\1 - 1 

indicating the total time taken for the action. The t\'pe of action and 
instance number is indicated above the horizontal line. The instance 
numbers increase monotonically by one for each write or read. starting 
at zero. 

2. While the individual actions of the reader and writer are ordered as 
shown in Table 3.1, the actual value may be read or written at any 
time during the respectiw actions. For example, the writer rna\" start a 
write action by executing writerChoosesSlot, but the actual "Titing of 
data may take place at any time before the writerlndicatesSlot action 
is executed. Indeed the writer may be descheduled during the write to 
allow a higher priority process to run and the actual write action itself 
may be interrupted. 

If the read and write operations occur as illustrated. the writer. when it 
starts write2, will choose to ovenHite the item in the slot that ,,"as used 
during writeo. The reader, at read), may haw chosen to read either the 
item written by writeo, or that written by write). In the fonner case the 
writer may interfere \\"ith the reader, which may get part(s) of the items 
from writeo and write2' 

In an alternative implementation of a 2-s10t AC\1. designed to maintain 
coherence at the expense of freshness, the writer could check which slot 
the reader is accessing before it starts a write access. and then write the 
new value to the slot that is not currently being accessed by the reader. 
Provided that the accesses to the control variables are atomic this should 
always ensure that the \niter accesses a different slot from the readerl. In 
this implementation it is possible for the reader to always read an old \"alue. 
For example consider the situation where the read and write accesses occur 
in the manner shown in Figure 3.3. 

In this case the writer may choose to access the opposite slot to the reader 
each time a lIe\\" write is started. The reader will also a\"oid the writer, and 

1 If the accesses to the control variables are not atomic the reader and "'Titer may choose 
to access the same slot at the same time. because they clash on reading and V.Titing one 
of the control variables. 
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I write () I I write J I I write: I 
I read 0 I I read J I I read, I 

time 

Figure 3.3: Incorrect Operation of a 2-s10t AC)'I - 2 

in doing so it may always access the same slot. and read old data. This 
pattern of read and write accesses could always occur from S,'stPlll start up. 
in which case the reader will always return the initial value \\Titten t() the 
ACM. 

3.1.3 3-slot ACMs 

A 3-s10t ACM, goes one step further in an attempt to keep the reader and 
writer apart by adding a third slot. The implementation from [Sim90a] 
is shown in Table 3.2 (similarly to the 2-slot description the slot initially 
available to the reader is initialised). This algorithm \\"orks in the follo\\'ing 
way: 

1. There are two control variables: latest. which is used by the writer to 
indicate the last slot it has accessed. and reading. used by the reader 
to indicate the slot it is currently reading. 

2. The reader follows the writer by choosing to read tilt' slot last written 
(readerChoosesSlot). at readerlndicatesSlot it indicates the slot it is 
reading from and reads the item from the chosen slot (read). 

3. The writer uses the array differ to avoid the slot it last wrote to. and 
also to attempt to avoid acquiring the slot that has been already been 
chosen by the reader. For example. if the writer last wrote to slot one. 
and the reader last indicated that it had chosen to read slot t\\"o. the 
writer would choose to access slot three at writerChoosesSlot (index: = 

differ[l. 2]). The writer then \Hites the new item to the chosen slot 
and indicates the slot it has written the item to at uTlterlndicatesSlot. 

[Sim90aj states that there are two problems with this implementation. 
The first is that the reader and writer can access the same control variable at 
the same time. in which case the integrity of the value read from the control 
variable cannot be guaranteed. The solution recommended to owrcome this 
flaw is to use 2-s10t implementations for the control ,·ariables. The second 
flaw is that it is possible for coherence of the data being communicated to 
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Table 3.2: An Implementation of a 3-s10t AC)'I 
mechanism three sLot; 
var data: array [1. .3] of Data := (iniLitem, nil, nil): 

Latest, reading: 1 .. 3:= 1, 1; 

data) ; procedure write (item: 
const differ = ((2, 3, 

var index: 1 .. 3: 
2), (3, 3, 1), (2, 1, 1); 

begin 
index := differ [Latest, reading]; 
data [index] := item; 
Latest index; 

end; 

function read: Data; 
var index: 1 .. 3: 

begin 
index := Latest; 
reading := index; 
read data [index]; 

end; 
end; 

(writerCho(l;;('~::;lut ) 
(write) 
(writerlndicatesSlot) 

(readerChoosesSlot) 
(readerIndicatesSlot) 
(read) 

-10 

be lost, if the read and write actions interleave in a particular manner. For 
example consider the interleaving of read and write actions and assignments 
to control variables shown in Table 3.3. This shows that if the writer executes 
the writerlndicatesSlot and 1l'T"itfrChoosesSlot actions between the reader 
choosing and indicating the slot it is going to read. it is possible for the 
reader and writer to access the same slot at the same time. Chapter 6 shows 
how a formal model can be used to identify the precise ordering of actions 
and "alues of the control variables shown in this counter example. 

[Sim90aj also gives an additional timing constraint which, if it can be 
guaranteed, makes the 3-s10t behave in the same ,yay as an AC~I. The 
constraint is that 

... the interval between control operations in the read function 
is al,,'ays shorter than the inten'al between ,\Tites ... 

In practice it may be difficult to guarantee that this timing constraint 
will always hold, and on its own it may be insufficient to guarantee that 
the reader and writer will not access the same slot at the same time. Fig­
ure 3.-1 shows possible timings of the read and write actions that can lead to 
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Table 3.3: Assignments to the Control Yariables 

latest reading write.index read.index 
initial vals 2 1 3 1 
readerChoosesSlot 2 1 3 2 
writerIndicatesSlot 3 1 3 ') 

writerChoosesSlot 3 1 :2 'J 

reader IndicatesSlot 3 2 :2 :2 wr and rd 
to slot :2 

incorrect operation of the 3-slot AC:\I. eYen when this timing constraint i" 
met, if the accesses to the control variables are not atomic. In this ('aSt' the 
time between writes (the end of wTiterlndieatr,S'I(Jt - wis - and the start of 
wTiterChoosesSlot - wes) is greater than the time between the read control 
operations res (readeTChoosesSlot) and Tis (readerlniluutrsSllJt). Howewr. 
because the ris and wes actions oYeriap it is possible for the writer to read 
the Teading control variable incorrectly during wes and to choose to write 
to the same slot as the reader chooses to read2 . 

I wis wes 

res ris 

time 

Figure 3.-1: Incorrect Operation of the 3-s10t _-\C~I 

In fact, if the read and write actions overlap as shown in Figure 3.-1. the 
very solution that Simpson suggests for ensuring that the reader and writer 
return coherent values when accf:'ssing the control variablf:'s. which is to use 
2-s10t mechanisms for implementation of the control variables. may ensure 
that the reader and writf:'r clash on reading and \Hiting the same slot in the 
mechanism. For example, using the 2-s10t implementation from Table 3.l. 
the writer may return the old value of the control variable Teading at wes, 
not the Bew value that is currently being \\Titten by the reader (by the ris 
action). This will ensure that. if the initial ,-alues of the control variables 

2It should be noted, that since the control yariables can take three yalues. the imple­
mentation would also need to ensure in some way that only yalid values are returned when 
the variables are read. If a two bit variable is used to record the values this may mean 
mapping two different bit patterns to the same value e.g. [0.0] -+ 0, [0. 1] -+ 1. [1. 0] -> 

2, [1, 1]--+ 2, 
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are as shown in Table 3 .. 3, the incorrect behaviour shown will be guaranteed 
I:> 

to occur. A stronger timing constraint that additionally ensures that the ac-
cesses to the control variables are atomic may be requir;d to ensure the 3-slot 
implementation always behaves correctly. A revised 3-slot implementation 
is given in [XYIS02], where the control actions of the reader are effectiveh' 
combined into a single operation3

, which maintains coherence pro'ided th;t 
the accesses to the control variables are atomic. Correctness proofs for the 
two implementations: from [Sim90c], if the above timing constraint can be 
implemented, and from [XYIS02] are given in Appendix I. 

The ACMs described above can allow a certain amount of asynchrony 
between their readers and writers, but cannot be implemented in a fully 
asynchronous manner. The next section introduces an alternative classifica­
tion scheme for ACMs and describes some impossibility for AC\b results in 
terms of this scheme. 

3.2 An Implementation Classification Scheme 

This section introduces an alternative (implementation) classification scheme 
of ACMs that is widely used in academic literature, for example [HVOI]. This 
scheme is used to classify Simpson's -1-s10t implementation in Spction 3.3. 

ACMs that are designed to communicate data types with more than two 
values are referred to as multi valued, whereas AC\1s that only communicate 
binary types are called bits, and ACMs with single writers (readers) are 
called I-writer (I-reader) AC1\1s. 

Implementations that use different variables, or memory locations, to 
communicate data and to co-ordinate read and write accesses to the data 
are called buffer-based. The variables used to communicate data are called 
buffers, although they are referred to as slots or tr'acks in particular al­
gorithms. In a buffer-based ACt·,;I no co-ordination information is passed 
through the buffers, and data is not passed via the control variables. 

A buffer-based shared variable where the reader and writer never access 
the same buffer at the same time (although they may access the same control 
variable concurrently) is called conflict-free [HS94], or pure [BP89a]. An 
ACM that is conflict-free can be implemented using persistent AC\Is for its 
buffers. 

A buffer-based shared variable where the read or write algorithm is only 
required to read or write once each time the reader or writer, respectively. 
access the ACl\I is referred to as read-once or write-once, respectively. A 

3Rather than creating a local copy of the slot it has acquired and then indicating 
the chosen slot, the reader copies the chosen slot directly to the control variable in the 
mechanism. 
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non-conflict free AC\I is unlikely to be read-once, since some re-readincr 
will be necessary should a conflict occur during a read. in order for th~ 
reader to return coherent data. The write-once read-once properties are 
highly desirable in multivalued AC:-ls where large complex data structures 
are being communicated. 

3.2.1 Impossibility Results for ACM Implementations 

[Pet83] shows that buffer-based I-\\'riter AC\Is need n+2 buffers. where n i~ 
the number of readers, in order to be L-atomic. [BP89b] then "hm\-,; that in 
order to be conflict-free an AC:-l needs at least 2n + 2 buffers. This result is 
consistent with the counter example in the last section and means that four 
buffers are the minimum requirement for an implementation of a I-reader 
I-writer conflict free AC:-1. [H\-OI] shows that it is impossible to realise 
a conflict-free write-once L-atomic variable from -l. buff!:'rs and -1 type-safe 
control variables. Simpson's 4-s10t, \yhich is described in the next section. 
is a conflict-free write-once A(,:\1. \\'hich only uses -l.-control \·ariables. This 
thesis will show that the 4-slot is L-atomic provided it is impl!:'mented with 
control variables that haw properti!:'s that are stronger than those giwn by 
type-safe ACMs. 

3.3 Simpson's 4-slot ACM 

[Sim90a] defines a fully asynchronous communication mechanism that main­
tains data-coherence and \\'hich uses only four slots to communicate the data 
between the reading and writing proc!:'ss!:'s. The -1-slot. which is described in 
Section 3.3.1. can be seen as an implementation of a :-L\:-;CC IT pool. The 
implementation from [Sim90a] is given in Section 3.3.2. and a formal model 
of the implementation is introduced in Section 3.3.3. 

3.3.1 Description of Simpson's 4-slot 

Simpson's 1990 -1-slot is an implementation of a :-IASCOT pool. and it is 
the intention that the -1-810t is L-atomic. although the precise item returned 
as a result of a read depends on how the actions of the reader and writer 

interlean' . 
Figure 3.5 shows an illustration of Simpson's -1-s10t AC:-1. which is de-

scribed as follows: 

1. There are four slots for communication of the data between the writer 
and reader. The slots are organised into two pairs of two slots. (this 
organisation into t\\"O pairs is used to help ensure that the reader and 
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Control Variables 

I pairWrinen I I PairReadingl 
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pairtJ pair I 
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pairl slolO pairl s lOlI 

Figure 3.5: Simpson s 4-slot AC 1 

writer do not access the same lot at the same time). Th precise 
nature of t he 4-slot algori thm is described in Section 3.3.2 . The AC I 
is designed to be conflict free t herefo re the slots can be impl mented 
using persistent ACMs 

2. There are four single bit control variables: 

pairWritten: which is used by the writer to indicate the name of he 
pair , which contained the slot, that it last wrot to. 

pairReading: which is used by the reader to indicate the name of 
the pair , which contains the slot, that it is acee . ·ing. 

slot Written: a two element array of binary ·lot ind ice , which i ac­
cessed by the reader to choose the slot to read from in the pair 
of slots it is current ly acces ing, and by the '\Ti ter to chao e the 
slot to wri te to in the current pair of lots it is acces ·ing. The 
wri ter also uses this array to indicate the latest slot. in each pair 
of slots , that it has last accessed. 

In some previous li terature on the 4-slot (e.g. [CXYD98.ClaOO,HP02a]) 
it was asserted or argued that its bit control ,·ariables can be imple­
mented using type-safe ACMs. [Rus02] shows that this is not the ca e, 
and that the ACIvI is only regular if the control yariables are imple­
mented in t his way. This point " i ll be discussed further in Chapter 7. 
where the ACIVI is shown to be L-atomic provided the control ,·ari-
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abies are implemented with stronger properties than type-safeness". 
This result is consistent with the proof in [RYOl]. The formal modeb 
in Chapters ,S and 6 assume atomic access to the control yariables. 
therefore the proofs associated with these models are not affected by 
this distinction. . 

The write action can be split into three distinct phases'): 

• An acquire phase, when the writer acquires a slot to write to. 

• A write phase, when the writer can assemble the new item of data in 
the chosen slot. 

• A release phase, when the \\Titer indicates the slot it has written tu. 
by writing the slot and pair names to the rele\'ant control variables in 
the mechanism. 

and the read action can be split into two phases: 

• An acquire phase, during which the reader chooses the slot it will read 
from, and also indicates the name of the pair it will read from. b~' 
writing the name to the releyant control yariable in the mechanism . 

• A read phase, during which time it can read the item from the chosen 
slot. 

The default behaviour of the mechanism occurs when the complete reads 
and writes interleaw with each other. as if those reads and writes are Hoare­
atomic. In this case the reader will acquire the latest item that t II(' writer 
has just released. The acquire and release actions are composed of a number 
of operations and if the individual acquire and release operations interleaw 
with each other the precise slot chosen by the writer. or reader. may depend 
on the precise ordering of those operations. For example. when the writer 
changes pairs at the start of a write the reader cannot follow t he writer 
to the new pair until after the end of the write release action. The reader 
will continue to read the item in the slot last accessed by the writer. in the 
opposite pair to the writer. until the writer indicates that it has changed 
pairs. 

4The type of AGM required to implement the control variables is not currently included 
in the taxonomy in Chapter 2. 

5Simpson prefers to consider the \\Tite as consisting of two phases. A write phase, 
followed by a release phase. when the v.Titer also acquires the slot that it v.ill next write 
to. 
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3.3.2 The 4-slot Algorithm 

The four slot algorithm is deceptively simple, consisting of only five actiUlb 
in the write operation and four actions in the read function. and is shown 
in Table 3.4. 

The algorithm is described as follows: 

1. the writer: 

• chooses the pair and the slot within that pair T(J which it will 
write the new value - writerChoosesPair and writerChoosf.'Slot 
in Table 3.4 (the write pre-sequence). It always (hooses to write 
to the opposite pair to the one the reader last indicated it was 
reading from (this will bp the pair the initial iteIll was written 
to until the reader indicates the pair it is reading from for the 
first time), and the opposite slot in its chosen pair to the one it 
accessed during the last \Hite: 

• writes the new item to the chosen slot - write in Table 3.-1: aIld 

• indicates the slot and pair it has written the data to - uTiterlndi­
catesSlot and writerllldicutesPair in Table 3.-1 (the write post­
sequence). 

2. the reader: 

• chooses to read from the pair of slots last wri t t en to (or the pair 
the initial value was written to if the first read occurs before the 
first write), indicates that it is reading from that pair. and then 
chooses to read from the latest slot in that pair that has had a 
value written to it - readerChoosesPair, readerInillmtcsPair and 
readerChoosesSlot in Table 3 . .,1 (the read pre-sequpnce); and 

• reads the item from the chosen slot - read in Table 3.-1. 

In terms of the classification scheme in Section 3.2 the -1-s10t is a multi val­
ued I-writer I-reader buffer-based conflict-free read-once write-once ACl\I. 

3.3.3 A Formal Model of Simpson's 4-slot 

This section describes a formal model of Simpson's -I-slot AC~1. which is 
used in the formal proofs in succeeding chapters6 (The full PYS encoding of 
the model is given in Appendix D). The formal description of the model is 

6The only difference is that the proofs use different sets of auxiliary variables to record 
eJ..:tra history state of the mechanism in order to ,"erify that the AC)'I exhibits the desired 
properties. 
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Table 3.4: The 4-slot mechanism 

mechanism four sLot; 
type Pairlnaex = (pO, pi); 

SLotInaex = (sO, sl); 

·1'i 

var sLots: array [PairIndex , Slot Index] of Data := 

((init_item,nil),(nil,nil»; 
sLotWritten: array[PairIndex] of Slot Index := 

(sO,sO): 
pairWritten, pairReaaing: PairIndex pO ,p1: 

procedure write (item: data); 
var wri t erPair : 

writerSLot: 
begin 

Pair Index: 
SlotIndex: 

writerPair := not pairReaaing; (writerChoosesPair) 
writerSLot := 

not sLotWritten [writerPair]; (writerCho()s('sS]()tl 
sLots [writerPair, writerSLot] := 

item; (\\Tite) 

sLotWritten [writerPair] := 

writerSLot 
pairWri tten 

end; 

function reaa: 
var reaaerPair: 

reaaerSLot : 
begin 

wri terPair ; 

Data; 
PairIndex: 

SlotIndex; 

reaaerPair := pairWritten; 
pairReaaing := reaaerPair; 
reaaerSLot := 

sLotWritten [reaaerPair] ; 

read := 

end; 
end; 

sLots [reaaerPair, reaaerSLot]; 

(wri t erIndicat esSlot ) 
(writerlndicatesPair) 

(readerChoosesPair) 
(reader IndicatesPair) 

(readerChoosesSlot) 

(read) 
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written in a YD\I-like syntax, [IS096]. because this s:mta..x is more readable. 
It deviates from \'D\I-SL in that it uses classical logic (to be compatible 
with the PVS logic [OSRSC99a]). The "ariable names are hooked where 
appropriate to indicate the values before an operation is executed. 

First the basic types are introduced: the :\C\1 communicates data items. 
which consist of an index number and a value (the index number is used to 
reason about the ordering 'Hites to the :\('\1 in the proofs of L-atomicit\). 
Enumeration types are used to define the names of the pairs and slut~, and 
the program counters which indicate the next instruction (action) to be px­
ecuted by the reader and writer. Finally the writer and reader local ~tatps. 
which record the local state ofthp writer and reader of the :\('\1 respectiYely 
(the pair, and slot in that pair, that thpy last accessed, or are currently ac­
cessing) are given. 

Val = token; 

Data: : index: nat 
val: Val; 

Pairlndex = pO I pI; 

SlotIndex = sO lsI; 

NextReadlnstr-uction = RCP I RIP I RCS I RD; 

NextWritdnstr-uction = wCP I WCS I WR I WIS I WIP; 

WriterState : :writerPair : PairIndex 
writerSlot : Slotlndex; 

ReaderState: :readerPair : PairIndex 
readerSlot : SlotIndex; 

The :\CM consists of: 

1. two control \'ariables, called pair Written and pairReading. which record 
the pair the \\Titer and reader have last accessed (or are accessing). re-

spectiwl~'; 

2. a two element array, called slot Written, which the "Titer uses to indi­
cate the slot it has last accessed, or is accessing, in each pair of slots. 
and which is used by the reader and "Titer to choose the slot they 
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are going to attess in whichever pair they have thosen to read from or 
write to: 

3. 8lots, whith is a two dimensional array to represent the four data slot,; 
that are used for communicating data items between the reader and 
writer. One of the slots is initialised "ith an initial item of data (called 
"init Val" in the model), and the other slots are nut initialised I illi­
tialised with the value nil in the model); 

4. two variables taIled nri and nwi, "'hich are used to model the program 
counter of the reader and writer of the .-\C\1 respectively. For example 
nri b of type NextReadInstructioTl. and it records the IIPxt operation 
that is to be executed by the reader; 

o. a writer of t~'pe WriterState and a reader of type RUlI/!'rState. 

state ConcState of 
pair Written : Prmindex 

slot Written: PairIndex ~ SlotIndex 
pairReading : PairIndex 

slots: Pairindex x SlotIrl(/U ~ Data 
nri : NextReadInstruction 
nwi : Next lrriteInstruetion 
writer: WriterState 
reader: ReaderState 

init s 6. s = mk-ConcStute (pO, {pO H sO, pI H sO}, pI. 

end 

{(pO, sO) H mk-Data (1. mk-token (" initt al")), 
(pO, ,<;1) H nil, (pI, sO) f---> nil, 
(pI, sl) H nil}, rep, wcp, 
mk- WriterStutr (pO,80), 
mk-RI ui/crStutf (pI, sl)) 

This model has five write operations and four read operations. each of 
which is equivalent to one write or read action, respectively. from the -I-slot 
implementation given in Section 3.3. The write operations are uTiterChoo8-
esPair, writerChoosesSlot, wrde. writeriru/lcatc,Slut and writnIndlclJ.tes­
Pair, which are described as follows: 

writerChoosesPair: which has the pre-condition that nwi (the next write 
instruction) is wCP. This operation chooses the pair the \Hiter will 
access during the \Hite operation, which is written to the local variable 
(writerPair) of the \\Titer. It also changes the value of nwi to \yes. 
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writerChoosesPair 0 
ext wr nwi : next Wr'iteInstruction 

wr writer'. writerPair : PairIndex 
rd pairReading: PairIndex 

pre nwi = wcp 

post nwi = WCS /\ (pairReading = pO ~ 

writer.writuPllIr = pI) 1\ 
.<..'----

(pairReading = pI ~ 
writer.uTitt'TPrllr = pO): 

writerChoosesSlot: this operation has the pre-condition that nwi is wcs. 
The writer chooses to acquire the opposite slot to the one it lcu;t ac­
cessed in its chosen pair7

, and writes tllP chosen slot to t.he local vari­
able writerBlot. The operation also sets the valliI:' of nwi I() \\·R. 

wr'iter'ChoosesSlot () 
ext wr nwi : next ll'ritPi7lstructiun 

wr writer. write ,Slot : SlotIndex 

rd slot W,·itten : PairIndex ~ SlotIndex 

pre nwi = WCS 

post nwi = WR /\ 
, L' ____________ __ 

(slot Written (writer. writerPair) = sO) => 
writer. writerSlot = s I) /\ 

, L' ____________ _ 

(slot IFritten (writer. writerPair) = s1 => 
writer. writerSlot = sO): 

write: during this operation the writer writl:'s thl:' new iteIIl to the slot it 
has chosen to acquire. The pre-condition is that the value of nwi is 
WR and the operation sets it equal to WIS. 

write (v : Data) 
ext wr nwi : TI ext II"riteInstruction 

wr slots: PairIndex x SlotIndex ~ Data 

pre nwi = WR 

post nwi = WIS /\ 

~ = , L' __________ _ 

slots t {(writer.writerPair. writer.uTiterSlot) t---+ v}; 

70nce again the writer is attempting to avoid the reader. because the reader may be 
reading from the slot that the writer last accessed in this pair. 
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writerIndicatesSlot: the pre-condition for this operation is that the \·alue 
of nwi is WIS. The operation writes the name of the slot that the 
writer has accessed during this write to the appropriate element of the 
slot Written array (it indicates the slot the writer has accessed). and 
sets the value of nwi to WIP. 

writerIndicatesSlot 0 
ext wr nwi : next Writelnstruction 

wr slot Written: Pairlndex ~ SlotIndex 
rd writer.writerSlot: S/otIndr.]' 

pre nwi = WIS 

post nwi = WIP 1\ slot Written = 
I , L' _____ _ 

slotWritten t {(writer.writerPair t-+ writer.wT·iflrSlot}; 

writerIndicatesPair: the pre-condition of this operation is that the \'alue 
of nwi is WIP. The operation indicates the pair that the writer has 
accessed, by writing the name of the pair to the pairlFritten control 
variable in the mechanism. and changes the value of nwi to wCP. 

writerlndicatesPair 0 
ext wr nwi : next \1 'ritelnstruction 

wr Pair I Fritten : Pairlndex 
rd writer. writerPair : Pairlndex 

pre nwi = WIP 

post nwi = WCP 1\ pairWrittt'T1 = writtT.wrdnP(llr: 

The four read operations are readerChoosesPair, readerIndicatesPair, read­
erChoosesSlot and read, \\"hich are described below: 

readerChoosesPair: the pre-condition of this operation is that tll(' value 
of nri is RCP. The operation chooses the pair for the reader to access. 
by copying the value of pair Written to the reader local control variable 
readerPair, and sets the value of nri to RIP. 

readerChoosesPair 0 
ext wr nri : nextReadlnstruction 

wr reader.readerPair: Pairlndex 
rd pair Written: Pairlndex 

pre Tlri = RCP 

post nri = RIP 1\ reader.readerPair = pair Written; 
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readerIndicatesPair: the pre-condition of this operation is that Tm is 
equal to RIP. It indicates the pair that the reader has chosen to access. 
by copying the value of readerPair to the control variable pair-Reading. 
and sets the value of nri to Res. 

readerIndicatesPair 0 
ext wr nri : nextReadInstruction 

wr pairReading : PairIndex 
rd reader.readerPair: PairIndex 

pre nri = RIP 

post nri = ReS 1\ pairReading = reader.readerPair: 

readerChoosesSlot: the pre-condition of this operation is that the yalue 
of nri is Res. The operation sets the value of readerS/ot to the name 
of the slot the reader is going to access, by copying the yalue from the 
element of the slot Written array relating to the reader's chosen pair. 
It also sets the value of nri to RD. 

readerChoosesSlot 0 
ext wr nri : nextReadInstruction 

wr reader. readerSlot : SlotIndex 

rd slot Written: PairIndex ~ SlotIndex 

pre nri = Res 

post nri = RD 1\ reader. readerSlot = 
, L' __________ =-_ 
slot Written (reader. readerPair): 

read: the pre-condition of this operation is that the value of nri is RD. It 
reads the item from the slot that the reader has chosen to acquire and 
sets the value of nri to Rep. 

read 0 v : Data 
ext wr nri : nextReadInstruction 

rd slots: PairIndex x SlotIndex ~ Data 

pre nri = RD 

post nri = Rep 1\ 

v = ~(.L~e-a-d-e-r-.r-e-a-d-e-rP--a-ir. ~eader.readerSlot); 
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3.4 Summary 

This chapter describes a number of :\C\1 implementations with less than 
4 slots for communication of data between their reader{s) and writer. and 
shows that none of these implementations can be implemented in a fully 
asynchronous manner. It then introduces an alternative (implementation) 
classification scheme for AC\1s and some results from related work. \\'hich 
prove that it is impossible to implement a single-reader, single-writer conflict 
free ACM with less than 4-s10ts, and that it is also impossible to implement 
such an ACM with fewer than 5 type-safe control variables. Simpson's fully 
asynchronous 4-s10t AC\1 implementation, which liSPS -1 control \·ariables. 
and a formal model of the 4-s10t are described and the remainder of this 
thesis demonstrates how it is possible to verify that the -1-slot :\C\1 is L­
atomic, provided it can be implemented with control \'ariables which giye 
stronger guarantees than type-safeness. First Chapter -1 introducps an ab­
stract model of L-atomicity. then Chapter .j shows how Simpson's .-\C\1 
can be shown to be a refinement of this model subject to certain assump­
tions about the atomicit~· of the actions of its reader and writer. Chapter 6 
then uses a rely-guarantee proof method to verify that the implementation 
is L-atomic when these atomicity assumptions are relaxed, and the reader 
and writer actions can interleave in an unconstrained manner. and finally 
Chapter 7 describes some related work which \'erifies that realistic imple­
mentations of the 4-s10t are L-atomic when the reader and writer actions 
are fllll~' asynchronous, using models in CSP with the FOR model dlPcker. 
This demonstrates how an understanding, and confidence in the correctness 
(with respect to its requirements), of asynchronous systems can be gained 
in an incremental manner, using a range of tools, to help reduce the amount 
of rework that is required when developing such systems. 



Chapter 4 

A Model of L-atomicity 

This thesis demonstrates how it is possible to gain an understanding of the 
behaviour, and verify properties, of asynchronous systems ill an incremen­
tal manner. The specification and development of asynchronous S\'st('lllS is 
difficult, because the specification is often complex, and components in fully 
asynchronous systems, with apparently simple specifications, rna.', interact 
in unexpected ways. For these reasons it may be difficult to move dirt'ct l~' 
to a model of the implementation, and to understand the model sufficiently 
well to be able to verify that it exhibits the desired properties. Howewr. 
by starting with an abstract model of those properties, it is possible to gain 
valuable insights into the behaviour of the system hy building and verifying 
more complex and realistic models as understanding illcreases. until suffi­
cient confidence is gained in the correctness of the implementation. This 
process can also help to eliminate errors and ambiguities in the specification 
of the system that can be costly to correct in the later stages of dewlop­
ment. For example errors often arise because the unexpected interactions 
of its components. Also the use of formal modelling techniques allows the 
developer to explore properties of the system to help to identify fla\\'~ in 
the specification. Identifying and fixing these errors may require extra effort 
in the earlier stages of development, but this extra effort can be recovered 
because of the reduction in the number of errors found in the later stages. 
This chapter describes the first part of the process. which is to build an ab­
stract model of the system and verify that the model exhibits the properties 
that are required of the implementation. This model is then used in sub­
sequent chapters to verify properties an ACl\I implementation. Simpson's 
-1-slot. which is used as a case study. 

A desirable property of any AC'\I is that it will provide its reader with 
coherent fresh data as the result of a read: these are the properties of an L­
atomic ACI\I (as described in Section 2.5). A formal definition of L-atomicity 
is giwn in Section 2.-1. however Section 2.6 describes the difficulties in using 
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this formal definition directly in verifying properties of AC\I implementa­
tiOllS. for example the formal definition is difficult to understand. Chapter 3 
described a number of AC\1 implementations. which allow different levp!,; of 
asynchrony between their readers and writers. and a fulh' asynchronou-; im­
plementation, Simpson's 4-s10t, was described in Section 3.3. The remainder 
of this thesis describes how an incremental development method \\'a" used 
to verify that the 4-s10t is L-atomic. The incremental approach use~ a num­
ber of different tools to explore and verify propertip" of increasingly realistic 
models of the implementation. This chapter introduces a formal model of 
L-atomicity which forms the basis of these investigations. and providps an 
easier to understand model against which to n'rify properties of the imple­
mentation, thus overcoming the difficulty mentioned aboH'. with the formal 
definition of L-atomicity. 

This chapter is organised as follows. First Section -1.1 d('snilws an ab­
stract model of L-atomicity, and gives an informal proof t h(l t the model is 
equivalent to the formal definition of L-atomicity in S('("( ion 2.-1. Section -12 
then describes how the model has been wrified to lw L-atomic llsing an 
exhaustive proof method similar to that described in [Ash/.j]. 

4.1 The (Abstract) Model 

The properties of L-atomic AC\Is were described in Section 2.2.2 and can 
be summarised as follows: the reader will always read globally fresh data: 
and reads and writes appear to have occurred in a particular order (as if the 
entire read and \\"t'ite operations were Hoare atomic [Hoai r and interleaved 

wi th each other). r-----[I] 
I ddd 

~rnme 
terns a e to . 

sequence at end wnte, stan 
me sequence read or end read 
at start wnte 

Figure .. 1.1: Sequence of items 

This section describes an abstract model of L-atomicity. where the ap­
proach is taken of modelling the items that are written to the AC\I as a 
sequence. which gives the order in which they were written. Items may. be 
removed from the sequence because they are ovenuitten by a later WrIte, 
or because a later item has been read, The presence of an item in the se­
quence models its availability to the reader. and there are four operations in 
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the model, start_write, end_write, start_read and end_read. which add item~ 
to and remove items from the sequence (as illustrated in Figure --1.1). The 
model is described below and an informal proof that it is equivalent to the 
L-atomic ACM as defined in Chapter 2 is given. As in the case of the formal 
model of the 4--slot in Section 3.3.3 the formal description of the model i~ 
written in a VDM-like syntax, and deviates from \-D:\I-SL in that it llse~ 
classical logic (to be compatible with the P\-S logic). The full model in the 
PVS logic is given in Appendix E and Appendix .-\. describes the translation 
to the PVS logic. 

Data items: the items transmitted between the reader and 'Hiter haw 
unique serial numbers, starting at one and incrementing by one for 
each successive item written, which are recorded in the index fidd of 
the record. The data transmitted is represented by the val field: the 
type of the data is not important and is represented (:\.') a token. 

Val = token; 

Data: : index: N 
val: Val; 

ACM State: the ACI\I itself is represented by a sequence of data items: 
the writer adds new items to the head end of the sequence and items 
are removed from the tail end when they are no longer available to be 
read. The sequence is initialised with a data item, sequence number 
one, so that an item is available if the first read occurs before the first 
write. There are a number of auxiliary variables in the model. Two 
booleans, called reader Access and writerA ee('s,<;. record whether the 
reader and/or writer are accessing the mechanism. readerAccess is sf'! 
to true at start_read and false at end_read, and similarly writerAI'I'f'sS 
is set to true at start_write and false at end_write. These variables 
are also used in the pre-conditions of the operations, for example: pre­
start_read ,6 -,readerAccess; and pre-end_write ~ uTiterAccess. Fur­
ther auxiliary variables nextIndex. indexRead and firstIndex record the 
indices of the next item to be written, the last item read and the first 
item available to be read during a read operation. These variables are 
used in the abstract model to ensure that the AC:\I modelled does be­
have in an L-atomic manner as described in Section -1,2 and to wrify 
that Simpson's 4-s10t implementation is a refinement of this model as 
described in Chapter 5: 

• firs tIn dex , which is set equal to the index of the first item that is 
available to the reader, by start_read (the item at the tail end of 
the sequence after the operation is executed). 
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• nextIndex is the index number giYen to the ne>..1: item to be writ­
ten, which is incremented by one at start_write. The latest item 
available to the reader always has index number of one less that 
nextIndex. 

• indexRead, which is set equal to the index of the item read at 
end_read. 

Provided that indexRead is greater than or equal to fiTAIndex and lec;:-; 
than nextIndex whenever end_read is executed the model guarantees 
L-atomicity. 

state Abs_State of 

vals : Data+ 
writerAccess : lB 
readerAccess : lB 
nextIndex : N 
indexRead : N 
firstIndex : N 

init s !:::. s = mk-Abs_State ([mk-Data (1. mk-token ("initItem"))], false, 

false, 2,0,0) 

end 

Descriptions of the 4 operations in the model follow: 

starLwrite: adds the ne,,- item, that is being written, to the head of the 
sequence. If the operation is executed a number of times during a 
single read a new item is added to the sequence on each occasion. 
This makes the new item(s) available to the reader. 

start_write 0 
ext wr vals : Data+ 

wr writer Access: lB 
wr nextIndex : N 

pre -, writerAccess 

post let newI = mk-Data (;extIndex, mk-token ("newI")) in 
L--

writer Access 1\ vals = [newI]!\- vals 1\ 
I 

nextIndex = nextIndex + 1 

end_write: if there is a read in progress at end write the sequence is left 
unchanged. If there is not a read in progress all of the items are 
removed from the sequence apart from the one just written. 
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end_write 0 
ext wr vals : Data+ 

wr writerAccess : lB 
rd readerAccess: lB 

pre writerAccess 

L......-

post --, writer Access /\ (--, reader Access => vals = [hd val., ~ ) /\ 
L-

(reader Access => vals = vals) 

start...read: if the sequence has more than one item remon'~ all ,If the 
items that are not available to be read as follows: if there is a "Tite in 
progress tilt' sequence is shortened to contain only the last item written 
and the item being written b~' the current writt' (the first and second 
items in the sequence); and if there is no \\Tite in progress the sequence 
is shortened to contain only the last item written (t he item at the head 
of the sequen<:e). The operation also sets firstIndex equal to the index 
of the oldest item available to be read, which is the item that will be 
at the tail of the sequence after the operation has been executed. If 
the sequen<:e only contains a single item it is left unchanged. 

starLread 0 
ext wr vals : Data+ 

wr readerAccess : lB 
wr firstIndex : N 

pre --, reader Access 

post readerAccess /\ 
L-

(len vals = 1 => 
L-

(len vals > 1 => 

"--
firstIndex = (hd vals).index) /\ 

, L......-

(--, writerAccess => vals = [hd vals]/\ 
L......-

firstIndex = (hd vals).inder) /\ 

(~riterAccess => vals = ~(1. ... ,2) /\ 
L--

firstIndex = vals(2).index)) 

end...read: chooses an item to read, sets indexRead equal to the index of 
the item <:hosen, and removes all of the items from the sequence that 
are older than the one chosen. 

end_read 0 v : Val 
ext wr vals : Data+ 

wr readerAccess : lB 
wr indexRead : N 
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pre readerAccess 
L-- L--

post --, readerAccess A (3 i E inds vals . v = vals( i). val A 
L-- L--

indexRead = vals(i).index A vals = val.'i(1. .... i)) 

It is noted that in actual AC:\1 implementations. subsequent wTite~ al­
ways overwrite previous items in the AC}'I. but it is not practical to encode 
this property into the model. This is because. if a read is in progress when 
the end_write operation is executed there is no way of knowincr which of tho 

. 0 ~ 

items in the sequence the reader has chosen to return as a result of the rpad. 
All of the items in the sequence at end_write must still be available when 
the read subsequently ends, therefore the sequence is not shortened at t hp 
end of the write in these circumstances. 

An informal argument that the model is equivalpnt to thp definition of 
L-atomicity in Section 2.4 is given below. 

• The definition of L-atomicity uses the auxiliary function. 
r _communicates, which defines the items that are available to be read: 
those written by any writt's that overlap wit h the read. and the item 
written by the last writp that finished before the read started. Tlwrf'­
fore if there are no overlapping "Titps only the item written imnw­
diately prior to the start of the read is a\'ailable to be read. The 
definition of L-atomicit~· then states that the reader will read one of 
the available itpms. and the index of the item read will be greater than 
or equal to the index of the last item read. 

• The formal model constructs a sequence equivalent to the sl't of items 
available to the reader as follows: 

1. At start \\Titp the \\Titer adds the npw item. which is going to be 
\\Titten. to the sequence. This ensures that any itPIll written by 
a write that overlaps with a read is available to be read. 

2. At end write. if there is no read in progress t he writer shortens 
the sequence to contain only the head item. the one that has just 
been \Hitten. This ensures that. if the next action is the start 
of a read the only item available to be read is the one that has . . 
just been written. If there is a read in progress the writer leaYes 
the sequence unchanged so that the item that has been written 
during the read is available to the reader. as well as any pre\'ious 
items (which include the item written immediately before the read 
starts). Each subsequent write that occurs while the read is in 
progress similarly adds an additional item to the sequence (the 
set of DataItem ids constructed by the r _communicates operation 
will contain all of the indices of the items in this sequence). 
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3. At start read, if there is only a single item in the sequence of 
items this is the only item available to be read at that time. The 
reader sets firstIndex equal to the index of this item. 

4. If the length of the sequence is greater than 1 at start read there 
are two options. If there is no write in progress firstlndex i~ ~I~t 
equal to the index of the item at the head of the sequence. which 
is shortened to include only this item: this is the index of the last 
item written. If there is a 'Hite in progres:-; the item at the head 
of the sequence is the one being written: firstIndex i~ set equal 
to the index of the second item on the sequence (the index of the 
item last written), and the sequence is shortened to include onl,' 
the first two items. This ensures that. when a read stClrt~. an~' 
items that are not available to the reader are discarded from the 
sequence. 

• At end read the reader returns one of the items from the sequence 
constructed as above, and shortens the sequence to rpmove all itpms 
older than the one read. This ensures that the reader returns a fresh 
item, and that it cannot return an older item at the npxt read. so the 
items must be read in the order that they are written. D 

A full formal proof of equivalence is not given for the following reasons: 

• The definition of L-atomicit)· in the ta..xonomy is not self contained: it 
builds on the definitions of the the other AC.\Is in the ta..xonom~· and 
adds the extra guarantee that items will be read in order. The proof 
would therefore need to relate to a number of different definitions in 
the taxonomy . 

• The two models use different paradigms: the definition of L-atomicity 
in RTL is a trace model. It ,vould be IH~cessary to derive a trace 
semantics for the procedural model of L-atomicity in this chapter and 
define proof method in order to wrify equivalence. 

4.2 Verification of the Model of L-atomicity 

The model gi\'ell in the previous section has been wrified to be L-atomic us­
ing an exhaustin' proof method similar to that described in[Ash/5]. Ashcroft's 
method used the same global invariant in each state to wrify the correct­
ness of parallel programs. Here different invariants are used. and correctness 
proofs are completed, for all locations in the state machine of the model. \\'ith 
P"S. The state space of the model is shown in Figure -1.2, which is described 
below. 
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Figure 4.2: The State Space of the odel of L-atomicity 

l. The start location of the model is the noReader / no Writer location, 
indicated by the double circle. 

2. Each of the locations has two outgoing transitions from it: each tran 'i­
tion is associated with an operation of one of the component proce e 
(one of the outgoing transitions has a write operat ion as ociated with 
it , and the other has a read operation associated with it), and may 
have a guard . In this case the guard for each transit ion i true and i 
omitted. 

3. Each of the locations has an assertion associated with it, ompo ed 
of invariant properties t hat hold when the model is in that location. 
These assertions are used to \ erify properties of the model. 

For example the assertions for the noReader/writer and reader/writer loca­
tions are: 

noReader _wr-iter .-Assertion 6. indexRead :S nextIndex - len vals /\ 
firstIndex :S nextl ndex - len vals /\ 
vals (1). index = nextl ndex - 1 

reader _writer .-Assertion 6. indexRead :S nextl ndex - len vals /\ 
firstIndex = nextl ndex - len vals /\ 
vals(1).index = nextl ndex - 1; 

It is interesting to note that there is a certain symmetry about the as­
sertions in the locations of the model: the two assertions where the reader 
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is not accessing the ACM are the same: as are the assertions for the two 
locations where the reader is accessing the AC\I. 

Conjectures based on the following general scheme have been prO\'ed 
for each of the operations using PYS. to show that the operations do not 
invalidate the assertions in the respecti\'e target states of the transitions 
associated with those operations (where Assl and .4.8,2 are the as"ertions 
in the source and target states of the assertions respectiwly): 

Assl(a); pre_op(a); po.'>t _UPI~, (T) 
Ass2(a) 

The next section shows an interesting example proof: the remainder of 
the conjectures are discharged in a similar manner. and su the rest of the 
proofs are not described 1. 

4.2.1 A Rigorous Proof for the end-.read Operation 

This section gives a rigorous example proof. for the end_read operation. 
The rigorous proof uses the natural deduction proof style [BFL +9-1] [.Jon90]. 
While the structure of the rigorous proof is different from that of the formal 
proofs in PVS, they are included to illustrate the principles hehind the formal 
proofs, and to help to increase confidence in the correctness of t hust' proofs. 
The end_read operation can be executed from the states reader/no Writer. 
where writerAccess is false. and reader/writer, where lIT/tIT.II((SS is true. 
but the assertions in the resultant states are identical. Therefore there is 
no need for a case distinction to discharge the proof. The conjecture is 
shown below. whert' Assl is the reader _writer _AssfTtlOn and A.'i'<? is the 
noReader _writer --4ssertion from abow. and the definition of the invariant 
of the model follows (the first conjunct of the invariant is giwn in the P\'S 
model in Appendix E using a sub-type definition). 

Assl(~): prcend_read(~); posLend_read(~, a); iTlv(~) 
Ass2(a); inv(a) 

inv 6. len vals 2: 1 A (Vi E inds vals· i < len vals::::} 
vals(i).index = vals(i + 1).index + 1); 

For brevity only the names of the components of the state of the model 
are given in the proof. for example a. nextlndex is called next Index. and 
the values are hooked. where appropriate (to indicate the values before an 

1 The interested reader can download the PYS theory, and proof scripts, from 
http://homepages.cs.ncl.ac. ukl neil. henderson I fme20021 4slot. tgz. 
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operation is executed). For convenience the definition of end_read is repeated 
below: 

end_read 0 v: Val 
ext wr vals : Data + 

wr readerAccess : Ia 
wr indexRead : N 

pre readerAccess 
L-- L--

post --, readerAccess /\ (:3 i E inds vals . v = vals(i).val/\ 
L--- L--

indexRead = vals(i).index /\ (luis = vals{1. .... i)) 

The proof relies on the lemmas given below (the names of the lemmas are 
shown in the boxes to their left), and rigorous proofs of the lemmas. that the 
invariant holds after the operation is executed. and of tilt' conjecture follow: 

I seqInds Unchanged I ___ p_os_t_-_en_d_-_r_ea_d_(_a_,_IT,..L __ _ 

Vi E inds vals . vals(i) = vals(i) 

IpostRdl ___ -, ___ po_s_.t_-e_n_d_-_re_a_d_(_a_,a_)-r~----
L-- L--

vals = vals(l. ... , i) /\ indexRead = vals(i).index 

from posLendJead(a, a) 
L-- L-- L--

1 from i E inds vals; v = vals(i) /\ indexRead = vals(i).index/\ 

1.1 

1.2 

L--

vals = vals(l, ... , i) 
L--

vals = vals(1. ... , i) 
L--

vals( i) = vals (i) 
L--

infer Vi E inds vals· vals(i) = vals(i) 
L--

infer Vi E inds vals· vals(i) = vals(i) 

/\-E-left (l.h2) 

sequences (1. 1 ) 

l.h1.1.2 

:3-E(h1.1) 
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from posLenLread ("ci, (J) 
L-- L- L-

1 from i E inds vals; v = vals(i) /\ indexRead = t'uls(i).index/\ 

1.1 

1.2 

1.3 

L-

vals = vals(1. ... , i) 
L--

vals = vals(l, ... , i) 
L-- L-

V = vals(i) /\ indexRead = vals(i).index 
L--

indexRead = vals (i). index 
L-- L-

/\-E-left (1.h2) 

/I,-E-rightl1.h2) 

\-E-left(1.2} 

infer vals = vals(1. .... i) /\ indeIRpud = vals(i).indfI,;\-Iil.1.1.3) 
L-- L-

infer vals = vals(1. ... , i) /\ indexRead = vals(i).iTldex 3-Elhl.l) 
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from inv(a) 
"--- "---

1 vals = vals{I, ... , i} /\ indexRead = vals(i).index 
"---

2 vals = vals{I, .... i) 
3 len vals ~ 1 
4 from i E inds vals 

"--- "--- "---

65 

lemma postRd 

,'\-E-rightII) 
:2.len 

4.1 Vi E inds vals . i < len vals =} vals{i).index = 

4.2 

4.2.1 

4.2.2 

4.2.3 

"---
vals(i + 1). index + 1 

from i < len vals 
"---

i < len vals 
"---

i E inds vals 
"--- "---

i < len vals =} vals ( i). index = 
"---

vals(i + 1). index + 1 
"--- "---

4.2.4 vals(i).index = vals(i + l).index + 1 

"---

4.2.5 Vi E inds vals· vals(i) = vals{i) 

" -EI hI) 

--1.2.h1.2. len 

--1:21. len 

V-E(--1.1.~.2.2) 

=} -E{--1.2.1.1.2.3) 

lemma seqlnds C nchanged 
"---

4.2.6 vals( i) = vals( i) --1.h1. 1.25 
"---

4.2.7 vals(i + 1) = vals(i + 1) --1.h1. --1.2 .. ). N 
infer vals(i).index = vals(i + I).index + 1 

=-subs(--1.2.6. --1.2.7. --1.2.--1) 

infer i < len vals => vals(i).index = 
vals(i + I).index + 1 

;) Vi E inds vals· i < len vals => vals(i).index = 

vals{i + I}.index + 1 
infer inv((J) 

=} -1(--1.2) 

"1-1(--1) 
/\-1{3 .. )) 
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from Ass1 (;7); pre_end_read(~); posLend_read(~, a) , 

1 nextIndex = nextlndex ext-posLendJead-Jefn 
L-- L--

2 vals = vals(l, ,." i) 1\ indexRead = vals(i).index 
L--

lemma pu,;r Rd 
3 vals = vals(l, ... , i) 
4 len vals = i 

L-- .£..' __ _ 

5 vals(I).index = nextlndex - 1 
L--

6 vals(l).index = vals(l).index 
7 vals(I).index = nextlndex - 1 

I I ~ 

8 indexRead :::; nextIndex - len vals 
L--

9 indexRead = vals ( i). index 
L--

10 indexRead = (vals(l).index - len vals) + 1 , 

I\-E-right(:?) 
3.len 

I\-E(h1) 

inds (3) 
=-';111 ),,' 6.1 .. )) 

. -E(hl) 

!-E-ld'(I:?) 

3.9.~ 

11 indexRead = (nextIndex - 1 - len vals) + 1 

12 indexRead :::; nextIndex - len vals 
=-,;ui)sI5.1O) 

=-subs (l.ll).N 
I I "--

13 firstIndex = nextIndex - len vals 
, 

14 firstIndex = firstIndex 
L--

15 len vals :::; len vals 
16 firstIndex :::; nextIndex - len vals 
infer Ass2(a) 

Verification of L-atomicity 

/.-EI hI) 

ext-post_eIl( l_n'aJ-J\:'fn 

3.·LN 
=-su bs(1-l.1.5.1.13).N 

/\-1(-;-.12.16) 

Finally the model is verified to be L-atomic by showing that the following 
assertion al\\"a~'s holds after the end_read operation is executed: 

L-atomic(~, a) 6. indexRead :::; indexRead 1\ 

firstIndex :::; indexRead 1\ 

nextIndex - 1 2: indexRead; 

which ensures that the items are read from the sequence as required. The 
assertion is described as follows: 

1. Each data item that is written to the mechanism is giwn an index 
number, starting at 1, and increasing each time a new item is written. 
Ne,,, items are written to the head (index 1) of the sequence. 

2. firstIndex gives the index number of the item at the tail of the sequence 
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after a read starts (the first item that is available to the reader for that 
read). 

3. indexRead is the index number of the item that has been read. 

The above assertion guarantees first that the item read has an index number 
greater than or equal to the number of the first item available at the start 
of the read, and less than the index to be used for the next item written. 
This ensures that the item read is fresh. Second it ensures that the index 
of the item read is greater than or equal to the index of the item read the 
previous time. This ensures that the items are read in order. 

The following conjecture has been discharged to show that the model 
complies with the above assertion: 

Assl(a); pre _endJead(a); posLend_read(a, a) 

lratomic('a, a) 

Where Assl is the assertion that holds in the states where end_read can 
be executed (r·eader _writer ~ssertion from aboYe). The proof relies on the 
indexAjterEndRd lemma which is given below. Rigorous proofs of the lemma 
and the proof obligation follow. 

I indexAfterEndRd I Ass1('a); prcend_read('a); posLend_read('a, a) 
I 

indexRead = nextlndex - len vals 

from Ass1('a); pre_end_read('a); posLend_read('a, a) 
L-- L--

1 vals = vals(l, ... , i) 1\ indexRead = vals(i).index lemma postRd 
L-- L' ____ __ 

:? vals(l).index = nextlndex - 1 I\-E(h1) 
L--

3 indexRead = vals(i).index I\-E-left(l) 
L--

~ indexRead = (vals(l).index- len vals) + 1 3.~ 

;) indexRead = (~extIndex - 1- len vals) + 1 =-subs 2.-1 

infer indexRead = nextlndex - len vals .s.N 
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from Ass1("<r); pre_end_read("<r); posLend_read("<r. a) , 
1 nextIndex = nextlndex ext-post-end-read-defn , 
2 indexRead = indexRead ext-post-end-read-defn 

3 firstIndex = firstIndex ext -post -end-read-defn 
L-- L--

4 vals = vals(l, ... , i) /\ indexRead = vals(i).index lemma postRd 
L--

5 vals = vals(l, ... , i) 
L--

6 len vals ::; len vals 
, J "--

7 indexRead ::; nextIndex - len vals 

8 indexRead = nextlndex- len vals 

9 'IndexRead ::; indexRead 
L-- L' ____ __ 

10 vals(l).index = nextIndex - 1 
L--

11 indexRead = vals (i). index 
L--

/\-E-right( 4) 

/\-E(h1) 

lemma indexAfterEndRd 

=-subs(8,{,6),N 

/\-E(h1) 

12 indexRead = (vals (1). index - len vals) + 1 

/\-E-ld'( 14) 

5,1l,N 

=-subs(10,12) 
.J. len 

=subs(I,13,1-l) ,N 

, 
13 indexRead = (nextIndex - 1- len vals) + 1 
14 len vals ~ 1 

15 nextIndex - 1 ~ indexRead 
J ( L--

16 firstIndex ::; nextlndex - len vals 
17 firstIndex ::; indexRead 

infer L-atomic("<r, a) 

/\-E(hl) 
=-subs(16,3,13),N 

/\-1(9,1.J.1 t) 

Some of the properties that are required to guarantee L-atomicity are 
encoded directly into the model, for example: when a read takes place all 
items earlier than that read are removed from the sequence to ensure that 
an older item cannot be read the next time. The atomicity of the operations 
ensure that it is not possible for the reader and writer to dash on accessing 
a particular item, so that coherence is guaranteed. 

4.3 Summary 

This chapter introduces an abstract model of L-atomicity, which specifies the 
properties that are required of AC\Is in an abstract, but rigorous. manner. 
and gives details of the proofs that haw been discharged to wrify that the 
model exhibits the desired properties. Example rigorous proofs are given. 

\'erifying properties of asynchronous real-time systems is difficult and 
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this thesis shows how it is possible to build an understanding of the :,;y~tem 
in an incremental manner. Starting with an easy to understand ah~tract 
model that exhibits the properties that are required of the s\·stem. and 
building and verifying more realistic models to gain an understanding of the 
behaviour of the implementation. In this way it is possible to gain sufficient 
confidence that the implementation exhibits the required beha\iour. The 
model given in this chapter is the formal basis of the investigation" in the 
rest of the thesis, which explore the behayiour of Simp"'Jll'sl-,,)\Jt AC\I 
implementation and build confidence in its correctIW:-''' with respect to the 
requirements (L-atomicity)' in an incremental manner. The formal approach 
used helps to identify errors and ambiguities in the specification and models. 
gain a better understanding of tlw behaviour of the implemPiitation and can 
help to make assumptions about system and its environment more explicit. 
This should help to ensure that those assumptions are not owrlooked later 
in the development process. Taken together. the better under:-.tanding of tlIP 
implementation, reduced number of errors and ambiguities and the more ex­
plicit assumptions should help to reduce the amount of rework due to flaws 
that are discovered in the later stages of the development pw('('s:-.. TIH' in­
cremental method uses a number of tools to wrif~' properti('s (Jf increasingly 
realistic models of the implementation. until sufficient confidence is gained 
that the implementation has the required properties and exhibib the de­
sired behaviour. Chapter 5 introduces the first of these tools, sho\\':-. how tllP 

ACM implementation can be shown to be a refinement of the model. using 
Nipkow's retrieve rule, [NipS6, :\ipSi]. and describes how this method can 
be used to improve understanding of the behaviour of the implementation. 
to assist in building later models. 



Chapter 5 

Using Refinement to Verify 
Properties of Simpson's 4-slot 

This thesis shows how it is possible to use a range of tools to wrify prop­
erties of asynchronous real-time systems and gain an understanding of the 
behaviour of those systems in an incremental manner. This increased un­
derstanding can help to identify and correct errors and ambiguities earlier 
in the development process and save on the amount of more costly rework 
due to those flaws. Section 3.3 gave a formal model of Simpson's 4-slot 
ACM implementation, and Chapter -l described the first stage of the in­
cremental development process by defining and verifying an abstract model 
of L-atomicity. This chapter introduces the next stage of the process by 
showing how it is possible to verify that the formal model of the implenwn­
tation is a refinement of the model of L-atomicity, subject to an assumption 
about the atomicity of the operations in the implementation. In order to 
verify there is a refinement relation between the models it is necessary' to 
assume that some of the operations in the implementation are combined 
into single atomic actions. While it is recognised that this is not a full cor­
rectness proof, since the operations are not combined in this way in actual 
implementations, discovering the retrieve relation between the models and 
discharging the proof obligations make it possible to explore properties of 
those implementations. This exploration gaw an increased understanding 
of behaviour of the implementation which assisted in creating the later more 
realistic models and verifying properties of those models. An earlier wrsion 
of the work in this chapter has previously been published in [HP02bj. 

This chapter is organised as follows: Section 5.1 introduces the notion 
of refinement, Section 5.2 explains why it is not possible to construct a 
retriew function to describe the relation between the model of atomicity and 
the formal model of the implementation: Section 5.-1 describes an outline, 
and giws details of part, of the retrieve relation between the models. The 
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proof obligations that are required to verify there is a refinement relation 
between the models, according to ."\ipkow·s retrieve relation rule [."\ip86. 
Nip87, Jon90], are given in Section 5 .. 5. with a rigorous description of an 
interesting example proof. 

5.1 Refinement 

The notion of refinement dates from the stepwise refinement method for con­
structing programs [Dij71] [Wir71] and work on program correctness [Hoa69] 
[Hoa72]. For example [Dij71] introduced the notion of developing a sequen­
tial program in a stepwise manner, starting \\'ith a more abstract notion 
of what the program is trying to achieve and introducing more detail until 
the final executable program is completed. This sl epwise approach can help 
with the development of complex programs, where the required algorithm 
is not known at the outset. The implementation can be completed in an 
incremental manner as understanding improves. Refinement is the P[()("('S:-' 
by which it is possible to verify that the behaviours of the later version ()f the 
program are a (possibly complete) sub-set of the behaviours of rhe earlier 
version. The refinement calculus provides a logical basis for these methods 
based on the weakest pre-condition approach to program correctness [DiFG: 
It has been extended to the stepwise development of parallel programs and 
to the refinement of atomicity in parallel programs. e.g. [Bv\\·03]. [Bac89]. 

[Jon90] describes how the notion of refinement can be extended to YD)'I­
SL models of systems. In order to verify that a more detailed model of an 
implementation is a refinement of a more abstract model it is necessary to 
verify: first that there is a relation between the the statf'S in an abstract 
model and the states in a more concrete model: and second demonstrate 
that if it is possible to execute an operation in the concrete model to move 
from one state to another, it should be possible to executf' an equi\'alent 
operation in the abstract model and move between equivalent states in that 
model. It may be possible to find a retrieve function betm'en the models. or 
in the more general case, where there is a many to many relation between 
the states in the models it may be possible to verify the concrete model is a 
refinement of the abstract one by using a retrieve relation [."\ip86 . ."\ip87]. 

This chapter shows how a concrete modeL the formal model of the 4-s10t 
implementation, can be Yerified to be a refinement of an abstract modeL the 
formal model of L-atomicity. using :\'ipkow's retrieve relation rule [:\,ip86. 
Nip87]. In order to discharge the proof obligations some of the actions 
of the reader and writer in the implementation need to be combined into 
single actions, that are equivalent to the operations of the abstract model. 
which are assumed to be executed in a Hoare-atomic manner. It is therefore 
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recugnised that this is not a full correctness proof for the .-\C\1. becau~e 
these groups of actions are not atomic in actual implementations of the 
4-s10t. The individual actions can interleave without restriction. and in 
some (multi-processor or hardware) implementations it is possible for the 
individual actions of the reader and writer to be executed concurrenth-. The 
proofs are, therefore, insufficient to show that the 4-s10t is Lamport-~tomic 
when the reader and writer can access the mechanism in an as.\"I]( .. hroll\ )ll~ 
manner. A range of tools can be used to rela..x the assumption ah()ut the 
atomicity of actions of the component processes as is described in Chapters 6 
and 7. Moving directly from the abstract model to realistic modeb of the 
implementation is a big step, and the exercise of constructing the retripn' 
relation and completing the refinement proofs is a useful stepping stone in 
the process. It allows the behaviour of the implementation to be explored 
in a more abstract manner than would otherwise be possible and Iwlps to 
identify some of the potential behaviours of the AC\I implementation. These 
lessons are useful when constructing the later. more dE,tailed. models. The 
next section discusses the different types of relation that can exist between 
the models in more detail. 

5.2 A Retrieve Function? 

When a specification is interpreted to produce a design, a representation 
is chosen which reffects some of the requirements of the implementation. 
There is a relation between the two representations and it may Iw possible 
to use a retriew function to map states in the concrete model to states in 
the abstract model (the material in this section is from [Jon90]). 

However in some cases. for example where it is necessary to illdude 
history information in the abstract model that is not present in the im­
plementation, it may not be possible to construct an abstract model of the 
implementation (or concrete model) so that a retrieve function can be found. 
Simpson's --1-810t ACI\I is an example of such an implementation. In the im­
plementation, items are effecti\"el~' overwritten by the writer recording the 
pair and slot, to which the latest item has been written. in the control vari­
ables. It is only possible for the mechanism to record a ma..ximum of four 
items, and only one of those four items is available to the reader at any time. 
although it is possible for the available item to change while the read is in 
progress. In the abstract model of L-atomicity there may be more than four 
items in the sequence, all of which are available to the reader. For example 
if at the start of a read there was a single item available. and the read over­
lapped with fin:' writes each successiw 'Hite would add a new item to the 
sequence. At end read the specification of L-atomicity states that the reader 
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can read anyone of these items, and the abstract model returns a random 
item from the sequence. These additional items are effectively history in­
formation that is not present in the implementation. The implement~tion 
is more deterministic because the reader chooses to access a particular slut 
and returns the item read from that slot. 

Figure .j.1: A one to many retrieve relation 

This requirement for history information to be recorded can result III 

a one to many relation as illustrated in Figure .j.1 between the statps III 

concrete model (or implementation) and the abstract model. 

.. ~ \ i 

COllC1'ek model 

Figure .).2: A many to many retrieve relation 

In the more general case there may be a many to many relation between 
the specification and the implementation, as illustrated in Figure 5.2. In the 
case of the relation betm'en the abstract model of L-atomici t~· and the 4-slot 
implementation this implementation bias occurs because the items that are 
in the slots in the implementation may be mapped to different items in the 
sequence in the alJstract state, and in fact some of them may not be present 
in the sequence at all, depending on how the reader and ~Titer interact with 
the ACI\I. For example, there may only be a single item ayailable to the 
reader at the start of a read, because all of the previous items have been 
overwritten. There will, therefore, be a single item in the sequence in the 
abstract model, but this item can be in anyone of the slots in the concrete 
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Figure 5.3: Modelling with a Retrieve Relation 

model. In addition the implementation will sti ll retain 3 item that w re 
written previously, but these items have been removed from he equence in 
the abstract model. There are therefore a number of different ates in the 
implementation that are equivalent , and can be mapped , to the state in the 
abstract model that contains only a single item. There i therefore, a many 
to many relation between the models: it is necessary to con truct a retri \ 
relation between t hem as illustrated in Figure 5.3 and use. ipkow' rul to 
discharge the proofs. This requires the following refin ement proof obligations 
to be discharged: 

• where the retrieve relation holds between two tate , and it i po i­
ble to execute an operation in the specification , it is al 0 po 'ible to 
execute the equivalent operation in the model of the implementation, 
and furthermore 

• t he retrieve relation hold between the states in the pecification and 
model that are reached as a re 'ul t of executing those operations. 

These proof obligations are described formally in the next ection. 

5.3 Formal Definitions of the Proof Obliga­
tions 

This section gives t he formal defini t ions of the proof obligations that must be 
dischar CTed to verify that there is a refinement relation between the concrete o . 
and abstract models using Nipkow's retrieve rule. 

First it is necessary to discharge a domain proof obligation for each of 
t he operations which is the first of the proof obligation de cribed aboye. as 
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follows (where R is the retrieve relation, and a.s and c.~ are arbitrary ~tates 
in the abstract model and (;on(;rete model respectiwly): . 

R('ris, 'cs); pre~bstractOp(as) 
pre _concrete Op ('cs) 

Second it is ne(;essary to verify that the following rr::sult proof obliga­
tion holds for each operation, which is the second of the proof ohli~,lti()Il" 
described above: . 

( 
~ L-. L- "'--

R as, cs); pre_abstractOp ( as); post _concreteOp ( c.s. cs) 

:3 as : A bs _State· R ( as, cs) 1\ posLabstractOp (as. as) 

5.4 A Retrieve Relation Between the Formal 
Models 

This section gives an overview of how the retrieve relation between the mod­
els of L-atomicity and the implementation has been constructed. The com­
plete retriew relation, in the P\"S logic. is given in Appendix F. The abstract 
model of L-atomicity given in Section -! has four operations, starLwntf. 
end_write, starLread and end_read. The refinement notion requires that the 
operations in the concrete formal model given in Chapter 3.3.3 are combined 
into equivalent operations to those in the specification. The combination is 
des(;ribed as follows: 

start Wr: the start_write operation in the abstract specification adds the 
a new item to the sequence of values that are available to be read. 
start Wr (;Ombines writerChoosesPair, wT·iteTC'JIOII.'i!sSIIlI. WT·ite and 
writerlndicatesSlot operations in the implementation to similarly make 
the item that has been written available to the reader, in some cin.·um­
stallces. before the write has been completed}. 

startW,. (conc: ConcState) c: Conc3tat~ 

pre nwi = wep 

post c = writerlndicatesSlot( 
write ( writerChoosesSlot ( 

writerChoosesPair( conc)))) 

1 IT the reader and writer access the same pair at the same time. and the v.Titer indicates 
the slot that it has written the latest item to before the reader chooses the slot it is going 
to read, the reader will acquire. and read the item from. the slot that the v.Titer has 
accessed. 
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endWr: this operation completes the write, by executing writerIlldicate.,Pair 
operation in the implementation. 

endWr (conc: ConcState) c: Conc_State 

pre nwi = WIP 

post c = writerlndicatesPair( cone) 

startRd: this operation combines the readerChoosesPair. readerlndicate­
sPair and readerChoosesSlot operations in the implementation. and 
acquires the slot that the reader will access2 . 

startRd (cone: Conc_State) c: ConcState 

pre nri = RCP 

post c = readerChoosesSlot( 
readerlndicatesPair( 

readerChoosesPair( cone))) 

endRd: executes the read operation from the implementation to return 
the item that has been read. 

endRd (conc : ConcState) c: ConcState 

pre nri = RD 

post c = read(conc) 

It is necessary to find a retriew relation lwtwpell the abstract and con­
crete models. The relation between the abstract specification of atomicity 
and the model of the --1-slot is illustrated in Figure 5.4. The values of the 
progmm counters for the reader and writer (nri and nwi respectively) are 
mapped to the values of the booleans readerAccess and w,-iterAccess as fol­
lows: 

1. If nwi = WCP there is not a write in progress so the \\Titer is not ac­
cessing the ACl\I (writerAccess = false), whereas if nwi = WIP there is 
a write in progress, so the ,niter is accessing the AC\I (writerAccess = 
true) . 

2. Similarly for the reader, if nri = RCP there is not a read in progress so 
the reader is not accessing the ACl\I (readerAccess = false), whereas 

2Strictl.l· speaking this is not equivalent to start_read in the abstract specification. 
which does not acquire the item to be read. The abstract specification could be changed 
so that the reader records the index of the item that it is going to read. This. however, 
would change the specification so that reader could not read any items that were written 
by writes that occurred during the read. which does not conform to the notion of atomicity. 



5.4. A Retrieve Relation Between the Formal Models 

Implementation 

nwi = wcp 

nwi = wip 

nri = rcp 

nri = rd 

pairWritten 

or writerPair 

pairWritten 

--- slotWritten(pairWritten) 

--- writerSlot 

--- slotWritten(pairWritten) 

or opposite slot to writerSlot in writerPair 

readerPair --- readerS lot 

Abstract 

writerAccess = false 

writerAccess = true 

readerAccess = false 

readerAccess = true 

'

sequence) ·lvrur~Of 
Val2 

----:~I I 
I / I I 

,;>' _j Val3j 
" ",. -'P" 

" " ~.... I I 

I I 

Figure 5.4: The retrieve relation between the concrete and abstract models 

if nri = RD there is a read in progress, so the reader is accessing the 
ACM (readerAccess = true). 

Constructing the retrieve relation requires the addition of an auxiliary 
boolean variable to the model of the implementation, writerChangedPairNI. 
This is used to record when the writer changes the pair of slots it is accessing, 
because, until it has completed the first write to the newly chosen pair. and 
indicated the pair it is accessing, the reader cannot access the same pair as 
the writer. This means it is not possible for the reader to read the item 
that has been written during the current write (this item was added to the 
head of the sequence in the abstract model by the start write model). The 
boolean is set to true by the writerChoosesPair operation, when the writer 
changes pairs, and is set to false by the writerlndicatesPair operation. 

With respect to the sequence of values, it is possible to retrieve up to two 
values from the information recorded by the writer, and it may be possible to 
retrieve one value from the information recorded by the reader, as described 
below: 

1. If the writer is accessing the ACM, and has \\'Titten the new item 
to it, this item will be the head of the sequence in the specification 
and will be pointed to by the ,rriter local variables writerPair and 
writerSlot in the implementation. Otherwise the item at the head of 
the sequence will be the one written by the last write, and will be 
pointed to by the control variables in the mechanism. pair Written and 
slot Written (pair Written). 
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2. If the writer is still accessing the mechanism and it has written the 
new item, then the item that is second on the sequence of values in the 
specification will be the one that was written by the last write. This 
will be pointed to either by the control variabies in the mechanism, 
pair Written and slotWritten(pairWritten), ifthe writer changed pairs 
for the current write, otherwise it will be in the same pair, as the writer 
is currently accessing, but in the the opposite slot. 

3. If the reader is accessing the mechanism and has acquired the slot 
it is going to access, that slot will be pointed to by its local control 
variables, readerPair and readerSlot, and it will contain one of the 
items in the sequence of values in the specification. This may be one 
of the items that can be accessed from the information recorded by the 
writer, or a third item, depending on how the read and write actions 
have interleaved with each other. 

The retrieve relation is split into four cases, depending on whether the reader 
and writer are accessing the ACM, as follows: 

(-,readerAccess 1\ -,writerAccess => .... ) 1\ 

(-,readerAccess 1\ writerAccess => .... ) 1\ 

( reader Access 1\ -, writer Access => .... ) 1\ 

(reader Access 1\ writer Access => .... ) 

The most interesting part of the retrieve relation is where the reader 
and writer are both accessing the ACM (the last conjunct above, where 
readerAccess and writerAccess are both true). The assertions in the relation 
need to be strong enough that it is possible to verify the reader can return 
the item in the abstract model that is equivalent to the item returned in 
the concrete model. The difficulty is that the item returned depends on the 
recent history of the ACM: i.e. on the precise interleaving of the actions 
of the reader and writer in the implementation. This part of the retrieve 
relation is described below. 

The fact that the reader and writer are both accessing the AC)'1. is 
recorded in the concrete model as: 

nri = RD 1\ nwi = WIP 

The reader indicated the pair it is accessing during the startRd operation, 
and the writer indicated the slot it is accessing during startWr. Therefore 
the reader local variable readerPair and the writer variable writer-Slot are 
equal to the relevant control variables, and the "Titer has added the item 
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just written to the slot pointed to by its local variables in the implementa­
tion and to the head of the sequence in the abstract model: 

writer. writerSlot = slot Written ( writer. writerP air) /\ 
reader.readerPair = pairReading /\ 
slots{writer.writerPair, writer.writerSlot) = vals{I).val 

The remainder of this part of the retrieve relation depends on the recent 
history of the ACM, in particular if the writer has changed pairs before 
starting the current write. The auxiliary variable, writerChangedPairNI. 
records whether the writer has changed pairs or not. The reader chooses 
the slot it is going to access at startRd, so the reader local variables will be 
pointing to the slot chosen, and the item it has chosen will be one of the 
items in the sequence of values in the abstract model. This enables the two 
cases to be defined in the retrieve relation as follows: 

1. If the writer has changed pairs the boolean writerChangedPairsNI will 
be true, and the writer local variable writerPair "ill not be equal to 
the control variable pair Written. In this case the reader and writer 
cannot be accessing the same pair of slots (as explained above), and 
the item at the head of the sequence is not available to the reader. 
The length of the sequence must therefore be strictly greater than 1, 
and the item written during the last write will be the second in the 
sequence. The reader will be accessing the pair of slots last accessed 
by the writer, so the control variables pairReading and pair Written 
will be equal. This gives 

writerChangedPairNI '* 
len vals > 1 /\ 
pairReading = pair Written /\ 
pair Written i- writer. writer Pair /\ 
slots {pair Written, slot Written {pair Written)) = vals(2).val/\ 

(3 i E inds vals . i > 1/\ 
slots (reader. readerPair, reader. readerSlot) = vals{ i). val) 

2. If the writer has not changed pairs for the current write the boolean 
writerChangedPairsNI will be false, and the writer local variable 
writerPair will be equal to the control variable pair Written. In this 
case there is a possibility that the last read ended and the new read 
started during the current write, in which case the previous read may 
have returned the item written by the current write. The sequence of 
values in the abstract state will then have been shortened to length 
one and the item written during the previous write (the one pointed 
to by the control variables in the mechanism) "ill haw been removed 
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from the sequence in the abstract model, and this item is not included 
in the retrieve relation. The single item remaining will be the one 
written during the current write and pointed to by the writer local 
variables. If a number of writes have occurred during the read. the 
items written will be in the sequence in the abstract model. and the 
reader may choose to read anyone of these items. The sequence will 
then be shortened to include the item read and all later items. This 
gives: 

(-,writerChangedPairNI ::::} 
pair Written = writer.writerPair /\ 

(3 i E inds vals . 
slots (reader. reader Pair. reader. reader Slot) = 

vals(i).val)) /\ 
len vals ~ 1 

Combining the above completes this part of the retrieve relation: 

readerAccess /\ writerAccess ::::} 
nri = RD /\ nwi = WIP /\ 
writer. writerSlot = slot Written ( writer. writerPair) /\ 
reader.readerPair = pairReading /\ 
slots ( writer. writerPair, writer. writerSlot) = vals(l). val/\ 

(writerChangedPairNI => len vals > 1 
pairReading = pair Written /\ 
pair Written =I writer.writerPair /\ 
slots (pairWritten, slot Written (pairWritten)) = vals(2.val) /\ 

(3 i E inds vals· i > 1/\ 
slots ( reader. readerPair, reader. readerSlot) = vals( i). val))/\ 

(-,writerChangedPairNI ::::} 
pair Written = writer.writerPair /\ 

(3 i E inds vals . 
slots (reader. readerPair, reader.readerSlot) = vals{ i). val))/\ 

len vals ~ 1 

5.5 Discharging the Proof Obligations 

This section describes the refinement proof obligations that have been dis­
charged to show that the concrete formal model given here is a refinement 

of the abstract model. 
First the domain proof obligation has been discharged for each of the 

operations as follows (where R is the retrieve relation, and as and cs are 
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arbitrary states in the abstract model and concrete model respectively). For 
example: 

R ("-- "--) "--as, cs ; pre_start_write( as) 

pre_start Wr(~) 

Similar proof obligations must be discharged for the other operations. 
These proof obligations are relatively trivial to discharge, because, for 

example in the case of dom-start_write, it is simply necessary to show that 
writerAccess = false when nwi = wCP (writerChoosesPair). This is the case, 
because the writer is not accessing the mechanism in both models. The only 
complication is that each of the proof obligations must be discharged b;' 
using a case distinction, because the reader mayor may not be accessing 
the mechanism when the write operations are executed and vice versa. 

The result proof obligations are more interesting, and the most interest­
ing case, that for endRd is shown below3. The proof obligation is 

R(~, ~); pre_end_read(~); posLendRd(~, cs) 

:3 as: Abs_State· R(as, cs) /\ posLend_read{~, as) 

pre_end_read expands to readerAccess = true and the post conditions of 
the operations are: 
post_endRd !:::,. nri = RCP /\ 

"--- , L.' ---: __ -:--=_ 
V = slots(reader.readerPair, reader.readerSlot) 

L-- L--

post_endJead !:::,. ,readerAccess /\:3 i· E inds vals· v = vals{i).val/\ 
L-- L--

indexRead = vals(i).index/\vals = vals{l, ... , i) 
A witness value (as:Abs_State) can now be found to satisfy the conclusion 

of the proof obligation, which must satisfy posLend_read and the retrieve 
relation. The end_read operation shortens the sequence of values to remove 
items that are older than the one read, sets indexRead equal to the index of 
the item read and also sets readerAccess to false, the other component parts 
of the record are unchanged. This following can therefore be used as the 
witness value: L-' L.' __ _ 

as = mk-AbsJ3tate( vals(l, ... ,i), writerAccess ,fa Ise,nextlndex , 
L- L.' __ ~ 

vals (i) .index,jirstlndex) 

However .L.~-n-·t-er-A-c-c-es-s can take two possible values, false and true, and the 
proof needs to proceed by case distinction as follows (in the outline below 
the notation "by???" in the justification of proof lines one and two is used 
to indicate that the sub-proofs are still to be completed): 

3The interested reader can download the PYS theory, and the proof scripts from 
http://homepages.cs.ncl.ac. uk/ neil.henderson/fme2002 / 4s1ot. tgz. 



5.5. Discharging the Proof Obligations 82 

(~ ~) (~ ~ from R as, cs ;pre_end_read as);posLendRd(cs. cs) 
'--

1 from mk-Abs_State (vals (1, .... i), false, false .... ) : AbsState 
infer:3 a: AbsState· R(as, cs);posLend_readC~. as) by'?'?,? 

'--
2 from mk-Abs_State (vals (1, .... i), true, false, ... ) : AbsState 

infer :3 a: AbsState . R( as, cs) 1\ post_end_read(~. as) by'?'?'? 
infer :3 a : Abs_State . R( as, cs) 1\ posLend_read(~. as) 

case-distinction 1.2 

The two sub-proofs are completed in similar ways, and a rigorous proof 
of sub-proof 2 follows. Three of the conjuncts of the retrieve relation follow 
immediately by =>-I-right-vac, since the antecedent of the implication is false 
in each case as a result of the witness value used. This leaves the fourth 
conjunct of the retrieve relation to be shown to hold, and it is necessary to 
show that the witness value satisfies posLend_read. 

from R(as, 'cs);pre_end_read(as);posLendRd('cs. cs) 
'--

1 from m k-A bs-State (vals (1, .... i), fa Ise, fa Ise, ... ) : A bs State 

infer:3 a: Abs_State· R(as, cs); posLend_read(as, as) :3-1( ... ) 
'--

2 from mk-Abs_State (vals (1, ... , i). true, false, ... ) : Abs_State 
2.1 ..., readerAccess 1\..., writerAccess ~... ~-I-right-vac(2.hl) 
2.2 readerAccess 1\..., writerAccess ~ ... ~-I-right-\'ac(2.hl) 
2.3 readerAccess 1\ writerAccess ~ ... ~-I-right-\'ac(2.hl) 
2.4 from..., readerAccess 1\ writerAccess 

infer..., readerAccess 1\ writerAccess ~... by'??? 
2.5 R( as, cs) 1\-1(2.1.2.2.2.3.2.4) 

'--
2.6 from i E inds vals 

infer posLend_read(as. as) by'?'?'? 
2.7 R(as, cs) 1\ posLend_read(as. as) 1\-1(2.5.2.6) 

infer:3 a: AbsState· R(as. cs) I\posLend_read(as. as) 
:3 -1(2.h1.2.i) 

infer :3 a : Abs_State . R( as, cs) 1\ posLend_read(as, as) 
case-distinction 1.2 
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Considering the completion of sulrproof 2.6 first. RI M. t;') 8W~ the 
following: 

(writerChangedPairNI ~ len vals > 1 

(3 i E inds vals· i > 1/\ 
slots (reader. readerPair. reader. readerSlot) = flals (i). val)) /\ 

(-,writerChangedPairNI =? 

(3 i E inds vals . 
slots (reader- .r-eaderPair-. reader. readerSlot) = vals( i). val)) ... 

posLendRd states that the reader. in the implementation. [I'turns the 
"-- ' L' -------:-----:::c--

item from slots (r-eader. readerPair. reader.n:aderSlot) which allows the sub-
proof to be completed. Strictly the sub-proof should be discharged In- ('as(' 
distinction on the value of wr-iterChangedPairNI. but the t\l() ca..-;es are al­
most identical and will be combined for the purposes of this rigorous pro()f 
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from R(as, 'cs);pre_end_read('as);posLendRdl cs, cs} 
L---

1 from mk-Abs_State (vals (1. .... i). false. false .... } : Abo' 3'u'r 

infer 3 a: Abs_State . R(as, cs}: posLend_read('as. as} 3-1{ ... ) 
L---

2 

2.6 

2.6.1 

from mk-Abs_State (vals (1. .... i). true. false .... } : _.4.iJ, _Slu Ii 

L---

from i E inds vals 

v = ';z;;t;(~eader.readerPair. ~eaderreader,'-,'IIII) 
post _E'ndR d-dpfn 

L---

2.6.2 

2.6.3 
2.6.-1 

V = vals ( i). val =-sul)sIII1.2.6.1 } 
L---

indexRead = vals(i}.index 2.h1 
-, readerAccess 2h1 

2.6.5 vals = vals(l. ... , i} 2.h1 
2.6.6 -, readerAccess 1\ v = vals(i}.val ... 

1\-1(2.6.2.2.6.3.2.6.-1.2.6.5} 

infer posLend_read('as. as) 3-I(2.6.h1.2.6 .. j} 
2.7 R(as, cs} 1\ posLend_read("G:s. as) 1\-112.5.2 G) 

infer 3 a: Abs_State· R(as. cs} 1\ posLend_read('as. as} 
3-I(2.h1.2.7) 

infer 3 a: Abs_State· R(as. (8) 1\ posLend_read("as. as) 
case-distinction 1.2 

The remaining conjunct of the retriew relation that must be shown to 
hold (sub-proof 2.-1) is: 

-,readerAccess 1\ writerAccess ~ 
nri = Rep 1\ nwi = WIP 1\ 
writer. writerSlot = slot Jrrittfll (writer. u:ritfrPair) 1\ 
reader. readerPair = pairReading 1\ 
slots (writer. writerPair. writer.lLTiterSlot) = vals(l).vall\ 

(writerChangedPair.'\TI ~ len vals > 11\ 
pairReading = pairll'ritten 1\ 
pair Written =1= writer. writerPair 1\ 
slots (pair Written. slot Written (pair Writte n)} = 

l'als(2).val) 1\ 
(-,writerChangedPairNI ~ 
pair Written = writer.writerPair) 1\ 
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len vals 2: 1 

Most of the above follows directly from hl {R{~.~)J since: 

1. The values of the control variables and writer and reader local Yariabl('s 
are not changed by posLendRd. therefore the equality. or otherwi,,('. 
of the control variables and the local \'ariables is unchanged in the 
conclusion of the proof. Similarly the writer program counter remains 
unchanged, since the writer has not executed an operation (1/ u'i = 
wCP). 

2. No new items are written to the '-\'C:\1. and t he sequence in the abstract 
model always contains at least one item. therefore 
slots(writer.writerPair, writer.writerSlot) = vals{l).val will hold in 
the conclusion. 

It only remains to prove that the sequence will be of the correct length. 
depending on the value of the auxiliary variable writerChangedPairS I. I If 
the sequence in the abstract model is of length greater than one aftPr end 
read the relation slots (paidVritten. slot Written(pair Written)) = vals ('2). val 

will automaticall)· follow and complete the proof). R(a:s,~) states that the 
sequence in the abstract model has at least one item in it before end read 
is executed, therefore the case where writerChangedPairS/ is false follo\\'s 
trivially, since a subsequence of a non empty sequence must contain at least 
one item. The case \"here the auxiliary variable is true is prowd by casp­
distinction on the yalue of i. If i = 1 the proof follows by contradiction. 
since R('as, ~) states: 
:3 i E inds vals· i > 1/\ slots(reader.readerPair. reader.rear/erS/nt) = 

vals ( i) . val 
and posLendRd statt's that the reader in the implementation returns the 
value from slots(reader.readerPair, reader.readerSlot). The \'alue of i can­
not, therefore, be equal to 1. If i > 1 the proof follows from the definitions 
of the retrieve relation and posLendRd4

. 

~Strictly speaking sub-proof 2.-! verifies that the consequent of this conjunct of the 
retrieve relation holds (using A-I), and this sub-proof can then be used "ith the =>-1 rule 
to establish.., readerAccess A writerAccess => .... This would. however. add an additional 
line to the proof and the remaining lines would need to be renumbered. Therefore. in 
order to keep the line numbers consistent with the outlines on the preceding pages. this 
extra step has been omitted. 
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( 
L-- L-- ) L--

from R as, cs ; pre_end_read( as); posLendRd("cs. cs) 
.l..-

I from mk-Abs_State (vals (1, ... , i). false. false .... ) : AI,.,_Stllte 

infer :3 a: Abs_State . R{as. cs): posLend_read( U8. as) 3-1( ... ) 
.I..-

2 from mk-Abs_State (vals (l. ... , i), true. false .... ) : Abs_Statf 

2.4 
2.4.1 
2.4.2 
2.4.2.1 

2.4.2.2 

2.4.3 

2.4.4 

2.5 

from -, readerAccess /\ writerAcu:.ss 
nri = Rep posLendRd-defn 
from writerChangedPairSI 

from i = 1 
infer len vals > 1 

contradiction (h 1 ,2.h 1. post _endRd-defn) 
from i > 1 

infer len vals > 1 (h1,2.hl.posLendRd-defn) 
infer len vals > 1 case-distiIll'tion(:?...1.2.1. 2...1.2.2) 
from -, writerChangedPairNI 
infer len vals ~ 1 
len vals ~ 1 

2.hl. len 
case-distinction(2.-1.2.2.1.3) 

infer -, readerAccess /\ writerAccess ~ ... 
~-1(2.-1.111.:? .-1.-1 .... ) 

R(as, cs) /\-1(2.l.2.2.2.3.2.-1) 

2.7 R(as, cs) /\ posLend_read('as. as) /\-1(2.5.2.6) 

infer:3 a: Abs_State· R(as. cs) /\ posLend_read('as. 11.',) 

:3-1(2.hl.2.7) 

infer:3 a: Abs_State· R(as. cs) /\ posLend_read(~. as) 
case-dist illct ion l.2 

5.6 Summary 

This chapter introduces the first of the tools. that has been used in the in­
cremental deyelopment process described in this thesis to \'erify properties 
of the -1-s10t. which can be used to gain an improved understanding of the 
behayiour of the implementation to help to reduce errors and ambiguities in 
the specification earlier in the deyelopment process. It describes method of 
demonstrating that the 4-s10t implementation is a refinement of the abstract 
model of L-atomicity from Chapter 3. Disco\'ering the retrieve relation and 
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discharging the proof obligations gave increased confidence in its correct­
ness, and helped in improving our understanding of the behaviour of the 
implementation by identifying the following behaviour: 

1. If the writer has changed pairs and has not indicated that it has 
changed when a read starts, the slot the reader "ill access is effectiwlv 
chosen at start read, when the reader executes the readerChoose$Pai~ 
operation. The reader will access the pair of slots the writer previously 
accessed, and any new values will be written to the pair the writer is 
now accessing. The reader will continue to access the pair the writer 
was previously accessing, until after the end of the current write. and 
the values of the control variables pairReading and pair Written will 
remain equal until then. 

2. There are two points within the writer algorithm when the item that 
is being written can be released and made available to the reader. If 
the reader chooses to access a different pair to the writer, the item was 
effectively released by the writerlndicatesPair operation at the end of 
the last write to the pair the reader has chosen. If the reader accesses 
the same pair as the writer, the point that the item is released is depen­
dent on the ordering of the readerChoosesSlot and writerlndicate$Slot 
operations. 

3. There are effectively a maximum of three different items that the reader 
can return as a result of a read. The exact interleaving of the actions 
of the reader and writer. and the recent history of the interleaving 
of those actions, determine which of the slots the reader will access 
during a read and which of these three items it will return. 

Unfortunately the proofs rely on an unrealistic assumption about the 
atomicity of the actions of the reader and writer of the ACM. In order to 
discharge the proof obligations some of the actions of the reader and writer 
in the implementation need to be combined into single actions, that are 
equivalent to the operations of the abstract model, which are assumed to be 
executed in a Hoare-atomic manner. It is therefore recognised that this is not 
a full correctness proof for the ACM, because these groups of actions are not 
atomic in actual implementations of the 4-slot: the proofs are insufficient to 
show that the 4-slot implementation is L-atomic when the reader and writer 
can access the mechanism in a totally asynchronous manner. Unfortunately 
it is not possible to relax the atomicity assumptions and use refinement to 
verify properties of the implementation for two reasons. First, each of the 
individual reader and writer actions either accesses a control variable in the 
mechanism, or one of the slots. It is possible for an unbounded number of 



5.6. Summary 88 

reader actions to occur between any two writer actions. Similarly it is pos­
sible for an unbounded number of writer actions to occur between any two 
reader actions. It is therefore possible for any of the writer actions to in­
terfere with the operation of the reader, for example. Discovering a relation 
between the models would, therefore, be very difficult. Second, it became 
apparent, when discovering the retrieve relation and discharging the proof 
obligations that the writer may effectively release the item it has written 
at different points in its algorithm. If the reader accesses the same pair 
as the writer the item is available to it as soon as writerlndicatesSlot has 
been executed, however, if the reader accesses the opposite pair to the writer 
the item it is going to acquire was released by the last writerlndicatesPair 
operation. Despite this shortcoming, the effort was considered worthwhile, 
because of the increased understanding of the behaviour of the system, and 
the increased confidence in the correctness of the system, that was gained. 
Recent work, [BvW03], has extended action systems by adding a guarantee 
condition to each process, but it may not be possible to find suitable guar­
antee conditions for the processes, to use action refinement, to verify the 
implementation is a refinement of the abstract model. 

The exhaustive proof method used to verify the abstract model of atom­
icity could be used to verify the implementation is Lamport atomic, when 
the individual actions of the reader and writer are themselves atomic. This, 
however, would require an exploration of the entire state space of the 4-slot. 
This state space is not simply the cross product of the number of read and 
write operations, because, for example, the behaviour of the mechanism can 
change if a read occurs when the writer has changed pairs but has not in­
dicated it has changed. It would be a non trivial task to ensure that the 
entire state space is explored correctly, and verification proofs would need to 
be discharged for each of the states in the entire state space. Therefore this 
is not considered to be a practical solution, and it was necessary to explore 
other proof methods to relax the assumption about the atomicity of the 
actions of the reader and writer and verify that the 4-slot implementation 
is L-atomic. Chapter 6 describes such a method, using an assertional rely­
guarantee proof method for interleaved shared variable concurrency and the 
lessons about the behaviour of the implementation described above assisted 
in devising assertions that are required for this method. This method has 
the advantage that it may be possible to use the rely-guarantee conditions 
of the ACM, with a model of its behaviour, to verify properties of larger 
systems, where the 4-slot is itself used as a component. 



Chapter 6 

Applying a Compositional 
Proof Method 

This thesis describes an incremental approach to system deyelopment. Stilrt­
ing with an abstract model of the required properties of the sYst('m it shows 
how an understanding of its behayiour can be gained over time. by verifyillC!, 
properties of increasingly realistic models of the implementation. Chilpter -1 
described an abstract model of L-atomicit~· that has been used as the hasis 
of the incremental approach. Chapter;) then described a refinement method 
that has been used to verif~' that the 4-slot implementatiun is a refinement 
of an abstract specification uf atomicity. The proof that a refinement re­
lation exists between the models relies on an unrealistic assumptiun about 
the (Hoare) atomicity of actions of the reader and writer tu the _-\C~l: some 
actions of the reader (and writer) in the implementation are grouped into 
single atomic actions in order to discharge the proof ubligations_ In imple­
mentations the indiyidual actions of the reader and writer can interlea,-e ill 
an unconstrained manner, and in fully asynchronous implementations it is 
possible for the actions to be executed concurrently_ \-erifying the refinement 
relation helped to build an understanding of the behayiour of the implemen­
tation, howewr a means to relax the atomicity assumptions is required. 

This chapter describes the next stage in the process: how a rely-guarantee 
method for interleayed shared yariable concurrenc~- can be used to wrify 
properties of systems when the indiyidual actions of the indiyidual processes 
can interleaw in an unconstrained manner. The method also uvercomes the 
a second deficiency of the refinement approach. because it allows the \'erifi­
cation of systems where one of the components can execute an unbounded 
number of actions in between any two actions of another component. This 
makes it possible to yerify properties of some actual implementations, for 
example ,,-here the system is implemented on a single processor. First a 
proof of L-atomicity is giwn for Simpson's -1-slot (this work has preyiously 
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been published in [Hen03]). Then an incorrectness proof is briefh- described 
to demonstrate how the method can be used to identify errors i~ proposed 
implementations. This shows that a 3-s10t AC~I implementation may al­
low the reader and writer to access the same slot at the same time. s:) the 
reader may return invalid data as the result of a read. The chapter is or­
ganised as follows. First Section 6.1 introduces the rely-guarantee method. 
Section 6.2 introduces the compositional method used to wrify propertie~ 
of the 4-s10t and describes the proof obligations that need to be discharged. 
Section 6.3 describes how the method has been used to yerify that the -1-
slot implementation is L-atomic; and Section 6.-1 briefly describes how the 
method has been used to verify the incorrect operation of a 3-slot .-\C'\I im­
plementation. All of the proofs in this chapter have been discharged using 
the PVS theorem prover. The model of the 4-slot implementation is that 
described in Section 3.3.3, with additional auxiliary yariables that record 
history information about the behaviour of the implementation. 

6.1 Rely-Guarantee 

The rely-guarantee proof method [Jon8t Jon83] was developed to giw a 
precise means of specifying interference between parallel programs. Formal 
languages, such as VDI\I-SL[IS096] can be used to give specifications of 
programs a precise meaning, so that properties of those programs can be 
verified in a rigorous manner. Such languages. howew'r. assume that op­
erations are executed atomically: in VD'\I-SL pre- and post-conditions are 
given for operations, that specify the state of the program before and after 
the operation is executed. It is assumed that nothing will occur while the 
operation is being executed to interfere with the result and make the post­
condition invalid. In implementations where components are implemented 
in parallel it is possible for the components to interfere with each other. for 
example the writer of a shared yariable may be able to owrwrite the yalue 
stored while the yariable is being read. 

The rely-guarantee method allows the specification of additional proper­
ties of interfering programs: 

A Rely Condition: that specifies the maximum amount of interference 
that a process or program can tolerate from its environment. 

A Guarantee Condition: that specifies what guarantees a process or pro­
gram provides about its behaviour, for example the maximum amount 
of interference that it will generate. 

For example in the 4-s10t implementation the reader of the mechanism 
relies on the fact that the writer, once it has chosen a slot, "ill access that 
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chosen slot. In this way the reader can choose to read a different slut. 
safe in the knowledge that the writer will not interfere with it. and it can 
read a coherent value from its chosen slot. The complete implementation 
guarantees that the reader will read fresh. coherent. data i.e. that it i~ 
L-atomic. 

An exhaustive proof method could be used to wrify that the -1-slot im­
plementation is L-atomic.:, when the actions of the reader and writer can 
interleave in an unconstrained manner. This would. however. require an 
exhaustive exploration of the entire state space of the implementation. \'er­
ifkation proofs for each of the states in this entire state space would then 
need to be discharged. It would be a non trivial t ask to ensure that the 
state space was explored correctly. particularl~' since the behaviour of the 
mechanism changes in certain circumstances. for example when the writer 
changes pairs at the start of a write l

. For this reason an exhaustive method 
is not considered to be a practical solution. and it was necessary to explore 
other methods to verify that the -1-slot is L-atomic. This chapter describes 
such a method, which can be used to verify properties of sYstems where the 
components communicate \'ia shared \'ariables. 

6.2 A Proof Method for Shared Variable Con­
currency 

This section describes a rely-guarantee method. from [dR+01j. that can be 
used to verify properties of s~'steIlls where the components communicate llS­

ing shared \'ariables. and the actions of those components can interleave in an 
unconstrained manner. The method assumes that the individual actions of 
those components are atomic. and therefore they cannot occur concurrently. 

Figure 6.1: A.n Example Assertion :\etwork 

The method is based on the inductive assertion method from [Flo6-;-:. 
generalised to include the additional rules required for rely-guarant~e for­
mulae. Assertion networks are produced for the indiyidual processes 1ll the 
s~·stem. and the additional rules are used to verify: first that those processes 

1 It is not then possible for the reader to access the same pair of slots as the v;~ter 
until after the "'Titer has completed an entire "Tite. and indicated it has changed pam;. 
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meet their individual guarantee conditions on their actions provided their 
rely conditions are met; and second that the complete system, which is a 
composed from those individual processes, meets its guarantee conditions 
on its actions, provided their rely conditions are met. An example assertion 
network is shown in Figure 6.1 which is constructed as follows: 

1. Each network is based on a state transition diagram that describes the 
operation of the component. The diagram is a quadruple (L, T. 5, t). 
where L is a finite set oflocations, T is a finite set oflabelled transitions 
between those locations, there is a unique start location s. and a unique 
final location t (5 # t and {5, t} E L). 

2. The labels on the transitions consist of a guard and an operation. The 
guard is a predicate over the state of the system and the transition 
is enabled whenever the guard evaluates to true. The transition can 
be taken when the component is in the start location of the transition 
and the guard evaluates to true, and the associated operation is then 
executed. 

3. Each of the locations has an assertion associated with it that must hold 
at all times when the component process is in that location. These as­
sertions must satisfy the guarantee conditions for the actions of each 
of the components as described below, and in general encode informa­
tion about the values of the shared variables and history information 
about the system. For example, in order to prove mutually exclusive 
access to a shared resource, the assertions would encode details about 
the values of the shared variables that control access to the resource. 

The following proof obligations must be discharged for each transition 
(action) in the assertion networks of the components: 

• That if the rely condition holds and the assertion in the start state 
holds, that the assertion in the target location also holds if the opera­
tion associated with the transition is executed . 

• In addition, because the system uses shared yariables for communica­
tion between its components it is necessary to verify that the opera­
tions associated with the transitions in a network do not interfere with 
the assertions in any of the locations of the assertion networks for other 
components of the system (the Aczel semantics [Acz83] described in 
[dR+01]). This is because, in general, the assertions of the components 
will include statements about the values of the shared variables. Since 
the operations of the components can interleave in an unconstrained 
manner it must be shown that, if one of the components relies on a , . 



6.2. A Proof Method for Shared variable Concurrency 93 

shared variable taking a particular value. that value cannot be changed 
by a transition taken by one of the other components. 

• When the assertion in the start location of the transition holds and the 
transition is enabled (its guard is true): that the state of the :-;\·:,;tem 
meets the guarantee condition for the action is satisfied (a F guar 
and op(a) F guar, where a is the current state of the component. 
including any relevant history information, in the model). 

A parallel composition rule is then used to show that the system meet:-; 
the guarantee conditions on its actions. The system is composed uf 11 com­
ponents, CI ... Cn · It is necessary to discharge t he following proof obligations 
for every transition in the assertion networks the components: 

1. Since every transition of wmponent Gi , and ewry transition of the 
environment of the system is seen as an environment transition by 
every other component Cj , i f:. j, it is necessary to show t hat the 
rely condition on the actions of the component Cj is satisfied by the 
rely condition on the actions of the composed S)'stpm on thp em'iron­
ment and the guarantee conditions on the actions of all of the other 
components. 

2. Every transition of t hp components, CI ... Cn , is a transition of t he com­
posed s~'st('m so it is necessary to show that the guarantee conditions 
on the actions of the components satisfy the guarantee condition of 
the actions of the composed system i.e. guarcl V ..... V guarc

n 
F guar. 

The advantages of this method are: 

1. It is not necessary to identify the complete state space of the composed 
system. This is difficult for relatiwly small systeIlls and may not be 
tractable for larger systems. 

2. It is only IH:,('essar~' to discharge proof obligations for each of the tran­
sitions in the assertion net,"orks of the components. rather than proofs 
for each of the transitions in the full state space of the wmposed Sy:-;­
tern. 

The disadvantage is that the proofs for the transitions in the assertion 
networks may be more complex than the proofs for the transitions in the 
composed system, because of the need to prove non-interference between the 
components, but this disadvantage is outweighed by the above advantages. 
The identification of the state space of the composed system would be error 
prone, and it is anticipated that the number of proofs required for the -1-
slot, for example, would be more than double the number required by this 
method. 
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6.3 Verifying L-Atomicity of the 4-slot Im­
plementation 

This section shows how the rely-guarantee method can be used tu wrify that 
Simpson's 4-slot AC\1 is L-atomic. The assertion Ilf:'t\\·urk..; for the reader and 
writer are described in Section 6.3.1. The verification proof has been split in 
to two parts: first a proof that the implementation guarantees to transmit 
coherent data between the reader and writer is described in S('cTi()I1 6.3.3: 
then a proof that it communicates globally fresh data is briefly introduct'd 
in Section 6.3.4. These properties together are :-,ufficient for L-atomicin All 
of the proofs are based on the formal model of the .1-slot which i:-, giwn in 
Section 3.3.3. 

6.3.1 Assertion Networks for the Component Processes 

The assertion networks for the reader and \\Titer proce:-,se" of the I-slot are 
shown Figure 6.2 and Figure 6.3 respectiwly. 

Figure 6.2: Assertion :\etwork for the Reader 

Figure 6.3: Assertion ::\et\\'ork for the Writer 

The assertion networks are briefly described as follows: 

1. The networks both contain a transition labelled false, which leads to 
their respectiw termination locations. This transition is included only 
to explicitly indicate that the reader and writer algorithms do not 
terminate once tht'y have started (inclusion of this transition follows 
the style used in [dR+Ol]). 
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2. There are no guards on the transition~ in the networks. because the 
guards are all true, which means that the outgoing transition from a 
location can be taken at any time when the proce"" is in that location2. 

3. Each of the transitions is labelled with the operation that i~ executed 
when it is taken. 

The assertions that are associated with the location~ in the as~('rtion 
networks of the reader and writer and the verification proofs r hat show that 
the 4-s10t is L-atomic are described in Sections 6.3.3 (the coherence proof) 
and 6.3.4 (the freshness proof). First Section 6.3.2 gives formal deseripti<)ll" 
of the proof obligations from Section 6.2. 

6.3.2 Formal Descriptions of the Proof Obligations 

The proof obligations from Section 6.2 are descrihpd below. using a \'D~l-SL 
like notation as with the models in the previous chapt!'!"s. and the varia hi!'" 
(or state) are hooked to indicate the value before an uperation is ('w("uted. 
where appropriate, as before. 

• In order to discharge the first proof obligation it is necessary' to show 
for each operation in the reader and writer assertion networks: 

pre_Op(a); startStatc4ssertion(a); posLOp('a. a) 
targetState _Assertion ( a) 

• The second proof obligation is to show non interferPIH"e between the 
reader operations and assertions in the writer net\mrk and vice Yersa. 
This involves showing. for each \\Tite operation: 

Similarly for each read operation: 

In the model these t\H) proof obligations are combined into a single 
consistency proof for each operation . 

• In addition a well-formedness proof (called a Tee by PYS) needs to 
be discharged for each of the operations. A "itness value must be 
provided for each operation to show that there exisb a state of the 
.-\.(':-,r such that the operation can be executed. 

2There is a pre-condition in each of the operations in the model. however this relates 
to the value of a program counter. ~'hich is not present in the implementation. This 
program counter is simply used to record the next operation that can be executed by 
the component process. and is analogous to the process being in the location where that 
operation can be executed in the assertion network. 
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firstReaderChoosesPair --Assertion (a ): 

reader'ChoosesPair --Assertion(~) : readerlndicatesPair _4sse rtion(~) 
readerChoosesSlot --Assertion (~); read--Assertion (~); 

posLwriter _Op(~. cr} 
firstReaderChoosesPair --Assertion (cr}1\ 

r-eaderChoosesPair --AsseTtion( cr) 1\ readerlndicatesPair ~4.s.'ifT1ion (" 11\ 

readerChoosesSlot --AsseTtion( cr) 1\ read _4 's~rt/l)n( cr} 

first WriterChoosesPair _4ssert lOTI (0-); 

wr'iterChoosesPair --AsseTtion(~); writerChoosF .,SI{)t_4"'I~ rtion (~): 
wr-ite--AsseTtion(~); wr-iterlndicatesSlot _4ssertioll (rr); 

writerlndicatesPair --Assertion(~); posLreader _Op(~. cr) 
first Writer-ChoosesPair --A ssert/on (cr) 1\ 

wr'iterChoosesPair ~4sse1't I!! n (cr)1\ 
writerChoosesSlot--Asser-tioll(cr) 1\ u'J'lt~ _Assl T'tion(cr} 

writerlndicatesSlot--Assertion (cr) 1\ writerlndicatesPair _4sseTtion( cr) 

• In order to show that the guarantee condition of the componellts holds 
there are two proof obligations for each operation: 

1. To show that the guarantee condition holds before the operation 
is executed. For example (for the writer): 

pre_writer-_Op(~}: staTtStatL4sseT'tlOn(~); 
firstReaderChoosesPair _4 sseTtion (~): 

readerChoosesPair --AsseTtioll (~); 
reader IndicatesPair _4 sseTtioll (~); 

reader-ChoosesSlot--Assertion(~); r'ead_4ssertion( 7i) 
guar(~) 

2. To show that the guarantee condition will still hold in the target 
location of the transition after the associated operation is exe­
cuted, which (again for the ,niter) is given as: 

• The relv condition of the composed system. the AC~l. on its em'iron­
ment is' that the underlying hardware will be fault free. For example 
that items written to the buffers. and values in the control variables 
will remain until they are O\'ennitten. and that reads to the buffer~ 
and control variables will return the values stored. 
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pre_wr-iter _Op(a); staTtState-.Assertion I a): 

firstReader'ChoosesP air-~4 .sse rtion (a); 

readerChoosesPair -.Assertion (17-): 

readerlndicatesPair -.Assertion ("'a); 

readerChoosesSlot-.AsseTtion("'a); read~4.s.sutlO T/ ("'a): 

posLwriter _Op("'a. a) 
guar(a) 
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• The property that has been shmm to hold for each of the location~ in 
the individual networks is the same as the property that i~ required 
of the composed system. and. provided tlw rely condition on the em'i­
ronment is met, the composition proof follows immediateh'. Therefore 
it is not proved separately. . 

6.3.3 The Coherence Proof 

The coherence proof shows that the reader and writer to the AC)'I cannot 
access the same slot in the mechanism at the same time. and that the imple­
mentation therefore only communicates coherent data. Assertiolls giw the 
relationship between the local copies of the control variables in the reader 
and writer and the values of those control variables in the mechanism itself. 
The most interesting assertion is that for location Ir3 in the reader asser­
tion network, when the reader is about to execute the read operation. .-\ 
description of this assertion follows. 

The assertion makes use two auxiliary variables. First. wisOccurred 
which is set to true by the writerlndicatesSllJt operation and to false by 
the writerlndicatesPair operation. It is therefore true whenewr the writer 
has already indicated the slot it is accessing during the current write. Sec­
ond, rcsSince Wis. which is set to true by the readerChoos(;sSllJi operation 
and false by the writerlndicatesSlot operation. It is therefore true whenewr 
r-eadpr-ChoosesSlot has been executed since writenTl!licutesS/IJt. 

\ Yhen the reader is about to read the data from a buffer in the AC)'I it ha.-; 
previously indicated the pair it is accessing. during the readerlndicatesPair 
operation. and the local variable r-eader-Pair i:-; therefore equal to the control 
variable pair-Reading. The reader has also chosen the slot it is going to read 
from. when it executed the reader-ChoosesSlot operation. Howewr it is not 
ahnlYs possible to relate the value of the slot chosen direct!:; to the control 
\'ariables in the mechanism itself. because the writer has write access to the 
slot vVritten array. If the reader and writer are accessing different pairs they 
are by definition accessing different slots. However if the reader and writer 
are accessing the same pair t\\'O different cases for this value need to be 
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considered in the assertion: 

1. The writer has not got as far as indicating the slot it is writing to in 
the current write (the auxiliary boolean "ariable wisOccurred i~ false). 
In this case the reader's copy of the control variable will record the 
same value as the control variable itself. 

2. The writer has indicated the slot it is writing to (wisOccurred i~ true) 
when 1'csSince Wis, is used to rpason about "'hether: 

• The reader chose the slot to read from after the writer had indi­
cated the new slot it had written to: the readers local CUPY of the 
value will be the same as the appropriate element of the control 
variable slot Written relating to the pair the reader is accessing. 
and the auxiliary variable rcsSmce li'is will be true. 

• The reader chose its slot before the writer indicated the new slot 
it had written to, in which case the reader will access the opposite 
slot in the pair to the writer. and rcsSiTlu Iris will be false. 

Once the reader is reading from a slot. it has pre"iously indicated 
the pair it is reading from (at readerlndicatesPair), so the "Titer \\'ill 
change pairs at the next start write. and cannot access the same pair 
in the next write. 

The assertion is given as: 
read~ssertian /::,. nri = RD/\ =* 

pairReading = reader.readerPair /\ 
(reader.readerPair = writer.writerPair => 

(-,wisOccurred => 
reader.readerSlat = slot Irritten (reader. readerPair)) /\ 

(wisOcurred => (rcsSillceWis => reader.readerSlot = 
slot I Fritten( reader. readerPair)) /\ 

(,resSiTlee Iris => reader. readerSlot =I 
slot Written (reader. readerPair)))) 

It is not necessary to make any assertions in t he coherence proof for the 
reader network locations sr.lrl and Ir.! (when the reader is about to ex­
ecute firstReaderChoosesPair. readerlndicatesPair, and readerChoosesPair 
respectin:,ly) and the writer network location Iwo (when the writer is about 
to execute writerChoosesPair). 

The Coherence Proof Obligations 

This section describes how the proof obligations described in Section 6.3.2 
are discharged in order to verify that the -!-slot implementation preserYes 
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coherence of data. This requires assertions to be discoyered that are sufficient 
to meet the required property. Rather than describe the complete model and 
all of the proofs and overview is given of the proofs for one of the transitions. 
The remaining proof obligations are discharged in a similar manner and t lIto 
complete model is given in Appendix G3

. The most interesting cull:-,i~tency 
proof obligation relates to the readerChoosesSlot operation. which wrifies 
that the above read...Assertion holds after the operation i~ executed. The 
proof obligation is: 

pre-readerChoosesSlot("(J); readerChoosesSlot ~4sser1I()n (a); 
first WriterChoo.se.sPair ...Assertion("a): 

writer·ChoosesPair...A ssertion ("a): writerChoo.sesSI of ~4 sserlion ("rr); 
write_Assertion("(J); writerIndicatfsS/ot _Asserlion("(J); 

writerlndicatesPair ...Assertion ("(J); post _nil rI ( rChonsesSlot (~. iT) 
read_Assertion(()) /\ first WriterChoosesPair ...A8SlTtlOn(())/\ 

writerChoosesPair ~4.'iser1ion(())/\ 
writerChoosesSlot...Assertion (()) /\ write ...Asserlion (iT)/\ 

wr'iterIndicatesSloLAssertion (()) /\ writerJTld, catesPair ~4 sser1 /() 11 (iT); 

The r-eader'ChoosesSlot assertion is gin>n below, for conwnience the 
readerChoosesSlot operation is also repeated. and an outline proof follows: 

readerChoose.sSlot...A .ssertion /). 
nri = RCS /\ pairReading = reader.readerPair 

readerChoosesSlot 0 
ext wr nri : nextReadlnstruction 

wr reader. r-eader Slot: Slotlndex 
rd slot I,Fritten : Pairlndex ~ Slot/nila 

pre nri = RCS 

post nri = RD/\reader. readerSlot = ~lot Writtell (~eader. readerPair); 

3The interested reader can download the P\'S theory. and proof scripts. from 
http://homepages.cs.ncl.ac.uk/neil.henderson/fme2UU3/coherent.tgz. 
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from pre-readerChoosesSlot("a): rwduChoo,e,S/r)t ~-1.';.';frtion (<a): 

writerChoosesPair ..Assertion (<a); 

writerChoosesSlot ..Assertion (<a) 

write..AssertioTl ("a ): writerlndicatesSloL-1.';sertion(<a): 

writerlndicatesPair ..Assertion (<a ): readerCh(Jo.;:;r.,srnt('rr. a) 
1 nri = RD posLIeadf-'rClj()(l~e~Slul-defn 
2 pairReading = reader.readerPair h2, posLTeadf'fCh()()~f-'"SI()I-defIl 

I ~I __________ __ 

3 from reader.readerPair = writer.writnPair 

infer reader. readerPair = writer. writerPair => 
(-,wisOccurred => ... )1\ 
(wisOccurred => ... ) 

I L' ________ -= __ 
4 from reader.readerPair #- uTiter.writerPair 

infer reader.readerPair = uTiter.writerPair => 
(-,wisOccurred => ... )1\ 
(wisOccurn~d => ... ) 

readerChuosesSlot-defn, =>-I-right-yac( 4.h1) 
infer read_Assertion (a) 1.:? .case-distinction (3. cl) 

Sub proof 3 above is discharged by case distinction on the "alul' of the 
auxiliary variable nwi, which establishes which of the assertions for the 
writl'r network holds for each particular case, and therefore the value Ill' 
the auxiliary variable wisOccurred. Rather than give a full rigorous descrip­
tion of sub-proof the following outline uses a case distinction oa-;ed on the 
value of wisOccurred: 
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from pre- readerChoosesSlot (a); readerChoostsSlot _4 ssertion ( (T): 
... ; (J = readerChoosesSlot('(J) 

3 from reader. readerPair = 'writer. writerPair 
3.1 from -'wisOccurred 
3.1.1 reader.readerSlot = 

slot WT'itten (reader .readerPu 11')) 

infer -,wisOccurred => 
T·eader. readerSlot = 

posLreadfTClli I( 1",,~~lot-defn 
h3.1. 3.1.1 

slot Wntte II (reader .readerPair) 
3.2 from wisOccurred 

3.2.1 rcsSince Wis posLreaderChoose""';j,,T-defn 
3.2.2 reader.readerSlot = 

slot Jj'r/ftf II (reader. readerPair)) 

post JeaderCh()()sp~Slot-defn 
3.2.3 r'csSince Wis => reader.readerSlot = 

slot ll'ritten (reader. readerPair)) =>-1(3.:'? .1.3. 2.:2) 
3.2.4 -, 7{'sSmce Iris => reader.readerSlot = 

slot Written ( reader .readerPair)) 

=>-I-right-\'ac(3.2.1 ) 
infer wisOccuT'1'ed => 
(rcsSince II'is => 

reader .readerSlot = slot Written (reader .ff"ui/I ,PW,.))/I. 
(-,rcsSincell',s => 

reader .readerSlot #- slot Written (reader .r·eaderPair)) 
/1.- I (:3.:.? 3,3.2..t) 

infer reader .readerPair = writer. writerPair => 
(-,wisOccurred => ... )/1. 

(wisOccuT'T'ed => ... ) case-distinction 3.1.3.2 

infer read~ssertion((J) 1.2 .case-distinction( 3.-1) 

The proof of non-interference with the assertions in the "Titer network 
follows directly from the definitions of the assertions themselws. For exam­
ple, the writerChoosesPair ..Assertion is: 

writerChoosesPair _4ssertion f:::. -,U'isOccurred /I. 
writer. writerPair = pair Written 
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The auxiliary variable wisOccurr'ed is only assigned to by the \\Titer op­
erations and the writer assertions refer to control variables that the only 
writer has write access to. Discharging the consistency proof obligaTiuI;~ 
establishes that the reader and writer networks are inductive a~~erti()1l net­
works. It remains to verify that the locations in the networks establi~h the 
required guarantee condition (that the reader and writer do not access the 
same slot in the mechanism at the same time): 

nri = RD 1\ nwi = WR::::} ((reader.readerPair i- /L'Iiter.writerPair) V 

(reader. readerSlot i- writ!'r. writPrS'iot I) 

The interesting proofs are those to show that the guarantee ("(!I1ditiun 
holds after executing readerChoosesSlot and writerChooslsSiuf and beforf-> 
executing read and write. The first of these proof obligations is: 

pre_r-eaderChoosesSlut ('a); readerCIt 1)(J8f.,S/Ot ~4 ssert Ion ('a ); 

first WriterChoosesPair ~4 sser1ion ('a); 

wrderChoosesPair ~ssertion('a); writer'ChuosesSlot _Asser1((JTI(~); 
write _Assertion ('a): writer IndicatesSlot ~ssertion; 

writerlndicatesPair ~ssertion ('a); posLreaderChuosesSlot ('a, a) 
nri = RD 1\ nwi = WR ::::} 

(( reader. readerPair i- writer. writerPUlr)V 
(readeroreailnSiot i- writer. writerSlot)) 

A rigorous proof is shown below. The complete proof is discharged b.Y 
case-distinction on the yalue of nwi, although the only interesting part of 
the proof is where nwi = WR, where write_Assertion (which is h·) in the 
proof) expands to: 

nwi = WR::::} .wisOccurred 1\ writer.writerSlot i­
slot Written ( writer. uTiterPUI r) 

The composition proof obligations have not been separately discharged. 
because: 

• The property that is required to hold of the composed system is the 
same as the property that has been shown to hold for the indiyidual 
locations of the components .. 

• The rely condition of the S\'5tem is that rely = id. in other words 
that no' transition of the em:ironment of the AC:-'I affects the state of 
the composed .-\.C:\1. The reader only relies on the "Titer accessing its 
chosen slot. and yice versa. which follows from the above rely condition. 
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from preJeaderChoosesSlot(a); readerDlOo.';f;sSlot _-l..';.';ertlOn (a) 

... ; write~ssertion(a)(h.)): ... ; readerCho(j.)esSlot(a.a) 
1 from r·eader·.readerPair =I- writer. writerPalr 
1.1 (reader.reader-Pair =I- writeT.writerPair)V 

(reader.readerSlot =I- writer.writerSlot) _-I-rightll.h1) 
infer (nri = RD /\ nwi = WR => 

(reader.readerPair =I- writer.writerPair)V 
(reader.readerSlot =I- writer.uTiterS/ot) =>-I-left(l.l) 

2 from reader. readerPair = writer. writerPair 
2.1 from nwi = wcp 

infer nri = RD /\ nwi = WR => ... =>-I-right -"ac( 2 .l.h1) 
2.2 from nwi = WCS 

infer nri = RD /\ nwi = WR => ... =>-I-right-\'ac(2.2.hl) 
2.3 from nwi = WR 

2.3.1 reader. readerSlot = 
slot n'ritte 1/ (reader. reader-Pair) 

post JeaderChoosesSlot -dpfn 

2.3.2 ..., wisOccurred/\ 
..., writer. writerSlot = 

slot WritteTI ( writer .IITiterPalr) =>-E-left (2 .3h l.h5) 
2.3.3 writer.writerSlot =I-

slot \rrittlT! (writer. wrlteTPui r) /\-E-left 12 .3. 2) 
2.3.4 reader.readerSlot =I-

writer. UTitC rSlut 2 .h1.2 .3.1. 2 .. 3.3 
2.3.5 (reader.readerPair =I- writer.writerPair)V 

(reader.readerSlot =I- writer.writerSlut) 
V-I-left(2.3...l) 

2.4 

infer nri = RD /\ nwi = \\'R => 
((reader.readerPair =I- writer.writerPair)V 
(readeT.readerSlot =I- writer. uTiterSlut)) 

=>-I-left(2.3.5) 

from nwi = WIS 

infer nri = RD /\ nwi = \\'R => ... =>-I-right-"ad 2.4.hl) 

2.5 from nwi = WIP 
=>-I-right -\'ac (2 . .).h 1) infer nri = RD /\ nwi = WR => ... 

infer nri = RD /\ nwi = WR => 
((reader.readerPair =I- writer.writerPair)V 
(reader. readerSlot =I- uTiter. writerSlot)) 

case-distinction( 2.1.2.2.2.3,2.·1. 2.5) 

infer nri = RD /\ nwi = wR => 
(( reader. readerPair =I- writer. writerPair) V 

(reader. readerSlot =I- writer. u:riterSlot)) 
case-distinction(1.2 ) 
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It should be noted that the property that has been verified to hold of the 
composed ACM in this section is not a guarantee-condition. since it does !Jut 

relate the input state of the AClvI to its output state (the property is that 
the reader and writer will not access the same slot at the same time). In 
each case assertions about the state of the AC\I. and the required property. 
have been shown to hold both before and after each transition i::; taken 
in the assertion networks of the components. Therefore. while the prouf 
method used is based on the rely-guarantee method described in Section G.2. 
the proofs have been effectively been discharged using the prouf methud of 
Owicki-Gries [OG76c,OG76aJ, "'ith an additional explicit tesT t.O wrify n()ll­
interference between the individual component::;. 

The verification proof to show that the 4-s10t maintains (global) f[('shl\(,S~ 
of data is described in the next section (this property is a guarantee condition 
of a read action to the AC}'I). 

6.3.4 The Freshness Proof 

The freshness proof wrifie::; that the 4-s10t transmit::; globally fresh dat a 
between the reader and writer processes. The proof uses auxiliary \'ariables 
to record extra history information about the data iT('lll.~ that are available 
to the reader in a similar manner to the exhaustiw proof for The ailst ract 
specification given in Section 4.2. The extra variables are: 

newMaxFresh: Incremented by the writer at start write. to record the 
index of the new data item to be written to the AC}'I. 

maxFresh: Used by the writer to indicate the index of the latest data 
item written to the AC'!\I. This variable is set equal to 1IfU'A/ruFresh 
by the writerlndicatesPair operation. 

minFresh: Used by the reader to record the index of the latest item avail­
able to be read, at the start of a read (by the readerITlilll'!LtesPllIr 
operation) . 

indexRead: l:sed by the reader to record the index of the data item it 
has chosen to read (by the readerChoosesSlot operation). 

lastIndexRead: l'sed by the reader to record the value of indexRead. 
before it is updated to record the index of the item read during the 
current read. 

These auxiliary variables are used in the guarantee condition to ensure 
that items read b~: the reader are (globally) fresh. This guarantee condition. 
when combined with the guarantee of data coherence, gives the required 
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property that the AC\I is L-atomic. In the refinement proof the items read 
by the reader are related directly to items in the abstract sequence and 
equivalent behaviour is encoded into the model used in this proof using the 
above variables. An informal proof of this assertion is as follows: 

1. When a write starts in the abstract model the item being written 
is added to the sequence as it is potentially available to the reader. 
This item potentially becomes available in the implementation once 
the writer has executed writerIndlcatt.,Slot to indicate the slot it has 
accessed. The start_write operation in the abstract model includes 
the writerlndicatesSlot operation. so the new item becomes available 
at the same time. 

2. If the reader and writer access the AC:\I at the same time. alld the 
reader manages to read tIlt' item that was \\Tittell by the write that 
is in progress, the sequence in the abstract model is shortened to only 
contain that item. and its index will be equal to newMaxFrr::sh. In the 
implementation the reader can read the item that has been written. 
but not fully released and minFresh is set equal to new}./ruFn .';/1 at the 
start of the next read if the writer has not executed writerlndicatesPair 
and updated maxFresh. In all other cases the oldest item in the s('­
quence in the abstract model "'ill be the one writtell by the last com­
plete write to finish before the read starts. The equivalent item is 
pointed to b~' the control variables in the mechanism and TllITl Frf -';/1 is 
set equal to the index of this item at start read. 

3. The retrieve relation maps the item read in the implementati()ll to an 
item in the sequence in the abstract model. This model ensures that 
indexRead is greater than or equal to rrtI7lFT"t'sh and less than or equal 
to newMaxFresh during the read operation. Therefore the item read is 
one that would be in the sequence in the abstract model at end read. 

4. The index of the previous item read is recorded as lastlndexRead b .... 
the reader. and indexRead is verified to be greater than or equal to 
this value to wrify the items are read in the order the .... are \\Titten. 
This property is guaranteed by the removal of all items older than the 
one read from the sequence in the abstract model. 

The relationship between the abow auxiliary ,'ariables depends on the 
recent history of the ACI\I. which can be in one of four states as shown in 
Figure 6...1. Each state is shown as a double rectangle: the left hand rectan­
gle shows the relationship between the variables pairReading. pair Written. 
writerPair and readerPair; and the right hand rectangle briefly describes 
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-- ~airReading = pairWriuen Reader and ... ri ... """"""'" the I 
readerPair = wri ..".Pair same pa1f of .Iou and ba,,, boIb 

I readerPair = pairReading irulicated the pa1f ""'> are acttSSlIl 

~ "TitcrCbooscsPw 

~ The "Tiler bas cbanged pam and so IS 
palrReading = pauWriuen acttSSlIlg the OPP0511( pa1f 10 the 
readerPair <> wrilerPair reader. bul bas DOl yet mdJcataI that 
readerPair = pairReading il bas cbanged 

readerlndicat.esPair ! wrileTlodIC:ateSPair 

~airReading <> pairWnuen Tbe Ytntcr bas DO"" mmcued lhat 11 

reader Pair <> v.'JiLCrPau bas cbanged pal" 
readerPair = pairReadtng 

! rcadeTCh""", Pair 

..;JairReading <> pairWriueD 
The reader bas no" cban¥Cd pal" 

- and 15 acccsslOg the same pau tLS the 
rcaderPair;; wnterPair wmer. hut has 001 yCluxhcatcd that 
readerPair <> pairReadlOg 11 bas chao¥Cd 

Figure 6.4: Relationship Between the Control \ 'ariable 

the recent history of t he behaviour of the AC II. The tran it ion' between 
the states are labelled with the operations of the "'Titer and reader that af­
fect the relationship between the "ariables (and therefore aff ct the hi tory 
of the ACM). The state where all of the variable are equal has arbitrarily 
been chosen as the start state4 . Thi relationship evolve as folio,\" : 

1. When the writer next executes the writerChoo e Pair operation it 
changes pair, and the , alue of the writerPair variable change ' 0 that 
it is no longer equal to the value recorded by readerPair. 

2. At the next writerl ndicatesPair operation, the writer change th "alue 
of pair Written so t hat it is no longer equal to pairReading. 

3. Once the writer has indicated it has changed pairs, the reader ",·ill 
follow it to the new pair when it next executes readerChoosesPair. and 
the value of readerP air will t hen no longer be equal to pairReading. 

4. This situation will remain unt il the reader executes readerl ndicatesPair, 
when all of the variables ",-ill again be equal , and the cycle tart again . 

The only location in the reader network where it is po sible that readerPair =I 
pairReading is after the read er has executed readerChoo esPair (location 
lrl ) and it has changed pairs, and has not yet executed readerl ndicatesPair 

4 It would be equally ,-alid to record the relationship between the pair Written and 
writerPair variables , rather than readerPair and writerPair. 
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to indicate the change (only states 1. 2. and 3 from Figure 6...l are accessible 
in the other locations). 

The most interesting assertion for the reader network i~ for location 11'3. 
because the reader has acquired the slot to read, and the read operation (of 
the actual data) can start at any time (nri = RD). It is in this location that it 
is necessary to check that the reader is going to read acceptably fresh data5, 
and that the writer does not interfere with it (the coherence proof allOw). 
Together these properties guarantee atomicity. The as~erti(jn is described d.~ 
follows: 

• The reader has already indicated the pair it is going to dcces~ ~() it IS 

possible to assert pairReading = reader.n'udnP!I1T', 

• The next part of the assertion is required to establish that t lIP guar­
antee condition holds when a read takes place and relates the values 
of the auxiliary variables. In most cases this stdtes: 

minFr'esh ::; maxFresh 1\ indexRead :S maxFrtsh 1\ 

indexRead 2 minFresh 1\ lastIndexRead :S indexRead 

If, however the reader and writer are accessing the same pair (readerPalr 
= writerPair), a write is in progress and the writer has indicated the 
slot it is accessing (wisOccurred = true), and the reader subsequentl\" 
chose the slot it is going to access (rcsSi7lCt: Il"ls = true). it is possible 
for the reader to read the item that the "Titer has written during the 
current write: 

minFresh ::; newMaxFresh 1\ indexRead :S I/l'uMaxFresh 1\ 

indexRead 2 minFresh 1\ lastIndexRead ::; indexRead 

• It is also necessary to relate the value of TlIIIIFn'sh to the index of an 
item in one of the slots in the AC\L There are two cases to consider: 

1. It the reader and writer are accessing the same pair of slots. or 
if the reader is accessing the opposite pair to the writer and the 
writer has not yet completed the first 'Hite to the new pair (state 
2 above), the first item that is a,'ailable to be read is at least as 
old as the last item fully released by the writer: 

minFresh ::; slots (pair Written, slot Written (pair ll'rittul )). index 

2. The other case is where the reader and "Titer are accessing dif­
ferent pairs and the writer has completed the first ,nite to its 

5There is an underlying assumption that the reader will recei"e a fair share of its 
processor's resources: i.e. that it v.ill not be held up for a long period of time when it 
reaches this stage of its execution c~Tle. so that it can complete the read. 
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current pair. In this case the first item available to the reader i:-; 
at least as old as the last one written to the pair it is accessing: 

(pair Written = pO :::} minFresh ~ slot Written (p 1). index) 1\ 

(pair Written = pI ~ minFresh ~ slotWritten(pO).index) 

The complete assertion is: 
nr-i = RD :::} reader.readerPair = pair-Reading /\ 
(pairReading = pair-Wr-itten /\ reader·.readerPair = u.Tlter.writerPair /\ 
reader.r-eaderPair = pairReading :::} 

(.wisOccur-red :::} 

minFresh ~ maxFresh /\ indexRead ~ maxFresh /\ 
indexRead ~ minFr-esh /\ lastIndexRead ~ indexRead) /\ 

(wisOccun'ed :::} 
(.r·csSince Wis :::} 

minFresh ~ maxFresh /\ indexRead ~ maxFresh /\ 
indexRead ~ minFresh /\ lastIndexRead ~ indexRead) /\ 

(rcsSince Wis :::} 

minFresh ~ newMaIFresh /\ indexRead ~ neU',\/ruFresh /\ 
indexRead ~ minFresh /\ lastIndexRead ~ indexRead)) /\ 

minFresh ~ slots(pairlrritten, slot Written (pair Ihitten)).index) /\ 
(pairReading = pairlFntten /\ reader.readerPair =1= writer.writerPair /\ 

reader.readerPair = pair-Reading :::} 
minFresh ~ maxFresh /\ indexRead ~ maxFresh /\ 
indexRead ~ minFresh /\ lastIndexRead ~ indexRead /\ 
minFresh ~ slots (pair- Written, slot Written (pair! f"ritten)). i Tldex) /\ 

(pairReading =1= pair' Written /\ reader. readerPair =1= writer. writerPair' /\ 
r-eader. reader-Pair = pairReading :::} 

minFresh ~ maxFresh /\ indexRead ~ maxFresh /\ 
indexRead ~ minFresh /\ lastIndexRead ~ indexRead /\ 
(pair Written = Po:::} minFresh ~ slotS(Pl' slotll'ritten(Pl)).index)/\ 
(pairWr-itten = PI:::} minFresh ~ slots(po, slotlrritten(po)).index)) 

Tht' assertions for the locations in the writt'r network are all wry similar. 
They relate the values of tht' writt'r local yariables to the "alues of the control 
\"ariables, and keep track of the \"alue of the maxFresh auxiliary yariable. In 
addition tht')· encode the relationship between the indices of the items that 
are currently in the -± slots in the mechanism. For example that for location 
lw3, when the writt'r is about to execute the writerindlcutesSlot operation 
is explained below: 

1. The first three conjuncts relate to yalues of au..-xiliary \'ariables: the pro­
gram counter nwi is equal to WIS; the auxiliary \'ariable u'lsOccurred 
is equal to false (since the writer has not yet indicated which slot it 
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is accessing) ; and newMaxFresh was incremented at the start of the 
write so it is equal to maxFresh + 1: 

nwi = WIS ~ -,wisOccurred 1\ maxFresh = nr::u.JJalFresh - 1 

2. When the mechanism is in states 3 and -l in Figure 6.-1 the writer ha~ 
changed pairs and completed a write. by executing writerJr!dicat~,Pu!T. 
but the reader has not yet changed pairs and indicated that it h;u; 
changed. The pair Written and pairReading control variables are there­
fore not equal and the writer local variable writerPair is equal to the 
pair Written control variable: 

pair Written i= pairReading ~ pair\-Fritten = writer. writerPair 

3. The item the writer has just \\Titten during the writ!' operation is in 
the slot pointed to by the writer local \·ariables. and its index is eqllal 
to newMaxFresh. The item written during the last \\Tite is pointed to 
by the control variables in the AC~I and its index is equal to maxFresh: 

maxFr'esh = slots(pair Written, slot Written (pair Written) ).1TIdex 1\ 

newMaxFresh = slots( writer. writerPair. writer. wrlterSlot). index 

4. The remainder of the assertion relates the indices of the remaining 
slots to the value of maxFresh. This encodes the order that t he items 
were written (this encoding is equi\'alent to the ordering of the item, 
in the sequence in the abstract model). If the writer did not challg(' 
pairs at start write this is stated as: 

writer.writerPair = pairlFritten => 
(pair Written = Po ~ slotS(Pl. so).index :::; maxFresh - 1/\ 

slots (PI, SI)' index :::; maxFresh - 1) /\ 
(paiTlVrdten = PI ~ slots (Po, so). index:::; TTuuFrcsl1 - 1 /\ 

slots (Po, sd· index:::; maxFresh - 1) 

If the writer did change pairs following holds: 

(writer. writerPair i= pair Written ~ 
(sloHFritten(paidrritten) = So ~ 

slots (pair Written. sl).index :::; maxFresh - 1) /\ 
(slotll'rdten(pairWritten) = SI ~ 

slots (pair Written, so). index:::; maxFresh - 1) 1\ 

(writer. writerSlot = So ~ 
slots (writer. writerPair, SI)' index:::; maxFresh - 1) /\ 

(writer. writerSlot = SI ~ 
slots (writer.writerPair. so). index :::; maxFresh - 1)) 

Putting this together gives the complete assertion: 
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nwi = wis => -,wisOccurred /\ maxFresh = newP.!axFrtsh - 1/\ 
(pair~ritte~ =I pairReading => pair Written = writer.writerPair) /\ 

wrzter. wrzterSlot =I slot Written ( writer. writerPair) /\ 
maxFresh = slots (pair Wr-itten, slot Written (pair Written)) mdex\ 
newMaxFr-esh = slots(writer.writerPair, writer. wri terS/rd). index /\ 
(wr-iter.writerPair = pair Written => 

(pairWr-itten = Po => slots (PI , so).index :::; maIFresh - 1/\ 
slotS(Pl, sd·index :::; maxFresh - 1) /\ 

(pairWr-itten = PI => slots(po. so).inder :::; rn(lIFr~"h - 1/\ 
slots(po, sd.index :::; maxFresh - 1)) /\ 

(wr·iter. writerPair- =I pair Written => 
(slotWr-itten(pair-Written) = So => 

slots (pairWr'itten, sd.index :::; maxFresh - 1) /\ 
(slot Wr-itten(paidFritten) = SI => 

slots (pair Wr-itten, so).index :::; maxFr-esh - 1) /\ 
(wr-iter. writer-Slot = So => 

slots (wr-iter-. writer-Pair-, sIJ.index :::; maIFresh - 1) /\ 
( writer. writer Slot = SI => 

slots(writer-.writerPair-, so).index :::; maJ"Frrsh - 1)) 

The Freshness Proof Obligations 

It is necessary to discharge identical proof obligations for each transition, 
in order to verify that the AC\1 maintains freshnt'ss of data, as were nece,,­
sary to verit)· it communicated coherent data between its rt'ader and \\Titer. 
First to discharge the consistency proofs to show that the reader and writer 
networks are inductive assertion llt'tworks. and that the reader alld writer 
do not interfere with each other; and then to show that the indiyiduai com­
ponents meet their guarantee conditions. Once again it is not necessary to 
explicitly discharge the proof obligations required by the composition rule. 
since the guarantee conditions of the components art' identical to the guar­
antee condition of the AC!l.l, and the rely condition of the composed system 
on its environment is Rely F id. 

The proofs for the reader and writer networks are discharged in the same 
manner as for the freshness proofs, although they are more complicated to 
discharge. This is because it is necessary to use case distinctions to discharge 
the proofs for the possible different statt's of the AC\1. and the different pos­
sible values of the control variables. The required guarantee condition. which 
is established directly by r-ead..Assertion, and guarantees that the reader \\ill 
return a fresh item as the result of a read as described earlier, is: 

nr-i = RD => minFresh :::; neu'.1!axFresh /\ indexRead :::; new.\IaxFresh /\ 
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indexRead 2:: rninFrr-;sh 1\ lastIndexRead $ indexRead. 

Having shown how this proof method can be used to Yerif" the correct 
operation of an AC\I the next section shows how the method c~n be used tu 

identify and correct defects in an AC.\I. using a 3-s10t AC.\1 implementation 
as an example. The complete model described in this section is giYen in 
Appendix H in the P\'S logic6

. The proof of L-atomicity dp~([ibed in this 
section was completed in the style described in [OG76b.OGiGcj. in the ~ame 
way as the proof of coherence given in Section 6.3. however in this caSt' the 
property verified is a guarantee condition of a complete read to t he .-\C~.I. 

6.4 Identifying and Correcting Defects 
3-slot ACM Implementation 

. 
In a 

This section first briefly describes a proof that the 3-s10t implementation 
given in Chapter 3 does not guarantee coherencp of the data items commu­
nicated, because it is possible for the reader and writer to access the same 
slot in the mechanism at the same time. It then shows how the method 
can be used to identify the sequence of actions that lead to this incorrect 
behaviour. 

The assertion networks for the reader and writer for the 3-slot implemen­
tation are gin'n in Figure 6.5 and Figure 6.6, respectiwly . 

• ~ trader!"",,",",S!,, • 0 
'------/ ~ .. 

read 

Figure 6.5: Assertion .\"etwork for the Reader to the 3-slot 

The complete model of this implementation. assertions for the locations 
in the reader and writer assertion networks, and proof obligations are giYen 
in Appendix 1. The guarantee condition required for coherence is: 

nwi = WR 1\ nl'i = RD ::::;.. readerS/at # uTifuS/of 
where wl'itel'Slot is the slot the writer has acquired and rtaduSlof is the 

6The interested reader can download the PYS theory. and proof scripts. from 
http://homepages.cs.ncl.ac. ukl neil.henderson/fme2003 I atomic. tgz. 
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sW fJxx.sesS lm GfUS1wnter 

wnterChoosesSlol 

Figure 6.6: Assertion Network for t he Writer to the 3-- lot 

slot the reader has acquired (s lot Written is t he cont rol \'ariable u ed by the 
writer to indicate the last slot it accessed and slotReading i the contr I 
variable used by the reader to indicate the last slot it cho e to acc.:e in thi 
model) . 

Using PVS, it is possible to identify a number of s t of witne ' \'alue ' of 
these variables for which it can be shown that the guarantee condition will 
not hold when the readerl ndicatesSlot operation i executed. For example: 
nTi = ris , nwi = WR, slot Written = s2 writerSlot = s 1 , r aderSlot = ' 1 7. 

It is possible to confirm that this satisfies the property that the reader and 
writer access the same slot at the same time by proving the following con­
jecture, instantiating ACM state in the existential quantifier \yith the ap­
propriate values as above: 

:3 'a : Conc...State . pre_r'eadeTlndicatesSlot ('a)/\ 

wTiterChoosesSloL4 sseTtion('a ) /\ write_A ssertion('a)/\ 

writer IndicatesSlot ..AsseTtion( (J) /\ reader IndicatesSlot ('a, (J)' 
nwi = WR /\ nri = RD /\ reader. TeaderSlot = writer. writer Slot 

The chain of events leading to this ituation can be ident ified as fo llows: 

1. It is already known that t he last operation t hat was executed was 
readerlndicatesSlot . 

2. the writer is currently writing the data item. so the last wTite operation 
must have been wTiterChoosesSlot. 

3. The TeaderChoosesSlot operation ~ hich occurred at the start of t he 
read , set readerSlot equal to slot Writt en. Therefore at thi tage 
slot Writt en must also have been equal to s 1, which means 
readerChoosesSlot occurred before writerl ndicatesSlot , which then et 
slot Writt en to s2. 

7This example is taken from [Sim90a]. 
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4. The order of the operations must therefore have been 
r-eaderChoosesSlot, writerlndicatesSlot. writerChoosesSlot 
readerlndicatesSlot. ' 

113 

Table 6.1 shows values of the variables at the different staCTes of the above 
interleaving of actions of the reader and 'niter (the value of slotRFuding i~ 
not important until after readerlndicatesSlot has been executed). 

slot Written slotReading writerSlot I readerSlvt 
initial values sl sO s2 I -

readerChoosesSlot sl sO s2 ,,1 
I writerIndicatesSlot s2 sO s2 sl 1 
; 

writerChoosesSlot s2 sO sl sl I 

reader IndicatesSlot s2 sl sl 
! sl 

Table 6.1: Incorrect Operation of the 3-slot :-\C:'1 

The full model of the 3-slot, "'ith details of the proof obligations is given 
in Appendix 1. A proof is also given that shows the implementation is correct 
provided that a timing constraint, from [Sim90a], which ensures that the 
above interleaving of actions of the reader and writer cannot occur. and a 
proof of correctness for a revised 3-slot implementation from [XYISU2]. 

6.5 Summary 

This work described in this chapter has shown that it is possible to verify 
the correctness of asynchronous networks of processes using rely-guarantee, 
even where the component pru('('sses give few or no guarantees about their 
own behaviour. Rather the correctness of the composed system is a result 
of the behaviour that emerges from the asynchronous operation of the com­
ponents, and in the particular example the individual compollents prO\'ide 
guarantees that are equivalent to the guarantee condition required of the 
complete system. The verification of correctness of the S\'stem described 
requires proofs to be completed "'ith respect to an infinite state space (an 
unbounded number of reads can occur concurrently with a single write. and 
vice wrsa). It may be possible to represent the 4-slot implementation as 
a finite state modeL since the number of buffers that can contain data is 
finite, and the implementation can only contain four data items at anyone 
time. This may, howewr, require some form of data abstraction. or a means 
to prove that particular states are equivalent (bi-similar), ewn though they 
contain different values, from the data type that is being communicated. in 
the individual slots. 

The advantages of the method are that: 



6.5. Summary 
11-1 

1. It is not necessary to identify the entire state space of the system. 

2. A reduced number of proofs need to be discharged than would be 
required for an exhaustive proof of the entire state space. 

3. It may be possible to use the rely-guarantee conditions that haw been 
shown to hold for the 4-s10t in verifying properties of s,'stems where 
the ACM is itself used as a component. 

It may be easier to verify the required properties hold of a s\,stem bv 
model checking, but the method described here provides much gr('atf:'r i~­
sight into the behaviour of the system. The requirement to giw assert i, IllS 

about the behaviour of the reader and writf:'r requires a greater understand­
ing of the behaviour of the system than rna!' be gained from model check­
ing, and gaining this extra understanding may be considered to be worth 
the extra effort associated with the method. For example discowring t h(' 
assertions for the locations in the reader and writer networks and discharg­
ing the proof obligations identified that the are different points at which 
the reader can effectively acquire the item it is going to read. If the reader 
accesses the opposite pair of slots to the writer the item is acquired wlwn 
TeadeTChoosesPaiT is executed, because the '\Titer cannot do anything to 
interfere with the choice of slot in the chosen pair. If, hO\wver the reader 
is accessing the same pair as the writer the slot acquired will depend on 
the ordering of the TeaderChoosesSlot and writerJ7Idll·utl.'iS/(}t operations. 
Discharging the consistency proof obligations to show that the reader and 
writer networks are inductive assertion networks can also help to id('ntify 
inconsistencies in the model. and increase confidence in the correctness of 
the proofs. For example an inconsistency may make it impossible to verify 
non-interference between the reader and writer. 

The disadvantage of this method is that the individual proofs may be 
more complex than the individual proofs for an exhaustive proof. but the 
advantages above outweigh this disadvantage. It should be borne in mind 
that this method is only applicable where state machines can be constructed 
to represent the behaviour of the components, and sufficiently strong asser­
tions can be found to ensure that the guarantee condition of the s,'stem can 
be met. In the case study described in this thesis the guarantee condition 
was met by the individual components. although in general it may be met 
by a composition of the guarantee conditions of those components. 

It has also been demonstrated that the method can be used identify er­
roneous behaviour of incorrect specifications, in Section 6.-1. using a 3-s10t 
implementation as a case study. Once the erroneous behaviour has been 
identified it is may then be possible to identify corrections to the specifi­
cation. Verif)'ing the correctness of the re"ised specification may be made 
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easier by the understanding that has already been gained about the inter­
actions of the components. 

The verification proofs described in this chapter hold for interlea,·ed con­
current implementations. where the indiyidual operations of the component 
processes are atomic. The proofs may not hold for fully asynchronous ~y~­
terns and in the case of the 4-s10t it must be recognised that. in any imple­
mentation where the above atomicity assumption cannot be guaranteed to 
hold, asynchronous accesses to control yariables in the mechanism could re­
sult in an attempt to read one of those yariables when it is being oH'nHittl'll. 
This could result in the reader of the yariable not returning the valup that 
was written. In fact the value returned may not ewn be a valid one. It ma~· 
be possible to extend the modpls described in this chaptpr to verify prop­
erties of the 4-s10t implementation (and other fully asnlchronous SystPIW,) 
when the above assumption is relaxed. but the assf'rtions may be ~l':llih­

cantly more complex, and the proofs rna:" be daunting, if not intractable. 
Chapter 7 shows how model checking can be used to prow propertip~ of 
fully asynchronous implementations of the 4-slot and a full comparison of 
the relatiw adyantages and disadvantages of the two methods is gin.>n in 
Chapter 8. 



Chapter 7 

Model Checking Simpson's 
4-slot ACM 

Chapters ,j and 6 have shown how a range of formal tools can be l1S('<I to 
explore the behaviour of asvnchronous real-time S\·stPfllS. Startino- with an • . b 

abstract model of the required properties of the s.';stem it is possii,le to gain 
an understanding of its behaviour in an incremental manner and wrify prop­
erties of the system as understanding improves. The rely-guarantee method, 
described in Chapter 6, can be used to wrify properties of implemelltati()lls 
where the actions of the indiyidual components can interleave in an uncon­
strained manner i.e. those actions are Hoare atomic. Simpson's 4-s10t IlS('S 

control variables to direct the reader and writer to different buffers. if t he~' 
access the A('1'-l concurrently, so that the reader can read coherent fr(,sh 
data, However, it is possible for the reader and \\Titer to access the same 
control variable at the same time in fully asynchronous implementations, 
and the reader rna)' attempt to read the variable when it is changing value, 
The control variables are single bits, but there is no guarantee that the 
reader will return the value that is being written in these circumst all(,(,s. It 
is also possible that reading a control variable while its value is changing 
will cause the reader to become metastable, in which case it may take an 
arbitraril)' long period of time to decide whether it has read a zero or a one, 
Theoretically there is a ver)' small probability that the reader of the control 
variable will never decide on the precise value it has read. 

This chapter describes joint work by the author, Paynter and Armstrong 
to model the -1-slot. that recognises that the reader and writer can clash on 
accesses to control variables[PHAO-1]. The models, which are due to Payn­
tpr. are in (,SP, [Ros98], and this work has shown, using the FOR model 
checker, [FSE96], that the ACl\I is L-atomic eYen when such clashes occur, 
provided measures are taken to contain the effects of metastability. The 
chapter is organised as follows. Section 7.1 describes the fundamental prob-
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lem of metastability. Section 7.2 briefly introduces CSpI and the FDR model 
checker and Section 7.3 describes an series of increasingly sophisticated mod­
els to describe the behaviour of the (single bit) control variables that are used 
by the 4-s10t implementation. Section 7.4 giws a CSP model of the -i-slot 
ACM implementation and Section 7.5 describes how the models have been 
checked with FDR to show that the -1-s10t is L-atomic. Section 7.6 briefly 
introduces some recent work which has modelled the effecb of metastabilit~· 
on a number of other AC:\I implementations. and Section 7'-: descril)('~ th~ 
conclusions from this work. 

7.1 Metastability 

;vldastability is a fundamental problem of systems that have two or more 
stable states, which respond to inputs that are connected inputs: that is 
inputs that are either continuous in time (for example hardware latdlPs). 
continuous in value, or both. The state space of the s~'stem is divided into 
stable states, regions of unstable states 'which must lead to stable states 
and metastable states between the unstable states. The unstable region 
(and hence stable state) which will be entered from a metastable state. and 
the length of time that it takes to enter such a region is undetermined. It 
has been shown, however, that the probability that a s~'steIl1 remains in a 
metastable state decreases exponentially with time, [\Iiin88. KBY02]. 

An important class of systems that can exhibit metastability are digital 
electronic circuits that synchronise asynchronous inputs, [C\173. HECS!)~. 
The two binary states of the circuit are the stable statl's. but it is possi­
ble for the asynchronous input to a latch to occur arbitrarily close to the 
synchronising (latching) dock pulse. causing the device to read a changing 
input, which will not have a dear billar~' value. The synchroniser. or latch. 
then enters a metastable state. where its valul' lingers indefinitely i poten­
tially infinitely) between the t\'"O valid. stable. states. It is possible for this 
metastable value, while it is an invalid digital value, to induce metastability 
on a circuit that reads it, and thus propagate metastability further through 
the system. Note that metastability is not induced in the input (writing) 
circuit . 

.-\. number of approaches can be adopted to minimise the effects of metasta­
bility in practice[!\Iiin88]. One solution. from [Cha87]. is to use a detector to 
detect when a value read is metastable. and to pause the reader's clock until 
the value settles to a valid value. This requires the ability to stop a system's 
clock for an arbitrary length of time. so the system has to be able to cope 

1 The interested reader may refer to [Ros98] for a more complete description of the 
CSP language. 



7.2. CSP and the FDR ,\Jade} Checker l1S 

with arbitrary pauses in its operation. Thb is not the same as causing the 
system to skip clock cycles. because the end of metastability signal j" itself 
asynchronous, and could itself be the cause of further meta~tabilit" in the 
system. In this solution the clock cycle. on resumption. may not be in phaM 
with its cycle prior to the clock being stopped. 

A more common solution, and one that is adopted in many implementa­
tions is to accept that an asynchronous read of a value may cause the reader 
to become metastable, and to ensure that the system waits for a period of 
time after latching values before they are used. to allow the \'alue to settle 
to a binary one. A suitably long wait duration can ensure that the proba­
bility of using a metastable value is reduced as far as is needed. This is a 
particularly practical solution where the reading processor is implemented 
in software, because processor clock speeds are typically slow compared to 
the time it takes for metastable yalues to settle to a stable state. In such 
systems it is feasible to engineer circuits so that the expected mean time 
between failure due to using a metastable yalue is yanishingly small2• and 
insignificant compared to other sources of failure. 

In fully asynchronous Actd implementations it is possible for the reader 
and writer to access any of the control yariables at the same tin1f'. Such 
concurrent (clashing) accesses can lead to the reader ret.urning a metastable 
value, and one of the engineering solutions described above must be used to 
reduce the possibility of this happening to an acceptably low probability. 

This chapter describes models of the -1-slot: where the assumption about 
the atomicity of actions has been removed: and which explore the different 
behaviour of the AC:-I when metastability occurs. and different lIlethods are 
employed to contain the effects of metastability. :t>.Iodels that recognise the 
reader and writer can clash on accesses to control variables. and take account 
the methods that can be emplo~'ed to contain the effects of metastability, 
have been produced using esp. It has then been shown. using FOR. that the 
-1-slot is still L-atomic. and preserves coherence of data. e\'en when metasta­
bility occurs. This work has also shown that. if the effects of metastabilit~· 
and the different methods for its containment are not modelled correctly. 
any results obtained from model checking may be suspect. 

7.2 CSP and the FDR Model Checker 

CSP is a process algebra. which can be used to specify the behaviour of 
concurrent systems that are composed of a number of communicating pro-

2For example. it is claimed to be possible to design circuits which have a mean time 
bet~'een failures due to metastability of 10204 or 10420 years. [Gin03]. (The age of the 
universe is thought to be in the order of 1010 years.) 
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cesses. Each process is specified separately. for example a simple pruCt:'~~ 
that carries out two actions, a followed by b, could be described as: 

proc1 : a -+ b -+ STOP (7.1 ) 

A second process that carries out an action c and then synchronise~ with 
proc1 on action b could be specified as 

proc2 : c -+ b -+ STOP (- .)) , .-

Specifying processes in this way only allows synchronous communication 
between components, although the processes are otherwise asynchronous. 
This limitation can be overcome by defining actions using start and end 
events, thus it is possible to model concurrent accesses to communication 
mechanisms by the component processes. The specification of a system 
defines a set of traces of the actions of these component pro('ess!'s 

The FDR tool verifies properties of systems. that are specified using 
CSP M (the machine readable version of eSP), by analysing all of the pussi ble 
traces that are allowed b~' the esp model. For example the tool is able to 
verify that a model of an implementation is a refinement of a model of a 
specification by verifying that their traces are equivalent (it may be necessary 
to hide the internal actions of the implementation. so that both models only 
execute equivalent visible actions). 

7.3 Modelling Bit Control Variables 

[PHA04] describes a series of increasingly sophisticated models of bit vari­
ables, in esp, that model the effects of metastabilit~· and take account of 
constraints that need to be obserwd in implementations to cope with it. 
This section describes a selection of these models in detail and briefly intro­
duces the remainder of the models3 . Full details of the esp models from 
[PHA04] are given in Appendix J. 

First the basic definitions are introduced and described below: 

max_no_of_values = ... 

data_values = {1 .. max_no_of_values} 
datatype bit_values bO I b1 I d 
datatype slot_index s1 I s2 I s12 
datatype pair_index p1 I p2 I p12 

3The models are gi\'en in CSP AI. the machine readable version of esp, which is used 

b~' the FDR tooL 
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bs(bO) = sl -- convert bit values to slot indices 
bs(bl) = s2 
bs(d) = s12 
bp(bO) = pi -- convert bit values to pair indices 
bp(bl) = p2 
bp(d) = p12 
sb(sl) = bO -- convert slot indexes to bit values 
sb(s2) = bl 
sb(s12) = d 
pb(pl) = bO -- convert pair indexes to bit values 
pb(p2) = bl 
pb(p12) = d 
toggle(bO) = bl -- toggle (invert) bit values 
toggle(bl) = bO 
toggle(d) = d 

120 

1. max_no_of _values defines the maximum number of different values 
that can be communicated between the writer and reader in the model, 
and this value needs to be kept reasonably small (2 or 3) in most cases 
for model checking purposes. When model checking that data items 
are read in the order they are written (a crucial property for atomic 
ACMs), however, where the number of values may be more crucial, 
this figure has been increased to 10 by Paynter. 

2. A three valued data type called biLvalues is used to model the possible 
values that can be returned by a reader of the variable: the values bO 
and bl represent the valid values, 0 and 1, and the third value d 
represents the metastable (dithering) value that a reader may return 
in some of the models if a read occurs concurrently with a write to the 
variable. 

3. The above biLvalues are converted into pair indices and slot indices, 
as appropriate, to index into the four slot mechanism, and there are 
data values to represent the slot indices and pair indices. Once again 
these have three values: sO (pO) and sl (pI) to represent the valid 
values and s12 (pI2) to represent the metastable value. 

4. There are functions to convert between pair and slot indices and bit 
values, and also a function to toggle the bit values4 (the dithering value 
is left unchanged by this function). 

4This toggle function is used, for example, when the writer chooses the pair it is going 
to write to at writerChoosesPair. It chooses to write to the opposite (toggle of the) pair 
that the reader last indicated it is accessing. 
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The following section introduces the various models of the bit variables. 
and describes one of the models in detail. 

7.3.1 Models of the BIT variables 

The different models of the BIT variables are summarised as follows: 

BITO: The basic model, which is of a Hoare atomic bit variable, to reflect 
the assumption made in Chapter 6, that accesses to the control vari­
ables in the 4-s10t are atomic. This model is included for completeness. 

BIT1: is a type-safe Bit Variable. 

BIT2: This model is a revised type-safe model, where the value recorded 
by the bit variable does not flicker when it is being overwritten "ith 
the same value. This means that a read that clashes with a write in 
these circumstances returns the value being written. 

BIT3: The previous models, BITO to BIT2, fail to capture the behaviour 
when metastability occurs in the reader of the bit variable, or to model 
the measures that can be taken to contain the effects of metastabil­
ity. Chapiro's solution, [Cha87J, which was described in Section 7.1, 
is captured by this model where a metastability detector is used to 
delay the system clock until metastability is resolved. The model can 
diverge, since there is a possibility that metastability "ill never be 
resolved. The behaviour of this model is not, therefore, that of an 
type-safe ACM, even though the value returned where metastability 
does resolve itself is decided by internal non-determinism as in the 
type-safe model (BITl). 

BIT4: The first to model the possible consequences of metastability. The 
control variables an return an extra dithering value, d. This dithering 
value can be used to model the situation where the reader and writer 
of a control variable clash and the reader returns a metastable value, 
which is then copied into a local variable. In this model, which is given 
in full below, the reader can access the control variable any number of 
times while it is being "'Titten. 

BIT5: Digital circuits have maximum speeds at which they can be oper­
ated, because the components (latches) from which they are built have 
minimum set up and hold times that must be observed, if they are to 
operate within their specifications. In addition to the above restric­
tion, digital electronic circuit implementations of bit variables have 
maximum switching (or propagation) times, which are much (orders 
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of magnitude) shorter than the clock speeds of prOCb:-,ur clocks. Taken 
together the above timing constraints limit the number of times that a 
reader can access a bit variable while it is s"itching value. The BIT') 
model modifies the BIT 4 process to reflect these timing lUIHrdillt~. 

BIT6: This is a modification of BIT'), where the value recorded by the bit 
variable can be disturbed when it is o\'erwritten "ith the same ,·alue. 
It is therefore possible for any read that clashes with a write to return 
a valid value, or a dithering one. 

BIT4 - A Bit Variable That Can Return Metastable \'alues 

A realistic way of modelling the effects of metastability on the I-slot imple­
mentation in CSP is to extend the alphabet of the 8W and fr channels of 
the bit variables that are used to model the control variables with an extra 
dithering value, d. This dithering "alue can be used to model the situatiun 
where the reader and ,\Titer of a control variable clash and the reader re­
turns a metastable value, which is then copied intu a lucal variable. The first 
parameter of the BIT4 process. var _name, is used to instantiate instances 
of the process with the names of the local variables that are being rnudplled. 
and sw and ew, and sr and er, model the start and end of a write alld start 
and end of the read, respectiwly. to the variable. 

The CSP model of the bit (control) variables is: 

BIT4(var_name, val) = 
var_name.sw7x -) 

(if x == val then BIT4_w_stable(var_name, val) 
else BIT4_w(var_name, val, x)) 

[] var_name.sr -) BIT4_r(var_name, val) 

BIT4_w(var_name, val, x) = 
var_name.ew -) BIT4(var_name, x) [] 
var_name.sr -) BIT4_wr(var_name, val, x) 

BIT4_r(var_name, val) = 

var_name.sw?x -) 
(if x == val then BIT4_wr_stable(var_name, val) 
else BIT4_wr(var_name, val, x)) 

[] var_name.er!val -) BIT4(var_name, val) 

BIT4_wr(var_name, val, x) = 

var _name. ew -) 
BIT4_r_clashed(var_name, x) [] 
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(var_name.er!bO -> BIT4_w(var_name, val, x) 
var_name.er!b1 -> BIT4_w(var_name, val, x) 
var_name.er!d -> BIT4_w(var_name, val, x)) 

BIT4_r_clashed(var_name, val) = 
var_name.sw?x -> 

BIT4_wr(var_name, val, x) 0 
(var_name.er!bO -> BIT4(var_name, val) I-I 
var_name.er!b1 -> BIT4(var_name, val) I-I 
var_name.er!d -> BIT4(var_name, val)) 

BIT4_w_stable(var_name, val) 
var_name.ew -> BIT4(var_name, val) [J 
var_name.sr -> BIT4_wr_stable(var_name, val) 

BIT4_wr_stable(var_name, val) = 
var_name.ew -> BIT4_r(var_name, val) [J 
var_name.er!val -> BIT4_w_stable(var_name, val) 
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TIlt' introduction of metastability into the models of the bit variablt's 
requires a change to tht' proce:,;se:,; that u:,;e them. :';0 that. if the reader of a 
variable acces:,;e:,; it at the :,;ame time as the writer, and returns a metastable 
value, this metastable value has the chance to :,;ettle to a stable one before 
it is used. The approach that has been takt'n i:,; to introduce an additional 
proces:,; to model the local copy of the variable, and to model the measures 
that can be taken to contain the effects of metastability. There are two 
variants of this additional process. which are described in Section 1.3.2. 

7.3.2 LBI and LB2 - Local Copies of the Control Vari­
ables 

The BITO to BIT3 models of bit variables above as:,;ume that the reader of 
the bit variable will return a valid value as the result of a read. or. in the 
case of the BIT3 model. the reader may never decide on the \'alue returned 
and :';0 may diverge. A simple example reader process that reads a control 
variable modelled by one of the:,;e processes. and uses the value returned 
t\yice. could be modelled as: 

READER1 = sr -> er?x -> use1(x) -> use2(x) -> READER1 

,,-here usel (x) and use2(x) are t\yO arbitrary uses of the value. 
The remaining models. BIT -1 to BIT6. allow the reader of the variable 

to return a metastable value. which may. but is not guaranteed to. decay to 
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a stable value at some future time, The value returned must therefore be 
given the opportunity to settle to such a stable value before it is used, The 
approa~h that has been taken is to add a process to model the local copy t)f 
the vanable, and an example process makes use of the local variable could 
be (in this and the remaining definitions the .set and get processes are used 
to write values to and read values from the local variables. respectiwly): 

READER2 = sr -) er?x -) set!x -) get?x -) usel(x) -) get?x _) 
use2(x) -) READER2 

This process first reads the control variable and copies the value read 
to the local variable (potentially this value can be the nwtastable value. 
d), The value is then read back from the local variable ()11 each ()(casiull. 
immediately before it is used. to allow the value to sdtle to a binan' I)II('. 

should the original read return a metastable value. In general the reader 
must re-read the local variable on each occasion. before its value is 11s('d. to 
allow for any metastability to be resolwd. 

A CSP process to model the behaviour of the local variable could be: 

LB1(val) = if val == d then 
(LBl(bO) I-I LBl(bl) I-I (set?x -) LBl(x) [] 

get IvaI -) LB1(val))) 
else (set?x -) LBl(x) [] get I val -) LBl(vaI)) 

This process allows the value of a local bit to be set. aud rl's()ln's metastable 
values non-deterministically into binary ones each time they are read. This 
model allows multiple reads of a \'ariable while it is metastable. which is 
theoretically possible (bearing in mind it is possible for metastable values 
to take an infinite amount of time to resolve to binary OIH'S) , however. as 
was stated in Section 1.1, it is possible to engineer digital circuits su that 
the reader waits for a short period of time. before making IISI' of any value 
returned as the result of a read. This reduces the chance that a value II-ill 
still be metastable when it is used to a very small probahilit\'. ,--\. model of a 
local bit variable that is engineered in this ,,'a\' is: 

LB2(val) = set?x -) (if x == d then LB2(bO) I-I LB2(bl) 
else LB2(x)) [] getlval -) LB2(val)) 

This process resolws metastable values to stable ones as they are set. 
so that only stable values can be used by the reading process (subsequent 
reads of th~ \'alue from the local variable get the same non-deterministically 
chosen value after it has been set to the metastable one (d))5. 

"\\'hile this ignores the theoretical possibility that the metastable yalue will not have 
settled to a stable one before it is used, the probability of this occurring is \'ery small as 
described in Section 7.1. 



7.4. A CSP Model of the 4-slot 125 

7.4 A CSP Model of the 4-slot 

The CSP model of the 4-slot, is built on the unpublished model. due to 
White [WhiOl] and this section gives the definitions of the reader and writer 
processes that use the local copies of the control variables. The processes 
used in the remaining definitions model relate to the variables in the ACM 
implementation given in Section 3.3 as follows: 

1. reading is equivalent to pairReading. 

2. latest is equivalent to pair Written and noLpaiLwritten is used to in­
dicate that the value needs to be toggled (negated) when it is saved to 
the local variable. 

3. LB _write_pair and LB _write_slot are equivalent to the local variables 
writerPair and writerSlot respectively. 

4. writers_slots represents the slot Written array, and noLsloLwritten is 
again used to indicate that the value needs to be negated before it is 
saved to the local variable. 

5. LB _read_pair and LB _read_slot represent the reader local variables 
readerPair and readerSlot respectively. 

Fourslot_Writer_LB = 

start_write?val -) reading.sr -) 
reading.er?not_pair_written -) 
LB_write_pair.set!toggle(not_pair_written) -) 
LB_write_pair.get?pair_written -) 
writers_slots.bp(pair_written).sr -) 
writers_slots.bp(pair_written).er?not_slot_written -) 
LB_write_slot.set!toggle(not_slot_written) -) 
LB_write_slot.get?slot_written -) 
LB_write_pair.get?pair_written -) 
start_write_slots -) slot_written_pair!bp(pair_written) -) 
slot_written_slot!bs(slot_written) -) 
slot_written_val!val -) 
end_write_slots -) LB_write_pair.get?pair_written -) 
LB_write_slot.get?slot_written -) 
writers_slots.bp(pair_written).sw!slot_written -) 
writers_slots.bp(pair_written).ew -) 
LB_write_pair.get?pair_written -) 
latest.sw!pair_written -) latest.ew -) end_write -) 
Fourslot_Writer_LB 
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Writer_LBl = 

Fourslot_Writer_LB [I {I LB_write_pair, LB_write_slot I} I] 
the_writers_local_bitsl 

\ {I LB_write_pair, LB_write_slot I} 

Writer_LB2 = 

Fourslot_Writer_LB [I {I LB_write_pair, LB_write_slot I} I] 
the_writers_local_bits2 

\ {I LB_write_pair, LB_write_slot I} 

Fourslot_Reader_LB 
start_read -> latest.sr -> latest.er?read_pair -> 
LB_read_pair.set!read_pair -> LB_read_pair.get?read_pair -> 
reading.sw!read_pair -> reading.ew -> 
LB_read_pair.get?read_pair -> 
writers_slots.bp(read_pair).sr -> 
writers_slots.bp(read_pair).er?read_slot -> 
LB_read_slot.set!read_slot -> LB_read_slot.get?read_slot -> 
LB_read_pair.get?read_pair -> start_read_slots -> 
read_slot_pair!bp(read_pair) -> 
read_slot_slot!bs(read_slot) -> 
read_slot_val?val -> end_read_slots -> end_read!val -> 
Fourslot_Reader_LB 

Reader_LBl = 

Fourslot_Reader_LB [I {I LB_read_pair, LB_read_slot I} I] 
the_readers_local_bitsl 

\ {I LB_read_pair, LB_read_slot I} 

Reader_LB2 = 
Fourslot_Reader_LB [I {I LB_read_pair, LB_read_slot I} I] 

the_readers_local_bits2 
\ {I LB_read_pair, LB_read_slot I} 

The definitions of the bp, bs and toggle functions were given in Sec­
tion 7.3. These definitions include the extra get events, that allow metastable 
values to settle to stable ones, before each use of the value stored by the local 
bit variables. 

It should be noted that these models assume that the value being used to 
access a slot will not change while the slot is being accessed. This assumption 
may not hold in some implementations when a metastable value is being used 
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to index into the slots. In some hardware implementations it is possible that 
the reader (or writer) may interpret a metastable value as a one, and the 
value may then settle to a zero while the reader (writer) is accessing the 
slot. In such cases the reader (writer) may start to access one slot and then 
change to another slot in the ACM during the read (write). This assumption 
does not, however, effect the results of the analysis given in Section 7.5, since 
the 4-slot fails all of the model checking tests when metastable values fail to 
resolve before they are used. 

7.5 Model Checking the 4-slot ACM using 
CSP and FDR 

The models of the 4-slot have been model checked for the following proper­
ties: 

Data-coherence: by checking if the model refines an Incoherence-Spec, 
which engages in a clash-bang event and stops if the reader and writer 
access the same slot a the same time. These results were confirmed 
by model checking against a semi-regular process (SemiRegularACM), 
which records the complete set of values that have been written and 
ensures that the reader only returns one of those values as the result 
of a read. 

Local Freshness: by checking the model against a specification of a reg­
ular ACM (RegACM). This specification creates a set which contains 
the value written before a read starts and the values written while the 
read is in progress: the reader then returns one of those values as the 
result of a read. 

L-atomicity: by checking that the model refines a monotonic-Spec which 
writes a monotonically increasing sequence of values to the ACM and 
produces a visible order-bang event if the reader reads the items out 
of order. This combined with a check for local freshness is sufficient 
to verify the model is L-atomic. Alternatively it is possible to check if 
the ACM behaves like a Hoare-atomic variable with an asynchronous 
writer and this specification is shown below. In the definitions that 
follow wr _op and rd_op represent complete reads and writes of items 
of data to the ACM. 

H_Atomic_Var(var_name, val) = 
var_name.wr_op?x -> H_Atomic_Var(var_name, x) [] 
var_name.rd_op!val -> H_Atomic_Var(var_name, val) 
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Read = start_read -> pool.rd_op?val -> end_read!val -> Read 

Write = start_write?val -> pool.wr_op!val -> end_write -> Write 

LAtomicACM = «(Read III Write) [I {I pool I} I] 
H_Atomic_State) \ {I pool I}) 

The results of model checking the 4-slot against the above specifications 
are given in Section 7.5.2. 

7.5.1 Relationship Between the Specifications 

Some validation of the specifications in this section has been achieved by 
showing that SemiRegularACM is trace refined by RegACM, which in turn 
is trace refined by LAtomicACM. In addition, by composing LAtomicACM 
with a writer that writes a monotonically increasing sequence of values, and 
a reader which fails if it does not read a weakly increasing monotonic set of 
values: it has been shown that a specification is L-atomic, when its reader 
does not fail. 

7.5.2 Results and Analysis 

This section presents the results of model-checking the various models of 
Simpson's 4-slot: a summary of the different models is given in Table 7.1, 
and Table 7.2 summarises the results6 . 

The models have been checked for data-coherence by ensuring that they 
did not refine the Incoherence_Spec and that they did refine the specification 
of a semi-regular ACM. It can also be observed that the result of the check 
for global freshness (against the H-atomic specification above - BITO) agrees 
with the conjunction of the checks for local freshness and sequencing, as 
expected. 

These results confirm the following for the 4-slot: 

1. The results presented in Chapter 6, that the 4-slot is L-atomic in 
implementations that guarantee that access to the control variables is 
Hoare-atomic. 

6The interested reader can dov.mload the PVS theory, and proof scripts, from 
http://homepages.cs.ncl.ac. uk/neil.henderson/ CSP / CSP. tgz. 



7.5. Model Checking the 4-slot ACM using CSP and FDR 129 

Table 7.1: The Descriptions of the Different Bit Models 
Model Model Description 

BITO H-atomic, mutually exclusive atomic access to each bit 
BIT1 Type-safe. Allows arbitrary clashes. No model of 

metastability. 
BIT2 As BITl, except remains stable when over-written with same 

value 
BIT3 As BIT2, except metastability causes arbitrary clock 

stretching 
BIT4 LBl As BIT2, except has metastable values, which may be 

re-read 
BIT4 LB2 As BIT4 LBl, except metastable values cannot be re-read 
BIT5 LBI As BIT4 LBl, except timing constraints prevent multiple 

clashes 
BIT5 LB2 As BIT4 LB2, except timing constraints prevent multiple 

clashes 
BIT6 LBI As BIT5 LBl, except flickers when over-written with same 

value 
BIT6 LB2 As BIT5 LB2, except flickers when over-written with same 

value 

2. The ACM is not L-atomic if it is implemented with control variables 
that behave in a type-safe manner (which was shown by Rushby in 
[Rus02]). 

3. The ACM is L-atomic provided the value recorded by a bit variable 
does not flicker if it is overwritten with the same value; that the reader 
of a control variable executes sufficiently slowly to allow a metastable 
value to resolve to a valid one before it is used, and it is only possible 
for a read to clash with a single write. The BIT6 models show that 
the 4-slot is not L-atomic if the values recorded by the control variable 
flicker if overwritten with the same value. If this flickering behaviour 
can occur the implementation needs to be changed so that the reader 
and writer keep copies of the last values written to the control variables. 
They can then compare the new value with the old one, and only write 
the value to the control variable if it is different from the previous one. 

It can be seen, from Table 7.2, that there are quite different results from 
modelling the 4-slot in different ways: from those models that do not directly 
model the effects of metastability to those that model realistic implementa­
tions and the engineering solutions that are used to mitigate its effects. The 
4-slot will not preserve data-coherence if it is implemented in such a way 
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Table 7.2: 4-Slot Coherence, Sequencing and Freshness Results 
1987 4-Slot with Data-Coherence L-Regular Sequencing L-Atomic 
all the control (Semi-Regular) (Local (Global 

bits modelled as: Freshness) Freshness) 
BITO (H-Atomic) vi vi vi vi 
BIT1 (L-Safe) vi x x x 
BIT2 vi vi x x 
BIT3 vi vi x x 
BIT4 LB1 x x x x 
BIT4 LB2 vi vi x x 
BIT5 LB1 x x x x 
BIT5 LB2 vi vi vi vi 
BIT6 LB1 x x x x 
BIT6 LB2 vi x x x 

that control variables can be re-read before a metastable value has resolved 
to a stable one, but it does preserve data-coherence if it is implemented with 
type-safe bit control variables. This seems to indicate that formal models of 
ACMs that assume the bit control variables act in a type-safe manner may 
incorrectly verify that those ACMs have certain properties, such as data 
coherence. Some ACMs that are assumed to be implemented with type­
safe control variables are described briefly in Section 7.6, and the results 
described in this chapter may challenge some of the proofs of correctness of 
these ACMs. 

7.6 Further Work 

Much academic literature (for example [HS94, HV96, Tro89] has assumed 
that single bit ACMs are type-safe[Lam86b], when they are implemented in 
a fully asynchronous manner, even when metastability can occur. The work 
described in this chapter indicates that this may be a dangerous assumption. 
[HV01] describes a proof that shows it is impossible to realise a conflict-free 
write-once L-atomic ACM from only 4 buffers and 4 type-safe control vari­
ables7. This result applies to the 4-slot, and [Rus02] establishes that it fails 
to be L-atomic when implemented with 4 type-safe control bits. However, 
with models of control bits that are arguably more realistic than the type­
safe model (because they take into account the effects of metastability and 
measures to contain those effects), the 4-slot is L-atomic. 

Further joint work by the author, Paynter and Armstrong [PHA05] mod-

7It is a pity that such an important result is unpublished. 
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els the effects of metastability on a number of proposed ACM implementa­
tions. These implementations are more complex (and may be less efficient) 
than the 4-slot and are: 

1. Tromp's Four Track ACM [Tr089], which uses 12 safe bits to implement 
its four control variables. 

2. Tromp's Efficient Four Track ACM [Tr089], which uses 8 single bit 
control variables. 

3. A I-reader I-writer ACM from [HS94], which uses 4 control yariables 
like the 4-slot, but which writes the same item twice, to 2 different 
buffers, in some circumstances. This implementation may be particu­
larly inefficient if a large data structure is being communicated. 

4. An atomic ACM from [KKV87]. This particularly complex implemen­
tation uses three 13 valued and three 2 valued control variables, but 
(if we have modelled it correctly) fails to be L-atomic unless access to 
the control variables themselves are Hoare atomic. 

It is not possible to conclude, from the results of this work, that one (cor­
rect) implementation is better than another in all circumstances. For exam­
ple the implementation from [HS94] uses fewer control yariables than those 
from [Tr089], but it is not a write-once implementation. The requirement to 
sometimes write a large data structure twice may have unacceptable perfor­
mance implications. Simpson's 4-slot also uses 4 control variables, but the 
cost is that it is only L-atomic if the control variables can be implemented 
in a particular manner. In the large class of implementations where this is 
possible Simpson's implementation will be correct and may be the most ef­
ficient. All of the implementations have difficulties where they are executed 
so quickly that it is possible to re-read metastable yalues before they resolye 
into binary ones. However, all of the implementations, apart from Simp­
son's, exhibit a failure mode by which the use of a metastable value may 
affect the control flow of the algorithm. In some implementations, where 
Simpson's algorithm may fail, the Efficient 4-track from [Tr089] is the most 
efficient and most able to contain the effects metastability (of those consid­
ered). However, if the effects of metastability and the engineering solutions 
to mitigate them, are not modelled correctly, it is possible that more ef­
ficient ACM implementations may be abandoned in favour of less efficient 
ones, with more complex algorithms that are more difficult to yerify to be 
correct against their specification. 
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7.7 Summary 

The results demonstrate that it is important to model the possible effects 
of metastability carefully. In a single processor implementation of an ACM. 
where the individual actions of the reader and writer will be executed Hoare­
atomically, the H-atomic variable (BITO) may be an adequate model of all of 
its possible behaviours (as may the model in Chapter 6). In hardware imple­
mentations, however, where the reader and writer are truly asynchronous, 
and can clash on accessing control variables, metastability can occur when 
such a variable is read when a new value is being written to it. In such 
cases the effects of metastability, and any measures taken to contain them, 
should be taken into account in the models. If an abstract model is used 
that ignores metastability the results should be used with caution. 

This chapter concludes the descriptions of the methods used to investi­
gate and verify properties of ACMs. This thesis has shown how it is possible 
to verify properties of a complex asynchronous system, by starting with an 
abstract model of the required properties and verifying that increasingly re­
alistic models of the implementation exhibit those required properties. In 
this way it is possible to gain an understanding of the behaviour of the sys­
tem in an incremental manner, until sufficient confidence is gained in the 
correctness of a particular implementation. The results in this chapter show 
that it is very difficult to verify properties of fully asynchronous implemen­
tations. It is particularly important to ensure that the models of the system 
correctly take account of possible interference between the processes in order 
to be confident that the implementation will behave in the desired manner. 
The next chapter discusses the results, and conclusions, of the work in more 
detail. 



Chapter 8 

Conclusions 

This thesis has described how it is possible to use formal models to explore 
properties of asynchronous systems. The main objectives for this work were: 
first, to reduce the amount of rework that is required in the later stages of 
the development process; and second, to develop a theory of communication 
mechanisms to be used with the RTN-SL to facilitate the analysis of end­
to-end timing properties of systems. 

A range of tools has been used to verify that an ACM implementation 
(Simpson's 4-slot) is L-atomic. Starting with an abstract model of the re­
quired specification, increasingly realistic models of the implementation have 
been built to its explore properties and better understand its behaviour. This 
increased understanding may help to eliminate errors and ambiguities in the 
specification and reduce the amount of rework that is required later in the 
development process. This chapter discusses the merits and disadvantages 
of the various tools. The work reported in this thesis may form the basis of 
an incremental development process, which may be used to develop a theory 
of (a wide range of) communication mechanisms. 

The remainder of this chapter is organised as follows. First, Section 8.1 
briefly reviews the results of attempts to use the taxonomy of ACMs from 
Chapter 2 as the basis of a theory of communication mechanisms. Section 8.2 
discusses the merits of the tools that have been used to verify the 4-slot is 
L-atomic. Section 8.3 discusses the benefits of using a proof tool (PVS) 
to assist with the verification process. Section 8.4 introduces related work. 
Section 8.5 looks at possible future work, and Section 8.6 gives the final 
conclusions. 

8.1 A Taxonomy of ACMs 

Initial attempts to define a theory of ACMs were based on a taxonomy of 
ACMs. Lamport [Lam86b] introduces a taxonomy of AC!-.Is and an ex-

133 
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tended taxonomy was given in Chapter 2 that includes formal definitions 
of additional useful types of ACM. The extended taxonomy includes for­
mal definitions of the required properties of ACMs, including coherence and 
freshness. 

The difficulty with using the taxonomy as the basis for a theory of com­
munication mechanisms is that it defines the behaviour of the mechanisms 
in terms of complete reads and writes, and their behaviour when the reads 
and writes overlap with each other. In ACM implementations, such as the 
4-slot, there is a crucial point within a write when the item written is re­
leased, which can vary from write to write depending on the recent history 
of interactions of the reader and writer of the ACM. Similarly there is a 
crucial point within a read when the reader acquires the item to be read, 
which is also dependent on the recent behaviour of the reader and writer. 
In addition the read and write actions are themselves implemented by a 
number of operations, and it is possible for an unbounded number of read 
operations to occur between any two write operations, and vice versa. It 
would be necessary to devise a set of proof rules to verify that the effect of 
a sequence of operations that comprise a read (write) in the implementation 
is equivalent to a read (write) in the definition despite interference from the 
writer (reader). This would be a very difficult task bearing in mind the in­
dividual reader operations in the implementation may interfere with writer, 
and vice versa. In order to define proof rules for the theory of communica­
tion mechanisms it was necessary to obtain a better understanding of the 
behaviour of implementations of those mechanisms, where the components 
can interfere with each other. As a first step a number of tools have been 
used to gain an understanding of the behaviour of an ACM implementation, 
Simpson's 4-slot, as described in the next section. 

8.2 Verifying Properties of an ACM Imple­
mentation 

This section describes the tools that have been used in this thesis to verify 
the correctness of an ACM implementation with respect to its specification. 
First an abstract model of L-atomicity was given. This model was easy to 
understand, and formally specified the required properties of the implemen­
tation. It was then possible to verify that the 4-slot implementation is a 
refinement of this specification, using Nipkow's retrieve rule, however this 
required an unrealistic assumption about the atomicity of the actions of the 
reader and writer of the ACM. In order to discharge the proof obligations 
some of the actions of the reader and writer in the implementation need 
to be combined into single actions, that are equivalent to the operations of 
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the abstract model, which are assumed to be executed in a Hoare-atomic 
manner. It is therefore recognised that this is not a full correctness proof 
for the ACM, because these groups of actions are not atomic in actual im­
plementations of the 4-slot. A means of relaxing this atomicity assumption 
was therefore required, and a rely-guarantee proof method for shared vari­
able concurrency was used for this purpose. This made it possible to verify 
that the implementation is L-atomic where the individual actions of the 
reader and writer are atomic, but can interleave in an unrestricted man­
ner. Finally Chapter 7 described some related work that '·erifies properties 
of fully asynchronous implementations of the 4-slot, for example hardware 
implementations, where these individual actions may not be atomic. 

8.2.1 Applying Refinement to Verify Properties ofSys­
terns 

Verifying a refinement relation between the 4-slot implementation and the 
model of L-atomicity made it possible to explore some of the behaviours of 
the implementation, and helped in gaining an increased understanding of 
those behaviours. For example it identified that there are two points within 
the writer algorithm when the item that is being written can be released 
and made available to the reader. However, the notion of refinement requires 
that it is possible to reason about the equivalence of an action in an abstract 
model to an action (or sequence of actions) in a more concrete model of the 
implementation. In the case of the 4-slot it would be necessary to verify that 
a refinement relation exists when the action in the concrete model consists of 
a number of sequential sub-actions. This would be very difficult, because the 
individual sub-actions of the reader and writer either access control variables, 
or read or write to one of the slots. A number of writer actions interfere with 
the operation of the reader, and the readerlndicatesPair operation interferes 
with the operation of the writer. In addition it is possible for an unbounded 
number of writer actions to occur between any two reader actions, and vice 
versa. It is, therefore difficult to reason about the effect of a sequence of 
reader, or writer, sub-actions, and the equivalence of that effect to the result 
of a single action in the abstract model. 

An incremental method, that uses refinement in the early stages of de­
velopment, may make it possible to evaluate the risk of continuing with a 
particular approach to the implementation earlier in the process using an ab­
stract model of the requirements, before incurring the cost of fully verifying 
the correctness of the proposed implementation to its specification. How­
ever, in order to verify the correctness of actual implementations of fully 
asynchronous systems, such as the 4-slot, where the individual operations 
of the component processes can occur concurrently or interleave with each 
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other in an unrestricted manner, it is necessary to reason about the potential 
interference of the components with each other. This is not possible using 
the current refinement rules, and requires the those rules to be extended to 
make it possible to reason about the effects of such interference. 

8.2.2 Applying a Rely-Guarantee Proof Method 

Chapter 6 described how a rely-guarantee method for interleaved shared 
variable concurrency, from [dR+01], can be used to verify that Simpson's 
4-slot ACM implementation is L-atomic when the atomicity assumptions 
used in earlier models are relaxed. This method made it possible to verify 
that the 4-slot implementation is L-atomic when the individual actions of 
the reader and writer are themselves atomic, for example single processor 
im plementations. 

The use of this method makes it necessary to identify assertions that can 
be made in the different locations of the assertion networks of the compo­
nent processes. The effort that was required to discover the assertions was 
outweighed by the advantages of the method. First, discharging the proof 
obligations helped to identify errors and ambiguities in the model. Second, 
it was possible to verify properties of infinite state space models using this 
method. Third, the guarantee conditions that have been verified to hold for 
the implementation can be used in compositional proofs of the correctness 
of systems where the ACM is used as a component and its rely-conditions 
hold. 

In addition, discovering the assertions that hold in the locations of the 
assertion networks for the components and discharging the proof obligations 
helped in gaining a better understanding of the behaviour of the implemen­
tation. For example, it helped identify the different points in the interaction 
of the reader and writer when the reader can effectively acquire the slot (and 
therefore the item) it is going to return as the result of a read. 

It may be possible to extend the models to verify properties of fully 
asynchronous implementations, but this way may make the assertions sig­
nificantly more complex and the proofs may then be daunting, if not in­
tractable. 

8.2.3 Model Checking Using CSP 

Chapter 7 described some joint work, by the author, Paynter and Armstrong 
[PHA04], where an increasingly sophisticated set of models (due to Payn­
ter), in CSP, were used to model fully asynchronous implementations of the 
4-slot. The advantage of using CSP is that it was possible to encode the 
4-slot algorithm into the model and then adjust the behaviour of the control 
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variables to take account of the effects of metastability and the engineering 
solutions to contain its effects. However, while it is possible to make subtle 
changes to the models to explore their properties, and a model checker will 
provide a counter example if a property fails to exhibit a particular property, 
less insight is gained when model checking a particular property succeeds. 
While it may be possible to use a model checker more directly to verify 
properties of systems, the increased understanding of the possible behayiour 
of the system, gained from exploring properties of the earlier models, helped 
to give increased confidence in the results of model checking those models. 
Building an increased understanding of the behaviour of a system under de­
velopment may help to avoid the use of an inappropriate abstraction, and 
give increased confidence in the correctness of any results obtained from ver­
ifying properties of the system using model checking techniques. In addition 
it is only possible to model check finite state models: there is always a dan­
ger that an abstraction that is used to reduce an infinite state space model 
to a finite state one will incorrectly hide the very behaviour that would make 
the system violate the property that is being checked. 

8.3 Machine Assisted Formal Proofs 

The formal proofs described in this thesis were completed using PVS. The 
use of a proof tool to verify properties of models was valuable for a number 
of reasons. First, it helped to facilitate the use of an evolutionary process: 
it was possible to verify properties of partial models, which included some of 
the desired properties. These partial models could then be extended more 
easily, and the existing partial proofs extended to verify properties of the 
system as the models evolved, until finally the complete models were verified 
to be correct. Second, the tool helped to identify any errors in the models, 
for example when it was not possible to discharge a particular branch of the 
proof. Section 6.4 briefly described how it was also possible to identify a 
defect in a 3-slot ACM implementation in this way. 

However, care needs to be exercised when using the decision procedures 
of PVS. It is important to work out the expected tactics for discharging a 
proof in advance. If a theory is discharged unexpectedly this may be due 
to a typographic error which introduces a contradiction in the assumptions. 
While it may be possible to discharge proof obligations more quickly by 
using the more powerful decision procedures, it may then be more difficult 
to identify such errors. 
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8.4 Related Work 

Communication often seems to be assumed to occur instantaneously when 
modelling systems, for example in timing diagrams in UML [Dou98]. Little 
evidence has been found of an attempt to define a theory of communica­
tion mechanisms that can be used to reason about the timing of different 
communication mechanisms when specifying systems. While there are tools 
available to model the timing of systems, for example Uppaal [LPY97] and 
Kronos [Yov97], they have been used to verify properties of individual im­
plementations, for example [DY95], rather than to develop a theory of com­
munication mechanisms. 

[Sim03] gives axiomatic formal definitions of the timing behaviour of a 
family of asynchronous and synchronous communication mechanisms using 
a VDM-SL [IS096] like notation combined with RTL [JM86, JMS88]. This 
work makes a valuable contribution towards defining a theory of communi­
cation mechanisms. However it is based around crucial release and acquire 
events rather than the compositional behaviour of the components of the 
ACMs. It may be difficult to use the definitions directly to reason, in a 
compositional manner, about the behaviour of larger systems that use the 
mechanisms defined for communication between their components. 

It is not common to take account of metastability when constructing 
formal models of ACMs [KKV87] and in much of the related academic work 
which explores implementations of L-atomic ACMs, for example [HV01, 
HS94, Tr089] it is assumed that single bit variables are type-safe. However, 
Chapter 7 showed that a type-safeness may not be an adequate representa­
tion of the behaviour of control variables in ACMs. 

[Sim92] describes a Role Modelling Method that can be used to explore 
the behaviour, and verify properties, of ACM implementations. This method 
applies roles to the slots in the ACM, for example to indicate which of the 
slots is being read by the reader. The method then automatically explores 
the state space of the implementation, but combines the states into equiva­
lent ones, based on the roles allocated to the slots and critical actions of the 
reader and writer. This novel approach reduces the state space of the model, 
and has been used to explore and verify properties of implementations. The 
results need to be carefully analysed, but the method can be used to gain 
a better understanding of the behaviour of implementations. [Sim92] uses 
role modelling to analyse the possible faulty behaviour of the 3-slot imple­
mentation described in this thesis, and to identify the timing constraint that 
is necessary to ensure fault free operation. [XC99] and [XCOO] demonstrate 
that Simpson's roles can be encoded into Petri-net models as a means of 
increasing confidence in the results obtained. The method does, however, 
rely on an assumption about the behaviour of the reader of a control variable 



8.5. Future Work 139 

when a read clashes with a write: that the read will either return the value 
in the control variable before or after the write. 

Clark and Xia, [ClaOO, XiaOO], have also modelled the behaviour of the 
4-s10t in the presence of metastability using Petri-nets, and have shown the 
ACM to be L-atomic. Their approach is to model the set up and hold times 
and propagation delays (as in the BIT5-LB2 model in Chapter 7), and the 
results they report seem to agree with those shown in Table 7.2. In [ClaOO] 
it is stated that the 4-s10t fails to maintain coherence and freshness when 
the writer's local copy of the pair it is going to access goes metastable. This 
difference in the results may be because Clark was modelling a hardware 
variant of the 4-s10t, where this variable is used twice in the same instruction 
to access a slot, immediately after a new value has been written to it. The 
use of Petri-nets may be more suited to verifying properties of hardware 
implementations, because there is tool support to derive a hardware design 
directly from the model of the system. 

[Br099] uses Timed CSP to model the behaviour of the 4-s10t, and de­
scribes 4 attempts to define freshness in terms of the beginning and end of 
complete reads and writes to the mechanism. The 4-s10t can fail to return 
fresh data according to all of these definitions, but this failure is due to the 
reader returning data that is too fresh i.e. the reader returns an item that 
has been written but not fully released by the writer. It seems reasonable to 
follow the conclusion of this work, that freshness was not adequately defined, 
rather than conclude that the ACM does not exhibit the desired property. 

8.5 Future Work 

8.5.1 An Incremental Development Method 

It may be possible to use the approach described in this thesis as the basis for 
an incremental development method for a wider range of systems. The use 
of a tool set rather than a single tool to exploit the relative strengths of par­
ticular tools may be advantageous, using a range of modelling techniques to 
explore properties of the implementation. For example an iterative approach 
that initially uses refinement to verify properties of an implementation to 
an abstract model, and later uses model checking to verify correctness of a 
fully asynchronous implementation. This may require the development of 
proof rules to verify the equivalence of different models of the implemen­
tation. An incremental development method may assist in making a more 
informed choice between competing implementations, or analysing the risk 
in proceeding with a particular approach to the implementation, at an ear­
lier stage of the development process. Combining this iterative approach 
with a hierarchical development process may make it possible to analyse the 
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behaviour of an implementation and its component processes in increasing 
detail until sufficient confidence is gained in the correctness of a particular 
implementation to its specification. 

8.5.2 Developing a Theory of Communication Mech­
anisms 

The RTN-SL is currently being developed to allow the rigorous specification 
of the functionality and timing constraints of computations in systems. A 
theory of communication mechanisms is required, which can be used with 
the RTN-SL to specify the complete behaviour of systems in a rigorous 
manner. This theory will need to encompass a wide range of synchronous 
and asynchronous mechanisms, for example the basic mechanisms described 
in Section 1.1.2, and mechanisms that are implemented using networks of 
components. 

This thesis has described how a number of tools have been used to ver­
ify that a particular (small) ACM implementation, Simpson's 4-slot, is L­
atomic, however the development of a theory of communication leads to 
a number of requirements. First, the notations will be required to reason 
about the timing behaviour of the mechanisms. Second, a proof theory will 
need to be developed to verify properties of those mechanisms. It is desir­
able that this proof theory should facilitate a compositional approach (for 
example rely-guarantee [Jon83] or "Design by Contract" [Mey88]) to assist 
with the verification, and upgrading of, systems where the mechanisms are 
used as components. 

8.5.3 Tool support 

Any incremental process that is used for system development must be cost 
effective: the extra cost of analysing properties of the system earlier in the 
development cycle must be recovered by a reduction in the cost in the later 
stages. Tool support for the process will help to achieve this goal. The tool(s) 
should be capable of automatically translating the specification and design 
of the system from a graphical design notation into the formallanguage(s) 
that is (are) used to analyse properties of the system. It may be possible to 
develop a set of tactics that can be used with a proof tool to automatically 
discharge a proportion of the proof obligations. The ability to reason about 
trade-offs in the design would also be beneficial. This may allow a choice 
to be made earlier in the development process and avoid abandoning an 
inappropriate design later in the development process. The utility and cost 
effectiveness of any tool set would need to be measured, using an appropriate 
case study. 
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8.5.4 Atomicity Refinement 

It was necessary to use an unrealistic assumption about the atomicitv of the 
actions of reader and writer in the 4-slot implementation. in order t~ "erif" 
that the implementation is a refinement of the model of L-atomicity. It ma~' 
be possible to develop an "atomicity refinement" method verify a r~finemen't . . 
relation exists between two models when a single action is replaced with a 
series of actions in implementations such as the 4-slot. where it is necessary 
to reason about possible interference of actions of another process in the 
system with the effect of the refined action. 

8.5.5 Identifying and Verifying New Impossibility Re­
sults for ACM Implementations 

Recent work [PRAOS] casts doubt on the validity of some current impos­
sibility results for atomic ACMs, since these results seem to be b<llied on 
an assumption that the control variables of the mechanisms behave in a 
type-safe manner. It seems that new impossibility results need to be pro­
duced and verified based on more realistic definitions of the behaviour of 
the components of the mechanisms. In order to deri\'e these new results 
it will be necessary to reason about the possible effects of met<llitability on 
components, and the solutions that can be adopted to contain those effects. 

8.5.6 Verifying Properties of Fully Asynchronous Sys­
tems Using Rely-Guarantee 

The rely-guarantee approach in this thesis can be used to \'erify properties 
of systems that communicate using shared variables, where the individual 
actions of the components are atomic and can interleave in an unconstrained 
manner. It may be possible to extend this approach to verify properties 
of fully asynchronous systems. For example, by extending the <llisertion 
networks to include start and end actions for the indi"idual operations of 
the components. It may then be possible to define <llisertions that hold in 
the locations of the revised networks, and use the existing proof rules to 
verify that the required rely-guarantee conditions still hold. This may make 
it possible to verify properties of larger systems than can currently be model 
checked because of the large (potentially infinite) state space of the models. 

8.6 Concluding Remarks 

The contribution of the work in this thesis is that it demonstrates how it is 
possible to verify the correctness of an asynchronous real-time system to its 
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specification. Specifically the work: 

1. demonstrates how a tool set can be used to gain an understanding of 
the behaviour of the system in an incremental manner. Starting with 
an abstract model of the required properties of the system and explor­
ing properties of increasingly detailed models of the implementation; 
and 

2. shows that it is possible to use a compositional rely-guarantee method 
to verify properties of systems where the individual components give 
few or no guarantees about their individual behaviour. It may then be 
possible to use the rely-guarantee conditions that have been verified 
to hold, to explore and verify properties of larger systems, where the 
system is itself used as a component. Rely-conditions can also be used 
to record assumptions about the system and its environment to ensure 
that they are not overlooked in the later stages of development. 

Developing a realistic model of an asynchronous system may be difficult 
because its specification is complex, or because its components interact in 
unexpected ways. This thesis has shown how the strengths of a range of tools 
can be exploited to explore properties of an ACM implementation in an in­
cremental manner. This incremental approach may allow the developer of 
a system to gain a better understanding of its behaviour by exploring prop­
erties of increasingly realistic models of its implementation, until sufficient 
confidence is gained in the correctness of that implementation against the 
specification. The extra effort that may be required in the earlier stages of 
development may be recovered by helping to reduce costs in later stages of 
the process due to errors and ambiguities in the specification. 



Bibliography 

[ABM98] 

[Acz83] 

[AG92] 

[Ash75] 

[Bac89] 

[BFL+94] 

[BH95a] 

[BH95b] 

[Bic98] 

[BP89a] 

S. Angerholm, J. Bicarregui, and S. Maharaj. On the Verifi­
cation of VDM Specifications and Refinement with PVS. In 
J.C. Bicarregui, editor, Proof in VDM: Case Studies, FACIT. 
Springer, 1998. 

P. Aczel. On an inference rule for parallel composition. Un­
published letter to Cliff Jones, March 1983. 

J.H. Anderson and M.G. Gouda. A criterion for atomicity. 
Formal Aspects of Computing, 4(3):273-298, 1992. 

E. A. Ashcroft. Proving assertions about parallel programs. 
JCSS, 10:110-135, February 1975. 

R.J. Back. Refining atomicity in parallel algorithms. In 
PARLE Conference on Parallel Architectures and Languages 
Europe. Springer-Verlag, June 1989. 

J.C. Bicarregui, J.S. Fitzgerald, P.A. Lindsay, R. Moore, and 
B. Ritchie. Proof in VDM: A Practitioner's Guide. FACIT. 
Springer-Verlag, 1994. 

J.P. Bowen and M.G. Hinchey. Seven more myths of formal 
methods. IEEE Software, 12(4):34-41, July 1995. 

J.P. Bowen and M.G. Hinchey. Ten commandments offormal 
methods. IEEE Computer, 28(4):56-63, April 1995. 

J.C. Bicarregui, editor. Proof in VDM: Case Studies. FACIT. 
Springer, 1998. 

James E. Burns and Gary L. Peterson. The Ambiguity of 
Choosing. In Proceedings of 8th Annual Symposium on Prin­
ciples of Distributed Computing (PODC'89), pages 145-157. 
ACM Press, 1989. 

143 



BIBLIOGRAPHY 144 

[BP89b] J.E. Burns and G.L. Peterson. The ambiguity of choosing. 
In Proceedings of the 8th Annual Symposium on Principles of 
Distributed Computing, pages 145-157. Association for Com­
puting Machinery, 1989. 

[Bro99] P.J. Brooke. A Timed Semantics for a Hierarchical Design 
Notation. PhD thesis, Department of Computer Science, Uni­
versity of York, April 1999. 

[BvW03] R.J.R. Back and J. von Wright. Compositional action system 
refinement. Formal Aspects of Computing, 15(2 and 3):103-
117, November 2003. 

[Cha87] Daniel M. Chapiro. Reliable High-Speed Arbitration and Syn­
chronization. IEEE Transactions on Computers, 36(10):1251-
1255, October 1987. 

[ClaOO] LG. Clark. A Unified Approach to the Study of Asynchronous 
Communication Mechansims in Real- Time Systems. PhD the­
sis, London University, King's College, May 2000. 

[CM73] Thomas J. Chaney and Charles E. Molnar. Anomalous Behay­
ior of Synchronizer and Arbitor Circuits. IEEE Transactions 
on Computers, 22(4):421-422, April 1973. 

[CXYD98] LG. Clark, F. Xia, A.V. Yakovlev, and A.C. Davis. Petri I\et 
Models of Latch Metastability. Electronic Letters, 34(7):635-
636, 1998. 

[Dij71] E.W Dijkstra. Structured Programming, chapter 1. Academic 
Press, 1971. 

[Dij76] E.W. Dijkstra. A Discipline of programming. Prentice-Hall 
International, 1976. 

[Dou98] Bruce Powel Douglas. Real- Time UML: Developing Efficient 
Objects for Embedded Systems. The Object Technology Series. 
Addison-Wesley, 1998. 

[dR+01] Willem-Paul de Roever et al. Concurrency Verification: In­
troduction to Compositional and Noncompositional Methods. 
Number 54 in Cambridge Tracts in Theoretical Computer Sci­
ence. Cambridge Uniyersity Press, 2001. 



BIBLIOGRAPHY 145 

[DY95] 

[Flo67] 

[FSE96] 

[FW96] 

[FW97] 

[Gin03] 

[HaI90] 

[HB99] 

[HEC89] 

[Hen03] 

C. Daws and S. Yovine. Two examples of verification of 
multirate timed automata with kronos. In Proc. 16th IEEE 
Real-Time Systems Symposium (RTSS'95j, pages 66-75. IEEE 
Comp.Soc. Press, December 1995. 

R W Floyd. Assigning meanings to programs. In Proceedings 
AMS Symposium Applied Mathematics, volume 19, pages 19-
31. American Mathematical Society, 1967. 

Formal Systems (Europe) Ltd. Failures-Divergence Refine­
ment: The FDR 2.0 User Manual, August 1996. 

S. Fowler and A.J. Wellings. Formal Analysis of a Real-Time 
Kernel Specification. In Bengt Jonsson and Joachim Parrow, 
editors, Proceedings of the 4th International Symposium on 
Formal Techniques in Real- Time and Fault Tolerant Systems, 
number 1135 in Lecture Notes in Computer Science. Springer, 
1996. 

S. Fowler and A.J. Wellings. Formal Development of a Real­
Time Kernel. In Proceedings of the 18th IEEE Real- Time Sys­
tems Symposium - San Francisco. IEEE, 1997. 

Ran Ginosar. Fourteen Ways to Fool Your Synchronizer. In 
Proceedings of ASYNC'03, pages 89-95, 2003. 

Anthony Hall. Seven Myths of Formal Methods. IEEE Soft­
ware, ?(9):11-19, September 1990. 

M.G. Hinchey and J.P. Bowen, editors. Industrial-Strength 
Formal Methods in Practice. FACIT. Springer-Verlag, 1999. 

Jens U. Horstmann, Hans W. Eichek, and Robert L. Coates. 
Metastability Behaviour of CMOS ASIC Flip-Flops in Theory 
and Test. IEEE Journal of Solid-State Circuits, 24(1):146-157. 
February 1989. 

N Henderson. Proving the correctness of Simpson's 4-
slot ACM using an assertional rely-guarantee method. In 
K. Araki, S. Gnesi, and D. Mandrioli, editors, Proceedings 
of the International Symposium of Formal Methods Europe, 
FME2003:Formal Methods, number 2805 in L:\C8. pages 244-
263. Springer-Verlag, September 2003. 



BIBLIOGRAPHY 146 

[Hoa69] 

[Hoa72] 

[Hoa74] 

[Hoa85] 

[HP02a] 

[HP02b] 

[HS94] 

[HV96] 

[HVOl] 

[IS096] 

C.A.R. Hoare. An Axiomatic Basis for Computer Program­
ming. Communications of the ACM, 12(10):576-580 + p. 583, 
1969. 

C.A.R. Hoare. Proof of correctness of data representation. 
Acta Informatica, 1{4}:271-281, 1972. 

C.A.R. Hoare. Monitors: An Operating System Structuring 
Concept. Communications of the ACM, 17{10}:549-557. 1974. 

C. A. R. Hoare. Communicating Sequential Processes. Prentice 
Hall, 1985. 

N. Henderson and S.E. Paynter. The Formal Classification 
and Verification of Simpson's 4-Slot Asynchronous Communi­
cation Mechanism. Technical Report CSjTRj756, Centre for 
Software Reliability, Department of Computing, University of 
Newcastle, January 2002. 

N. Henderson and S.E. Paynter. The Formal Classification 
and Verification of Simpson's 4-Slot Asynchronous Communi­
cation Mechanism. In L.-H. Eriksson and P.A. Lindsay, edi­
tors, Proceedings of FME'02, number 2391 in Lecture Notes in 
Computer Science, pages 350-369. Springer, 2002. 

S. Haldar and P.S. Subramanian. Space-optimum conflict-free 
construction of I-writer I-reader multivalued atomic variable. 
In Proceedings of the Eighth International Workshop on Dis­
tributed Algorithms, volume 857 of Lecture Notes in Computing 
Science, pages 116-129. Springer-Verlag, 1994. 

S. Haldar and K. Vidyasankar. Space-optimal buffer-based 
conflict-free constructions of I-writer I-reader multivalued 
atomic variables from safe bits. In Proceedings of 15th A CM 
Symposium on the Principles of Distributed Computing. ACM, 
1996. 

S. Haldar and K. Vidyasankar. Space-Optimal Buffer-Based 
Conflict-Free Construction of I-Writer I-Reader Multivalued 
Atomic Variables from Safe Bits. Unpublished Paper, 2001. 

ISO JIEC 13817-1. VDM Specification Language, International 
Standard - Part 1: Base Language, December 1996. 



BIBLIOGRAPHY 147 

[JHJ89] 

[JIM87] 

[JLM88] 

[JM86] 

[JM94] 

[JMS88] 

[Jon81] 

[Jon83] 

[Jon90] 

[KBY02] 

[KKV87] 

Mark B. Josephs, C.A.R. Hoare, and He Jifeng. A Theory 
of Asynchronous Processes. Technical Report PRG-TR-6-89, 
Programming Research Group, Oxford University Computing 
Laboratory, February 1989. 

Joint IECCA and MUF Committee on MASCOT (JIMCO:t\I). 
The Official Handbook of MASCOT: Version 3.1 - Issue 1, 
June 1987. Crown Copyright. 

F. Jahanian, R. Lee, and A.K. Mok. Semantics of Modechart 
in Real-Time Logic. In IEEE Proceedings of the 21 st Annual 
Hawaiian International Conference on System Science, 1988. 

F. Jahanian and A.K. Mok. Safety Analysis of Timing Prop­
erties in Real-Time Systems. IEEE Transactions on Software 
Engineering, 12(9):890-904, December 1986. 

F. Jahanian and A.K. Mok. Modechart: A Specification Lan­
guage for Real-Time Systems. IEEE Transactions on Software 
Engineering, 20(12):933-947, 1994. 

F. Jahanian, A.K. Mok, and D.A. Stuart. Formal Specification 
of Real-time Systems. Technical Report TR-88-25, Depart­
ment of Computer Science - University of Texas at Austin, 
June 1988. 

C.B. Jones. Development Methods for Computing Programs 
Including a Notion of Interference. PhD thesis, Oxford Uni­
versity Computing Laboratory, 1981. 

C B Jones. Specification and design of (parallel) algorithms. 
Information Processing Letters, 9(83):321-331, 1983. 

C.B. Jones. Systematic Software Development Using VDM: 
Second Edition. Prentice-Hall International Series in Com­
puter Science, 1990. 

David J. Kinniment, Alexandre Bystrov, and Alex V. 
Yakovlev. Synchronization Circuit Performance. IEEE Jour­
nal of Solid-State Circuits, 37(2):202-209, 2002. 

L.M. Kirousis, E. Kranakis, and P.M.B. Vitanyi. Atomic Mul­
tireader Register. In Proceedings of the Workshop on Dis­
tributed Algorithms, number 312 in Lecture Notes on Com­
puter Science, pages 278-296. Springer, 1987. 



BIBLIOGRAPHY 148 

[Kop90] 

[Kop98] 

[Lam86a] 

[Lam86b] 

[LFB96] 

[LPY97] 

[LR93a] 

[LR93b] 

[LR94] 

[Man88] 

[Mey88] 

H. Kopetz. Software Engineer's Reference Book, chap­
ter 56. Number 0-750-61040-9. Butterworth-Heinemann Lim­
ited, 1990. 

H Kopetz. Real-time systems. Design principles for distributed 
embedded applications. Kluwer Academic Publishers, 1998. 

L. Lamport. On Interprocess Communication - Part 1: Basic 
Formalism. Distributed Computing, 1:77-85, 1986. 

L. Lamport. On Interprocess Communication - Part 2: .-\lgo­
rithms. Distributed Computing, 1 :86-101, 1986. 

P.G. Larsen, J. Fitzgerald, and T. Brookes. Applying formal 
specification in industry. IEEE Software, 13(7):48-56, I\Iay 
1996. 

K.G. Larsen, P. Pettersson, and Wang Yi. Uppaal in a nutshell. 
Journal of Software Tools for Technology Transfer, 1(1-2):13-1-
152, 1997. 

Patrick Lincoln and John Rushby. Formal verification of an al­
gorithm for interactive consistency under a hybrid fault model. 
In Costas Courcoubetis, editor, Computer-Aided Verification, 
CAV '93, volume 697 of Lecture Notes in Computer Science, 
pages 292-304, Elounda, Greece, June/July 1993. Springer­
Verlag. 

Patrick Lincoln and John Rushby. A formally verifed algorithm 
for interactive consistency under a hybrid fault model. In Fault 
Tolerant Computing Symposium 23, pages 402-411, Toulouse, 
France, June 1993. IEEE Computer Society. 

Patrick Lincoln and John Rushby. Formal verification of an 
interactive consistency algorithm for the Draper FTP archi­
tecture under a hybrid fault model. In COMPASS '94 (Pro­
ceedings of the Ninth Annual Conference on Computer Assur­
ance), pages 107-120, Gaithersburg, MD, June 1994. IEEE 
Washington Section. 

Reinhard Manner. Metastable States in Asynchronous Digital 
Systems: Avoidable or Unavoidable? Microelectronic Reliabil­
ity, 28(2):295-307, 1988. 

Bertand Meyer. Object-Oriented Software Construction. 
Prentice-Hall International Series in Computer Science, 1988. 



BIBLIOGRAPHY 149 

[MoD85] Ministry of Defence. Modular Approach to Software Construc­
tion, Operation, and Test - MASCOT, 1985. Defence Standard 
00-17. 

[MoD91] Ministry of Defence - Sea Systems Controllerate. Requirements 
for Software for use with Digital Processors, 1991. Xaval En­
gineering Standard NES 620 - Issue 4. 

[MP93] Z. Manna and A. Pnueli. Models of Reactivity. Acta Infor­
matica, 30(7):609-678, 1993. 

[MSJ96] A.K. Mok, D.A. Stuart, and F. Jahanian. Specification and 
Analysis of Real-Time Systems: ;\'Iodechart Language and 
Toolset. In C. Heitmeyer and D. Mandrioli, editors, Formal 
Methods for Real-Time Computing, volume 5 of Trends in Soft­
ware, chapter 2, pages 33-53. \\!iley, 1996. 

[Nip86] T. Nipkow. Non-Deterministic Data Types: Models and Im­
plementations. Acta Informatica, 22:629-661, 1986. 

[Nip87] T. Nipkow. Behavioural Implementation Concepts for Nonde­
terministic Data Types. PhD thesis, University of :\lanchester, 
May 1987. 

[OG76a] S. Owicki and D. Gries. An axiomatic proof technique for 
parallel programs. Acta Informatica, 6:319-340, 1976. 

[OG76b] S. Owicki and D. Gries. Verifying properites of parallel pro­
grams: An axiomatic approach. Communications of the ACM, 
19(5):279-285, May 1976. 

[OG76c] Susan Owicki and David Gries. An Axiomatic Proof Technique 
for Parallel Programs. Acta Informatica, 6:319-340, 1976. 

[OSRSC99a] S. Owre, N. Shanker, J.M. Rushby, and D.W.J. Stringer­
Calvert. PVS Language: Version 2.3. Technical report, Com­
puter Science Laboratory - SRI International, September 1999. 

[OSRSC99b] S. Owre, N. Shanker, J.M. Rushby, and D.W.J. Stringer­
Calvert. PVS System Guide: Version 2.3. Technical report, 
Computer Science Laboratory - SRI International, September 
1999. 

[PAHOO] S.E. Paynter, J.M. Armstrong, and J. Haveman. ADL: An Ac­
tivity Description Language for Real-Time 1\ etworks. Formal 
Aspects of Computing, 12(2):120-144, 2000. 



BIBLIOGRAPHY 150 

[Pay01] 

[Pay02] 

[Per99] 

S.E. Paynter. Real-Time Logic Revisited. In Jose ;\uno 
Oliveira and Pamela Zave, editors, Proceedings of the Inter­
national Symposium of Formal Methods Europe 2001: Formal 
Methods for Increasing Software Productivity, number 2021 in 
Lecture Notes in Computer Science, pages 300-317. Springer, 
2001. 

S.E. Paynter. RTN-SL: The Real-Time Network Specification 
Language. Technical Report DR 20656, MBDA CK, March 
2002. Issue 2. 

C Perrow. Normal Accidents. Princeton University Press, 
1999. 

[Pet83] G.L. Peterson. Concurrent reading while writing. ACM Trans­
actions on Programming Languages and Systems, 5(1):46-55, 
January 1983. 

[PHA04] S.E. Paynter, N. Henderson, and J.M. Armstrong. Ramifica­
tions of metastability in bit variables explored via simpson's 
4-slot mechanism. Formal Aspects of Computing, 16(4):332-
351, November 2004. 

[PHA05] S.E. Paynter, N. Henderson, and J.M. Armstrong. Metastabil­
ity in Asynchronous Wait-Free Protocols. Accepted subject to 
revision by IEEE Transactions on Computers, ?(?):?-?, 2005. 

[RLKL95] B. Randell, J-C. Laprie, H. Kopetz, and B. Littlewood, editors. 
Predictably Dependable Computer Systems. Springer-Verlag, 
1995. 

[Ros98] A.W. Roscoe. The Theory and Practice of Concurrency. Pren­
tice Hall Series in Computer Science, 1998. 

[Rus02] John Rushby. Model-Checking Simpson's Four-Slot Fully Asy­
chronous Communication Mechanism. Technical Report Is­
sued, Computer Science Laboratory - SRI International, July 
2002. 

[Sim86] H.R. Simpson. The MASCOT Method. Software Engineering 
Journal, 1(3):103-120, 1986. 

[Sim90a] H.R. Simpson. Four-Slot Fully Asynchronous Communication 
Mechanism. lEE Proceedings, 137 Part E(1):17-30, January 
1990. 



BIBLIOGRAPHY 151 

[Sim90b] 

[Sim90c] 

[Sim92] 

[Sim94] 

[Sim96] 

[Sim97] 

[Sim03] 

[Sim04] 

[Tro89] 

[Whi01] 

[Wir71] 

H.R. Simpson. Integrity Aspects of Real-Time :\etworks. In 
Proceedings of the lEE Colloquium on MASCOT and Related 
Issues, 1990. 

H.R. Simpson. MASCOT Real-Time :\"etworks in Distributed 
System Design. In Proceedings of the lEE Colloquium on MAS­
COT and Related Issues, 1990. 

H R Simpson. Correctness analysis for class of asynchronous 
communication mechanisms. lEE Proceedings-E. 139(1):35-49, 
January 1992. 

H.R. Simpson. Architecture for Computer Based Systems. In 
IEEE Workshop on the Engineering of Computer Based Sys­
tems, Stockholm, May 1994. 

H.R Simpson. Layered Architecture{s): Principles and Prac­
tice in Concurrent and Distributed Systems. In Proceedings of 
the 8th IEEE Symposium on Parallel and Distributed Process­
ing, 1996. 

H.R Simpson. New Algorithms for Asynchronous Communi­
cation. lEE Proceedings of Computers and Digital Techniques, 
144(4):227-231, July 1997. 

H.R Simpson. Protocols for Process Interaction. lEE Proceed­
ings on Computers and Digital Techniques, 150(3):157-182, 
May 2003. 

H.R Simpson. Freshness Specification for a Class of Asyn­
chronous Communication Mechanisms. lEE Proceedings of 
Computers and Digital Techniques, 151(2):110-118, March 
2004. 

J. Tromp. How to construct an atomic variable. In Proceed­
ings of the Third International Workshop on Distributed AL­
gorithms, number 392 in Lecture Notes in Computer Science, 
pages 292-302. Springer-Verlag, 1989. 

RG. White. ASRAAM: Software Requirements and Design, 
Specification and Test Strategy for the EPU Infrastructure 
Software (New EPU). Technical Report DL 21025, Matra BAe 
Dynamics, 2001. 

Nicklaus Wirth. Program Development by Stepwise Refine­
ment. Communications of the ACM, 14(4):221-227, 1971. 



BIBLIOGRAPHY 152 

[XC99] 

[XCOO] 

[XiaOO] 

[XYIS02] 

[Yov97] 

F. Xia and 1. Clark. Complementing the Role Model :\Iethod 
With Petri-Net Techniques in Studying Issues of Data Fresh­
ness of the Four-Slot Mechanism. Technical Report CS-TR-
654, Department of Computer Science - Gniversity of i'ewcas­
tIe, January 1999. 

F. Xia and 1. Clark. Complementing the Role Model ~Iethod 
With Petri Net Techniques in Studying Issues of Data Fresh­
ness of the Four-Slot Mechanism. In Hardware Design and 
Petri-Nets, pages 33-50. Kluwer Academic Publishers, 2000. 

Fei Xia. Supporting the MASCOT Method with Petri Net Tech­
niques for Real- Time Systems Development. PhD thesis, Lon­
don University, King's College, January 2000. 

F. Xia, A.V. Yakovlev, 1.G.Clark, and D. Shang. Data commu­
nication in systems with heterogeneous timing. IEEE Micro, 
22(6), Nov-Dec 2002. 

S. Yovine. KRONOS: A verification tool for real time sys­
tems. International Journal of Software Tools for Technology 
Transfer, 1(1 + 2):123-133, December 1997. 



Appendix A 

Translating from VDM-SL to 
the PVS Logic 

The models in Chapters 2 to 6 of this thesis are given using a YD\I-SL-lik(' 
syntax. This appendix describes how the models have been translated into 
the PVS logic, using the encoding of \'D\I-SL operations from [.-\8\198]. 
Many of the translations are straightforward: for example a predicate using 
the universal quantifier: 

Va: Tl;b: T2 ·P(a,b) (.-\.1) 

becomes 

(A.2 ) 

Predicates defined using the existential quantifier are translated into P\'S 
in a similar manner. 

The remainder of this appendix illustrates how to translate from the 
VDM-SL like notation used in the body of this thesis to the PVS logic used 
to define the models in the rest of the appendices, using examples from the 
models. 

The translation of enumeration types from YD\I-SL to the PYS logic is 
straightforward. For example an enumeration type to represent the names 
of the two pairs in the model of Simpson's .J-slot in YD\I-SL is: 

Pairlndex = pO I pI: 

which is given in the PYS logic as: 

Pair Index : TYPE = {po. PI} 

The following basic \ -Drv1 record: 
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ACM :: base Type : Value-set 
valid Type : Value-set 

content: Time ~ Value 

inv mk-ACM (bT, vT, c) 6- (vT E bT) 1\ (rng c E bT): 

is translated to a record type in the PVS logic as follows: 

ACM: NONEMPTY _TYPE = 
[, base_type: A_Type. 

valid_type: {t: A_Type I 'if (tI: Value): (tl E t) ~ (tl E base_type)}. 
content: {t: [Time -+ Value] I 'if (t: Time): (/(t) E base_type)} ,J 

15-1 

where the beginning and end of the PVS record types are denoted by [# and 
#l respectively in the definition(a state model in VDM can be translated 
into a PVS TYPE in a similar manner). Instances of records are enclosed 
in (#and#) when they are introduced. The individual fields of the record 
in the PVS logic can be accessed in a similar manner to the field selector in 
VDM, for example given acm:ACM it is possible to access its base type using 
acm'baseType instead of acm.baseType. In the above example the invariant 
in the VDM model is encoded directly in the definitions of the types of the 
components of the record in the PVS equivalent. For example the first part 
of the invariant in the record is vT E bT, which states that all of the items 
in the valid type must also be in the base type. This is translated into the 
PVS logic using a sub-type definition: 

valid_type: {t: A5ype I 'if (tI: Value): (tl E t) ~ (tl E base_type)}. 

Here the valid type is a set, composed of elements of type A_Type, which is 
defined separately, where all of the elements of the set are also in the base 
type set. 

A further example of an invariant in VDM being encoded using a sub­
type in the PVS logic, is from the abstract model of L-atomicity, where the 
sequence of values must always have a length of at least 1, which is given in 
the PVS logic as: 

Val_Sequence: TYPE = {fin..seq: finite..sequence [Data] I fin..seq 'length ~ 1} 

In some cases the invariant in the VDM model is encoded in functions 
which are called in the sub-type definition in PVS: 

PersistenLACM:: b_acm : Basic...ACM 

inv mk-Persistent...ACM (acm) 6-

write_vaLprop2( acm) 1\ persistenLacm 1 (acm) 1\ 

persistenLacm2 ( acm) 1\ persistenLacm3 ( acm ); 

which is given in the PVS logic (again using a sub-type definition) as: 



155 

Persistent-ACM: TYPE = {acm: Basic-ACM I write_vaLprop2(acm) 1\ persistent...acml(acm) 1\ 

persistent...acm2(acm) 1\ persistent...acm3(acm)} 

The functions are defined separately, for example the following VO.\f-SL-like 
definition: 

write_vaLprop2: Basie-ACM ~ lB 

write_vaLprop2 (a) b. 

let w = a.writer, 
aem = a.aem in 

'if i : Oee; v: Value; tl , 0. : Time· 
eommunieates(w, i, tl , 0., v, aem) ~ 
aem.eontent(0.) = v; 

translates directly into the PVS logic, except that the writer and the 
ACM need to be introduced into the VOM function using a let statement, 
whereas in the PVS logic this is not necessary. This is because the PVS 
basie-ACM is defined as a sub-type of type ACM, whereas in the VO~I it is 
defined as a record type which has a field of type A CM and a field of type 
Writer: 

write_vaLprop2(acm: Basic-ACM): bool = 
'V (w: W-Action. i: Occ. v: Value. tl. t2: 

Time): communicates ( w. i. tl. f2. v. acm) ~ 
acm ' content (f2) = v 

Explicit VDM functions are translated directly into the PVS logic in a 
similar manner to the above. 

Implicit functions cannot be translated directly into the PVS logic, for 
example given the following type: 

state Cone_State of 
pair Written: Pairlndex 
slot Written: Pairlndex ~ SlotIndex 
pairReading : Pairlndex 
slots: Pairlndex x SlotIndex ~ Data 
nri : NextReadlnstruction 
nwi : Next Writelnstruction 
writer: WriterState 
reader: ReaderState 
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init s fj. s = mk-ConeState (pO, pO ~ sO, pI ~ sO, pI, 

{(pO, sO) ~ mk-Data (1, mk-token ("initVal")). 
(pO, sI) ~ nil, (pI, sO) ~ nil, 

end 

the following function 

readerIndieatesPair 0 

(pI, sl) ~ nil}, nri = rep, nwi = wep. 
mk- WriterState (pO, sO), 
mk-ReaderState (pI, sI)) 

ext wr nri : nextReadInstruetion 
wr pairReading : PairIndex 
rd reader.readerPair: PairIndex 

pre nri = rip 

post nri = res 1\ pairReading = reader.readerPair; 

is translated into the PVS logic as: 

preJeaderlndicatesPair(p: Conc..8tate): boo! = p'nri = rip 

postJeaderlndicatesPair(p: (preJeaderlndicatesPair» (prot: Conc..8tate): boo! = 
prot = p WITH [nri := res, pairReading := p'reader'readerPairl 

readerlndicatesPair: [p: (preJeaderlndicatesPair) -+ (postJeaderindicatesPair(p» 1 

The VDM-SL pre-condition is translated into a predicate on the ar­
guments of the implicit function, and the postcondition is a binary re­
lation on an item which satisfies the pre-condition and the result of the 
implicit function. The function itself is defined as an uninterpreted con­
stant using a FUNCTION type, which given an argument p that satis­
fies the pre-condition, returns a result that is related to p by the post­
condition. In the above post-condition the statement prot = p WITH 
[nri: = res,pairReading: = p'reader'readerPairJ returns a new state, prot, 
which is the concrete state passed in as a parameter, p, with the nri field 
modified to ris and the pairReading field modified to be equal to the value 
of the readerPair local variable of the reader in p (the hooked value of 
reader.readerPair in the VDM-SL-like definition). 

The abstract model of L-atomicity uses the following function to append 
a new item, when it is written, to the head of the sequence of values: 

(seq: Val..8equence U {d: Data}): Val..8equence = 
(# length := 1, seq := (A . (x: be!ow[l]): d) #) 0 seq 

This function first creates a new sequence, with the new item, of length 1: 
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(# length := 1. seq := O • . (x: below [1]) : d) #) 

and then uses the function 0 from the finite sequences type in the P\ 'S 
library to concatenate the new sequence to the head of the existing one. 

The Conc.-State type given above can be initialised in P\'S using the 
following function (which assigns initial values to each of the components. 
where the reader and writer components have similar initialisation functions 
defined to create the values rand w respectively): 

iniLprot (p: Conc..state. iniLval: Val. w: WriterS tate • r: ReaderState): bool = 
LET w = w WITH [writerPair := Po. writerSlot := 80]. 

r = r WITH [readerPair := Pl. readerSlot := sd 
IN P = P WITH [pair Written := Po. 

slot Written := ().. . (Po: Pairlndex): 80). 

pairReading := Pl. 

slots := ().. . (po: Pairlndex. 80: Slotlndex): iniLval). 
nri := rcp. nwi := wcp. writer := w. reader := r] 

Here the lambda functions are used to assign values to some of the vari­
ables, for example: 

slot Written := ().. . (po: Pairlndex): so) 

assigns the value So to slotWritten(po). 
The assertions in the various models are also translated into the PVS 

logic using lambda functions. For example the assertion from the location 
in the abstract model of L-atomicity, where the reader and writer are not 
accessing the mechanism is given in VDM-SL as: 

noReader _writer -.Assertion Do 

indexRead ::; nextIndex - len vals 1\ 

firstIndex ::; nextIndex - len vals 1\ 

vals (1) . index = nextI ndex-1 ); 

which translates in the PVS logic to (the last conjunct in the following 
assertion is actually part of the invariant in the VDJ\'1-like definitions in 
Chapter 4): 

noReader..noWriter-Assertion: [Abs..state --t boolJ = 
().. . (abs: Abs..state): 

abs'indexRead < abs'nextlndex-abs'vals'length /I 

abs' firstIndexA ~ailable ::: abs'nextIndex-abs'vals'length /I 

abs'vals(O) 'index = abs'nextlndex-1 /I 

(V (n: nat): n < abs'vals'length /I n > 0 => 
abs'vals(n) 'index = abs'nextlndex-(n + 1» 

Here the values are all fields of the Abs_State passed into the lambda func­
tion as a parameter, called abs, and so are accessed using the field selector 
(e.g.abs'indexRead). The length of the sequence is also a field of the finite 
sequence vals in the PVS record and so the field selector is used to access it 
(i.e.abs'vals'length). whereas the len operator is used to access the length of 
a sequence in VDM. The use of the lambda functions makes it possible to use 
the name of the assertion when defining the proof obligation, for example: 



vc..noRea£ier..noWriter-Btart-read: THEOREM 

\;f (asl, as2: Abs..8tate): 
pre-Btart-read(asl) /I 

~ asl 'writerAccess /I noRea£ier..noWriter-Assertion(asl) /I as2 = start-Xead(asl) => 
as2' readerAccess /I 

~ as2' writer Access /I reader..no Writer-Assertion (as2) 

The assertion can then be expanded in line when discharging the proof. 
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Mappings in PVS are simply defined as functions so the VDM type 
Time .!!!t Value translates to [Time- > Value] and given a mapping, m, 
and a time, t: Time, it is possible to obtain the relevant item from the range 
using m{t). This is advantageous when the domain of the mapping is a 
composite value, for example the slots in the model of the 4-slot are accessed 
using a pairlndex and a slotIndex the mapping is defined in PVS as: 

slots: [Pairlndex, SlotIndex -+ Val] 

and it is possible to call the mapping using slots (PI, sd. 
A finite sets type is provided in the PVS library, and is defined as a sub 

type of the set type, where sets are represented as predicates. The usual 
operators are available, but are defined as prefix operations. For example to 
test whether x is a member of set a it is necessary to writer member(x, a). 

The PVS models also use a pre-defined finite sequences type, and use a 
number of the pre-defined functions, for example: to the following shortens 
a sequence to contain only the head item, or the first two items respectively 

vals := p'vals • (0, 0) 

vals := p'vals • (0, 1) 

A function is defined that adds an item (newItern) to the head of the se­
quence (called vals) - see Appendix E for the full definition of this function. 

vals:= (valsU{newltem}) 



Appendix B 

An embedding of RTL in the 
PVS Logic 

This appendix gives the shallow embedding of Real-time Logic (RTL) [.DISC. 
JMS88], due to Paynter, in the P\'S logic that has been used in the model 
of the extended taxonomy of AC:-'ls in Chapter 2. 

The definition is declared as a theory (and can then be used in other 
definitions using an IIVIPORT command (e.g. !!\IPORTL\'G RTL). 

RTL: THEORY 

BEGIN 

Type definitions. A non-empty type of events. time (which is represented 
by real number, occurrences which are of t~'pe natural number, actions and 
states, which are non-empty types. The use of non-empty types is necessary 
to prevent a Type Correctness Condition (TCe) proof obligation being gen­
erated by PVS to verify that an element of the type exists (effectively the 
non-empty type definition is makes it an axiom of the model that elements 
of the type exist). 

Event: NO:O<EMPTY _TYPE 

Time: TYPE = real 

Occ: TYPE = nat 

Action: NONEMPTY _TYPE 

State: NONEMPTY _TYPE 

The RTL Theta (total) relation (from [DIS88]), which takes an event, an 
occurrence number and a time and returns a boolean. the value of which 
depends on whether the particular occurrence of the event occurred at the 
particular time. 

th: [Event. Occ. Time -+ bool] 
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Definition of psi: a relation which returns a boolean depending on whether 
a particular event occurred at a particular time. 

t{J: [Event, Time ---+ bool] 

Functions for returning the events relating to entering and leaving states 
and start and stop actions of events. 

enter, leave: [State ---+ Event] 

start, stop: [Action ---+ Event] 

A function for composing two sequential actions into a single (composite) 
action. 

compose: [Action, Action ---+ Action] 

A function to check if an event occurs (at any time). 

occurs(e: Event): bool = 3 (t: Time): t{J(e, t) 

A function to find the last occurrence time of an event. 

laBLoccurrence_time( e: Event, t: Time): bool = 
t{J(e, t) 1\ ~ (3 (tl: Time): tl > t 1\ ",(e, tl» 

There are only finite occurrences of an event if there is a time of the last 
occurrence of the event. 

only..finite_occurrences(e: Event): bool = 3 (t: Time): laBLoccurrence_time(e, t) 

There are infinite occurrences of an event, if it occurs and there is not only 
a finite number of occurrences of the event. 

infinite_oeeurrenees(e: Event): bool = oeeurs(e) 1\ ~ only..finite_occurrenees(e) 

All of the occurrences of an event are bounded by a time if all of the occur­
rences occur before that time (potentially this is zeno behaviour. It is only 
necessary to reason about zeno behaviour where the version of RTL from 
[PayOl] that uses real numbers for time steps is used. The models in this 
thesis use finite time steps, but the definitions are included for information). 

bounded_by(e: Event, t: Time): bool = V (tl: Time): ",(e, tl) ~ tl < t 

is_bounded(e: Event): bool = 3 (t: Time): bounded_by(e, t) 

An occurrence of an event occurs at a unique time. 

RTLaxl: AXlOM 

V (e: Event, i: Oce, tl, t2: Time): 
8(e,i. tl) 1\ 8(e,i,t2) ~ tl = t2 

If an event has occurred for the i + lth time, the ith occurrence must have 
occurred at an earlier time. 
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RTLax2: AXIOM 

'rI (e: Event, i: Oce, tl: Time): 
e(e,i+l,tI) * (3 (~: Time): e(e,i,~) 1\ ~ < tl) 

Each event that occurs must have an occurrence number. 

RTLax3A: AXIOM 

'rI (e: Event, t: Time): 'I{J(e, t) ¢> (3 (i: Occ): e(e,i,t» 

If there are infinite occurrences of an event, there must not be an upper 
bound for the times of those events (disallows zeno behaviour). 

RTLax5: AXIOM \;f (e: Event): infinite..occurrences(e) * .., is..bounded(e) 

Start and stop actions relate to unique events. 

Actionl: AXIOM 

\;f (al, a2: Action): 
(stop(al) = stop(a2) * al = ~) 1\ 

(sta.rt(al) = sta.rt(~) * al = a2) 

Start and stop events of actions are different events. 

Action2: AXIOM 
\;f (al, a2: Action): stop(al) :f sta.rt(a2) 1\ sta.rt(al) :f stop(a2) 

If the stop event of an action has occurred the action must have started at 
an earlier time. 

Action3: AXIOM 

\;f (a: Action, i: Occ, h: Time): 
61(stop(a),i,tl) * 
(3 (t2: Time): 61(sta.rt(a),i,t2) 1\ ~ ::; h) 

The start event of the (i + 1}th occurrence of an action is after the stop 
event of the ith occurrence. 

Action4: AXIOM 
\;f (a: Action, i: Occ, tl: Time): 

61(start(a), i + 1, tl) * 
(3 (t2: Time): e(stop(a), i, t2) 1\ t2 ::; tl) 

Enter and leave events relate to unique states in the model. 

Statel: AXIOM 

\;f (Sl, S2: State): 
(leave(Sl) = leave(s2) * Sl = S2) 1\ 
(enter(sl) = enter(s2) * Sl = S2) 

Leave and enter events for states are distinct. 

State2: AXIOM 
\;f (Sl, S2: State): leave(sl) :f enter(S2) 1\ enter(Sl) :f leave(s2) 

If a leave event of a state occurs there must be an earlier enter event. 
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State3: AXIOM 

V (a: State, i: Occ, t1: Time): 
610eave(a), i, t1) ~ 
(3 (t:!: Time): 61(enter(a),i,t:!) 1\ t:! :::; t1) 

In order to enter a state for the (i + 1 )th time the state must have been 
exited for the ith time. 

State4: AXIOM 

V (a: State, i: Oce, t1: Time): 
61 (enter(a), i + 1, t1) ~ 
(3 (t:!: Time): 610eave(a),i,t:!) 1\ t2 :s t1) 

In order to compose two actions they must have both occurred. 

compose: AXIOM 

V (a, b, c: Action): 
a = compose ( b, c) ~ 

(V (i: Occ, t: Time): 61(start(a),i,t) ¢} 61(start(b),i.t» 1\ 

(V (i: Occ, t: Time): 61(stop(a),i,t) ¢} 61(stop(c),i,t» 1\ 
(V (i: Occ, t: Time): 

61 (stop(b), i, t) ¢} 61 (start(c), i, t» 

The last occurrence of an event occurred at time of the last occurrence of 
that event. 

lasLoccurrence..number(e: Event, i: Occ): bool = 
3 (t: Time): 61(e,i,t) 1\ lasLoccurrence_time(e. t) 

The latest occurrence of an event is at the latest time that the event occurred. 

latest_occurrence_at_time(e: Event, i: Occ, t: Time): bool = 
3 (t1: Time): 

t1 < t 1\ 

61Ce,i,t1) 1\ ~ (3 (t2: Time): t1 < t2 1\ t2 :s t 1\ wee. t2» 

Either there have been no occurrences of an event or the number of occur­
rences is one greater than the last occurrence number (the first occurrence 
is numbered zero and occurs when the model is initialised, which is before 
the start time of the system being modelled). 

no_oLoccurrences_to_time(e: Event, t: Time. n: nat): bool = 
(occurs(e) 1\ n > 0 1\ latesLoccurrence_aLtime(e, n-l, t» V 
(~ occurs(e) 1\ n = 0) 

Function for checking which is the latest of two times. 

latest(t1, t2, t3: Time): bool = 
(t2 2: t3 ~ t1 = t2) 1\ (t3 2: t2 ~ t1 = t3) 

Functions for checking the latest of three times. 

Definition of a periodic event. 
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periodic( e: Event. period: Time): boo! = 
3 (t: Time): 

19(e,O,t) 1\ 

(V' (i: Oce. t1: Time): 
19(e, i, t1) ~ 19(e, i + 1, t1 + period» 

Definition of a sporadic event. 

sporadic(e: Event. miat: Time): boo! = 
V' (i: Occ. t1. f2: Time): 

19 (e, i, t1) 1\ 19 (e, i + 1, f2) ~ f2 ~ t1 + miat 

Definition of a deadline. 

deadline(e1. e2: Event. I. u: Time): boo! = 
V' (i: Occ. t1: Time): 

19(e1, i, t1) ~ 
(3 (f2: Time): 

19 (e2, i, f2) 1\ t1 + u ~ f2 1\ t2 ~ t1 + /) 
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Definition of a window of time (all of the clock ticks between two times). 

window(e. elk: Event. I. u: Time): boo! = 
V' (i: Occ. t1: Time): 

GI(e, i, t1) ~ 
(3 (j: Occ. f2: Time): 

19(elk,j, f2) 1\ f2 + u ~ t1 1\ t1 ~ t2 + /) 

Definition of jitter. 

jitter(e. elk: Event. XI. 3:2. offset: Time): boo! = 
V' (i: Oce. f2: Time): 

19(elk,i,t2) ~ 
(3 (t1: Time): 

19(e.i,t1) 1\ 

t2 + offset + 3:2 ~ t1 1\ 
t1 ~ t2 + offset-XI) 

Definition of consecutive occurrence bounds (lower and upper bounds on the 
time between two occurrences of an event). 

COB(e: Event. max. min: Time): boo! = 
3 (t: Time): 

19(e,O,t) 1\ 

(V' (i: Occ. h: Time): 
19(e, i, t1) ~ 
(3 (t2: Time): 

19(e,i+1,t1) 1\ 

t1 + max ~ t2 1\ t2 ~ h + min» 

Alternative definition of Axiom 2 - all occurrences of an event after the first 
must be preceded by the previous occurrence. 

RTLax2..A!t: THEOREM 

V' (e: Event. i: Occ. h: Time): 
19(e,i,t1) 1\ i > 0 ~ 
(3 (t2: Time): 19(e,i-1,t2) 1\ t2 < t1) 

Alternative definitions of Axiom 5 - non-zeno behaviour. 
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RTLax5-A1t: THEOREM 

V (e: Event): 
-, occurs(e) V only..finite-Occurrences(e) V -, is..bounded(e) 

RTLax5-.Alt2: THEOREM 

V (e: Event): 
(-, (3 (tl: Time): Wee. tl») V 
(3 (f2: Time): Wee. f2) 1\ -, (3 (t3: Time): wee. t3) 1\ t3 > t2» v 
(-, (3 (t4: Time): V (ts: Time): wee. ts) => ts < f4» 
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The stop event of an action cannot be the same as the start event of an 
action, neither can the start event of an action be the same as the stop 
event of an action. 

Action2-.Alt: THEOREM 

V (al: Action): 
-, (3 (B2: Action): stop(al) = start(B2) V start(al) = stop(a2» 

Earlier occurrences of events occur at earlier times. 

mt: THEOREM 

V (e: Event. i. j: Occ. tl: Time. f2: Time): 
(G/(e,i,tl) 1\ GI(e,j,t2) 1\ i < j) => tl < f2 

Two distinct occurrences of the same event cannot happen at the same time. 

mo: THEOREM 

V (e: Event. i. j: Occ. t: Time): 
GI(e, i, t) 1\ GI(e,j, t) => i = j 

Previous occurrences of events occur at earlier times. 

prev: THEOREM 

V (e: Event. i: Occ. tl: Time): 
(GI(e,i,h) 1\ i > 0) => 

(V (j: Occ): j < i => (3 (t2: Time): GI(e,j,t2) 1\ t2 < tI» 

prev2: THEOREM 

V (e: Event. i: Occ. j: Occ. tl: Time. t2: Time): 
(GI(e, i, tl) 1\ GI(e,j, t2) 1\ tl < t2) => i < j 

prev3: THEOREM 

V (e: Event. i: Occ. j: Occ. tl: Time. t2: Time): 
(GI(e,i,tI) 1\ GI(e,j,t2) 1\ tl :s t2) => i:S j 

prev4: THEOREM 

V (e: Event. i. j: Occ. tl: Time): 
GI(e,j,tl) 1\ j ~ i => (3 (t2: Time): GI(e,i,t2) 1\ t2 :s tl) 

If a later action has started earlier occurrences of the action must have 
stopped. 

Action...Prev: THEOREM 

V (a: Action. i. j: Occ. tl: Time): 
GI(start(a),i,h) 1\ i > j => 
(3 (t2: Time): GI(stop(a),j,t2) 1\ f2 :s tl) 

END RTL 
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A Taxomony of ACMs 

This appendix formally describes an extended taxonomy of ACMs, based 
on the taxonomy from [Lam86a], which gave (formal) definitions of (type­
) safe, regular and atomic ACMs. The extended taxonomy described here 
includes other useful types of ACM, such as the persistent type that is used 
to implement the buffers in many atomic ACM implementations e.g those 
from [Tr089], [Sim90a] and [HS94]. 

First a number of basic definitions are given, including a definition of 
a basic ACM, which can best be described as faulty. The writer to a ba­
sic ACM writes valid values to it, but there is no guarantee that the ACM 
will either contain the valid written at the end of a write, or communicate a 
valid value to any reader. ACMs that give successively increasing guarantees 
about their behaviour are built out of this basic type in a hierarchical man­
ner, with the final definition being that of an atomic ACM, which guarantees 
to communicate coherent and fresh data items (as defined in Section 2.5) 
from the writer to the reader. 

GeneraLACMs: THEORY 

BEGIN 

IMPORTING RTL 

The start time of the system and the number of occurrences of events are 
both positive natural numbers. 

Start_Time: posnat 

NOcc: TYPE = posnat 

A type to define any time after system start up. 

NTime: TYPE = {to Time I t ~ Start_Time} 

A non-empty type to represent values that can be transmitted by an ACM. 

Value: NONEMPTY _TYPE 
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The base type of values that can be transmitted by an AC!\I - essentially 
the set of values that can be represented by different bit representations of 
the ACM registers that store the values to be transmitted. For example an 
8 bit register can potentially store 256 different values. 

A_Type: NONEMPTY-TYPE = {t: setof[Value] I nonempty?(t)} 

A general ACM has a base type (all of the possible values it can store 
(represent) for transmission to its reader); a valid type, which consists of 
all of the user defined values that are to be communicated by it that is a 
(potentially proper) subset of the base type; and a mapping from time to 
the particular value of the base type that the ACM contains at that time. 

ACM: NONEMPTY _TYPE = 
[# base_type: A_Type, 

valid_type: {t: A_Type I II (v: Value): (vEt) => (vEbase_type)}, 
content: 

{/: [Time -+ Value] I II (t: Time): (f(t)Ebase_type))'] 

An ACM can be written to or read from. 

Kind: TYPE = {read, write} 

R_W-Actionl: TYPE = [. kind: Kind .] 

W-Actionl: TYPE = {w: R_W-Actionl I w'kind = write} 

R-Actionl: TYPE = {r: R_W-Actionl I r'kind = read} 

A mapping of reads and writes to RTL actions. 

act: [R_ W -Action 1 -+ Action] 

Uninterpreted functions that relate values read and written, and ACM ac­
cesses to read and write events. 

val: [R..W-Actionl, Occ, Value -+ bool] 

access: [R_W-Actionl, ACM -+ bool] 

Functions that relate start and stop actions of reads and writes to RTL start 
and stop events. 

stop(a: R..W-Actionl): Event = stop(act(a» 

start(a: R...W-Actionl): Event = start(act(a» 

A function that defines what it means for a reader or writer to communicate 
with an ACM - the reader or writer must start and end the read (write), 
access the ACM and read (write) a value from (to) the ACM. 

communicates(a: R..W-Actionl, i: Occ, tl, t2: Time, v: Value, acm: ACM): bool = 
e(start(a), i, h) 1\ 
6l(stop(a), i, t2) 1\ val(a, i, v) 1\ access(a, acm) 
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A read or write must be related to a unique RTL action. 
act_propl(a1: R_W -Action!): boo! = 

It (4:/: R..W-Action!): act(al) = act(a2) ~ a1 = 4:/ 

R_W-Action2: TYPE = {a: R_W-Actionl I act_propl(a)} 

W-Action2: TYPE = {w: W-Actionl I act_propl(w)} 

R-Action2: TYPE = {r: R-Actionl I act_propl(r)} 

Read and write actions have unique start and stop events. 
R_W-Action_thl: THEOREM 

It (ai, a2: R_W-Action2): 
(stop(al) = stop (4:/ ) =? al = 4:/) /I 
(start(al) = start(4:/) =? al = 4:/) 
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Start events of an action cannot be the same as stop events of another action. 

R_ W -Action_th2: THEOREM 

It (ai, a2: R_W-Action2): stop(al) :I start(a2) /I start(al) I'stop(a2) 

The start event for a read or write must occur before its stop event. 

R_W-Action_th3: THEOREM 

It (a: R_W-Action2, i: Occ, tl: Time): 
8(stop(a), i, tl) =? 
(3 (t2: Time): 8 (start(a). i. t2) /I t2 ::; h) 

R_ W -Action_th3a: THEOREM 

It (a: R_W-Action2, i: Occ, tl, t2: Time): 
8(start(a),i,tl) /I 8(stop(a),i,t2) =? tl ::; t2 

Previous, and earlier, occurrences of a read or write must stop before later 
occurrences can start. 

R_W-Action_th4: THEOREM 

It (a: R..W-Action2, i: Occ, tl: Time): 
8(start(a), i + 1, tl) =? 
(3 (t2: Time): 8(stop(a),i,~) /I t2 ::; tl) 

R_ W -Action_th4a: THEOREM 

It (a: R..W-Action2, i: Occ, tl, t2: Time): 
8(stop(a), i, tl) /I 8(start(a), i + 1, t2) =? tl :s t2 

R.. W -Action_th5: THEOREM 

It (a: R..W-Action2, i, j: Occ, tl: Time): 
8 (start(a), i, tl) /I i > j =? 
(3 (t2: Time): 8(stop(a),j,t2) /I t2 ::; tl) 

A read must return a value (although that value may not be valid). 

vaLpropl(r: R-Action2): boo! = 
It (i: Oce): 

(3 (t: Time): 8(stop(r),i,t» ~ (3 (tJ: Value): val(r, i, tJ» 

If a write to an ACM starts, there must be a value (that is to be wTitten to 
the ACM) associated with the action. 

val_prop2( w: W -Action2): boo! = 
It (i: Occ): 

(3 (t: Time): 8(start(w),i,t» ~ (3 (tJ: Value): val(w, i, tJ» 
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A (valid) read or write must relate to a unique value. 

vaLprop3 (a: R_ W..Action2): boo) = 
II (i: Occ, VI, 112: Value): vaI(a, i, VI) 1\ vaI(a, i, 112) => til = 112 

valid..R..Action3(r: R..Action2): boo) = vaI_propl(r) 1\ vaLprop3(r) 

valid_W..Action3(w: W..Action2): boo) = vaLprop2(w) 1\ vaLprop3(w) 

valid..R_ W ..Action3 (a: R_ W..Action2): boo) = 
(a'kind = read => vaIid..R..Action3(a» 1\ 

(a'kind = write => valid_W..Action3(a» 

R_W..Action3: TYPE = {a: R_W..Action2 I vaIid..R...W..Action3(a)} 

W..Action3: TYPE = {W: W..Action2 I valid_W..Action3(w)} 

R..Action3: TYPE = {r: R..Action2 I vaIid..R..Action3 ( r) } 

A read or a write must relate to an access to an ACM. 

access_propl(a: R_W..Actionl): boo) = 3 (s: ACM): access(a, s) 

A read or write must relate to an access to a unique ACM. 

access_prop2(a: R_W..Actionl): boo) = 
II (81, 82: ACM): access(a, 81) 1\ access (a , 82) => 81 = 82 

An ACM has a single writer. 

access_prop3(8: ACM): boo) = 
II (WI, W2: W..Action!): access ( WI, s) 1\ access ( fD2, s) => WI = fD2 

Each ACM must have a reader and writer associated with it. 

access_prop4(s: ACM): boo) = 
3 (r: R..Actionl, w: W..Actionl): access(r, 8) 1\ access(w, S) 

Writers write valid values to ACMs. 

write_vaI_propl(acm: ACM): boo) = 
II (w: W..Actionl, i: Occ, v: Value): 

vaI(w, i, v) 1\ access(w, acm) => (v E acm'vaIid_type) 

An initial value is written to an ACM at start up. 

iniLpropl(acm: ACM): boo) = 
3 (w: W..Actionl, v: Value, t: Time): 

t < Start_Time 1\ communicates(w, 0, t, Start_Time, tI, acm) 

(Valid) Read and Write actions relate to a unique ACM. 

valid..R...W..Action(a: R..W..Action3): boo) = 
access_prop l( a) 1\ access_prop2 (a) 

R_W..Action: TYPE = {a: R..W..Action3 I valid..R...W..Action(a)} 

W ..Action: TYPE = {w: W..Action3 I vaIid..R... v\' ..Action ( w) } 

R..Action: TYPE = {r: R..Action3 I vaIid..R... W ..Action (r) } 
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A read or write must relate to a unique access to an ACJ\I. 

comms..th: THEOREM 

It (a: R-W...Action. i: Oec. h. 12. t3. ~: Time. fIJ.. tI2: Value. acml. acrn2: AC'\I): 
communicates(a. i. t1. 12. til. acml) A commumcates(a. i. t3. ~. tI2. acm2) ~ 

t1 = f3 A 12 = ~ A til = tI2 A acml = acm2 
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A time is within an action if there is an earlier time when the action started 
and the action has not yet stopped. 

timeJn-llCtion(a: R-W...Action. i: Oec. t: Time): boo! = 
3 (t1: Time): 

t1 < t A 
6' (start ( a), i, t1) A 
.., (3 (t2: Time): 12 < t A e(stop(a),i,t2» 

Two actions overlap if they are both within instances of their actions at the 
same time. 

overlapping_action (a1. ~: R_ W ...Action. i. j: Occ): boo! = 
3 (t: Time): timeJn...a.ction (a1. i. t) 1\ timeJn...a.ction (a2. j, t) 

Two actions conflict if they overlap and access the same ACM. 

conflicting_actions(a1. a2: R_W...Action. i. j: Occ): boo! = 
3 (acm: ACM): 

over!apping...a.ction(a1. a2. i. j) 1\ 

access(a1. acm) A access(~. acm) 

A conflicting read is one that conflicts with a write. 

conflictingJead (r: R...Action. i: Occ): boo! = 
3 (w: W...Action. j: Gee): conflicting...a.ctions(r. w, i. j) 

An ACM is being written if there is a writer accessing it. 

acm_being_written (acm: ACM, t: Time): boo! = 
3 (w: W...Action, i: Gee): timeJn...a.ction(w, i, t) A aceess(w. acm) 

A read that accesses an ACM is either a conflicting read, or there was no 
write access to the ACM during the read. 

eonflicting_th: THEOREM 

It (r: R...Aetion. i: Gee. h. t2: Time. acm: ACM): 
6'(start(r), i, t1) 1\ 6'(stop(r), i, t2) 1\ aceess(r. acm) ~ 
eonflictingJead (r. i) V 

.., (3 (t: Time): acm_being_written (acm. t) 1\ t1 < tAt ~ 12) 

If a read started after a write stopped, or a write started after the read 
stopped, they were not conflicting actions. 

eonflicting_thl: THEOREM 

It (r: R...Action. w: W...Action, i. j: Oce. t1. t2: Time): 
(6'(start(r), i, t1) 1\ 6'(stop(w),j, t2) A t2 < t1) V 

(6'(start(w),j, t2) A 6'(stop(r), i, t1) 1\ t1 < t2) 
~ .., conflicting_actions ( r. w. i. j) 
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A basic ACM is one that has a single writer that writes valid values (values 
of the valid type as per the specification) to it, at least one reader, and is 
initialised with an initial value at system start up. 

basic..acm(acm: ACM): bool = 
access_prop3 (acm) A 
a.ccess_prop4(acm) A write_vaLpropl(a.cm) A iniLpropl(acm) 

Basic...ACM: TYPE = {acm: ACM I basic..acm (acm) } 

Only a single writer accesses a single basic ACM. 

comms_th2: THEOREM 

V (WI. W2: W...Action. i. j: Oce. tl. t2. t3. 4: Time. t/J.. 112: Value. acm: Basic...ACM): 
communicates ( WI. i. tl. ~. t/J.. acm) A communicates ( W2. j. t3. 4. 112. a.cm) => 

WI = W2 

If a writer communicates with an ACM for the (i + 1 )th time, it must have 
previously communicated with it for the ith time. 

comms_th3: THEOREM 

V (w: W...Action. i: Occ. tl. ~: Time. II: Value. acm: Basic...ACM): 
communicates ( w. i + 1. tl. ~. II. acm) => 

(3 (t3. 4: Time. t/J.: Value): 
communicates ( w. i. t3. f4. Ill. acm) A 4 ~ tl) 

END General...ACMs 

A persistent ACM retains the value that is written to it, until the value 
is overwritten. Any read that does not conflict with a write to the ACM 
will return the last value written. A read that conflicts with (occurs at the 
same time as, or overlaps in time with) a write can return any value from 
the base type of the ACM. 

Persistent...ACM: THEORY 

BEGIN 

IMPORTING General...ACMs 

When a write to a persistent ACM finishes the content of the AC:-.r is equal 
to the value written. 

write_vaLprop2(acm: Basic...ACM): bool = 
V (w: W...Action. i: Occ. II: Value. tl. t2: Time): 

communicates ( w. i. tl. t2. II. acm) => acm' content (~) = II 

A value remains in a persistent ACM until the start of the next write. 

persistenLa.cml(acm: Basic...ACM): bool = 
V (w: W...Action. i: Occ. h. t2: Time. II: Value): 

communicates ( w. i. tl. t2. II. acm) => 
(3 (t3: Time): 

8 (start(w), i + 1, t3) A (V (t: Time): t2 ~ tAt < t3 => acm 'content(t) = II» V 
(--, (3 (t3: Time): 8(start(w),i+l,ta» A 

(V (t: Time): t2 ~ t => a.cm'content(t) = II» 

A read that does not conflict with a write to a persistent ACM returns the 
value stored in (contents of) the ACM. 
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persistenLacm2(acm: BaBic-ACM): boo! = 
V (r: R-Action. i: Occ. II: Value. tl. ~: Time): 

communicates (r. i. tl. ~. II. acm) A ~ confiictingJead (r. i) ~ 
II = acm' content( ~ ) 

A value contained in a persistent ACM must previously have been written 
to it, and a subsequent write must not have started. 

persistenLacm3(acm: Basic-ACM): boo! = 
'\I (II: Value. t: Time): 

acm'content(t) = II A ~ acm..being_written(acm. t) ~ 
(3 (tl. ~: Time. w: W-Action. i: Oce): 

~ < t A 
communicates ( w. i. tl. ~. II. acm) 1\ 
~ (3 (t3: Time): 

t2 ~ t3 A t3 < t A 8(start(w), i + 1, t3») 

Persistent-ACM: TYPE = 
{acm: Basic-ACM I 

write_val_prop2(acm) A 
persistent..a.cml(acm) A 

persistent..a.cm2(acm) A persistent..a.cm3 (acm)} 

A writer writes valid values to a persistent ACM. 

write_values: THEOREM 

V (w: W -Action. i: Occ. II: Value. tl. t2: Time. acm: Persistent-ACM): 
communicates ( w. i. tl. t2. II. acm) ~ 

acm 'content(t2) = II 1\ (II E acm'valid_type) 

Values written to a persistent ACM are valid between writes. 

valid_between_writes: THEOREM 

V (acm: Persistent-ACM. t: Time): 
(~ (3 (w: W-Action. i: Occ): time-in..a.ction(w. i. t) A access(w, acm») ~ 
(acm'content(t) E acm'valid_type) 

Values written to a persistent ACM do not change between writes. 

unchanged_between_writes: THEOREM 

'\I (acm: Persistent-ACM. tl. t2: Time): 
tl ~ t2 1\ 
(~ (3 (w: W-Action. i: Occ. t: Time): 

It ~ t 1\ t ~ t2 1\ time-in..a.ction ( w. i. t) A access ( w, acm») 
~ acm' content( tl) = acm' content( t2 ) 

A non-conflicting read that communicates with a persistent ACM will return 
a valid value. 

persistentJeads_th1: THEOREM 

V (r: R-Action. i: Occ. II: Value. tl. t2: Time. acm: Persistent-ACM): 
communicates(r. i. tl. t2. II. acm) 1\ ~ confiictingJead( r. i) ~ 

II = acm' content (tl ) 

The contents of a persistent ACM are written to it by the writer of the 
ACM. 
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contents-3.re_written: THEOREM 

It (11: Value. t: Time. acm: Persistent-ACM): 
11 = acm'content(t) A -, (3 (w: W-Action. i: Occ): time..in..action(w. i. t» ~ 
(3 (w: W-Action. i: Oce. t1. ~: Time): 

communicates ( w. i. t1. t2. 11, acm» 
END Persistent-ACM 

1-·) 
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A (type) safe ACM is persistent, but gives the additional guarantee that 
a read that conflicts with a write will return a value of the type that the 
ACM is designed to communicate (a value of the valid type of the ACM). 

Safe-ACM: THEORY 

BEGIN 

IMPORTING Persistent-ACM 

safe..acm(acm: Persistent-ACM): bool = 
It (r: R-Action, i: Occ. t1. t2: Time. II: Value): 

communicates (r. i. t1. ~, 11, acm) ~ (II E acm 'valid_type) 

Safe-ACM: TYPE = {acm: Persistent-ACM I safe.lLCID (acm)} 

END Safe-ACM 

A semi-regular ACM is (type) safe, and additionally guarantees that a 
read that conflicts with a write will return a value that has previously been 
written to it (this is the formal definition of a coherent ACM). 

Semiregular-ACM: THEORY 

BEGIN 

IMPORTING Safe-ACM 

semiregular..acm (acm: Safe-ACM): bool = 
It (r: R-Action, i: Occ. h. t2: Time. II: Value): 

communicates (r. i. t1. t2. 11. acm) ~ 
(3 (w: W-Action. j: Occ, t3. ~: Time): 

t3 :s t2 A communicates(w. j, t3. ~. 11. acm» 

Semiregular-ACM: TYPE = {acm: Safe-ACM I semiregular..acm(acm)} 

END Semiregular-ACM 

A regular ACM is semi-regular, but additionally guarantees that a non­
conflicting read will return the value that was written by the last \Hite. A 
conflicting read will either return the value written by the last write to end 
before the read started, or one of the values written by one of the conflicting 
writes (it will return a valid value), but, if a number of reads conflict with a 
write, it is possible that one of the later conflicting reads will return an item 
that was written before the value returned by one of the earlier conflicting 
reads i.e the values may not be returned in the order that they were written. 
This is the formal definition of local freshness. 

Regular-ACM: THEORY 

BEGIN 
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IMPORTING Semiregular..ACM 

regular..acm(acm: Semiregular..ACM): bool = 
"I (r: R..A.ction. i: Occ. tl. L2: Time. v: Value): 

communicates (r. i. tl. L2. v. acm) 1\ confiicting..read (r. i) => 
(3 (w: W..Action. j: Occ. t3. i.!: Time): 

communicates ( w. j. t3. t4. v. acm) 1\ 

((i.! < il A 
.., (3 (ts. f{;: Time. VI: Value): 

communicates( w. j + 1. is. 4;. VI. acm) 1\ 4; ~ tl» 

V confiicting..actions(r. w. i. j») 

Regular..ACM: TYPE = {acm: Semiregular..ACM I reguJar..acm(acm)} 

END Regular..ACM 
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An atomic ACM is regular, but additionally guarantees that items will 
be read from the ACM in the order that they are written to it. That is 
that the reads and writes to the ACM will appear to have happened in some 
Hoare atomic order, although it is possible for an item to be overwritten 
before it is read, or an single item to be read multiple times. This is the 
formal definition of global freshness. An atomic ACM communicates data 
items, which have an index number as well as a value. The index numbers 
start at zero and increment by one each time an item is written so that it is 
possible to reason about the order that the items are written and read. 

Atomic..ACM: THEORY 

BEGIN 

IMPORTING Regular..ACM 

A DataItern consists of an occurrence (sequence) number, a value and an 
ACM that contains it. 

Dataltem: TYPE = [I id: Occ. value: Value. acm: ACM I] 

DataIterns have unique Ids. 

Dataltem..Ax: AXIOM 

"I (x. y: Dataltem): y'id = x'id => y'value = x'value 1\ y'acm = x'acm 

A writer that communicates a DataItern to an ACM, must write the value of 
the DataItern, communicate with the ACM that contains the DataItern and 
the write must have the same occurrence number as the sequence number 
of the DataItern (because there is only a single ,niter to an ACM). 

communicates ( w: W..Action. i: Occ. tl. t2: Time. x: Dataltem. acm: ACM): bool = 
communicates(w. i. tl. t2. x 'value. acm) 1\ x'acm = acm 1\ x'id = i 

A reader that communicates with an L-atomic ACM must read the item that 
was written by the last write to end before the read started, or by a write 
that overlaps in time with the read (the item must have the same sequence 
number as the occurrence number of a previous, or conflicting, write that 
communicated it to the ACM). 
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r...communicates(r: R-Action. i: Occ. tl. ~: Time. x: DataItem. acm: ACM): bool = 
communicates (r. i. tl. ~. x' value. acm) A x' acm = acm 1\ 

x'id E {j: Occ I 3 (w: W...Action, t3, 4: Time): 
communicates(w, j, t3, 4, x, acm) A (4 ~ h 1\ 

-, (3 (ts, 4;: Time, y: DataItem): 
communicates(w, j + 1, ts, 4;, y, acm) 1\ 

4; ~ tl) V confiicting..actions(r, w, i, j))} 

A writer communicates with a single ACM. 

comms...dataitem_th: THEOREM 

"I (w: W-Action. i: Occ. tl. ~. t3. t4: Time. Xl. Xl!: DataItem. acm1. acm2: ACM): 
communicates ( w. i. tl. ~. Xl. acm!) 1\ communicates ( w. i. ta. 4. Xl!. acm2) ~ 
tl = ta 1\ ~ = 4 1\ Xl = Xl! 1\ acm1 = acm2 

A unique write communicates a Dataltem to an ACM. 

comms...dataitem_th1: THEOREM 

"I (w: W-Action. i. j: Occ. tl. ~. ta. t4: Time. x: DataItem. acm1. acm2: ACM): 
communicates(w. i. tl. ~. x. acm!) 1\ communicates(w. j. ta. t4. x. acm2) ~ 

i = j 

A unique writer communicates with an ACM. 

comms...dataitem_th2: THEOREM 

"I (Wl. W2: W-Action. i. j: Oce. tl. h. ta. 4: Time. Xl. 2:2: DataItem. acm: Basic-ACM): 
communicates ( Wl. i. tl. ~. Xl. acm) 1\ communicates( W2. j. ta. 4. X2. acm) ~ 

Wl = W2 

Items are written to ACMs by the writers of the ACMs. 

item(w: W-Action. i: Oce. x: DataItem): bool = 
3 (tl. t2: Time): communicates(w. i. h. t2. x. x'acm) 

Any item written to an ACM has a sequence number that is the same as the 
write that communicated it. 

item_prop 1 : THEOREM 

"I (w: W -Action. i: Occ. x: DataItem): 
item(w. i. x) ~ 

(3 (h. t2: Time): 
communicates(w. i. tl. t2. x 'value. x'acm) A x'id i) 

If a writer communicates a value to an ACM, then a Dataltem exists with 
the value, and relevant sequence number, in the ACM at the end of the 
write. 

item_prop2: THEOREM 

"I (w: W-Action. i: Occ. tl. t2: Time. fI: Value. acm: ACM): 
communicates( w. i. tl. t2. fl. acm) ~ 

(3 (x: DataItem): 
item(w. i. x) A x'value = fI 1\ x'acm = acm 1\ x'id = i) 

Dataltems are unique. 

item_th1: THEOREM 

"I (i: Occ. w: W-Action. x. y: DataItem): 
item(w. i. x) A item(w. i. y) ~ x = y 
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A Data/tern is written to an ACM once only. 

item_th2: THEOREM 

V (w: W-Action. i. j: Oce. x: DataItem): 
item(w. i. x) 1\ item(w. j. x) => i = j 
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There is a stop action of a write if and only if there is a Data/tern that has 
been written by that write. 

item_th3: THEOREM 

V (w: W-Action. i: Occ): 
(3 (t: Time): 6!(stop(w),i,t» ¢> 

(3 (x: DataItem): item ( w. i. x» 

If a writer communicates with an ACM there is an associated Data/tern that 
is written. 

item_th4: THEOREM 

V (w: W-Action. i: Occ. tl. t2: Time. x: Dataltem. acm: ACM): 
communicates(w. i. tl. t2. x. acm) => item(w. i. x) 

All Data/terns have been written by an associated writer that communicates 
with the ACM. 

item_th5: THEOREM 

V (w: W -Action. i: Occ. x: DataItem): 
item(w. i. x) => 

(3 (tl. t2: Time): communicates(w. i. tl. t2. x. x'acm» 

An atomic ACM is a regular ACM that reads the items written in the order 
that they were written (once an item has been read it is not possible in any 
circumstances for a reader to read items that were written previously to the 
item read). 

atomic-acm(acm: Reguiar-ACM): booi = 
V (r: R-Action. i: Oec. t3. 14: Time. X2: Dataltem): 

r_communicates(r. i + 1. t3. t4. X2. acm) => 
(3 (tl, t2: Time. Xl: Dataltem): 

r..communicates(r. i. tl. ~. Xl. acm) 1\ X2'id ~ xl'id) 

Atomic-ACM: TYPE = {acm: Regular-ACM I atomic-acm (acm)} 

A reader can only read items that have previously been written to the ACM. 

reads-I'ead..items: THEOREM 

V (r: R-Action. i: Oce. tl. t2: Time. v: Value. acm: Atomie-ACM): 
communicates (r. i. tl. t2. v. acm) => 

(3 (w: W-Action. j: Oce. t3. 4: Time. x: Dataltem): 
eommunicates(w. j. t3. 4. x, acm) 1\ t3 ::; t2 1\ x'value = v) 

An atomic ACM has all of the properties of a regular ACM. 

atomic-acm..is-I'egular _th: THEOREM 

V (r: R-Action. i: Occ. tl. t2: Time. v: Value. acm: Atomie-ACM): 
eommunicates(r. i. tl. t2. v. acm) 1\ eonflicting-I'ead(r, i) => 

(3 (w: W-Action. j: Oee. t3. 4: Time. x: Dataltem): 
communicates ( w. j. t3. 14. x. acm) 1\ 

«14 < tl 1\ 



A tomkACM 

x'value = II " 

x'id = j " 
x'acm = acm " 
-, C3 C ts. ts: Time. 111: Value. Xl: Dataltem): 

communicates C w. j + 1, ts. ts. Xl. acm) " ts :s tl» 
V conflicting...actionsCr. w. i. j») 
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A reader can only communicate items that have previously been written. 

r ..communicates_th1: THEOREM 

'\I Cr: R-Action. i: Occ. tl. f2: Time. II: Value. acm: Atomic-ACM): 
communicatesCr. i. tl. f2. II. acm) =? 

C3 Cx: DataItem): r..communicatesCr. i. tl. f2. x. acm» 

r ..communicates_th2: THEOREM 

'\I Cr: R-Action. w: W-Action. i. j: Occ. tl. t2. t3. f4: Time. x: DataItem. 
acm: Atomic-ACM): 

r..communicatesCr. i. tl. f2. x. acm) " communicatesCw. j. t3. f4. x. acm) =? 
t3 :s f2 

Items that have been overwritten by subsequent writes are not available to 
the reader (they have been overwritten). 

overwritten..items..losLth: THEOREM 

'\I C w: W -Action. i: Occ. tl. t2. t3. t4: Time. Xl. X2: 
DataItem. acm: Atomic-ACM): 

communicatesCw. i. tl. t2. Xl. acm)" communicatesCw. i+1. t3. f4. X2. acID) =? 
-, C3 C r: R-Action. j: Occ. ts. ts: Time): 

Lcommunicates Cr. j. ts. ts. Xl. acm) /I ts 2:: f4) 

overwritten..items..losLth1: THEOREM 

'\I Cw: W-Action. i: Occ. j: Occ. tl. t2. t3. f4: Time. Xl. X2: DataItem. acID: Atomic-ACM): 
communicatesC w. i. tl. t2. Xl. acm) /I communicatesC w. j. t3. f4. X2. acm) /I i < j =? 

-, C3 Cr: R-Action. k: Occ. ts. ts: Time): 
LcommunicatesCr. k. ts. ts. Xl. acm) " ts 2:: f4) 

If the previous occurrence of a read has read the value written by an over­
lapping write, the next read cannot get the value from a data item written 
by an earlier write (unless the value from the earlier data item is the same 
as the value from the later one). The theorem is illustrated as follows: 

I-w.i-I I-w.i+l-I 1--w.i+2--1 1--w.i+3--1 
t5 t6 t7 t8 t9 tlO til t12 

I---r.j---I I--r.j+l--I 
tl t2 t3 t4 

atomic_tesLth: THEOREM 

'\I (r: ILAction. w: W-Action. i. j: Occ. 
tl. t2. t3. f4. ts. ts. t7, ta. tg. tlO. tll. h2: Time. Xl. X2. X3. X4: DataItem. 
II: Value. acm: Atomic-ACM): 

t22::tg/\ 
tlO 2:: t3 " 
tll > f4 " 
communicates C w. i. ts. ts. Xl. acm) " 

communicates C w. i + 1. t7. ta. X2. acm) /I 

communicates C w. i + 2. tg. tlO. Xl. acm) " 
communicatesCw. i+3. tll. t12. X4. acm) /I 

Xl'value # X2'value /I 

X3 'value # Xl 'value /I 

communicatesCr. j. tl. t2. Xl 'value. acm) /I 



Atomic..ACM 

communicates (r. j + 1. t3. f4. II. a.cm) 1\ h 2: t7 
=> X3 'value = II 

END Atomic..ACM 
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Appendix D 

Simpson's 4-slot 

This appendix contains the full model of Simpson's 4-slot fully asynchronous 
ACM, introduced in Chapter 3, in the PYS logic. First some basic t."PPs are 
defined, which are used in the model. 

Supporting_Types: THEORY 

BEGIN 

A value type to represent the values that are communicated. 

Val: NONEMPTY _TYPE 

The data items that are communicated consist of a serial number and a 
value. 

Data: TYPE = [# index: nat, val: Val #] 
END Supporting_Types 

FOUR..sLOT: THEORY 

BEGIN 

IMPORTING Supporting_Types 

T)'pes to represent the pairs and slots in the ACi\l: there are two pairs of 
two slots in the 4-slot. 

Pairindex: TYPE = {po, PI} 

SlotIndex: TYPE = {so, sI) 

The program counters for the reader and writer, which record the next 
instruction to be executed in their respective algorithms. 

N extReadlnstruction: TYPE = {rep, ri p, res, rd} 

NextWritelnstruction: TYPE = {wcp, wes, wr, wis, wip} 

The local state of the writer: it keeps local copies of the names of the pair 
and slot it is accessing. 
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WriterState: TYPE = [' writerPair: Pairlndex, writerSlot: Slotlndex .] 

The local state of the reader: again it keeps local copies of the names of the 
pair and slot is is accessing. 

ReaderState: TYPE = [. readerPair: Pairlndex, readerSlot: Slotlndex .] 

The ACM has three control variables: pair Written, which records the name 
of the last pair of slots the writer has indicated it has accessed; pairReading, 
which records the name of the pair of slots the reader last indicated it has 
accessed, or is accessing; and slot Written , an array of two yalues which 
contains the names of the slot that the writer last accessed in each pair of 
slots. The ACM also contains the four slots that are used to transmit the 
data, and the auxiliary variables: the reader and writer program counters: 
and writerChangedPairNI, which records if the writer has changed pairs and 
not yet executed 
writerlndicatesPair to indicate it has changed. Finally it contains the reader 
and writer local state. 

Cone-lltate: TYPE = [' pair Written : Pair Index , 
slot Written: [Pairlndex ..... SlotIndex], 
pair Reading: Pair Index , 
slots: [Pair Index , SlotIndex ..... Val], 
nri: NextReadlnstruetion, 
nwi: NextWritelnstruetion, 
writer: WriterState, 
reader: ReaderState, 
writerChangedPairNI: bool '] 

The first action in the reader algorithm is when it chooses the pair it is going 
to access during the read: it attempts to read the latest item by reading from 
the pair of slots the writer last indicated it has accessed. 

preJeaderChoosesPair(p: Cone-lltate): bool = p'nri = rep 

postJeaderChoosesPair(p: (preJeaderChoosesPair» (prot: Cone-lltate): bool = 
prot = 
p WITH [nri := rip, 

reader := p'reader WITH [readerPair := p'pairWritten]] 

readerChoosesPair: [p: (preJeaderChoosesPair) ..... (postJeaderChoosesPair(p»] 

preJeaderlndicatesPair(p: Cone-lltate): bool = p' nri = rip 

The second read action is to indicate the pair of slots that it is going to 
access, in the pairReading control variable. 

post-readerIndieatesPair(p: (preJeaderindicatesPair» (prot: Cone-lltate): bool = 
prot = p WITH [nri := res, pairReading := p'reader'readerPair] 

readerlndicatesPair: [p: (preJeaderindicatesPair) -t (postJeaderindicatesPair(p»] 

The reader chooses to read from the last slot the writer accessed, in the pair 
of slots it has chosen to read from. 



pre...rea.derChoosesSlot(p: Conc....state): bool = p'nri = res 

post...readerChoosesSlot (p: (pre...rea.derChoosesSlot)) (prot: Conc....state): bool = 
prot = 
p WITH [nri := rd. 

reader := p'reader 
WITH [rea.derSlot 

: = p' slot Written (p 'reader' readerPair)]] 

readerChoosesSlot: [p: (pre...readerChoosesSlot) -> (post...rea.derChoosesSlot (p))] 

Finally the reader reads the data from its chosen slot. 

pre...read(p: Conc....state): bool = p'nri = rd 

post...read(p: (pre...read))(prot: Conc....state. u: Val): bool = 
u = p'slots(p'reader'readerPair. p'reader'readerSlot) /\ 
prot = p WITH [nri := rcp] 

read: [p: (pre...read) -> (post...read(p))] 
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The first action of the writer is to choose the pair of slots it is going to 
access. it attempts to avoid the reader by choosing to access the opposite 
pair of slots to the one that the reader last indicated it was going to access. 
It also sets the writerlndicatesPairNI boolean to true if the writer changes 
pairs for the write (the reader has indicated it is accessing the pair of slots 
the writer last indicated is was accessing), and to false if the writer does 
not change pairs (in fact this leaves the value unchanged, since it will have 
already been set to false by the previous writerlndicatesPair operation). 

pre_writerChoosesPair(p: Conc....state): bool = p' nwi = wep 

posLwriterChoosesPair(p: (pre_writerChoosesPair)) (prot: Cone....state): bool 
(p' pairReading = p' pairWritten =? 

(p' pairReading = Po =? 

prot = 
p WITH [nwi := wes. 

writer := p'writer WITH [writerPair := PI]. 
writerChangedPairNI := TRUE]) /\ 

(p' pairReading = PI =? 
prot = 

P WITH [nwi := wes. 
writer := p'writer WITH [writerPair .- po]. 
writerChangedPairNI := TRUE))) /\ 

(, p'pairReading = p'pairWritten =? 

(p'pairReading = Po =? 
prot = 

p WITH [nwi := wes. 
writer := p'writer WITH [writerPair := pil. 
writerChangedPairNI := FALSE]) /\ 

(p'pairReading = Pl =? 

prot = 
p WITH [nwi := wes. 

writer := p'writer WITH [writerPair := po]. 
writerChangedPairNI := FALSE])) 

writerChoosesPair: [p: (pre_writerChoosesPair) -> (posLwriterChoosesPair (p) )] 
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The writer then chooses the slot it is going to access in the pair of slots it 
has chosen. It again attempts to avoid the reader by accessing the opposite 
slot to the one it accessed the last time in its chosen pair. 

pre_writerChoosesSlot(p: Conc..8tate): bool = p'nwi = wcs 

wcs.result: TYPE = [II prot: Conc..8tate, v: Val II] 

post-writerChoosesSlot (p: (pre_writerChoosesSlot) )(prot: Conc..8tate): bool = 
(p'slotWritten(p'writer'writerPair) = 80 => 

prot = p WITH [nwi := wr. writer := p'writer WITH [writerSlot := 81]]) 1\ 
(p'slotWritten(p'writer'writerPair) = 81 => 

prot = 
p WITH [nwi := wr, writer := p'writer WITH [writerSlot := SO]]) 

writerChoosesSlot: [p: (pre_writerChoosesSlot) ~ (posLwriterChoosesSlot(p»] 

Once the writer has chosen the slot it is going to access it writes the new 
data item to its chosen slot. 

pre_write(p: Conc..8tate): bool = p'nwi = wr 

posLwrite(p: (pre_write» (prot: Conc..8tate): bool = 
prot = 

p WITH [nwi := wis, 
(slots)(p'writer'writerPair, p'writer'writerSlot) ._ v] 

write: [p: (pre_write) ~ (posLwrite(p»] 

After the writer has written the new item of data to its chosen slot it indicates 
the slot it has written in the relevant element of the slot Written array. 

pre_writerindicatesSlot (p: Conc..8tate): bool = p' nwi = wis 

post_writerlndicatesSlot (p: (pre_writerIndicatesSlot» (prot: Conc..8tate): bool = 
prot = 
p WITH [nwi := wip, 

(slot Written) (p , writer' wri ter Pair) : = (p' writer' wri terSlot) ] 

writerindicatesSlot: [p: (pre_writerindicatesSlot) ~ (posLwriterlndicatesSlot (p»] 

The final writer action in each write is to indicate the pair of slots it has 
accessed in the pair Written control variable. 

pre_writerlndicatesPair(p: Conc..8tate): bool = p' nwi = wip 

post_writerlndicatesPair(p: (pre_writerlndicatesPair» (prot: Conc..8tate): bool = 
prot = 
p WITH [nwi := wcp, 

pairWritten := p'writer'writerPair, 
writerChangedPairNI := FALSE] 

writerindicatesPair: [p: (pre_writerIndicatesPair) ~ (post_writerindicatesPair(p»] 

The following functions combine the reader and "Titer actions in the imple­
mentation into combined actions that are equivalent to the actions in the 
abstract model in Appendix E, so that it is possible to show that the imple­
mentation is a refinement of the model (provided the combined actions are 
executed atomically). 



182 

startRd is a combination of readerChoosesPair, readerlndicatesPair and 
readerChoosesSlot. 

pre..startRd(p: Conc..8tate): boo! = p'nri = rep 

post..startRd(p: (pre..readerChoosesPair»(prot: Conc..8tate): boo! = 
prot = readerChoosesS!ot (readerlndicatesPair (readerChoosesPair(p) ) ) 

startRd: [p: (pre..readerChoosesPair) -> (post..startRd(p»] 

endRd is only required to return the value read from the chosen slot and 
therefore only uses the read operation. 

pre_endRd (p: Conc..8tate): boo! = p' nri = rd 

posLendRd(p: (pre..read»(P1: Conc..8tate. tJ: Val): boo! = 
PI = read(p) '1 A tJ = read(p) '2 

endRd: [p: (pre..read) -> (post_endRd(p»] 

start Wr combines the writerChoosesPair, writerChoosesSlot, write and 
writerlndicatesSlot operations and is equivalent to start write in the abstract 
model: it adds the new item to the ACM, and makes it available to be read 
in some circumstances, by indicating the slot it has written to (the reader 
may then read this item if it is accessing the same pair as the writer, and 
executes startRd after the start Wr operation, even if the writer has not 
executed endWr to inicated the pair it has accessed). 

pre..startWr(p: Conc..8tate): boo! = p'nwi = wcp 

post..startWr(p: (pre_writerChoosesPair» (prot: Conc..8tate): boo! = 
prot = 

writerlndicatesSlot (write (writerChoosesSlot (writerChoosesPair(p) ) ) ) 

startWr: [p: (pre_writerChoosesPair) -> (post..startWr(p»] 

endWr completes the write by executing writerlndicatesPair. 

pre_endWr(p: Conc..8tate): bool = p' nwi = wip 

posLendWr(p: (pre_writerlndicatesPair» (PI: Conc..8tate): boo! = 
PI = writerlndicatesPair(p) 

endWr: [p: (pre_writerindicatesPair) -> (posLendWr(p»] 

The reader and writer local states are initialised to point to different pairs 
and different slots. The initialisation is not important, because the reader 
will always attempt to follow the writer to the latest slot written (or to 
access the slot with the initial data item if the first read occurs before the 
first write), and the writer will always attempt to avoid the reader. 

init_writer(w: WriterState): bool = 
w = W WITH [writerPair := Po. writerSlot := so] 

init..reader( r: ReaderState): bool = 
r = r WITH [readerPair := Pl. readerSlot := 81] 
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One of the slots is initialised and the control variables are set to point to 
this slot. pairReading is set equal to the reader local variable readerPair 
and the program counters are set to their initial values: so that the initial 
read and write actions will be executed first. 

init_prot(p: Conc.Btate. init-val: Val. w: WriterState. r: ReaderState): bool 
LET w = W WITH [writerPair := Po. writerSlot := 80]. 

r = r WITH [readerPair := Pl. readerSlot := 81] 

IN 

P = P 
WITH [pairWritten := Po. 

slotWritten := «oX . (po: Pairlndex): SO). 

pairReading := Pl. 
slots := «oX . (po: Pairlndex. 80: Slotlndex): iniLval). 
nri := rcp. 
nwi := wcp. 
writer := w, 
reader := r] 

END FOUR.BLOT 



Appendix E 

An Abstract Model of 
L-Atomicity 

This appendix contains t IH:' full model of L-atomicity, "'hich was introduced 
in Chapter 4, in the P\'S logic. This model uses the basic tYJ>t's in the 
Supporting Types theory given in Appendix D. 

AbstracLProtocol: THEORY 

BEGIN 

IMPORTI)lG Supporting_Types. finite..sequences [Data] 

The model uses a (PVS) finite sequence to contain the itt'm~ that are avail­
able to the reader. The sequence has a minimum length of 1. 

VaLSequence: TYPE = 
{fin..seq: finite..sequence [Data] I fin..seq' length ?: I} 

(seq: VaLSequence U {d: Data}): VaLSequence = 
(# length := 1, seq := (>. . (x: below[IJ): d) #) 0 seq 

The abstract model of the A('1\1. which has a sequence of data items, t\\"O 

booleans to record whether the reader and writer are accessing the AC~I 
or not, and three auxiliary variables that are used to check for L-atomicity: 
nextIndex, indexRead and firstIndexAvailable. 

Abs_State: TYPE = 
[# vals: Val..8equence. 

writer Access: bool. 
reader Access: bool. 
nextlndex: nat. 
indexRead: nat. 
firstIndexA vailable: nat #] 

pre..start..read(prot: Abs..8tate): bool = prot'readerAccess = FALSE 

At start read the reader shortens the sequence, if necessary, to contain only 
those items that are a\'ailable to be read. If the sequence is of length greater 
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than 1 it is shortened to length one if there is no write in progress and to 
length 2 otherwise (the item written by the last complete write and the item 
written by the write that is in progress). It also sets firstIndexAvailable 
equal to the index of the first item that is available to be read: which will 
be the index of the item written by the last complete write. 

post..starLrea.d(p: (pre..start..rea.d» (prot: Abs..8tate): bool = 
IF p' vals 'length = 1 

THEN prot = 
p WITH [readerAccess := TRUE, firstlndexAvailable := p'va!s(O)'index] 

ELSE IF -, p' writerAccess 

ENDIF 

THEN prot = 
p 

WITH [va!s := p'va!s • (0. 0), 

ELSE prot = 
p 

readerAccess := TRUE, 

firstlndexAvailable := p'va!s(O) 'index] 

WITH [va!s := p'vals • (0, 1), 

ENDIF 

readerAccess := TRUE, 

firstlndexAvailable := p'va!sO) 'index] 

start..read: [p: (pre-Btart..read) -+ (post-Btart.read(p»] 

End read chooses an item to be read from the sequence of items, returns 
that item and removes all of the older items from the sequence. It also sets 
indexRead equal to the index of the item returned. 

pre_end.read (prot: Abs..8tate): bool = prot' reader Access = TRUE 

posLend.read (p: (pre_end.read» (prot: Abs..8tate. readJtem: Val): bool = 
3 (i: nat): 

i < p'va!s'length 1\ 
readJtem = p' vals 'seq (i) 'val 1\ 

IF p' vals 'length > 1 
THEN prot = 

p 
WITH [vals := p'va!s • (0, 0, 

readerAccess := FALSE, 

indexRead := p'vals'seq(O'index] 
ELSE prot = p WITH [readerAccess := FALSE, indexRead := p'va!s'seq(O'index] 
ENDIF 

end.read: [p: (pre_end.read) -+ (post-end.rea.d(p»] 

Start write shortens the sequence of items to length 1 if there is no read 
in progress, because the only item available to the reader at this stage is 
the one last written. It also adds the item being written to the head of the 
sequence. Each item has a sequence number, equal to nextlndex, which is 
incremented in time for the next write. 

pre-Btart_write(prot: Abs..8tate): bool = prot 'writerAccess = FALSE 

write_parameter: TYPE = [# PI: (pre-Btart_write), val: Val #] 

post-Btart_write(p: write_parameter) (prot: Abs..8tate): bool = 



LET newltem: Data = (It index := P'PI 'nextlndex. val := p'val It) r:-; 
prot = 
p'Pl 

WITH [va!s := (P'Pl'va!sU {newltem}). 
writerAccess := TRUE. 

nextlndex := P'PI 'nextlndex + 1] 

start_write: [p: write_parameter --+ (pOBt.marLwrite(p))] 
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End write shortens the sequence to contain only the item just written, if 
there is no read in progress, since this is the only item that is now available 
to be read. If there is a read in progress the writer cannot tell which item the 
reader will choose to read (at end read) and it therefore leaves the sequence 
unchanged. 

pre_end_write(prot: Abs..8tate): bool = prot'writerAccess = TRUE 

posLend_write(p: (pre-llnd_write» (prot: Abs..8tate): bool = 
(p'readerAccess = TRUE => prot = P WITH [writerAccess := FALSE]) A 
(p'readerAccess = FALSE => 

prot = P WITH [vais := p'vals • (0. 0). writerAccess := FALSE]) 

The sequence is initialised with a data item, in case a read starts before the 
first write. 

init (prot: Abs..8tate, init...item: Val): bool = 
prot = prot 

WITH [vals := (It length := 1. seq := (It index := O. val := init...item t) t), 

writerAccess := FALSE. 

readerAccess := FALSE, 

nextlndex := 1. 
indexRead := O. 
firstlndexA vallable : = 0] 

The assertions that are made in the locations of the state machine of the 
model. There are four locations, when there is no read or write in progress, 
when there is only a read in progress, when there is only a write in progress 
and when there is both a read and a write in progress. The assertions are 
defined using lambda functions, so that they can be used by name in the 
proof obligations and expanded in line in the proofs. The assertions relate 
the values of the auxiliary variables and are sufficiently strong that to verify 
that the ACM in the model is L-atomic as described in Chapter 4. The final 
conjunct in the assertions is part of the invariant in the YDM-SL-like model 
in Chapter 4. 

noReader..noWriter..Assertion: [Abs..8tate --+ bool] = 
(,\ . (abs: Abs..8tate): 

abs'indexRead :s abs'nextlndex-abs'va!s'length A 
abs' firstlndexA vallable :s abs'nextlndex-abs'va!s'length A 

abs'vals(O)'index = abs'nextlndex-l A 
(V (n: nat): 

n < abs'va!s'length An> 0 => 
abs'vals(n) 'index = 



abs'nextlndex-(n + 1» 

reader-DoWriter...Assertion: [Abs...state -+ bool] 
(A . (abs: Abs...state): 

abs'indexRead ::; abs'nextlndex-abs'vals'length " 
abs'firstIndexAvailable = abs'nextIndex-abs'vals'length " 

abs'vals(O)'index = abs'nextlndex-l " 
Cv (n: nat): 

n < abs'vals'length " n > 0 ~ 
abs'vals(n)'index = 
abs'nextlndex-(n + 1» 

noReader_writer...Assertion: [Abs...state -+ bool] 
(A . (abs: Abs...state): 

abs'indexRead ::; abs'nextlndex-abs'vals'length " 
abs' firstIndexAvailable ::; abs'nextlndex-abs'vals'length " 
abs' vals(O) 'index = abs'nextIndex-l " 

(V (n: nat): 
n < abs'vals'length " n > 0 ~ 
abs'vals(n) 'index = 

abs'nextIndex-(n + 1» 
reader-writer ...Assertion: [Abs...state -+ bool] 

(A . (abs: Abs...state): 
abs'indexRead ::; abs'nextlndex-abs'vals'length " 
abs' firstindexAvailable = abs'nextIndex-abs'vals'length " 

abs'vals(O) 'index = abs'nextlndex-l " 
(V (n: nat): 

n < abs'vals'length " n > 0 ~ 
abs' valse n) 'index = 

abs'nextIndex-(n + 1» 
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The model must satisfy the following conjecture in order to be model of 1-
atomicity: any item read must have an index number greater than or equal 
to the index of the first item available to the reader, less than the index of 
the next item to be written, and greater than or equal to the index of the 
item last read. 

lamport: [Abs...state. Abs...state -+ bool] = 
(A . (asl, as2: Abs...state): 

asl 'indexRead ::; as2'indexRead " 
as2' firstIndexA vailable ::; as2' indexRead " 

as2'nextlndex-l 2:: as2'indexRead 

The proof obligations, that need to be discharged: when a transition is 
enabled and the associated operation is executed, that if the assertion in the 
start location of the transition holds before the operation is executed, the 
assertion in the target location will hold after the operation is executed. In 
addition when a read is executed the index of the item read must satisfy the 
"lam port" conjecture above, in order to satisfy L-atomicity. 

vC-DoReader -DO Writer ..startJead: THEOREM 

V (asl. as2: Abs...state): 
pre..start-read (asl) " 

.., asl 'writerAccess " noReader-DoWriter...Assertion(asl} " as2 = startJead(asl) ~ 
as2' readerAccess " 

.., as2' writer Access " reader -DO Writer ...Assertion (as2) 



vc..reader -110 Writer ..end..read: THEOREM 

II (asl, as2: AbsJ3tate): 
pre..end..I"ead(asl) A 
~ asl 'writerAccess A reader-110Writer...Assertion(asl) A as2 
~ as2' reader Access A 

end..read(asl)'1 => 

~ as2'writerAccess A 
noRea.der-11oWriter...Assertion(as2) A iamport(as1, as2) 

vc..reader -110 Writer ..start_write: THEOREM 

II (w: write_parameter, as2: AbsJ3tate): 
pre..start_write( w' PI) A 

w'PI'readerAccess A reader-11oWriter-Assertion(w'PI) A as2 = start_write(w) 
=> as2'readerAccess A as2'writerAccess A readeLwriter-Assertion(as2) 

vc..reader_writer..end_write: THEOREM 

II (asl, as2: AbsJ3tate): 
pre..end_write(asl) A asl' readerAccess A readeLwriter-Assertion (as 1) A as2 

as2'readerAccess A 
~ as2' writer Access A reader -110 Writer ...Assertion (as2) 

vC-11oRea.der-11oWriter..start_write: THEOREM 

II (w: write_parameter, as2: AbsJ3tate): 
pre..start_write( w' PI) A 
~ w' PI 'reader Access A noReader -110 Writer -Assertion ( w • PI) A as2 
as2'writerAccess A 
~ as2'readerAccess A noReader_writer-Assertion(as2) 

vC-11oReader_writer ..end_write: THEOREM 

II (asl, as2: AbsJ3tate): 
pre..end_write(asl) A 
~ asl'readerAccess A noReadeLwriter-Assertion(as1) A as2 
~ as2'writerAccess A 
~ as2'readerAccess A noReader-11oWriter-Assertion(as2) 

VC-110ReadeLwriter ..start..read: THEOREM 

II (asl, as2: AbsJ3tate): 
pre..start..read (as 1) A 

start_write ( w) => 

asl'writerAccess A noReader_writer-Assertion(as1) A as2 = start..read(as1) 
=> as2'writerAccess A as2'readerAccess A readeLwriter -Assertion (as2) 

vc..reader _writer _end..read: THEOREM 

II (asl, as2: AbsJ3tate): 
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pre_end..read(as1) A asl'writerAccess A reader_writer-Assertion(asl) A as2 end...read (as1) '1 

=> 
as2' writer Access A 
~ as2'readerAccess A 
noReadeLwriter-Assertion(as2) A iamport(asl, as2) 

END AbstractJ>rotocoi 



Appendix F 

The Retrieve Relation 

This appendix contains the retrieve relation. in the P\·S logic. that has 
been used to demonstrate that Simpson's .±-slot AC~I is a refinement of the 
abstract model of atomicity. using Nipkow's retrieve rule. as described in 
Chapter 5. 

Retrieve: THEORY 

BEGIN 

IMPORTING Abstract..Protocol. FOUR-.SLOT 

The retrieve relation is in four parts: the first part describes the relation 
between the two models when the neither the reader and writer are acC(°ss­
ing the ACM. In this case the reader and writer program counters point 
to the first operations in the read and write algorithms ( they are equal to 
rep and wep respectively. which mean that the next action will be either 
readerChoosesPair in the model of the 4-s10t and startRd in the abstract 
model, or writerChoosesPair in the model of the 4-s10t and start Wr in the 
abstract model). Since the writer and reader are not accessing the AC~I 
the local copies of the control variables will be equal in value to the rele­
vant control variables in the ACI\L the item at the head of the sequence of 
values will be the last one written (pointed to by the writer local \"ariables 
writerPair and writerSlot)and the length of the sequence \,"ill be at least 1. 

R(as: Abs-.State. cs: Conc-.State): bool = 
(, as'readerAccess 1\ ' as'writerAccess ~ 

cs'nri = rep 1\ 

es'nwi = wep 1\ 

es' writer' writerPair = es' pairWritten 1\ 
es'writer'writerSlot = cs'slot\Vritten(cs'writer'writerPair) 1\ 

cs' reader' readerPair = es' pairReading 1\ 

cs'slots(es'writer'writerPair. cs'writer'writerSlot) = as'vals'seq(O) /\ 
as' vals 'length ~ 1) 1\ 

The second part of the retrieve relation describes the relation between the 
two models when onlv the writer is accessing the AC~I. The next reader 
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and writer actions in the implementation will be rep and wip respectiwly. 
the value of the writer control variable writerSlot will be equal to the value 
of the element of the slot Written appropriate to the pair of slots the writer 
is accessing and the reader local variable readerPair "ill be equal to the 
pairReading control variable. The item at the head of the sequence will be 
the item the writer has added during the current write and will be pointed 
to by the writer local variables. If the writer has changed pairs for this write 
the reader cannot in any circumstances read the item at the head of the 
sequence until after the writer has executed endWr and indicated the pair 
of slots it has accessed: the sequence must therefore be of length greater 
than 1 (the last item written and the item added by the current write must 
both be present in the sequence). Since, in this case, the writer has changed 
pairs: the reader must have indicated that it had changed pairs to read from 
the same pair as the writer before the start of the current write, pairReading 
is therefore equal to pair Written; and the writer local variable writerPair 
will not be equal to pair Written. In addition the item written by the last 
write will be the second item in the sequence. If the writer has not changed 
pairs the writer local variable writerPair will be equal to the control variable 
pair Written and the sequence must be at least of length 1 (it is possible for 
a complete read to occur during the write; for the reader to access the item 
that has been written by the write during the current write; and therefore 
the sequence to be shortened to contain only that single item - the item at 
the head of the sequence). 

(-, as' reader Access 1\ as' writer Access ~ 
cs'nri = rcp 1\ 

cs'nwi = wip 1\ 
cs' writer' writerSlot = cs' slot Written (cs' writer' writerPair) 1\ 

cs' reader' readerPair = cs' pair Reading 1\ 
cs 'slots(cs ' writer ' writerPair. cs'writer'writerSlot) = as'vals'seq(O} 1\ 

(cs' writerChangedPairNI ~ 
as' vals' length > 1 1\ 
cs' pair Reading = cs' pairWritten 1\ 

-, cs'pairWritten = cs'writer'writerPair 1\ 
cs'slots(cs'pairWritten. cs'slotWritten(cs'pairWritten» = as'vals'seq(1» 1\ 
(-, cs'writerChangedPairNI ~ cs'pairWritten = cs'writer'writerPair) 1\ 

as'vals'length 2: 1) 1\ 

The third part of the retrieve relation relates the states of the two models 
when only the reader is accessing the ACM. The program counters will be 
equal to rip and wep, and all of the local variables will be equal to the 
relevant control variables (in the reader's case, because it has indicated the 
pair it is reading from during startRd). The sequence must be of length at 
least 1 the last item written will be at the head of the sequence and there , 
will be an item on the sequence equivalent to the one that the reader has 
chosen to read in the model of the implementation. 

(as'readerAccess 1\ -, as'writerAccess ~ 



cs'nri = rd /\ 
cs'nwi = wcp /\ 
cs 'pairWritten = cs' writer' writerPair 1\ 

cs'writer'writerSlot = cs'slotWritten(cs'writer'writerPair) 1\ 
cs'reader'readerPair = cs'pairReading 1\ 

cs'slots(cs'writer'writerPair, cs'writer'writerSlot) = as'vaJs'seq(O) 1\ 
(3 (i: nat): 

i < as' vaJs 'length 1\ 

cs' slots(cs' reader' readerPair, cs' reader' readerSlot) = as' vaJs' seq (i) 1\ 
as'vals'length 2: 1) /\ 
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The final part of the retrieve relation relates the states in the two models 
when the reader and writer are both accessing the mechanism. This is 
effectively a combination of the two parts where only one of the reader and 
writer processes is accessing the mechanism. The program counters will 
be equal to rd and wip, the local variable writerSlot will be equal to the 
relevant element of slot Written, the local variable readerPair will be equal 
to pairReading, and item written by the current write will be on the head of 
the sequence. If the writer has changed pairs the local variable writerPair 
will not be equal to the control variable pair Written , the control variables 
pairReading and pair Written will be equal, the item written by the last write 
will be the second on the sequence, the sequence will be of length greater 
than 1, and there will be an item on the sequence which is equal to the item 
chosen by the reader in the implementation. If the writer has not changed 
pairs the writer local variable writerPair will be equal to the control variable 
pair Written, there will be an item on the sequence equal to the one chosen 
by the reader in the model of the implementation and the sequence length 
will be at least 1. 

(as'readerAccess 1\ as'writerAccess =} 

cs'nri = rd 1\ 

cs'nwi = wip 1\ 
cs'writer'writerSlot = cs'slotWritten(cs'writer'writerPair) 1\ 

cs' reader' readerPair = cs' pairReading 1\ 
cs'slots(cs'writer'writerPair, cs'writer'writerSlot) = as'vaJs'seq(O) 1\ 

(cs'writerChangedPairNI =} 

as' vals 'length > 1 1\ 
cs'pairReading = cs'pairWritten 1\ 

-, cs'pairWritten = cs'writer'writerPair 1\ 
cs'slots(cs'pairWritten, cs'slotWritten(cs'pairWritten» = as'vals'seq(1) 1\ 

(3 (i: nat): i > 0 1\ 

i < as'vals'length 1\ 
cs 'slots(cs' reader 'readerPair, cs'reader'readerSlot) = as'vaJs'seq(i») 1\ 

(-, cs'writerChangedPairNI =} 

cs'pairWritten = cs'writer'writerPair 1\ 

(3 (i: nat): 
i < as' vaJs' length 1\ 
cs' slots(cs 'reader'readerPair, cs'reader'readerSlot) = as'vaJs'seq(i») 

1\ as'vals'length 2: 1) 

The PVS encoding of the proof obligations: first the domain proofs; that if 
the pre-condition for an operation holds in the abstract model the equivalent 
pre-condition will also hold in the model of the implementation. 
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dOIlWltarLwrite: THEOREM 

It (cs: Conc..5tate, as: Abs..5tate): 
R(as, cs) /I pre-BtarLwrite(as) :::} pre.startWr(cs) 

dom...end_write: THEOREM 

It (cs: Conc..5tate, as: Abs..5tate): 
R(as, cs) 1\ pre..end_write(as) :::} pre..endWr(cs) 

dom-Btart-Iead: THEOREM 

It (cs: Conc..5tate, as: Abs..5tate): 
R(as, cs) /I pre.start-Iead(as) :::} pre.startRd(cs) 

dom..end-Iead: THEOREM 

It (cs: Conc..5tate, as: Abs..5tate): 
R(as, cs) 1\ pre..end-Iead(as) :::} pre..endRd(cs) 

The result proof obligations. If it is possible to relate states in the two mod­
els using the retrieve relation, and the pre-condition holds for the operation 
in the abstract model, then if the operation in the implementation (that is 
equivalent to abstract operation for which the pre-condition is enables) is 
executed; it is possible to find a state in the abstract model, such that it is 
possible to execute the equivalent operation in the abstract model and the 
retrieve relation holds between this state and the target state of the transi­
tion associated with operation executed in the model of the implementation. 

res.start-Iead: THEOREM 

It (cs, cs1: ConcState, as: Abs..5tate): 
R(as, cs) 1\ pre.start-Iead(as) 1\ poBt.startRd(cs)(csl) => 

(3 (as1: Abs..5tate): R(as1, csl) 1\ post.start-read(as)(as1» 

res_end-Iead: THEOREM 

It (cs, cs1: Conc..5tate, as: Abs..5tate, tI: Val): 
R(as, cs) 1\ pre..end-Iead(as) 1\ posLendRd(cs)(cs1, tI) :::} 

(3 (as1: Abs..5tate): R (as1, csl) 1\ posLend-Iead (as)(as1, tI» 

res.start_write: THEOREM 

It (cs, cs1: Conc..5tate, as: Abs..5tate): 
R(as, cs) 1\ pre.starLwrite(as) 1\ post.startWr(cs)(csl) :::} 

(3 (as1: Abs..5tate): R(as1, csl) 1\ post.start_write(as)(asl» 

res_end_write: THEOREM 

It (cs, cs1: Conc..5tate, as: Abs..5tate): 
R(as, cs) 1\ pre_end_write(as) 1\ posLendWr(cs)(csl) :::} 

(3 (as1: Abs..5tate): R(as1, csl) 1\ posLend_write(as)(asl» 

END Retrieve 



Appendix G 

Proof of Coherence 

The model of the 4-s10t implementation given in this appendix is the same as 
the one given in Appendix D, except that there are a number of additional 
auxiliary variables. These additional variables are required to verify that 
the ACM transmits coherent data between its reader and writer, when the 
reader and writer operations are executed atomically, but can interleave 
in an unrestricted manner, using a compositional proof method for shared 
variable concurrency, based on the rely-guarantee method given in [dR+01]. 

FOU~LOT: THEORY 

BEGIN 

The ACM transmits data items, consisting of a "alue and an index number, 
between its reader and writer. 

Val: NONEMPTY_TYPE 

Data: TYPE = [t index: nat, val: Val t] 

Types to represent the names of the pairs and slots in the ACM. 

Pairlndex: TYPE = {pO, pt} 

SlotIndex: TYPE = {so, st} 

The program counters, which record the next operation (instruction) to be 
executed by the reader and writer. 

NextReadlnstruetion: TYPE = {firstRcp, rep, rip, res, rd} 

NextWritelnstruetion: TYPE = {firstWep, wep, wes, wr, wis, wip} 

Types to record the current locations of the reader and writer in their re­
spective assertion networks. 

ReaderNetworkState: TYPE = {sr, !rI, !r2, Ir3, Ir4, tr} 

WriterNetworkState: TYPE = {sw, Iwl, 1w2, Iw3, Iw4, Iw5, tw} 
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The local state of the writer, which has an auxiliary variable. ctJ.rrentState. 
to record its current location in its assertion network. 

WriterState: TYPE = 
[t writerPair: Pairlndex, 

writerSlot: Slotlndex, 
currentState: WriterNetworkState t] 

The local state of the reader, which also has an auxiliarv variable to record 
its location in its assertion network. . 

ReaderState: TYPE = 
[t readerPair: Pairlndex, 

readerS lot : Slotlndex, 
currentState: ReaderNetworkState t] 

The state of the ACM, which has auxiliary variables called wisOcctJ.rred 
and rcsSince Wis, which are used to reason about the ordering of the writer 
operation writerlndicatesSlot and the reader operation readerChoosesSlot. 
This ordering can affect the slot that the reader accesses during a particular 
read. It also introduces the auxiliary variable maxFresh, which is used in 
the proof of atomicity (which will be described in Appendix H). 

Conc-State: TYPE = 
[t pair Written : Pairlndex, 

slot Written: [Pairlndex -t Slotlndex], 
lastSlotWritten: [Pairlndex -t SlotIndex], 
pair Reading : Pairindex, 
slots: [Pairlndex, SlotIndex -t Data], 
nri: Next Read Instruction , 
nwi: NextWritelnstruction, 
writer: WriterS tate , 
reader: ReaderState, 
wisOccurred: bool, 
rcsSince Wis: bool, 
maxFresb: nat .] 

Each of the operations implements one of the actions of the 4-slot algo­
rithm, from Table 3.4, for either the reader or the writer, and sets the 
program counter equal to the next operation to be executed (for example 
readerChoosesPair sets nri equal to rip - readerlndicatesPair which is the 
next operation the reader will execute). The operations also set the current 
state of the reader, or writer, to the next state in their respective assertion 
networks. 

The initial readerChoosespair operation is executed once at start up. 
The readerChoosesPair operation is identical, but is executed during each 
read after the first one. These operations choose the pair of slots in the 
mechanism that the reader is going to access during the current read. 

pre..firstReaderCboosesPairCp: Conc-State): boor = p' nri = firstRcp 

post.JirstReaderChoosesPairCp: Cpre..firstReaderChoosesPair» Cprot: Conc-State): boor = 
prot = p WITH [nri := rip, 



reader := p'reader WITH [readerPair := p'pair\Vritten. 
currentState := lrl]] 

firstReaderChoosesPair: 
[p: (pre..firstReaderChoosesPair) -t (post..firstReaderChoosesPair(p))] 

preJeaderChoosesPair(p: Conc-State): bool = p' nri = rcp 

postJeaderChoosesPair(p: (preJeaderChoosesPair)) (prot: Conc-State): bool = 
prot = p WITH [nri := rip. 

readerChoosesPair: 

reader := p'reader WITH [readerPair := p'pairWritten. 
currentState := lrI]] 

[p: (preJeaderChoosesPair) -t (postJeaderChoosesPair(p))] 

preJeaderindicatesPair (p: Conc-State): bool = p' nri = ri p 

postJeaderIndicatesPair(p: (preJeaderlndicatesPair)) (prot: Conc..state): bool 
prot = p WITH [nri := res. 

pairReading := p'reader'readerPair. 
reader := p'reader WITH [currentState := Ir2]] 
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readerlndicatesPair sets the control variable pairReading equal to the pair 
the reader is accessing. 

readerIndicatesPair: 
[p: (preJeaderIndicatesPair) -t (postJeaderlndicatesPair(p))] 

preJeaderChoosesSlot (p : Conc..state): bool = p' nri = res 

postJeaderChoosesSlot (p: (preJeaderChoosesSlot)) (prot: Conc..state): bool 
prot = p WITH [nri := rd. 

reader := p'reader WITH [readerS lot := 

p'slotWritten(p'reader'readerPair). currentState .- lr3]. 
rcsSinceWis := TRUE] 

The readerChoosesSlot operation chooses the slot the reader is going to 
access - by setting readerSlot equal to the value of the element of the 
slot Written array for the pair the reader is accessing. It also sets the auxil­
iary variable rcsSince Wis to true. This variable is used, with the auxiliary 
variable wisOccurred, to help decide whether the reader accesses the slot he 
writer has just accessed during the current write (when a read and write 
occur concurrently and the reader and writer access the same pair of slots) 
as described in Section 6.3.3. 

readerChoosesSlot: 
[p: (preJeaderChoosesSlot) -t (postJeaderChoosesSlot(p))] 

preJead (p: Conc..state): bool = p' nri = rd 

postJead(p: (preJead))(prot: Conc..state. II: Val): bool = 
II = p'slots(p'reader'readerPair. p'reader'readerSlot) 'va! /I 
prot = p WITH [nri := rcp. reader := p'reader WITH [currentState := lr4]] 

During the read operation the reader accesses the chosen slot and returns 
the value read. 
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read: [p: (pre....read) -+ (post....read(p»] 

The first WriterChoosesPair and writerChoosesPair operations are identical. 
but first WriterChoosesPair is executed once at start up and writerChoosesPair 
is executed thereafter. The operations set the pair the writer is going to ac­
cess (writerPair) equal to the opposite to the one the reader last indicated 
it was accessing (pairReading). 

pre..firstWriterChoosesPair(p: Cone-State): bool = p'nwi = firstWep 

post..firstWriterChoosesPair(p: (pre..firstWriterChoosesPair» (prot: Cooe-State): bool = 
(p 'pairReading = Po :::} 

prot = p WITH [nwi := WCB, 

writer := p'writer WITH [writerPair := PI, eurreotState Iwl], 
maxFresh := p'maxFresh + 1]) /I 

(p'pairReadiog = PI :::} 
prot = P WITH [nwi := WCB, 

first WriterChoosesPair: 

writer := P 'writer WITH [writerPair := Po, eurrentState ._ Iwl], 
maxFresh := p'maxFresb + 1]) 

[p: (pre..firstWriterChoosesPair) -+ (post..firstWriterCboosesPair(p»] 

pre_writerChooBesPair(p: Cooe-State): boo 1 = p 'owi = wep 

pOBLwriterChooBesPair(p: (pre_writerChoosesPair» (prot: Cooe-State): bool 
(p 'pairReading = Po :::} 

prot = p WITH [nwi := weB, 
writer := p'writer WITH [writerPair := PI, eurreotState Iwl], 
maxFresh := p'maxFresb + I, 
wiBOeeurred : = FALSE]) /I 

(p' pairReadiog = PI :::} 
prot = p WITH [owi := weB, 

writerChoosesPair: 

writer := p' writer WITH [writerPair := Po, currentState := Iwl] , 
maxFresh := p'maxFresh + 1, 
wisOccurred : = FALSE]) 

[p: (pre_writerChoosesPair) -+ (posLwriterChoosesPair(p»] 

The writerChoosesSlot operation chooses the slot the writer is going to access 
during the write operation. The writer chooses the opposite slot, in the pair 
it is accessing, to the one it accessed during the last write. 

pre_writerChoosesSlot(p: Cone-State): bool = p'nwi = WCB 

post_writerChoosesSlot(p: (pre_writerChoosesSlot» (prot: Conc-State): bool = 
(p'slotWritten(p'writer'writerPair) = So ~ 

prot = p WITH [nwi := wr, writer := p'writer 
WITH [writerSlot := 81, currentState .- 1w2]]) /I 

(p'slotWritten(p'writer'writerPair) = SI ~ 

prot = p WITH [nwi := wr, writer := p'writer 
WITH [writerSlot .- so, currentState := Iw2]]) 

writerChoosesSlot: 
[p: (pre_writerChoosesSlot) -+ (posLwriterChoosesSlot(p»] 

The write operation adds the new item to the slot that the writer has chosen 
to access. 



pre_write(p: Conc...8tate): bool = p'nwi = wr 

write_parameter: TYPE = [I PI: (pre_write). tJ: Val I] 

posLwrite(p: write_parameter) (prot: Conc...8tate): bool 
prot = P' PI WITH [nwi := wis. 

(slots)(p' PI 'writer' writerPair. p' PI 'writer' writerSlot) 
:= (I index := p'PI'maxF'resh. val := p'" I). 

writer := p' PI 'writer WITH [currentState := Iw3]] 

write: [p: write_parameter ---> (p08Lwrite(p»] 
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writerlndicatesSlot sets the appropriate element of the slot Written array 
equal to the slot that the writer has just accessed during the write operatio~ 
for the pair it is accessing. 

pre_writerindicatesSlot (p: Conc...8tate): bool = p' nwi = wis 

post_writerlndicatesSlot (p: (pre_writerlndicatesSlot» (prot: Conc...8tate): bool = 
prot = p WITH [nwi := wip. 

writerlndicatesSlot: 

(slotWritten)(p 'writer'writerPair) := (p 'writer' writerSlot). 
writer := p'writer WITH [currentState := Iw4]. 
wisOccurred := TRUE, 

rcsSinceWis := FALSE] 

[p: (pre_writerindicatesSlot) ---> (posLwriterIndicatesSlot(p»] 

The writerlndicatesPair operation sets the pair Written control variable equal 
to the pair that the writer has accessed during the current write (equal to 
the writer local variable writerPair). 

pre_writerlndicatesPair(p: Conc...8tate): bool = p' nwi = wip 

posLwriterindicatesPair(p: (pre_writerindicatesPair» (prot: Conc...8tate): bool = 
prot = p WITH [nwi := wcp, 

pairWritten := p 'writer' writerPair, 
writer := p'writer WITH [currentState := Iw5]] 

writerlndicatesPair: 
[p: (pre_writerlndicatesPair) ---> (posLwriterindicatesPair(p»] 

The initialisation operations for the model. The reader and writer both 
start in the initial locations of their respective assertion networks but their 
remaining initialisation values are unimportant, because the components 
both choose a pair and slot to access before they access the AGM on each 
occasion. In the case of the ACM itself one slot is initialised with an initial 
value, and the pair Written and slot Written control variable are set to point 
to this slot. 

iniLwriter( w: WriterState): bool = 
w = W WITH [writerPair := Po, writerSlot .- So, currentState := sw] 

iniLreader(r: ReaderState): bool = 
r = r WITH [readerPair := PI, readerSlot := SI, currentState := sr] 

iniLdata(iniLdata: Data, iniLval: Val): bool = 



init-liata = init-liata WITH [index := 0, val := iniLvaI] 

iniLprot(p: Conc..8tate, init-liata: Data, w: WriterState, r: ReaderState): bool = 
p = P WITH [pairWritten := Po, 

slotWritten := (L\ . (Po: Pairlndex): SO), 
pair Reading := Po, 
slots := «J. . (Po: Pairlndex, SO: Slotlndex): init-liata), 
nri := firstRcp, 
nwi := firstWcp, 
writer := w, 
reader := r, 
wisOccurred := FALSE, 

rcsSinceWis := FALSE, 

maxFresh := OJ 
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The assertions for the reader and writer assertion networks are given and 
described below. It is not necessary to make any assertions in the locations 
in the reader network where the reader is about to execute 
jirstReaderChoosesPair, readerChoosesPair or readerlndicatesPair, since the 
relationship between the control variables in the mechanism and the reader 
local state that is required to verify coherence is established bv the 
readerlndicatesPair and readerChoosesSlot operations. 

First when the reader is about to execute the readerChoosesSlot opera­
tion the control variable pairReading will be equal to the reader local variable 
pairReading. 

readerChoosesSlot..Assertion: [Conc..8tate -+ boolJ = 
(J. . (cs: Conc..8tate): 

cs'nri = rcs => cs'pairReading = cs'reader'readerPair 

When the reader is about to execute the read operation it has already indi­
cated the pair it is going to access, so the reader local variable readerPair 
is equal to the control variable pairReading. The remainder of the assertion 
is required to establish that the reader accesses a different slot to the writer 
when they are both accessing the same pair of slots at the same time: if 
they are accessing different pairs they are, by definition, accessing different 
slots. If the writer starts a new write when the reader is about to read 
the data from the ACM, the writer will change pairs, since the reader has 
already indicated the pair of slots it is going to read. It is, therefore, only 
necessary to reason about the relationship between the control variables and 
the reader local variables when the reader and writer are accessing the same 
pair of slots in the mechanism. There are three different cases to consider: 

1. If the writer has not yet indicated the slot is is going to access 
(wisOccurred = false), the the reader local variable readerSlot will be 
equal to the element of the slot Written array for the pair the reader is 
accessing (since the reader's last action was to choose the slot it was 
going to access in its current pair). 
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2. If the writer has indicated the slot it is using during the current write 
and the reader chose its slot before the writer executed 
writerlndicatedSlot (wisOccurred = true /\ rcsSince Wis = false) the 
reader will access the opposite slot to the writer (since the writer 
chooses the opposite slot to the one it accessed the last time in the 
current pair, and the reader chooses to read from the slot the writer 
indicated it accessed the during the last write). 

3. If the reader chooses the slot it is going to access after the writer 
executes writerlndicatesSlot (wisOccurred = true/\ rcsSince Wis = true) 

it will access the slot the writer has written data to during the current 
write. This is fine, because the writer has finished accessing the slot 
to write the data before it executes writerlndicatesSlot. In a sense 
the reader manages to read the item of data before it has been fully 
released by the writer. 

read-Assertion: [Conc..state ---+ booI] 
(.>.. • (cs: Conc..state): 

cs'nri = rd => 
cs' pair Reading = cs' reader' reader Pair " 

(cs'reader'readerPair = cs'writer'writerPair => 
(~ cs'wisOccurred => cs'reader'readerSlot = cs'slotWritten(cs'reader'readerPair» " 

(cs'wisOccurred => 
(cs'rcsSinceWis => cs'reader'readerSlot = cs'slotWritten(cs'reader'readerPair» " 
(~ cs'rcsSinceWis => 
~ cs' reader' readerSlot = 

cs' slotWritten(cs' reader' readerPair»» 

When the writer is about to execute first WriterChoosesPair and 
writerChoosesSlot it is only necessary to assert that it has not yet indicated 
the pair it is accessing during the write (..., wisOccurred). 

firstWriterChoosesPair-Assertion: [Conc..state ---+ bool] = 
(.>.. • (cs: Conc..state): cs'nwi = firstWcp => ~ cs'wisOccurred 

writerChoosesSlot-Assertion: [Conc..state ---+ bool] = 
(.>.. • (cs: Conc..state): cs'nwi = wcs => ~ cs'wisOccurred 

When the writer is accessing the data slot in the ACM , and before it executes 
writerlndicatesSlot it has chosen to access the opposite slot to the one it 
accessed during the last write in the pair it is currently accessing. It has not 
yet executed writerlndicatesSlot, so wisOccurred is still false. 

write-Assertion: [Conc_State ---+ bool] 
(.>.. • (cs: Conc..state): 
cs~nwi = wr => 
~ cs' wisOccurred " 
~ cs'writer'writerSlot = cs'slotWritten(cs'writer'writerPair) 

writerIndicatesSlot-Assertion: [Conc_State ---+ booI] = 
(.>.. • (cs: Conc..state): 

cs'nwi = wis => 
~ cs' wisOccurred " 
~ cs'writer'writerSlot = cs'slotWritten(cs'writer'writerPair) 
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When the writer is about to execute writerlndicatesPair it has executed 
writerlndicatesSlot and the local variable slot Written is equal to the element 
of the slot Written array relating to the pair of slots the writer is accessing. 

writerindicatesPairhsertion: [Conc...5tate -> bool] = 
(>. . (cs: Conc...5tate): 

cs'nwi = wip ::} 
cs' wisOccurred " 
cs' writer' writerSlot = cs' slot Written (cs' writer' writerPair) 

The proof obligations follow. The first is to show that the initialisation of the 
ACM establishes the first WriterChoosesPair assertion There is no assertion 
for firstReaderChoosesPair so there is no equivalent proof for the reader. 

vc-1nitWriter: THEOREM 

'V (cs: Conc...5tate. init: Data. w: WriterState. r: ReaderState): 
iniLprot(cs. init. w. r) ::} firstWriterChoosesPair...Assertion(cs) 

The first proof obligation for each of the remaining locations in the reader 
and writer networks (veLop_name) is to establish for each transition in the 
respective networks that: 

1. If the assertion in the start location of the transition associated with 
each operation holds, and the transition is enabled, that the assertion 
in the target location of the transition will hold after executing the 
operation that is associated with the transition. In the case of the four 
slot the guards for each of the transitions is effectively true i.e. the 
transition is enabled whenever the component is in the start location 
of the transition (since the pre-condition for the operation is simpl:.· 
that the program counter for the component is such that the operation 
is to be executed next). 

2. That each of the components does not interfere with the assertions in 
the network of the other component e.g. if the assertions in the loca­
tions of the network of the other component hold before the operation 
is executed, they will still hold after the operation is executed. 

This requires the following proof obligation to be completed for every loca­
tion in the network of the writer: veLop_name 

Vesl, es2: ConcState . 
pre _start _ writer _op _name ( es l) /\ 

start_writer _op_name-.Assertion( es l) /\ 
readerChoosesSlot-.Assertion ( es l) /\ 
read-.Assertion( esl) /\ post-writer _op_name( esl, es2) => 

es2. nwi = targetLoeationlnstruetion /\ 
target-writer _op_name-.Assertion( es2) /\ 

readerChoosesSlot-.Assertion( es2) /\ 
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read-Assenion( es2) 
Similarly the following proof obligation must be completed for eyery location 
in the network of the reader: . 
veLop_name 

'Ves1, es2: ConcState . 
pre_stan_reader _op _name ( es 1) 1\ 

stan_reader _op _name -Assenion ( es 1) 1\ 

first WriterChoosesPair -Assenion( es 1) 1\ 

writerChoosesSlot -Assenion ( es 1) 1\ 

write-Assenion(es1) 1\ 

writerlndieatesSlot-Assertion( es1) 1\ 

writerlndieatesPair -Assertion ( es 1) 1\ 

posLreader _op_name( es1, es2) =} 

es2'nri = targetLoeationlnstruetion 1\ 

targeLreader _op_name-Assenion(cs2) 1\ 

first WriterChoosesPair -Assenion( cs2) 1\ 

writerChoosesSlot-Assertion( cs2) 1\ 

write-Assenion( es2) 1\ 

writerlndieatesSlot-Assertion( cs2) 1\ 

writerlndieatesPair -.Assertion ( cs2) 

vcl..firstWriterChoosesPair: THEOREM 

V (csl, cs2: Conc...state): 
pre..firstWriterChoosesPair(csl) 1\ 
first WriterChoosesPair ..Assertion (csl) 1\ 

(readerChoosesSloLAssertion (csl» 1\ 
(read...Assertion(csl» 1\ cs2 = firstWriterChoosesPair(csl) => 

cs2 'nwi = wcs 1\ 
(writerChoosesSlot...Assertion(cs2» 1\ 

(readerChoosesSlot...Assertion (cs2» 1\ (read...Assertion (cs2» 

vcLwriterChoosesPair: THEOREM 

V (csl, cs2: Conc...state): 
pre_writerChoosesPair(csl) 1\ 

(readerChoosesSlot...Assertion (csl» 1\ (read...Assertion (csl» II cs2 = writerChoosesPair(csl) => 
cs2 'nwi = wcs 1\ 

(writerChoosesSlot...Assertion(cs2» 1\ 
(readerChoosesSlot...Assertion (cs2» 1\ (read...Assertion (cs2» 

vcLwriterChoosesSlot...lwl: THEOREM 

V (csl, cs2: Conc...state): 
pre_writerChoosesSlot(csl) 1\ 

(writerChoosesSlot...Assertion (csl» 1\ 
(readerChoosesSlot..Assertion(csl» 1\ (read...Assertion(csl» II cs2 = writerChoosesSlot(csl) => 

cs2'nwi = wr 1\ 
(wri te...Assertion (cs2» 1\ 
(readerChoosesSlot...Assertion (cs2» II (read...Assertion (cs2» 

vcLwrite.lw2: THEOREM 

V (w: write_parameter, cs2: Conc...state): 
pre_write(w'PI) 1\ 

(write...Assertion ( w ' PI» 1\ 
(readerChoosesSlot...Assertion( w' PI» 1\ (read...Assertion(w' PI» 1\ cs2 = write(w) => 

cs2' nwi = wis 1\ 



cs2'slots(cs2'writer'writerPair, cs2'writer'writerSlot)'va1 = to'V 1\ 
(writerlndicatesSloLAsBertion (cs2» II 

(readerChoosesSloLAsBertion (cs2» II (read...Assertion (cs2» 

vcLwriterlndicatesSloLlw3: THEOREM 

Y (csl, cs2: Conc...Btate): 
pre_writerlndicatesSlot(csl) II 

(writerlndicatesSloLAsBertion(csl» II 
(readerChoosesSloLAssertion (csl» 1\ 

(read-AsBertion (csl» 1\ cs2 = writerlndicatesSlotCcsl) => 
cs2'nwi = wip II 

(writerlndicatesPair-Assertion (cs2» 1\ 

(readerChooBesSlot_AsBertion (cs2» 1\ (read-Assert ion (cs2) ) 

vcLwriterlndicatesPairJw4: THEOREM 

Y (csl, cs2: Conc...Btate): 
pre_writerIndicatesPair(csl) 1\ 

(writerlndicatesPair-Assertion(csl» 1\ 

(readerChoosesSlot-Assertion (csl» 1\ 

(read-Assertion(csl» 1\ cs2 = writerlndicatesPair(csl) => 
cs2'nwi = wcp II 

(readerChoosesSlot-Assertion (cs2» II (read-Assertion (cs2» 

vcLfirstReaderChoosesPair: THEOREM 

Y (csl, cs2: Conc_State): 
preJirstReaderChoosesPair(csl) 1\ 
first WriterChooBesPair -Assertion (csl) 1\ 

(writerChoosesSlot-Assertion(csl» 1\ 
(write-Assertion(csl» 1\ 

(writerlndicatesSlot-Assertion (csl» 1\ 
(writerlndicatesPair -Assertion (csl» 1\ cs2 

cs2' nri = rip II 
first WriterChoosesPair -Assertion (cs2) 1\ 

(writerChoosesSlot-Assertion (cs2» 1\ 

(write...Assertion(cs2» 1\ 
(writerlndicatesSlot-Assertion (cs2» 1\ 

(writerlndicatesPair -Assertion (cs2) ) 

vc LreaderChoosesPair: THEOREM 

'V (csl, cs2: Conc...Btate): 
pre..readerChoosesPair(csl) 1\ 
first WriterChoosesPair -Assertion (cs l) 1\ 

(writerChoosesSlot-Assertion (cs l» 1\ 
(write-Assertion(csl» 1\ 

(writerlndicatesSlot-Assertion (csl» II 
(writerlndicatesPair-Assertion(csl» II cs2 

cs2'nri = rip II 
firstWriterChoosesPair-Assertion(csl) II 

(writerChoosesSlot-Assertion (cs2» II 
(write-Assertion(cs2» 1\ 

(writerlndicatesSlot-Assertion(cs2» II 
(writerlndicatesPair-Assertion(cs2) ) 

vcl..readerlndicatesPair: THEOREM 

Y (csl, cs2: Conc...Btate): 
pre..readerlndicatesPair(csl) II 
first WriterChoosesPair -Assertion (csl) II 

(writerChoosesSlot-Assertion (csl» 1\ 

(wri te-Assertion (cs l» II 
(writerIndicatesSlot-Assertion (csl» 1\ 
(writerlndicatesPair-Assertion(csl» II cs2 

cs2 'nri = rcs 1\ 
readerChoosesSlot-Assertion(cs2) II 
first WriterChoosesPair -ASBertion (cs2) 1\ 

firstReaderChoosesPair(csl) => 

readerChoosesPair(csl) => 

readerlndicatesPair(csl) => 
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(writerChoosesSlot..Assertion(cs2» 1\ 
(write-Assertion(cs2» 1\ 

(writer IndicatesSlot-Assertion (cs2) ) 1\ 

(writerIndicatesPair -Assertion (cs2) ) 

vcLreaderChoosesSlot: THEOREM 

If (csl, cs2 : Conc....state): 
preJeaderChoosesSlot(csl) 1\ 

(readerChoosesSlot-Assertion (csl» 1\ 
first WriterChoosesPair -Assertion (csl) 1\ 

(writerChoosesSlot-Assertion(csl» 1\ 
(write-Assertion(csl» 1\ 

(writerindicatesSlot-Assertion (csl» 1\ 

(writerIndicatesPair-Assertion(csl» 1\ cs2 = readerChoosesSlot(csl) ~ 
cs2'nri = rd 1\ 
cs2' rcsSince Wis 1\ 

read-Assertion (cs2) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 
(writerChoosesSlot-Assertion (cs2» 1\ 
(write-Assertion(cs2» 1\ 

(writerIndicatesSlot-Assertion (cs2» 1\ 
(writerlndicatesPair -Assertion (cs2) ) 

vclJead: THEOREM 

If (csl, cs2: Conc....state, tJ: Val): 
preJead (csl) 1\ 

(read-Assertion(csl» 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 
(writerChoosesSlot-Assertion (csl» 1\ 

(write-Assertion(csl» 1\ 

(writerIndicatesSlot-Assertion (csl» 1\ 

(writerlndicatesPair-Assertion(csl» 1\ II = read (csl) '2 1\ cs2 = read(csl) 'I ~ 
cs2 'nri = rcp 1\ 
first WriterChoosesPair-Assertion (cs2) 1\ 

(writerChoosesSlot-Assertion (cs2» 1\ 
(write-Assertion(cs2» 1\ 
(writerlndicatesSlot-Assertion (cs2» 1\ 
(writerlndicatesPair -Assertion (cs2» 
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The remaining proof obligations are first to show that the required guaran­
tee condition holds in the start location for each transition. In this case it 
follows immediately that the guarantee condition for the ACM holds since 
it is identical to the guarantee condition for each of the transitions. In the 
case of the write the following proof obligations must be discharged: 
vc2_op_name 

\ies1: Cone_State· 
pre_start-writer _op_name( es1) 1\ 

start_writer _op_name...Assertion( es1) 1\ 

readerChoosesSlot...Assertion( es1) 1\ 

read...Assertion( es 1) ::::} 
(es1.nri = rd 1\ es1.nwi = wr::::} 
(..., es1.reader.readerPair = es1.writer.writerPair V 

..., es 1. writer. writerSlot = es 1. reader. readerSlot)) 
It is also necessary to show that the guarantee condition holds in the target 
location of the transition, as follows: 



ve3_op_name 
\fesl, es2: Cone-.State· 

pre_start_writer _op_name( esl) 1\ 

start_writer _op_name-.Assertion( esl) 1\ 

readerChoos esSlot -.Ass ertion ( es 1) 1\ 

read-.Assertion(esl) 1\ 

post-writer _op_name( esl, es2) :::} 
(es2.nri = rd 1\ es2.nwi = wr:::} 
(. es2.reader.readerPair = es2.writer.writerPair V 

• es2. writer. writerSlot = es2. reader. readerSlot)) 
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Similarly, for the reader, the following two proof obligations must be dis­
charged: 
ve2_op_name 

\fesl: Cone-.State . 
pre_start_reader _op_name(esl) 1\ 

start_reader _op _name -.Assertion ( es 1) 1\ 

first WriterChoosesSlot-.Assertion( esl) 1\ 

writerChoosesSlot -.Assertion ( es 1) 1\ 

writerChoosesSlot-.Assertion ( es 1) 1\ 

write_Assertion(esl) 1\ 

writer IndieatesSlot...A ssertion ( es 1) 1\ 

writerlndieatesPair ...Assertion ( esl) :::} 
( es 1. nri = rd 1\ es 1. nwi = targetLoeationlnstruetion :::} 
(. es1.reader.readerPair = es1.writer.writerPair V 

• es1. writer. writerSlot = es1.reader.readerSlot)) 
ve3_op_name 

\fesl, es2: ConcState . 
pre_start-reader _op_name( esl) 1\ 

start_reader _op_name...Assertion ( es 1) 1\ 

first WriterChoosesPair -.Assertion ( es 1) 1\ 

writerChoosesSlot-.Assertion ( es 1) 1\ 

write-.Assertion ( es 1) 1\ 

writerlndieatesSlot-.Assertion( esl) 1\ 

writerlndieatesPair ...Assertion(esl) 1\ 

post-reader _op_name( esl, es2) :::} 
( es2. nri = rd 1\ es2. nwi = wr :::} 
(. es2.reader.readerPair = es2.writer.writerPair V 

• es2.writer.writerSlot = es2.reader.readerSlot)) 

vc2...first WriterChoosesPair: THEOREM 

'I;f (csl: Conc-Btate): 
(pre...firstWriterChoosesPair(csl» 1\ 
first WriterChoosesPair -Assertion (csl) 1\ 



(readerChoosesSloLAssertion(csl» 1\ 
(rea.d..Assertion(csl» => 

(csl 'nri = rd 1\ csl 'nwi = wr => 
(~ csl'reader'rea.derPair = csl 'writer'writerPair) v 
(~ csl'rea.der'rea.derSlot = csl'writer'writerSlot» 

vc3-1irst WriterChoosesPair: THEOREM 

'<I (csl, cs2: Conc...8tate): 
pre..firstWriterChoosesPair(csl) 1\ 
firstWriterChoosesPair..Assertion(csl) 1\ 

cs2 = firstWriterChoosesPair(csl) 1\ 
(readerChoosesSloLAssertion(cs2» 1\ 

(read-Assertion (cs2» => 
(cs2'nri = rd 1\ cs2'nwi = wr => 
«~ cs2'reader'rea.derPair = cs2'writer'writerPair) V 

(~ cs2' reader' readerS lot = cs2' writer' writerS lot) ) ) 

vc2_writerChoosesPair: THEOREM 

'<I (csl: Cooc...8tate): 
(pre_writerChoosesPair(csl) 1\ (readerChoosesSlot..Assertioo (csl» 1\ 

(read-Assertion(csl) => 
(csl'nri = rd 1\ csl'nwi = wr => 

(~ csl'reader'readerPair = csl'writer'writerPair) V 
(~ csl' reader' readerSlot = csl' writer' writerS lot) ) 

vc3_writerChoosesPair: THEOREM 

'<I (csl, cs2: Conc...8tate): 
pre_writerChoosesPair(csl) 1\ 

cs2 = writerChoosesPair(csl) 1\ (rea.derCboosesSlot..Assertion (cs2» 1\ 

(read-Assertion (cs2» => 
(cs2'nri = rd 1\ cs2'nwi = wr => 
«~ cs2'reader'rea.derPair = cs2'writer'writerPair) V 

(~ cs2' reader' readerSlot = cs2' writer' writerSlot) ) ) 

vc2_writerChoosesSlot: THEOREM 

'<I (csl: Conc...8tate): 
pre_writerChoosesSlot (csl) 1\ 

(writerCboosesSlot-Assertion (csl) 1\ 
(readerCboosesSlot-Assertioo (csl) 1\ (read-Assertioo(csl) => 

(csl'nri = rd 1\ csl'owi = wr => 
(~ csl'reader'readerPair = csl'writer'writerPair) V 
(~ csl'reader'readerSlot = csl'writer'writerSlot» 

vc3_writerChoosesSlot: THEOREM 

'<I (csl, cs2: Conc...8tate): 
pre_writerChoosesSlot(csl) 1\ 

(writerChoosesSlot-Assertioo (csl» 1\ 
cs2 = writerChoosesSlot(csl) 1\ (readerChoosesSlot-Assertion(cs2» 1\ 

(read-Assertion (cs2» => 
cs2'ori = rd 1\ cs2'nwi = wr => 
«~ cs2'reader'readerPair = cs2'writer'writerPair) V 

(~ cs2'reader'readerSIot = cs2'writer'writerSlot» 

vc2_write-.!w2: THEOREM 

'<I (w: write_parameter): 
pre_write (w ' PI) 1\ 

(write-Assertion( w' PI» 1\ (readerChoosesSlot..Assertion( w' PI» 1\ 

(read-Assertion (w' PI» => 
(w'Pl'nri = rd 1\ w'PI'nwi = wr => 

«~ W'PI 'reader'readerPair = W'PI 'writer'writerPair) V 
(~ w'Pl'reader'readerSlot = w'PI'writer'writerSlot») 

vc3_write-'!w2: THEOREM 

'<I (w: write_parameter, cs2: Conc...8tate): 
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pre_write ( w ' PI) 1\ 

(write-Assertion (W' PI» 1\ 

cs2 = write(w) 1\ (readerChoosesSlot-Assertion(cs2» 1\ (read...Assertion(cs2» ~ 
cs2'nri = rd 1\ cs2'nwi = wr ~ 
« ~ cs2' reader' readerPair = cs2' writer' writerPair) V 

(~ cs2' reader' readerS lot = cs2' writer' writerS lot » 

vc2_writerlndicatesSlot-lw3: THEOREM 

It (csl: Conc-State): 
pre_writerIndicatesSlot(csl) 1\ 

(writerIndicatesSlot-Assertion(csl» 1\ 

(readerChoosesSlot-Assertion(csl) 1\ (read-Assertion(csl) ~ 
(csl'nri = rd 1\ csl'nwi = wr ~ 
«~ csl'reader'readerPair = csl'writer'writerPair) V 

(~ csl'reader'readerSlot = csl'writer'writerSlot») 

vc3_writerIndicatesSlot...lw3: THEOREM 

It (csl, cs2: Conc-State): 
pre_writerIndicatesSlot(csl) 1\ 

(writerlndicatesSlot-Assertion (csl) 1\ 

cs2 = writerlndicatesSlot (csl) 1\ 

(readerChoosesSlot-Assertion (cs2» 1\ (read-Assertion (cs2» ~ 
(cs2'nri = rd 1\ cs2'nwi = wr ~ 
«~ cs2'reader'readerPair = cs2'writer'writerPair) V 

(~ cs2' reader' readerS lot = cs2' writer' writerSlot) ) ) 

vc2_writerlndicatesPair _cp: THEOREM 

It (csl: Conc-State): 
pre_writerIndicatesPair(csl) 1\ 

(writerIndicatesPair -Assertion (csl) 1\ 

(readerChoosesSlot-Assertion (csl) 1\ (read-Assertion(csl) ~ 
(csl'nri = rd 1\ csl'nwi = wr ~ 
«~ csl'reader'readerPair = csl'writer'writerPair) V 

(~ csl'reader'readerSlot = csl'writer'writerSlot») 

vc3_writerindicatesPair _cp: THEOREM 

It (csl, cs2: Conc-State): 
pre_writerlndicatesPair(csl) 1\ 

(writerIndicatesPair-Assertion (csl) 1\ 

cs2 = writerIndicatesPair(csl) 1\ 

(readerChoosesSlot-Assertion (cs2» 1\ (read-Assertion (cs2» ~ 
(cs2'nri = rd 1\ cs2'nwi = wr ~ 

« ~ cs2' reader' readerPair = cs2' writer' writerPair) V 

(~ cs2' reader' readerSlot = cs2' writer' writerSlot) ) ) 

vc2JirstReaderChoosesPair: THEOREM 

It (csl: Conc_State): 
preJirstReaderChoosesPair(csl) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 

(writerChoosesSlot-Assertion(csl» 1\ 

(write-Assertion(csl) 1\ 
(writerlndicatesSlot-Assertion(csl) 1\ (writerlndicatesPair-Assertion (csl) ~ 

(csl 'nri = rd 1\ csl'nwi = wr ~ 
(~ csl'reader'readerPair = csl'writer'writerPair) V 

(~ csl'reader'readerSlot = csl'writer'writerSlot» 

vc3JirstReaderChoosesPair: THEOREM 

It (csl, cs2: Conc-State): 
preJirstReaderChoosesPair(csl) 1\ 

cs2 = firstReaderChoosesPair(csl) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 

(writerChoosesSlot-Assertion (cs2» 1\ 

(write-Assertion(cs2» 1\ 
(writerlndicatesSlot-Assertion (cs2» 1\ (writerindicatesPair-Assertion (cs2» ~ 
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(cs2'nri = rd A cs2'nwi = wr => 
«-. cs2'reader'readerPair = cs2'writer'writerPair) V 

(-. cs2'reader'readerSlot = cs2'writer'writerSlot») 

vc2JeaderChoosesPair: THEOREM 

1/ (csl: Conc...5tate): 
preJeaderChoosesPair(csl) A 

first WriterChoosesPair -Assertion (csl) A 

(writerChoosesSlot..Assertion (csl» A 
(write..Assertion(csl» A 

(writerlndicatesSlot..Assertion(csl» A (writerlndicatesPair..Assertion(csl» => 
(csl 'nri = rd A csl 'nwi = wr => 

(-, csl'reader'readerPair = csl 'writer'writerPair) V 
(-, csl'reader'readerSlot = csl 'writer'writerSlot» 

vc3JeaderChoosesPair: THEOREM 

1/ (csl. cs2: Conc...5tate): 
preJeaderChoosesPair(csl) A 

cs2 = readerChoosesPair(csl) A 
first WriterChoosesPair ..Assertion (cs l) A 

(writerChoosesSlot..Assertion (cs2» A 
(write..Assertion(cs2» A 

(writerlndicatesSlot..Assertion (cs2» A (writerlndicatesPair ..Assertion (cs2» => 
(cs2'nri = rd A cs2'nwi = wr => 

«-, cs2'reader'readerPair = cs2'writer'writerPair) V 
(-, cs2' reader' readerSlot = cs2' writer' writerSlot» ) 

vc2JeaderlndicatesPair: THEOREM 

1/ (csl: Conc...5tate): 
preJeaderlndicatesPair(csl) A 
firstWriterChoosesPair ..Assertion (csl) A 

(writerChoosesSlot..Assertion (csl» A 
(write..Assertion(csl» A 

(writerlndicatesSlot..Assertion(csl» A (writerlndicatesPair..Assertion(csl» => 
(csl'nri = rd A csl'nwi = wr => 

«-, csl'reader'readerPair = csl'writer'writerPair) V 
(-, csl'reader'readerSlot = csl'writer'writerSlot») 

vc3JeaderlndicatesPair: THEOREM 

1/ (csl. cs2: Conc...5tate): 
preJeaderlndicatesPair(csl) A 

cs2 = readerlndicatesPair(csl> A 
first WriterChoosesPair -Assertion (csl) A 

(writerChoosesSlot..Assertion (cs2» A 
(write..Assertion(cs2» A 

(writerlndicatesSlot..Assertion (cs2» A (writerlndicatesPair ..Assertion (cs2» => 
(cs2'nri = rd A cs2'nwi = wr => 

«-, cs2'reader'readerPair = cs2'writer'writerPair) V 
(-, cs2' reader' readerS lot = cs2' writer' writerSlot) ) ) 

vc2JeaderChoosesSlot: THEOREM 

1/ (csl: Conc...5tate): 
preJeaderChoosesSlot(csl) A 

(readerChoosesSlot..Assertion (csl) A 
first WriterChoosesPair ..Assertion (csl) A 

(writerChoosesSlot-Assertion(csl) A 
(write..Assertion(csl) A 

(writerlndicatesSlot..Assertion (csl) A (writerlndicatesPair..Assertion (csl) => 
(csl'nri = rd A csl'nwi = wr => 

(-, csl'reader'readerPair = csl'writer'writerPair) V 
(-, csl'reader'readerSlot = csl'writer'writerSlot» 

vc3JeaderChoosesSlot: THEOREM 

1/ (csl. cs2: Conc...5tate): 
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pre...readerChoosesSlot(csl) 1\ 
(readerChoosesSloLAssertion (csl) 1\ 

cs2 = readerChoosesSlot (csl) 1\ 
first WriterChoosesPair ...Assertion (csl) 1\ 

(writerChoosesSlot...Assertion(cs2» 1\ 
(write...Assertion(cs2» 1\ 

(writerlndicatesSlot...Assertion (cs2» 1\ (writerlndicatesPair...Assertion(cs2» => 
(cs2'nri = rd 1\ cs2'nwi = wr => 

(-, cs2'reader'readerPair = cs2'writer'writerPair) v 
(-, cs2'reader'readerSlot = cs2'writer'writerSlot» 

vc2...read: THEOREM 

\;f (csl: Conc..5tate): 
pre...read (csl) 1\ 

(read..Assertion(csl» 1\ 
firstWriterChoosesPair ...Assertion (csl) 1\ 

(writerChoosesSlot...Assertion (csl» 1\ 

(write...Assertion(csl» 1\ 

(writerlndicatesSlot...Assertion (csl» 1\ (writerlndicatesPair ...Assertion (cs 1» => 
(csl 'nri = rd 1\ csl 'nwi = wr => 

(-, csl'reader'readerPair = csl 'writer'writerPair) V 
(-, csl' reader' readerSlot = csl' writer' writerSlot» 

vc3...read: THEOREM 

\;f (csl. cs2: Conc..5tate): 
pre...read(csl) 1\ 

(read...Assertion (csl) 1\ 

cs2 = read (csl)' 1 1\ 
firstWriterChoosesPair...Assertion (csl) 1\ 

(writerChoosesSlot...Assertion (cs2» 1\ 

(write..Assertion(cs2» 1\ 
(writerlndicatesSlot...Assertion (cs2» 1\ (writerindicatesPair ...Assertion (cs2» => 

(cs2'nri = rd 1\ cs2'nwi = wr => 
(-, cs2'reader'readerPair = cs2'writer'writerPair) V 

(-, cs2' reader' readerSlot = cs2' writer' writerSlot» 

END FOUR..5LOT 
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Appendix H 

The Freshness Proof 

The model of the 4-slot implementation given in this appendix is the same as 
the one given in Appendix D, except that there are a number of additional 
variables which are required for the verify the ACM transmits fresh data 
between its reader and writer. The model has been used to prove that 
Simpson's 4-slot ACM transmits globally fresh data between its reader and 
writer, when the reader and writer actions are atomic, but can interleave in 
an unrestricted manner. This proof, together with the proof of coherence 
from Appendix G is sufficient to prove that the AC!\I is L-atomic. 

FOUR-BLOT: THEORY 

BEGIN 

The ACM transmits data items, consisting of a value and an index number. 
between its reader and writer. 

Val: NON EMPTY _TYPE 

Data: TYPE = [I index: nat. val: Val I] 

Types to represent the names of the pairs and slots in the ACi\1. 

Pairlndex: TYPE = {PO. pI} 

SlotIndex: TYPE = {so. sI} 

The program counters, which record the next operation (instruction) to be 
executed by the reader and writer. 

NextReadlnstruction: TYPE = {firstRcp. rep. rip. res. rd} 

NextWritelnstruction: TYPE = {firstWcp. wcp. wes. wr. wis. wip} 

Types to record the current locations of the reader and writer in their re­
spective assertion networks. 

ReaderNetworkState: TYPE = {sr. !rl. !r2. Ir3. Ir4. tr} 

WriterNetworkState: TYPE = {sw. Iwl. 1w2. Iw3. Iw4. Iw5. tw} 
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The local state of the writer, which has an auxiliary variable. currentState. 
to record its current location in its assertion network. 

WriterState: TYPE = 
[I writerPair: Pairlndex. 

writerS lot : SlotIndex. 
currentState: WriterNetworkState I] 

The local state of the reader, which also has an auxiliary variable to record 
its location in its assertion network. 

ReaderState: TYPE = 
[I readerPair: Pairlndex, 

readerS lot : SlotIndex. 
currentState: ReaderNetworkState '] 

The state of the ACM, which has auxiliary variables called wisOccurred 
and rcsSince Wis, which are used to reason about the ordering of the writer 
operation writerlndicatesSlot and the reader operation readerChoosesSlot. 
This ordering can affect the slot that the reader accesses during a particular 
read. It also has auxiliary variables which are used to verify the ACM is 
L-atomic (their use is explained before the relevant operations and proofs) 
called minFresh, maxFresh, newMaxFresh, indexRead and newlndexRead. 

Conc..state: TYPE = 
[I pair Written : Pairlndex, 

slotWritten: [Pairlndex -+ SlotIndex], 
lastSlot Written: [PairIndex -+ SlotIndex]. 
pairReading: PairIndex. 
slots: [Pairlndex, SlotIndex -+ Data]. 
nri: N extReadlnstruction • 
nwi: NextWritelnstruction, 
writer: WriterState, 
reader: ReaderState, 
maxFresh: nat. 
newMaxFresh: nat, 
minFresh: nat, 
indexRead: nat, 
lastIndexRead: nat, 
wisOccurred: bool. 
rcsSinceWis: bool '] 

The reader and writer operations follow: in each case the pre-condition 
is simply that the program counter has the correct value to execute the 
operation. 

The firstReaderChoosesPair operation sets the local variable readerPair 
equal to pair Written, since the reader attempts to follow the writer in order 
to read the latest data written. The auxiliary variable maxFresh records the 
index of the last item written prior to the start of the read, and the reader 
records this index in minFresh (the index of the oldest item that is available 
to be read). 



pre...firstReaderChoosesPair(p: Conc..5tate): bool = p'nri = firstRcp 

post..firstReaderChoosesPair(p: (preJirstReaderChoosesPair» (prot: Conc..5tate): boo! = 
prot = p WITH [nri := rip. 

reader := p' reader WITH 

[readerPair := p'pairWritten, currentState := lrl], 
minFresh := p'maxFresh] 

firstReaderChoosesPair: 
[p: (preJirstReaderChoosesPair) -t (postJirstReaderChoosesPair(p»] 
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The readerChoosesPair operation is similar to the firstReaderChoosesPair 
except that the first item available to the reader may be different depending 
on the recent history of the ACM. If the reader and writer are accessing the 
same pair of slots and the writer has already executed writerlndicatesSlot 
the reader cannot access the item written during the last write: in this case 
minFresh is set equal to the index of the item written during the current 
write, newMaxFresh. Otherwise minFresh is set equal to maxFresh. 

preJeaderChoosesPair(p: Conc..5tate): bool = p'nri = rep 

postJeaderChoosesPair(p: (preJeaderCboosesPair» (prot: Conc..5tate): bool = 
(p' reader' reader Pair = p' writer' writer Pair => 

(p 'wisOccurred => 
prot = p WITH [nri := rip, 

reader := p'reader WITH 
[readerPair := p' pair Written , currentState := Irl] , 

minFresh := p'newMaxFresh]) 1\ 

(~ p' wisOccurred => 
prot = p WITH [nri := rip, 

reader := p'reader WITH 
[readerPair := p' pairWritten, currentState := Irl] , 

minFresh := p' maxFresh]» 1\ 

(~ p'reader'readerPair = p'writer'writerPair => 
prot = p WITH [nri := rip, 

readerChoosesPair: 

reader := p'reader WITH 
[readerPair := p'pairWritten, currentState := Irl] , 

min Fresh : = p' maxFresh] ) 

[p: (preJeaderChoosesPair) -t (postJeaderChoosesPair (p»] 

The readerlndicatesPair operation sets the control variable pairReading 
equal to the reader local variable readerPair. 

preJeaderIndicatesPair(p: Conc..5tate): bool = p' nri = rip 

postJeaderlndicatesPair(p: (preJeaderlndicatesPair» (prot: Conc..state): bool = 
prot = p WITH [nri := res, 

pairReading : = p' reader' readerPair , 
reader := p'reader WITH [currentState := 1r2]] 

readerIndicatesPair: 
[p: (preJeaderlndicatesPair) -t (postJeaderlndicatesPair(p»] 

At readerChoosesSlot the reader chooses the slot it is going to read from in 
its current pair, by setting the local variable readerSlot equal to the value of 
the element of the slot Written array for its current pair. The reader has now 
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chosen the item it is going to read so the auxiliary variable indexRead is set 
equal to the index of the item chosen, and lastIndexRead is set equal to the 
value of indexRead before the operation is executed (the index of the item 
read during the last read). It also sets the auxiliary variable rcsSince "lis to 
true to record that readerChoosesSlot has occurred since writerlndicatesSlot. 

preJeaderChoosesSlot (p: Cone..8tate): bool = p' nri = res 

postJeaderChoosesSlot (p: (preJeaderChoosesSlot» (prot: Cone..8tate): bool = 
(p'pairWritten = p'pairReading 1\ p'reader'readerPair = p'writer'writerPair => 

prot = p WITH [nri : = rd. 
reader := p'reader WITH [readerS lot := p'slotWritten(p'reader'readerPair). 

eurrentState : = Ir3]. 
indexRead := p' slots (p' reader' readerPair • 

p' slot\Vritten(p 'reader 'rea.derPair» 'index. 
lastlndexRead : = p' indexRead • 
rcsSineeWis := TRUE]) 1\ 

(~ (p'pairWritten = p'pairRea.ding " p'rea.der'readerPair = p'writer'writerPair) => 
prot = p WITH [nri : = rd. 

readerChoosesSlot: 

reader := p'rea.der WITH [readerS lot := p'slotWritten(p'reader'readerPair), 
currentState := lr3], 

indexRead := p'slots(p'rea.der'readerPair, 
p' slotWritten(p' reader' readerPair»' index, 

lastIndexRead : = p' indexRea.d. 
rcsSineeWis := TRUE]) 

[p: (preJeaderChoosesSlot) -4 (postJeaderChoosesSlot(p»] 

The read operation returns the item read. 

preJead (p: Cone..8tate): bool = p' nri = rd 

postJead (p: (preJead) )(prot: Cone..8tate. t1: Val): bool = 
t1 = p' slots(p' reader' readerPair, p' reader' readerSlot)' val " 
prot = p WITH [nri := rep, reader := p'reader WITH [eurrentState .- Ir4]] 

read: [p: (preJead) -4 (postJead(p»] 

The first WriterChoosesPair operation chooses the pair that the writer is 
going to access during the write: it chooses the opposite slot to the one 
the reader last indicated it was reading. The operation also increments 
newMaxFresh by 1 (the index of the item that is going to be written). 

preJirstWriterChoosesPair(p: Cone..8tate): bool = p' nwi = firstWep 

postJirst WriterChoosesPair(p: (preJirst WriterChoosesPair» (prot: Cone..8tate): bool = 
(p'pairReading = Po => 

prot = p WITH [nwi := wes, 
WTiter := p'writer WITH [writerPair := Pl. eurrentState := IwlJ. 
newMaxFresh := p'newMaxFresh + lJ) 1\ 

(p'pairReading = Pi => 
prot = p WITH [nwi := wes. 

first WriterChoosesPair: 

writer := p'writer WITH [writerPair := po. eurrentState := IwlJ. 
newMaxFresh := p'newMaxFresh + 1]) 

[p: (preJirst WriterChoosesPair) -4 (post..first WriterChoosesPair(p) )] 
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writerChoosesPair is the same as first WriterChoosesPair, except that it 
sets the auxiliary variables wisOccurred and rcsSince Wis to false to record 
the writerlndicatesSlot has not occurred during the current write and it 
is no longer necessary to record that readerChoosesSlot has occurred after 
writerlndicatesSlot (this is only important if the reader and writer are ac­
cessing the same pair: if this was the case the writer would change pairs at 
the start of this write to access the opposite pair to the reader). 

pre_writerChoosesPair(p: Conc..8tate): boo! = p'nwi = wcp 

post_writerChoosesPair(p: (pre_writerChoosesPair» (prot: Conc..8tate): bool = 
(p'pairReading = Po => 

prot = p WITH [nwi := wcs. 
writer := p'writer WITH [writerPair := Pl. currentState .- Iwl]. 
newMaxFresh := p'newMaxFresh + 1. 
wisOccurred := FALSE. 

rcsSinceWis := FALSE) 1\ 

(p'pairReading = PI => 
prot = p WITH [nwi := wcs. 

writerChoosesPair: 

writer := p'writer WITH [writerPair := Po. currentState := lwl]. 
newMaxFresh := p'newMaxFresh + 1. 
wisOccurred := FALSE. 

rcsSinceWis := FALSE) 

[p: (pre_writerChoosesPair) -+ (posLwriterChoosesPair(p») 

The writerChoosesSlot operation chooses the slot the writer is going to ac­
cess: the opposite slot to the one that it used the last item it accessed its 
current pair of slots. 

pre_writerChoosesSlot (p: Conc..8tate): bool = p' nwi = wcs 

post_writerChoosesS!ot (p: (pre_writerChoosesS!ot» (prot: Conc..8tate): bool = 
(p's!otWritten(p'writer'writerPair) = 80 => 

prot = p WITH [nwi := wr. writer := p'writer WITH [writerS!ot := 81. currentState := lw2))) 1\ 

(p's!otWritten(p'writer'writerPair) = 81 => 
prot = p WITH [nwi := wr. writer := p'writer WITH [writerS lot := SO. currentS tate := lw2))) 

writerChoosesSlot: 
[p: (pre_writerChoosesSlot) -+ (posLwriterChoosesSlot(p») 

The write operation writes the new item to the ACM (with index newM axFresh). 

pre_write(p: Conc..8tate): boo! = p'nwi = wr 

write_parameter: TYPE = [# PI: (pre_write). II: Val #) 

post_write(p: write_parameter) (prot: Conc..8tate): boo! = 
prot = p'PI WITH [nwi := wis. 

(s!ots)(p' PI 'writer'writerPair. p' PI' writer'writerSlot) 
:= (# index := p'PI 'new},laxFresh. val := p'lI I), 

writer := p' PI 'writer WITH [currentState := lw3)) 

write: [p: write_parameter -+ (posLwrite(p») 

writerlndicatesSlot indicates the slot the writer has accessed, by setting the 
appropriate element of the slot Written for the pair the writer is accessing 
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equal to the writer local variable writerSlot. It also sets wisOccurred to true 
to indicate that the operation has been executed and the auxiliary variable 
rcsSinc Wis to false to indicate that readerChoosesSlot has not occu~ed since 
writer IndicatesSlot. 

pre_writerlndicatesSlot (p: Conc..5tate): bool = p' nwi = wis 

posLwriterlndicatesSlot (p: (pre_writerlnclicatesSlot» (prot: Conc..5tate): bool = 
prot = p WITH [nwi := wip. 

writerlndicatesSlot: 

(slot Written) (p 'writer' writerPair) := (p' writer' writerS lot ) , 
writer := p'writer WITH [currentState := Iw4], 
wisOccurred := TRUE, 

rcsSinceWis := FALSE] 

[p: (pre_writerIndicatesSlot) -+ (post_writerIndicatesSlot(p»] 

The writerlndicatesPair operation indicates the pair the \\Titer has accessed 
by setting the control variable pair Written equal to the writer local variable 
writerPair. It also sets maxFresh equal to newMaxFresh. 

pre_writerlndicatesPair(p: Conc..5tate): bool = p'nwi = wip 

posLwriterlndicatesPair(p: (pre_writerlndicatesPair» (prot: Conc..5tate): boo! 
prot = p WITH [nwi := wcp, 

writerlndicatesPair: 

pairWritten := p'writer'writerPair, 
writer := p'writer WITH [currentState := Iw5] , 
maxFresh := p' newMaxFresh] 

[p: (pre_writerlndicatesPair) -+ (posLwriterlndicatesPair(p»] 

Initialisation functions for the reader and writer. Except for correctly setting 
the respective locations in the assertion networks to their appropriate values 
the initial values of the variables are irrelevant, since the reader and writer 
both choose the slot and pair they are going to access by reference to the 
control variables in the ACM before accessing their chosen slots. 

iniLwriter( w: WriterState): bool = 
w = w WITH [writerPair := Po, writerSlot := so, currentState := sw] 

iniLreader( r: ReaderState): boo! = 
r = r WITH [readerPair := PI. readerSlot := 81, currentState := sr] 

The initialisation function for the ACM initialises slot 0 in pair 0 (the other 
slots are initialised with an invalid value), sets the control variables to point 
to this slot and sets the auxiliary variables to their initial values. 

iniLdata(iniLdata: Data, iniLval: Val): bool = 
iniLdata = iniLdata WITH [index := 0, val := iniLval] 

iniLprot (p: Conc..5tate, iniLVaI, inv _Val: Val, w: WriterState, r: ReaderState): bool = 
p = P WITH [pair"Vritten := Po, 

(slotWritten)(po) := So, 
(slotWritten)(PI) := So, 
pairReading := r'readerPair, 
(slots) (Po, so) := (I index := I, val := iniL Val I), 



(slots)(Po, 81) := (. index := 0, val := iny _ \"a! .), 
(slotS)(pl, 80) := (. index := 0, val := iny_Va! .), 
(slots) (PI, 81) := (. index := 0, val := iny _ Va! .), 
nri := rep, 
nwi := wcp, 
writer := w, 
reader := r. 
maxFresh := I, 
newMaxFresh := I, 
minFresh := O. 
indexRead := 0, 
lastlndexRead := 0, 
wisOccurred := TRUE] 
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The firstReaderChoosesPair ...Assertion simplY asserts that the auxiliary vari­
ables indexRead and lastIndexRead are both' equal to their initial val~es (0) 
and rcsSince Wis is false. 

firstReaderChoosesPa!r-Assertion: [Conc..5tate -t bool] = 
(>. . (cs: Conc..5tate): 

cs 'nri = firstRcp ~ 
-, cs'rcsSinceWis 1\ cs'indexRead = 0 1\ cs'lastIndexRead = 0 

The remaining reader assertions assert the relative values of the auxiliary 
variables indexRead, lastIndexRead, minFresh and maxFresh which are used 
to ensure that the reader always reads fresh data. In each case the rela­
tionship is given for each of the possible cases in the assertion: this is not 
strictly necessary, but it makes it easier to discharge the proof obligations 
using PVS. 

The readerChoosesPair ...Assertion states that readerPair is equal to 
pairReading since the reader has not chosen the pair it is going to read 
from. There are then two possible cases for the values of the auxiliary 
variables depending on the recent history of the mechanism. If the reader 
accessed the same pair as the writer during the last write, it chose its slot 
after the write indicated the slot it had accesses (rcsSince Wis = true), and 
the writer has not completed the write by executing writerlndicatesPair 
the reader may have read the latest item that has not been released so 
indexRead ~ newMaxFresh, in all other cases indexRead ~ maxFresh. The 
reader must read the items in order, therefore indexRead ~ lastIndexRead. 
minFresh records the index of the first item available to the reader, therefore 
indexRead ~ minFresh, and also minFresh ~ maxFresh, since the reader can 
only read items that have been written. 

readerChoosesPair...Assertion: [Conc..5tate -t bool] 
(>. . (cs: Conc..5tate): 

cs'nri = rcp => 
cs'reader'readerPair = cs'pairReading 1\ 

(cs'pairReading = cs'pairWritten 1\ 

cs'reader'readerPair = cs'writer'writerPair 1\ cs'reader'readerPair = cs'pairReading ~ 
(-, cs' wisOccurred ~ 

cs 'minFresh ::; cs' maxFresh 1\ 

cs 'indexRead ::; cs' maxFresh 1\ 



cs'indexRead ;::: cs'minFresh /\ cs'lastIndexRead < cs'indexRead) /\ 
(cs'wisOccurred '* -

(.., cs'rcsSinceWis '* 
cs'minFresh ::; cs' maxFresh /\ 
cs'indexRead < cs' maxFresh /\ 

cs'indexRead-;::: cs'minFresh /\ cs'lastIndexRead < cs'indexRead) /\ 
(cs'rcsSinceWis '* -

cs'minFresh < cs' new MaxFresh /\ 
cs'indexRea.d < cs'newMaxFresh /\ 
cs' indexRead -;::: cs' minFresh /\ cs' lastlndexRead < cs' indexRead») /\ 

(cs'pairReading = cs'pairWritten /\ -
.., cs'reader'readerPair = cs'writer'writerPair /\ 
cs 'reader' readerPair = cs' pairReading '* 

cs 'minFresh ::; cs' maxFresh /\ 
cs 'indexRead < cs' maxFresh /\ 

cs'indexRead-;::: cs'minFresh /\ cs'lastlndexRead < cs'indexRead) /\ 
(-, cs'pairReading = cs'pairWritten /\ -

.., cs'reader'readerPair = cs'writer'writerPair /\ 
cs'reader'readerPair = cs'pairReading * 

cs 'minFresh < cs' maxFresh /\ 
cs 'indexRead ::; cs' maxFresh /\ 
cs'indexRead ;::: cs'minFresh /\ 

cs 'lastIndexRead ::; cs' indexRead) 
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When the reader is about to execute readerlndicatesPair it may have changed 
pairs, it is therefore not possible to assert anything about the values of the 
control variables since it has not yet indicated that it has changed. The 
relationship between the auxiliary variables is almost identical to that for 
readerChoosesPair assertion except: the reader incremented minFresh to be 
equal to maxFresh during the last operation so now indexRead :::; minFresh; 
and also if the writer has executed writerlndicatesPair (wisOccurred = true) 
and the reader and writer are accessing the same pair the reader may be 
able to read the item written during the current write and minFresh and 
indexRead are related to the value of newMaxFresh (minFresh :::; newMaxFresh 
1\ indexRead :::; newMaxFresh). There is also an extra possible case to con­
sider, where the reader has changed pairs to follow the writer and has not 
yet indicated it has changed (.., readerPair = pairReading 1\.., pair Written = 
pairReading) - this is the only time this relationship can possibly hold. 
In addition it is necessary to record the relationship between the value 
of minFresh and the index of an item in one of the slots. This relation­
ship depends on which slot contained the first item available to the reader 
when readerChoosesSlot was executed. At readerChoosesPair minFresh is 
set equal to the value of the index of the first item available to the reader 
(slots (pair Written , slotWritten(pairWritten).index) so minFresh is normally 
less than or equal to this value. The only exception is if the reader writer 
has changed pairs since the reader chose the slot to access, when minFresh 
is related to the index of the item in the last slot ·written in the oppo­
site pair to the writer, and indexRead must be less than or equal to this 
value (the writer may have written subsequent items to the AC~I) e.g. 
pair Written = PI => minFresh :::; slots (Po, slotlVritten(po)).index. 



readerlndicatesPair..Assertion: [Conc....8tate -t boo!] 
(>' . (cs: Conc....8tate): 

cs'nri = rip =? 

(cs'pairReading = cs'pairWritten =? cs'pairReading = cs'reader'readerPair) 1\ 
(cs' pairR.eading = cs' pairWritten 1\ 
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cs'reader'readerPair = cs'writer'writerPair 1\ cs'reader'readerPair = cs'pairReading =? 
(~ cs' wisOccurred =? 

cs'minFresh :s cs' maxFresh 1\ 

cs 'indexRead < cs' maxFresh 1\ 

cs ' indexRead - < cs' minFresh " cs '!astIndexR.ead :s cs' indexR.ead) 1\ 
(cs'wisOccurred ,; 

cs 'minFresh < cs' new MaxFresh " 
cs'indexRead :s cs'newMaxFresh 1\ 

cs ' indexR.ead :s cs' minFresh " cs '!astIndexR.ead < cs' indexRead) 
" cs'minFresh :s cs's!ots(cs'pairWritten. cs's!otWritten(cs'pairWritten» 'index) 1\ 

(cs' pair Reading = cs' pair Written " 
~ cs'reader'readerPair = cs'writer'writerPair " 
cs' reader' reader Pair = cs' pairReading =? 

cs 'minFresh :s cs' maxFresh " 
cs'indexRead < cs' maxFresh " 

cs'indexRead-< cs'minFresh " 
cs '!astlndex~ad :s cs' index Read 1\ 

cs'minFresh :s cs's!ots(cs'pairWritten. cs's!otWritten(cs'pairWritten» 'index) 1\ 

(~ cs' pairReading = cs' pair Written " 
cs'reader'readerPair = cs'writer'writerPair " 
~ cs'reader'readerPair = cs'pairReading =? 

cs'minFresh :s cs' maxFresh " 
cs'indexRead :s cs'maxFresh " 

cs 'indexRead :s cs' minFresh " 
cs '!astIndexRead :s cs' indexRead " 
cs'minFresh :s cs's!ots(cs'pairWritten. cs's!otWritten(cs'pairWritten»'index) 1\ 

(~ cs'pairReading = cs'pairWritten " 
~ cs'reader'readerPair = cs'writer'writerPair " 
cs' reader' readerPair = cs' pairReading =? 

cs 'minFresh :s cs' maxFresh " 
cs 'indexRead :s cs' maxFresh " 

cs 'indexRead :s cs' minFresh " 
cs '!astlndexRead :s cs' indexRead " 

(cs'pairWritten = Po =? cs'minFresh :s cs's!otS(Pi. cs's!otWritten(Pi»'index) 1\ 

(cs'pairWritten = Pi =? 

cs 'minFresh :s 
cs's!ots(po. cs 's!otWritten (po» 'index» 

When the reader is about to execute readerChoosesSlot it has indicated the 
pair it is accessing, therefore the control variable pairReading is equal to the 
reader local variable readerPair. The reader can no longer be accessing the 
same pair as the writer unless pairReading is equal to pair Written so the 
extra relationship between the control variables that was necessary in the 
readerlndicatesPair ...Assertion is no longer required, otherwise the assertion 
is identical to the previous one. 

readerChoosesS!ot..Assertion: [Conc....8tate -t boo!] 
(>. . (cs: Conc....8tate): 

cs'nri = rcs =? 

cs'reader'readerPair = cs'pairReading 1\ 

(cs'pairReading = cs'pairWritten " 
cs'reader'readerPair = cs'writer'writerPair " cs'reader'readerPair = cs'pairReading =? 

(~ cs' wisOccurred =? 

cs 'minFresh :s cs' maxFresh " 
cs'indexRead :s cs' maxFresh " 



cs'indexRead ~ cs'minFresh 1\ cs'!astIndexRead ~ cs'indexRead) 1\ 

(cs'wisOccurred '* 
cs'minFresh ~ cs'newMaxFresh 1\ 

cs'indexRead ~ cs'newMaxFresh 1\ 

cs'indexRead ~ cs'minFresh 1\ cs'!astlndexRead < cs'indexRead) 
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1\ cs'minFresh ~ cs's!ots(cs'pairWritten. cs's!otWritten(cs'pairWritten»'index) 1\ 
(cs'pairReading = cs'pairWritten 1\ 

-, cs' reader' readerPair = cs' writer' writerPair 1\ 

cs' reader' readerPair = cs' pairReading '* 
cs' minFresh ~ cs' maxFresh 1\ 

cs'indexRead ~ cs'maxFresh 1\ 

cs'indexRead ~ cs'minFresh 1\ 

cs'!astIndexRead ~ cs'indexRead 1\ 

cs'minFresh ~ cs's!ots(cs'pairWritten, cs's!otWritten(cs'pairWritten» 'index) 1\ 

(-, cs' pair Reading = cs' pairWritten 1\ 

-, cs'reader'readerPair = cs'writer'writerPair 1\ 

cs'reader'readerPair = cs'pairReading '* 
cs' minFresh ~ cs' maxFresh 1\ 

cs' indexRead ~ cs' maxFresh 1\ 

cs' indexRead ~ cs' minFresh 1\ 

cs' !astIndexRead ~ cs' indexRead 1\ 

(cs'pairWritten = Po '* cs'minFresh ~ cs's!otS(PI, cs's!otWritten(PI»'index) 1\ 

(cs' pairWritten = PI '* 
cs 'minFresh ~ 
cs's!ots(po, cs 's!otWritten (po» 'index» 

When the reader has chosen the slot it is going to access it can start to read 
the item at any time. readerChoosesSlot is therefore taken to mark the start 
of the read access, and sets indexRead equal to the index of the item in the 
slot the reader has chosen. This assertion is identical to the pre\;ous one 
except that it therefore asserts indexRead ~ minFresh. 

read-Assertion: [Conc-5tate -+ boo!] = 
(>. . (cs: Conc-5tate): 

cs'nri = rd '* 
cs'reader'readerPair = cs'pairReading 1\ 

(cs'pairReading = cs'pairWritten 1\ 
cs' reader' readerPair = cs' writer' writerPair 1\ cs' reader' readerPair cs' pairReading '* 
(-, cs' wisOccurred '* 

cs 'minFresh :s cs' maxFresh 1\ 

cs 'index Read :s cs' maxFresh 1\ 
cs' indexRead ~ cs' minFresh 1\ cs' !astindexRead :s cs' indexRead) 1\ 

(cs' wisOccurred '* 
(-, cs' rcsSinceWis '* 

cs 'minFresh < cs' maxFresh 1\ 

cs'indexRead :s cs' maxFresh 1\ 
cs'indexRead ~ cs'minFresh 1\ cs'!astindexRead ~ cs'indexRead) 1\ 

(cs'rcsSinceWis '* 
cs'minFresh < cs'newMaxFresh 1\ 

cs'indexRead < cs'newMaxFresh 1\ 
cs 'indexRead - > cs' minFresh 1\ cs' !astindexRead ~ cs' index Read ) ) 

1\ cs'minFresh :s cs'~!ots(cs'pairWritten. cs's!otWritten(cs'pairWritten» 'index) 1\ 

(cs'pairReading = cs'pairWritten 1\ 

• cs'reader'readerPair = cs'writer'writerPair 1\ 

cs' reader' readerPair = cs' pair Reading '* 
cs 'minFresh < cs' maxFresh 1\ 

cs'indexRead :s cs' maxFresh 1\ 

cs 'index Read > cs' minFresh 1\ 
cs' !astindexRead :s cs' indexRead 1\ 
cs'minFresh :s cs's!ots(cs' pairWritten, cs's!otWritten(cs'pairWritten» 'index) 1\ 

(. cS'pairReading = cs'pairWritten 1\ 



~ cs'reader'readerPair = cs'writer'writerPair 1\ 

cs'reader'readerPair = cs'pairReading ~ 
cs 'minFresh ::; cs' maxFresh 1\ 

cs'indexRead ::; cs' maxFresh 1\ 

cs' indexRead ~ cs' minFresh 1\ 
cs 'lastIndexRead ::; cs' indexRead 1\ 
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(cs'pairWritten = Po ~ cs'minFresh ::; cs'SIOts(Pl. cs'slotWritten(Pl»'index) 1\ 

(cs'pairWritten = PI ~ 
cs'minFresh ::; 
cs' slots (Po • cs 'slot Written (Po »' index» 

The first WriterChoosesPair and writerChoosesPair assertions are identical, 
except for the value of the program counter, and wisOccurred is false when 
firstWriterChoosesPair is about to be executed (the variable is set to false 
by writerChoosesPair during future writes). The writer local variables are 
equal to the relevant control variables, maxFresh is equal to newMaxFresh, 
the index of the latest item (in the slot pointed to by the control variables) 
is equal to maxFresh and the indices of the items in the other slots must be 
at least one less that maxFresh. 

first WriterChoosesPair ...Assertion: [Conc-State -+ bool] 
(,x . (cs: Conc-State): 

cs'nwi = firstWcp ~ 
~ cs' wisOccurred 1\ 

cs 'writer' writerPair = cs' pairWritten 1\ 
cs' writer' writerS lot = cs' slot Written (cs , pair Written) 1\ 

cs'maxFresh = cs'newMaxFresh 1\ 
cs'maxFresh = cs' slots(cs' pairWritten. cs' slot Written (cs , pair Written) )' index 1\ 

(cs' slot Written (cs' pairWritten) = 80 ~ 
cs'slots(cs'pairWritten. 81) 'index::; cs'maxFresh-l) 1\ 

(cs'slotWritten(cs'pairWritten) = 81 ~ 
cs'slots(cs'pairWritten. 80) 'index ::; cs'maxFresh-l) 1\ 

(cs' pairWritten = Po ~ 
cs'slotS(Pl. 80) 'index ::; cs'maxFresh-l 1\ 

cs' slots (PI. 81)' index ::; cs'maxFresh-l) 1\ 

(cs'pairWritten = PI ~ 
cs 'slots (po. 80)' index ::; cs'maxFresh-l 1\ 

cs'slots(po. 81)'index ::; cs'maxFresh-l) 

writerChoosesPair-Assertion: [Conc-State -+ bool] = 
(,x • (cs: Conc-State): 

cs'nwi = wcp ~ 
cs 'wisOccurred 1\ 
cs' writer' writerPair = cs' pairWritten 1\ 

cs 'writer' writerSlot = cs' slot Written (cs' pairWritten) 1\ 

cs'maxFresh = cs'newMaxFresh 1\ 
cs'maxFresh = cs' slots(cs' pairWritten. cs' slot Written (cs' pairWritten»' index 1\ 

(cs'slotWritten(cs'pairWritten) = SO ~ 
cs'slots(cs'pairWritten. 81) 'index ::; cs'maxFresh-l) 1\ 

(cs'slotWritten(cs'pairWritten) = Sl ~ 
cs'slots(cs'pairWritten. SO) 'index ::; cs'maxFresh-l) 1\ 

(cs'pairWritten = Po ~ 
cs 'slots (Pl. So)' index ::; cs'maxFresh-l 1\ 

cs 'slots (Pl. Sl)' index ::; cs'maxFresh-l) 1\ 

(cs'pairWritten = PI ~ 
cs 'slots (Po. so)' index ::; cs'maxFresh-l 1\ 

cs'slots(po. SI)'index ::; cs'maxFresh-l) 

When the writer is about to execute writerChoosesSlot it may have changed 
pairs during the previous operation, so it only possible to state that the 



220 

writer local variable writerSlot will still be equal to the element of the 
slot Written array for the pair the writer accessed during the last write; and if 
the writer has changed pairs and indicated and the reader has not indicated 
that it has subsequently followed the writer to the new pair (-, pair Written = 
pairReading) then the writer local variable writerPair will be equal to the 
control variable pair Written (the writer will not have changed pairs at 
writerChoosesPair). The last operation set wisOccurred to false. and incre­
mented newMaxFresh so it is now 1 greater than maxFresh. Otherwise the 
assertion is identical to the previous one. 

writerChoosesSloLASBertion: [Cone-State -+ bool] = 
(>. • (es: Cone-State): 

es'nwi = weB => 
..., cs' wisOeeurred 1\ 

cs'maxFresh = cs'newMaxFresh-l 1\ 

(..., cs'pairWritten = cs'pairReading => cs'pairWritten = cs'writer'writerPair) 1\ 
es' writer' writerSlot = cs' slot Written (cs' pairWritten) 1\ 

es'maxFresh = es' slots(es' pairWritten. cs' slot Written (cs' pair Written» 'index 1\ 
(cs'slotWritten(cs'pairWritten) = 80 => 

cs' slots(cs' pair Written • 81)' index ::; cs'maxFresh-l) 1\ 
(cs'slotWritten(cs'pairWritten) = 81 => 

es'slots(cs'pairWritten. 80) 'index ::; cs'maxFresh-l) 1\ 

(es'pairWritten = Po => 
es' slots (PI. 80)' index ::; cs'ma.xFresh-l 1\ 

cs'slots(PI. 81) 'index ::; eS'maxFresh-l) 1\ 

(es' pairWritten = PI => 
cs'slots(po. 80) 'index::; es'maxFresh-l 1\ 
cs'slots(po. 81)'index::; cs'maxFresh-l) 

The assertion when the writer is about to execute the write operation is 
identical to the previous one, except that the writer has now chosen the slot 
it is going to access, so the local variable writerSlot is equal to the opposite 
value to the one recorded in the element of the slot Written array for the pair 
the writer is accessing. 

write...Assertion: [ConcState -+ bool] 
(>. • (es: Cone-State): 

es'nwi = wr => 
..., cs' wisOeeurred 1\ 

cs'maxFresh = cs'newMaxFresh-l 1\ 

(..., cs'pairWritten = cs'pairReading => es'pairWritten = es'writer'writerPair) 1\ 

..., cs'writer'writerSlot = es'slot\Vritten(cs'writer'writerPair) 1\ 

es'maxFresh = cs' slots(es' pairWritten. cs' slot Written (cs' pairWritten»' index 1\ 

(cs'slotWritten(cs'pairWritten) = So => 
es ' slots(cs ' pairWritten. 81) 'index ::; eS'maxFresh-l} 1\ 

(cs' slot Written (es' pairWritten) = 81 => 
es'slots(es'pairWritten. So) 'index::; cs'ma.xFresh-l} 1\ 

(es'pairWritten = Po => 
es'slotS(PI. so) 'index ::; cs'maxFresh-l 1\ 

cs' slots (PI. 81)' index ::; cs'maxFresh-l} 1\ 

(cs'pairWritten = PI => 
cs 'slots (Po. so)' index ::; cs'ma.xFresh-l 1\ 

cs 'slots(po. SI) 'index ::; cs'ma.xFresh-l) 

The assertion when the writer is about to execute the writerlndicatesSlot 
operation is again identical to the previous one, except that the slot pointed 
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to by the writer control variables has had the new item written to it. so the 
item it contains has an index equal to newM axFresh. 

writerlndicatesSlot-Assertion: [ConcState ---+ bool] = 
(>. . (cs: Conc..5tate): 

cs'nwi = wis ~ 
., cs' wisOccurred 1\ 

cs'maxFresh = cs'newMaxFresh-l 1\ 

(-, cs'pairWritten = cs'pairReading ~ cs'pairWritten = cs'writer'writerPair) 1\ 

., cs'writer'writerSlot = cs'slon,Vritten(cs'writer'writerPair) 1\ 

cs'maxFresh = cs' slots(cs' pairWritten. cs' slot Written (cs' pairWritten» 'index 1\ 

cs'newMaxFresh = cs'slots(cs'writer'writerPair. cs'writer'writerSlot) 'index 1\ 

(cs' writer' writerPair = cs' pair Written ~ 
(cs'pairWritten = Po ~ 

cs'slots(PI. so) 'index :5 cs'maxFresh-l 1\ 

cs'slots(PI. SI) 'index::; cs'maxFresh-l) 1\ 

(cs'pairWritten = PI ~ 
cs'slots(po. 80)'index < cs'maxFresh-l 1\ 

cs 'slots (po. 81)' index -::; cs'maxFresh-l) 1\ 

(., cs' writer' writer Pair = cs' pairWritten ~ 
(cs'slotWritten(cs'pairWritten) = So ~ 

cs'slots(cs'pairWritten. 81) 'index < cs'maxFresb-l) 1\ 

(cs'slotWritten(cs'pair\Vritten) = s;-~ 
cs'slots(cs'pairWritten. 80) 'index :5 cs'maxFresh-l) 1\ 

(cs 'writer' writerS lot = SO ~ 
cs'slots(cs'writer'writerPair. 81) 'index :5 cs'maxFresh-l) 1\ 

(cs'writer'writerSlot = 81 ~ 
cs ' slots(cs 'writer' writerPair. 80) 'index :5 

cs 'maxFresh-l ) ) 

The assertion when the writer is about to execute writerlndicatesPair is 
once again identical to the previous one except that since it has executed 
writerlndicatesSlot, wisOccurred is now true and the local variable writerSlot 
is now equal to the element of the slot Written array for the pair the writer 
is accessing. 

writerindicatesPair-Assertion: [Conc..5tate ---+ bool] 
(>. . (cs: Conc..5tate): 

cs'nwi = wip ~ 
cs 'wisOccurred 1\ 

(-, cs'pairWritten = cs'pairReading => cs'pairWritten = cs'writer'writerPair) 1\ 

cs'writer'writerSlot = cs'slotWritten(cs'writer'writerPair) 1\ 

cs'maxFresh = cS'newMaxFresh-l 1\ 
cs' newMaxFresh = cs 'slots(cs 'writer'writerPair. cs' writer' writerSlot)' index 1\ 

(cs'writer'writerPair = cs'pairWritten ~ 
(cs'slotWritten(cs'pairWritten) = So ~ 

cs'slots(cs'pairWritten. 51) 'index :5 cs'maxFresh) 1\ 

(cs'slotWritten(cs'pairWritten) = 81 => 
cs'slots(cs'pairWritten. so) 'index::; cs'maxFresh) 1\ 

(cs'pairWritten = PO ~ 
cs'slots(PI. so) 'index :5 cs'maxFresh-l 1\ 
cs' slots (PI. 51)' index ::; cs'maxFresh-l) 1\ 

(cs'pairWritten = PI ~ 
cs' slots (po. 50)' index ::; cs'maxFresh-l 1\ 

cs'slots(po. 51)'index :5 cs'maxFresh-l) 1\ 

(-. cs'writer'writerPair = CS'pairWritten ~ 
cs'maxFresh = cs' slots(cs' pairWritten. cs' slot Written (cs' pairWritten» 'index 1\ 

(cs'slotWritten(cs'pairWritten) = So ~ 
cs'slots(cs'pair,,yritten. 51) 'index :5 cs'maxFresh-l) 1\ 

(cs'slotWritten(cs'pairWritten) = 81 ~ 
cs'slots(cs'pair,,yritten. 80) 'index ::; cs'maxFresh-l) 1\ 
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(cs'writer'writerSlot = so => 
cs'slots(cs'writer'writerPair, 81) 'index < cs'maxFresh) 1\ 

(cs'writer'writerSlot = 81 => -
cs'slots(cs'writer'writerPair, SO) 'index < 

cs'maxFresh» -

The proof obligations for the initialisation functions for the reader and writer 
(which prove the relevant assertions are established) are as follows: 

vc..initReader: THEOREM 

V (cs: Conc-Btate, init: Val, inv: Val, w: WriterState, r: ReaderState): 
iniLprot(cs, init, inv, w, r) => firstReaderChoosesPaiu\ssertion(cs) 

vc..initWriter: THEOREM 

V (CS: Conc-Btate. init: Val, inv: Val, w: WriterState, r: ReaderState): 
iniLprot(cs, init, inv, W, r) => firstWriterChoosesPair-Assertion(cs) 

The first proof obligation for each of the locations in the reader and writer 
networks (veLop_name) is to establish for each transition in the respective 
networks that: 

1. If the assertion in the start location of the transition associated with 
each operation holds, and the transition is enabled, that the assertion 
in the target location of the transition will hold after executing the 
operation that is associated with the transition. In the case of the four 
slot the guards for each of the transitions is effectively true i.e. the 
transition is enabled whenever the component is in the start location 
of the transition (since the pre-condition for the operation is simply 
that the program counter for the component is such that the operation 
is to be executed next). 

2. That each of the components does not interfere with the assertions in 
the network of the other component e.g. if the assertions in the loca­
tions of the network of the other component hold before the operation 
is executed, they will still hold after the operation is executed. 

This requires the following proof obligation to be completed for every loca­
tion in the network of the writer: veLop_name 

\fesl, cs2: ConcState· 
pre_starLwriter _op_name( esl) 1\ 

start_writer _op_name-Assertion ( es 1) 1\ 

firstReaderChoosesPair -Assertion( es 1) 1\ 

readerChoosesPair -Assertion{ cs 1) 1\ 

readerlndicatesPair -Assertion ( es 1) 1\ 

readerChoosesSlot-Assertion( cs 1) 1\ 

read-Assertion( csl) 1\ posLwriter _op_name( csl, cs2) => 
cs2. nwi = targetLocationlnstruction 1\ 

targeLwriter _op_name-Assertion( es2) 1\ 



firstReaderChoosesPair -Assertion ( es2) 1\ 

readerChoosesPair -Assertion ( es2) 1\ 

readerlndieatesPair -Assertion( es2) 1\ 

readerChoosesSlot-Assertion( cs2) 1\ 

read-Assertion( es2) 
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Similarly the following proof obligation must be completed for every location 
in the network of the reader: 

veLop-1tame 
\lesl, es2: ConeState· 

pre_start-reader _op _name ( es l) 1\ 

start _reader _op _name -Assertion ( es l) 1\ 

first WriterChoosesP air -Assertion ( es l) 1\ 

writerChoosesPair -Assertion ( es l) 1\ 

writerChoosesSlot-Assertion ( es l) 1\ 

write-Assertion(esl) 1\ 

writer IndieatesSlot -Assertion ( es l) 1\ 

writerlndieatesPair -Assertion( es l) 1\ 

post-reader _op_name( esl, es2) =} 

es2. nri = targetLoeationlnstruetion 1\ 

target-reader _op_name-Assertion( es2) 1\ 

first WriterChoosesPair -Assertion ( es2) 1\ 

writerChoosesPair -Assertion ( es2) 1\ 

writerChoosesSlot-Assertion( es2) 1\ 

write_Assertion( es2) 1\ 

writer IndieatesSlot -Assertion ( es2) 1\ 

writerlndieatesPair -Assertion( es2) 

vcLfirstReaderChoosesPair: THEOREM 

'</ (csl. cs2: Conc-State): 
preJirstReaderChoosesPair(csl) /\ 
firstReaderChoosesPair ...Assertion (cs 1) /\ 

first WriterChoosesPair ...Assertion (csl) /\ 
writerChoosesPair ...Assertion (csl) /\ 

writerChoosesSlot...Assertion (csl) /\ 
write...Assertion(csl) /\ 
writerlndicatesSlot...Assertion (csl) /\ 

writerlndicatesPair...Assertion(csl) /\ 
cs2 = firstReaderChoosesPair(csl) => 

readerlndicatesPair ...Assertion (cs2) /\ 
first WriterChoosesPair...Assertion (cs2) /\ 

writerChoosesPair...Assertion (cs2) /\ 
writerChoosesSlot...Assertion(cs2) /\ 

write...Assertion(cs2) /\ 
writerlndicatesSlot...Assertion(cs2) /\ 

writer IndicatesPair ...Assertion (cs2) 

vcLreaderChoosesPair: THEOREM 

'</ (csl. cs2: Conc-State): 
pre..readerChoosesPair(csl) /\ 



readerChoosesPair-Assertion (csl) 1\ 

firstWriterChoosesPair-Assertion(csl) 1\ 

writerChoosesPair -Assertion (csl) 1\ 

writerChoosesSlot-Assertion(csl) 1\ 

write-Assertion (csl) 1\ 

writerindicatesSlot-Assertion (csl) 1\ 

writerindicatesPair -Assertion (csl) 1\ 

cs2 = readerChoosesPair(csl) ~ 
readerlndicatesPair-Assertion (cs2) 1\ 

firstWriterChoosesPair-Assertion(cs2) 1\ 

wri terChoosesPair -Assertion (cs2) 1\ 

writerChoosesSlot-Assertion (cs2) 1\ 
write-Assertion (cs2) 1\ 

writerindicatesSlot-Assertion (cs2) 1\ 

writer IndicatesPair -Assertion (cs2) 

vcLreaderlndicatesPair: THEOREM 

It (csl. cs2: Conc-Btate): 
pre...readerlndicatesPair(csl) 1\ 

readerindicatesPair -Assertion (csl) 1\ 

firstWriterChoosesPair -Assertion (csl) 1\ 

writerChoosesPair -Assertion (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

write-Assertion (csl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 

writerlndicatesPair -Assertion (csl) 1\ 

cs2 = readerlndicatesPair(csl) ~ 
readerChoosesSlot-Assertion (cs2) II 
first WriterChoosesPair -Assertion (cs2) 1\ 

writerChoosesPair -Assertion (cs2) 1\ 

writerChoosesSlot-Assertion (cs2) 1\ 

write-Assertion (cs2) 1\ 

writerlndicatesSlot-Assertion (cs2) 1\ 

writerlndicatesPair -Assertion (cs2) 

vcl...readerChoosesSlot: THEOREM 

It (csl. cs2: Conc-Btate. 1/: Val): 
pre...readerChoosesSlot (csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

firstWriterChoosesPair-Assertion(csl) 1\ 

writerChoosesPair -Assertion (csl) 1\ 

writerChoosesSlot-Assertion(csl) 1\ 

write-Assertion(csl) II 
writerindicatesSlot-Assertion (csl) 1\ 

writerindicatesPair-Assertion(csl) 1\ 

cs2 = readerChoosesSlot(csl) ~ 
read-Assertion(cs2) 1\ 
writerChoosesPair-Assertion (cs2) 1\ 

writerChoosesPair-Assertion (cs2) 1\ 

writerChoosesSlot-Assertion (cs2) 1\ 

write-Assertion (cs2) 1\ 
writerindicatesSlot-Assertion (cs2) 1\ 

writerlndicatesPair -Assertion (cs2) 

vcl...read: THEOREM 

It (csl. cs2: Conc-Btate. 1/: Val): 
pre...read (csl) 1\ 

read-Assertion(csl) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 

writerChoosesPair -Assertion (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

write-Assertion (csl) 1\ 
writerindicatesSlot-Assertion (csl) 1\ 

writerlndicatesPair-Assertion(csl) 1\ 
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cs2 = read(csl) '1 ~ 
readerChoosesPair-Assertion(cs2) 1\ 

firstWriterChoosesPair-Assertion(cs2) 1\ 

writerCho08esPair -Assertion (cs2) 1\ 

writerChoosesSlot-Assertion(cs2) 1\ 

write-Assertion(cs2) 1\ 

writerindicatesSlot-Assertion(cs2) 1\ 

writerlndicatesPair -Assertion (cs2) 

vcLfirstWriterChoosesPair: THEOREM 

II (csl, cs2: Conc..8tate, II: Val): 
pre..firstWriterChoosesPair(csl) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 

firstReaderChoosesPair -Assertion (csl) 1\ 

readerChoosesPair-Assertion (csl) 1\ 

readerlndicatesPair-Assertion (cs I) 1\ 

readerCho08esSlot-Assertion(csl) 1\ 

read-Assertion(csl) 1\ cs2 = 
firstWriterCho08esPair(csl) ~ 

writerChoosesSlot-Assertion (cs2) 1\ 

firstReaderChoosesPair -Assertion (cs2) 1\ 

readerChoosesPair -Assertion (cs2) 1\ 
readerlndicatesPair-Assertion (cs2) 1\ 

readerChoosesSlot-Assertion (cs2) 1\ 

read-Assertion (cs2) 

vcLwriterChoosesPair: THEOREM 

II (csl, cs2: Conc..8tate, II: Val): 
pre_writerChoosesPair(csl) 1\ 

writerChoosesPair -Assertion (cs l) 1\ 
firstReaderChoosesPair -Assertion (cs I) 1\ 

readerChoosesPair -Assertion (cs I) 1\ 

readerlndicatesPair -Assertion (cs I) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion(csl) 1\ 

cs2 = writerChoosesPair(csl) ~ 
writerChoosesSlot-Assertion (cs2) 1\ 

firstReaderChoosesPair -Assertion (cs2) 1\ 

readerChoosesPair -Assertion (cs2) 1\ 

readerlndicatesPair-Assertion(cs2) 1\ 

readerChoosesSlot-Assertion (cs2) 1\ 

read-Assertion (cs2) 

vcLwriterChoosesSlot: THEOREM 

II (csl, cs2: Conc_State, II: Val): 
pre_writerChoosesSlot (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

firstReaderChoosesPair -Assertion (csl) 1\ 

readerChoosesPair-Assertion (csl) 1\ 

readerlndicatesPair-Assertion (csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion(csl) 1\ 

cs2 = writerChoosesSlot(csl) ~ 
write-Assertion (cs2) 1\ 

firstReaderChoosesPair-Assertion(cs2) 1\ 

readerChoosesPair -Assertion (cs2) 1\ 

readerIndicatesPair -Assertion (cs2) 1\ 

readerChoosesSlot-Assertion (cs2) 1\ 

read-Assertion(cs2) 

vcLwrite: THEOREM 

II (w: write_parameter, cs2: Conc..8tate, II: Val): 
pre_write ( w' PI) 1\ 

write-Assertion ( w ' PI) 1\ 
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firstReaderChoosesPair ..Assertion ( w ' PI) " 

readerChoosesPair -Assertion (w ' PI) " 

readerlndicatesPair..Assertion (w' PI) " 

readerChoosesSlot-Assertion ( w' PI) " 

read..Assertion ( w ' PI) " 
cs2 = write(w) ~ 

writerindicatesSlot-Assertion (cs2) " 
firstReaderChoosesPair -Assertion (cs2) " 

readerChoosesPair -Assertion (cs2) " 
readerlndicatesPair ..Assertion (cs2) " 

readerChoosesSlot..Assertion (cs2) " 
read..Assertion (cs2) 

vcLwriterlndicatesSlot: THEOREM 

It (csl, cs2: Conc...8tate, ,,: Val): 
pre_writerindicatesSlot(csl) " 
writerindicatesSlot..Assertion (csl) " 
firstReaderChoosesPair ...Assertion (csl) " 

readerChoosesPair ..Assertion (csl) " 
readerindicatesPair ...Assertion (csl) " 

readerChoosesSlot...Assertion (csl) " 
read..Assertion(csl) " 
cs2 = writerlndicatesSlot (csl) ~ 

writerindicatesPair ...Assertion (cs2) " 
firstReaderChoosesPair ..Assertion (cs2) " 

readerChoosesPair...Assertion (cs2) " 
readerlndicatesPair...Assertion (cs2) " 

readerChoosesSlot..Assertion (cs2) " 
read..Assertion (cs2) 

vcLwriterlndicatesPair: THEOREM 

It (csl, cs2: Conc...8tate, ,,: Val): 
pre_writerlndicatesPair(csl) " 

writerlndicatesPair...Assertion(csl) " 
firstReaderChoosesPair ..Assertion (csl) " 

readerChoosesPair ...Assertion (csl) " 
readerlndicatesPair...Assertion (csl) " 

readerChoosesSlot...Assertion (csl) " 
read...Assertion(csl) " 
cs2 = writerlndicatesPair(csl) ~ 

writerChoosesPair...Assertion (cs2) " 
firstReaderChoosesPair ...Assertion (cs2) " 

readerChoosesPair..Assertion (cs2) " 
readerlndicatesPair...Assertion(cs2) " 

readerChoosesSlot...Assertion (cs2) " 
read...Assertion (cs2) 
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The remaining proof obligations are first to show that the required guaran­
tee condition holds in the start location for each transition. In this case it 
follows immediately that the guarantee condition for the ACM holds since 
it is identical to the guarantee condition for each of the transitions. In the 
case of the writer the following proof obligations must be discharged: 
vc2_op_name 

V'csl: Conc...8tate . 
pre _start _ writer _op _name ( cs 1) 1\ 

start_writer _op_name...Assertion( csl) 1\ 

firstReaderChoosesPair ...Assertion ( cs 1) 1\ 

readerChoosesPair ...Assertion ( cs 1) 1\ 



readerlndieatesPair -Assertion ( es 1) 1\ 

readerChoos esSlot -A ss ertion ( es 1) 1\ 

read-Assertion( es1) => 
(es1.nri = rd => 
es 1. minFresh ::; es 1. newM axFresh 1\ 

es 1. indexRead ~ es 1. minFresh 1\ 

es 1. indexRead ::; es 1. newM axFresh 1\ 

es 1.1astIndexRead ::; es 1. indexRead) 
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It is also necessary to show that the guarantee condition holds in the target 
location of the transition, as follows: 
ve3_op _name 

\fes1, es2: Cone_State· 
pre_start_writer _op_name( es1) 1\ 

start _ writer _op _name-A ssertion ( es 1) 1\ 

firstReaderChoosesPair -Assertion ( es 1) 1\ 

readerChoosesPair -Assertion ( es 1) 1\ 

readerlndieatesPair -Assertion( es1) 1\ 

readerChoosesSlot-Assertion( es 1) 1\ 

read-Assertion(es1) 1\ 

posLwriter _op_name( es1, es2) => 
(es2. nri = rd => 

es2.minFresh::; es2.newMaxFresh 1\ 

es2. indexRead ~ es2. minFresh 1\ 

es2.indexRead::; es2.newMaxFresh 1\ 

es2.1astIndexRead ::; es2. indexRead) 
Similarly, for the reader. the following two proof obligations must be dis­
charged: 
ve2-,op_name 

\f es 1 : Cone-.State . 
pre_start_reader _op_name( es1) 1\ 

start_reader _op_name-Assertion( es 1) 1\ 

first WriterChoosesPair -Assertion ( es1) 1\ 

writerChoosesPair -Assertion( es 1) 1\ 

writerChoosesSlot-Assertion ( es 1) 1\ 

write_Assertion(es1) 1\ 

writer IndieatesSlot -Assertion ( es 1) 1\ 

writerlndieatesPair -Assertion ( es 1) => 
(es1.nri = rd => 

es1.minFresh::; es1.newMaxFresh 1\ 

es 1. indexRead ~ es 1. minFresh 1\ 

es 1. indexRead ::; es 1. newM axFresh 1\ 

es l.lastIndexRead ::; es 1. indexRead) 



ve3_op_name 
Vesl, es2: Cone-Btate· 

pre_starl_reader _op_name( esl) 1\ 

starl_reader _op_name-.Asserlion( esl) 1\ 

first WriterChoosesP air -.Asserlion ( cs 1) 1\ 

writerChoosesPair -.Asserlion{ esl) 1\ 

writerChoosesSlot-.Asserlion( es 1) 1\ 

write-.Asserlion( csl) 1\ 

writerlndieatesSlot-.Asserlion ( cs 1) 1\ 

writer IndieatesP air -.Asserlion ( es 1) 1\ 

posLreader _op_name( esl, es2) => 
(esl.nri = rd => 

es2.minFresh ~ es2.newMaxFresh 1\ 

es2. indexRead 2: es2. minFresh 1\ 

es2.indexRead ~ es2.newMaxFresh 1\ 

es2.lastIndexRead ~ es2.indexRead) 

vc2-1irstReaderChoosesPair: THEOREM 

It (cs: Conc~tate): 
pre-1irstReaderChoosesPair(cs) 1\ 

firstReaderChoosesPair ...Assertion (cs) 1\ 
first WriterChoosesPair ...Assertion (cs) 1\ 

writerChoosesPair ..Assertion (ca) 1\ 

writerChoosesSlot...Assertion(cs) 1\ 

write..Assertion (cs) 1\ 

writerlndicatesSlot...Assertion (cs) 1\ 

writerlndicatesPair ...Assertion (cs) =} 

(cs'nri = rd =} 

cs'minFresh ~ cs'newMaxFresh 1\ 

cs'indexRead 2: cs' minFresh 1\ 

cs'indexRead ~ cs'newMaxFresh 1\ 

cs' lastIndexRead ~ cs' indexRead) 

vc3-1irstReaderChoosesPair: THEOREM 

It (csl, cs2: Conc~tate): 

pre-1irstReaderChoosesPair(csl) 1\ 

firstReaderChoosesPair ..Assertion (csl) 1\ 

cs2 = firstReaderChoosesPair(csl) 1\ 

first WriterChoosesPair ...Assertion (cs l) 1\ 

writerChoosesPair ...Assertion (csl) 1\ 

writerChoosesSlot...Assertion(csl) 1\ 

write...Assertion(csl) 1\ 

writerlndicatesSlot...Assertion (csl) 1\ 

writerlndicatesPair ...Assertion(csl) =} 

(cs2'nri = rd =} 

cs2'minFresh ~ cs2'newMaxFresh 1\ 

cs2' indexRead 2: cs2' minFresh 1\ 

cs2'indexRead < cs2'newMaxFresh 1\ 

cs2' lastIndexR;ad ~ cs2' indexRead) 

vc2...readerChoosesPair: THEOREM 

It (cs: Conc~tate): 
pre...readerChoosesPair(cs) 1\ 

readerChoosesPair ...Assertion (cs) 1\ 

first Wri terChoosesPair ...Assertion (cs) 1\ 
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writerChoosesPair ...Assertion (cs) 1\ 

writerChoosesSloLAssertion(cs) 1\ 

write...Assertion (cs) 1\ 

writerlndicatesSlot...Assertion(cs) 1\ 

writer IndicatesPair ...Assertion (cs) =? 
(cs'nri = rd =? 

cs'minFresh ~ cs'newMaxFresh 1\ 

cs'indexRead 2: cs' minFresh 1\ 

cs'indexRead ~ cs'newMaxFresh 1\ 

cs' lastIndexRead ~ cs' indexRea.d) 

vc3_readerCh008esPair: THEOREM 

\;/ (csl. cs2: Conc-State): 
preJeaderChoosesPair(csl) 1\ 

readerChoosesPair ...Assertion (csl) 1\ 

cs2 = readerCho08esPair(csl) 1\ 

firstWriterCboosesPair...Assertion(csl) 1\ 

writerChoosesPair ...Assertion (csl) 1\ 

writerChoosesSlot...Assertion (csl) 1\ 

write...Assertion (csl) 1\ 

writerlndicatesSlot...Assertion (csl) 1\ 

writerlndicatesPair ...Assertion (csl) =? 
(cs2'nri = rd =? 

cs2'minFresh < cs2'newMaxFresb 1\ 

cs2' indexRead 2: cs2' minFresh 1\ 

cs2'indexRead ~ cs2'newMaxFresh 1\ 

cs2 'lastIndexRead ~ cs2' indexRead) 

vc2JeaderlndicatesPair: THEOREM 

\;/ (cs: Conc_State): 
preJeaderlndicatesPair(cs) 1\ 

readerIndicatesPair ...Assertion (cs) 1\ 

first WriterChoosesPair...Assertion (cs) 1\ 

writerCboosesPair ...Assertion (cs) 1\ 

writerChoosesSlot...Assertion (cs) 1\ 

write...Assertion(cs) 1\ 

writerIndicatesSlot...Assertion (cs) 1\ 

writerlndicatesPair ...Assertion (cs) =? 

(cs'nri = rd =? 

cs'minFresh ~ cs'newMaxFresh 1\ 

cs 'index Read 2: cs' minFresb 1\ 

cs'indexRead ~ cs'newMaxFresh 1\ 

cs' lastIndexRead ~ cs' indexRead) 

vc3JeaderlndicatesPair: THEOREM 

\;/ (csl. cs2: Conc-State): 
preJeaderIndicatesPair(csl) 1\ 

readerlndicatesPair ...Assertion (csl) 1\ 

cs2 = readerlndicatesPair(csl) 1\ 

firstWriterChoosesPair ...Assertion (csl) 1\ 

writerChoosesPair ...Assertion (csl) 1\ 

writerChoosesSlot...Assertion(csl) 1\ 

write...Assertion (csl) 1\ 
writerlndicatesSlot...Assertion (csl) 1\ 

writerlndicatesPair...Assertion (csl) =? 

(cs2'nri = rd =? 

cs2'minFresh ~ cs2'newMaxFresh 1\ 

cs2' indexRead > cs2' min Fresh 1\ 

cs2 ' indexRead - < cs2' new MaxFresh 1\ 

cs2 'lastIndexR;ad ~ cs2' indexRead) 

vc2JeaderChoosesSlot: THEOREM 

\;/ (cs: Conc-State): 
preJeaderChoosesSlot (cs) 1\ 
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readerChoosesPair -Assertion(cs) 1\ 

first WriterChoosesPair -Assertion (cs) 1\ 
writerChoosesPair ...Assertion (cs) 1\ 

writerChoosesSlot-Assertion(cs) 1\ 
write...Assertion(cs) 1\ 

writerlndicatesSlot-Assertion(cs) 1\ 

writerlndicatesPair-Assertion (cs) => 
(cs'nri = rd => 

cs'minFresh :s cs' new MaxFresh 1\ 
cs 'indexRead 2: cs' minFresh 1\ 
cs'indexRead :s cs'newMaxFresh 1\ 

cs 'lastlndexRead :s cs' indexRead) 

vc3JeaderChoosesSlot: THEOREM 

It (csl, cs2: Conc..5tate): 
preJeaderChoosesSlot(csl) 1\ 

readerChoosesSlot-Assertion(csl) 1\ 
cs2 = readerChoosesSlot(csl) 1\ 

first WriterChoosesPair -Assertion(csl) 1\ 

writerChoosesPair -Assertion (csl) 1\ 
writerChoosesSlot...Assertion (cs 1) 1\ 

write-Assertion(csl) 1\ 

writerlndicatesSlot...Assertion (csl) 1\ 

writerlndicatesPair ...Assertion (csl) => 
(cs2'nri = rd => 

cs2'minFresh :s cs2'newMaxFresh 1\ 
cs2' indexRead 2: cs2' minFresh 1\ 

cs2 'indexRead :s cs2' new MaxFresh 1\ 

cs2' lastlndexRead :s cs2' indexRead) 

vc2Jead: THEOREM 

'if (cs: Conc..5tate, v: Val): 
pre..read (cs) 1\ 

read...Assertion (cs) 1\ 
first WriterChoosesPair ...Assertion (cs) 1\ 

writerChoosesPair ...Assertion (cs) 1\ 
writerChoosesSlot-Assertion (cs) 1\ 

write...Assertion(cs) 1\ 
writerlndicatesSlot...Assertion (cs) 1\ 

writerlndicatesPair ...Assertion (cs) => 
(cs'nri = rd => 

cs'minFresh :s cs'newMaxFresh 1\ 
cs'indexRead > cs'minFresh 1\ 
cs'indexRead-< cs'newMaxFresh 1\ 

cs 'lastlndexR;ad :s cs' indexRead) 

vc3Jead: THEOREM 

It (csl, cs2: Conc..5tate, v: Val): 
preJead (csl) 1\ 

read...Assertion(csl) 1\ 

cs2 = read(csl)' I 1\ 
first WriterChoosesPair ...Assertion (csl) 1\ 

writerChoosesPair ...Assertion (csl) 1\ 
writerChoosesSlot...Assertion (csl) 1\ 
write...Assertion(csl) 1\ 

writerlndicatesSlot...Assertion (csl) 1\ 

writerlndicatesPair ...Assertion (csl) => 
(cs2'nri = rd => 

cs2'minFresh < cs2'newMaxFresh 1\ 
cs2' indexRead > cs2' minFresh 1\ 

cs2'indexRead -< cs2'newMaxFresh 1\ 

cs2'lastlndexR;ad :s cs2'indexRead) 

vc2..first WriterChoosesPair: THEOREM 
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I;f (cs: Conc....8tate): 
pre..firstWriterChoosesPair(cs) A 
firstWriterChoosesPair...Assertion(cs) 1\ 

firstReaderChoosesPair ...Assertion (cs) A 
readerChoosesPair-Assertion (cs) 1\ 

readerlndicatesPair-Assertion(cs) 1\ 

readerChoosesSlot-Assertion (cs) A 
read-Assertion(cs) ~ 

(cs'nri = rd ~ 
cs'minFresh ~ cs'newMaxFresh A 
cs 'indexRead ~ cs' minFresh 1\ 

cs' indexRead ~ cs' newMaxFresh A 
cs' lastIndexRead ~ cs' indexRead) 

vc3..first WriterChoosesPair: THEOREM 

I;f (csl, cs2: Conc_State): 
pre..first Wri terChoosesPair (csl) 1\ 

first WriterChoosesPair -Assertion (csl) 1\ 

cs2 = firstWriterChoosesPair(csl) 1\ 

firstReaderChoosesPair -Assertion (csl) 1\ 

readerChoosesPair-Assertion (csl) 1\ 

readerlndicatesPair-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion(csl) ~ 
(cs2'nri = rd ~ 

cs2'minFresh ~ cs2'newMaxFresh 1\ 

cs2' indexRead ~ cs2' minFresh A 
cs2'indexRead ::; cs2'newMaxFresh A 
cs2' lastlndexRead ::; cs2' indexRead) 

vc2_ writerChoosesPair: THEOREM 

I;f (cs: Conc....8tate): 
pre_writerChoosesPair(cs) 1\ 

writerChoosesPair-Assertion (cs) A 
firstReaderChoosesPair -Assertion(cs) A 

readerChoosesPair -Assertion (cs) 1\ 

readerlndicatesPair-Assertion(cs) A 

readerChoosesSlot-Assertion (cs) A 
read-Assertion(cs) ~ 

(cs'nri = rd ~ 
cs'minFresh ::; cs'newMaxFresh 1\ 

cs 'indexRead > cs' minFresh 1\ 
cs 'indexRead - < cs' new MaxFresh 1\ 

cs 'lastIndexR;ad ::; cs' indexRead) 

vc3_writerChoosesPair: THEOREM 

I;f (csl, cs2: Conc....8tate): 
pre_writerChoosesPair(csl) A 
writerChoosesPair -Assertion (csl) A 
cs2 = writerChoosesPair(csl) A 
firstReaderChoosesPair -Assertion (csl) 1\ 

readerChoosesPair-Assertion (csl) A 

readerlndicatesPair-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) A 
read-Assertion(csl) ~ 

(cs2'nri = rd ~ 
cs2'minFresh ::; cs2'newMaxFresh A 
cs2' index Read > cs2' minFresh A 
cs2'indexRead -< cs2'newMaxFresh A 
cs2' lastlndexfuad ::; cs2' indexRead) 

vc2_writerChoosesSlot: THEOREM 

I;f (cs: Conc....8tate): 
pre_writerChoosesSlot (cs) A 

231 



writerChoosesSlot..Assertion(cs) II 
firstRea.derChoosesPair-Assertion(cs) 1\ 

rea.derChoosesPair -Assertion(cs) II 
rea.derlndicatesPair-Assertion(cs) 1\ 

rea.derChoosesSlot-Assertion (cs) II 
rea.d_Assertion(cs) ~ 

(cs'nri = rd ~ 
cs'minFresh ~ cs'newMaxFresh II 

cs 'indexR.ea.d ~ cs' minFresh II 
cs'indexRea.d ~ cs'newMaxFresh 1\ 

cs'lastlndexR.ea.d ~ cs'indexRea.d) 

vc3_writerChoosesSlot: THEOREM 

II (csl, cs2: Conc...8tate): 
pre_writerChoosesSlot (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

cs2 = writerChoosesSlot(csl) II 
firstRea.derChoosesPair...Assertion(csl) 1\ 

rea.derChoosesPair-Assertion(csl) II 
rea.derlndicatesPair ..Assertion (csl) 1\ 

rea.derChoosesSlot-Assertion (cs l) II 
rea.d-Assertion(csl) ~ 

(cs2'nri = rd ~ 
cs2'minFresh ~ cs2'newMaxFresh 1\ 

cs2' indexRea.d ~ cs2' minFresh 1\ 

cs2'indexRea.d ~ cs2'newMaxFresh 1\ 

cs2' lastlndexRea.d ~ cs2' indexRea.d) 

vc2_write: THEOREM 

II (cs: Conc...8tate): 
pre_write(cs) 1\ 

write-Assertion (cs) 1\ 

firstRea.derChoosesPair -Assertion (cs) II 
rea.derChoosesPair -Assertion (cs) 1\ 

rea.derlndicatesPair -Assertion(cs) II 
rea.derChoosesSlot-Assertion (cs) II 

rea.d..Assertion (cs) ~ 
(cs'nri = rd ~ 

cs'minFresh ~ cs'newMaxFresh 1\ 

cs' indexRea.d ~ cs' minFresh 1\ 

cs'indexRea.d < cs'newMaxFresh 1\ 

cs' lastlndexfua.d ~ cs' indexRea.d) 

vc3_write: THEOREM 

II (w: write_parameter, cs2: Conc...8tate): 
pre_write ( w ' Pl) II 

write..Assertion ( w ' Pl) 1\ 

cs2 = write(w) II 
firstRea.derChoosesPair ..Assertion ( w' Pl) 1\ 

rea.derChoosesPair -Assertion (w ' Pl) 1\ 

rea.derlndicatesPair ..Assertion ( w ' Pl) 1\ 

rea.derChoosesSlot-Assertion (w ' Pl) 1\ 

rea.d-.Assertion ( w' Pl) ~ 
(cs2'nri = rd ~ 

cs2'minFresh < cs2'newMaxFresh II 
cs2' indexRead > cs2' minFresh II 
cs2'indexRea.d-< cs2'newMaxFresh 1\ 

cs2' lastlndexR;a.d ~ cs2' indexRea.d) 

vc2_writerlndicatesSlot: THEOREM 

II (cs: Conc...8tate): 
pre_writerlndicatesSlot (cs) 1\ 

writerlndicatesSlot-Assertion(cs) 1\ 

firstRea.derChoosesPair -Assertion (cs) II 
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readerChoosesPair -Assertion (cs) 1\ 
readerindicatesPair-Assertion (cs) 1\ 

readerChoosesSlot..Assertion (cs) 1\ 
read-Assertion (cs) => 

(cs'nri = rd => 
cs'minFresh ::; cs'newMaxFresh 1\ 

cs 'indexRead 2: cs' minFresh 1\ 
cs'indexRead ::; cs'newMaxFresh 1\ 
cs'lastIndexRead ::; cs' indexRead) 

vc3_writerlndicatesSlot: THEOREM 

\:j (csl, cs2: Conc..8tate): 
pre_writerindicatesSlot (csl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 
cs2 = writerlndicatesSlotCcsl) 1\ 

firstReaderChoosesPair -Assertion (csl) 1\ 

readerChoosesPair -Assertion (csl) 1\ 

readerlndicatesPair-Assertion(csl) 1\ 
readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion (csl) => 
(cs2'nri = rd => 

cs2'minFresh ::; cs2'newMaxFresh 1\ 

cs2' index Read 2: cs2' minFresh 1\ 
cs2'indexRead ::; cs2'newMaxFresh 1\ 
cs2' lastIndexRead ::; cs2' indexRead) 

vc2_writerlndicatesPair: THEOREM 

\:j (cs: Conc..8tate): 
pre_writerindicatesPair(cs) 1\ 

writerlndicatesPair-Assertion(cs) 1\ 
firstReaderChoosesPair -Assertion (cs) 1\ 

readerChoosesPair-Assertion (cs) 1\ 
readerindicatesPair-Assertion (cs) 1\ 

readerChoosesSlot-Assertion (cs) 1\ 

read-Assertion(cs) => 
(cs'nri = rd => 

cs'minFresh < cs'newMaxFresh 1\ 
cs'indexRead> cs'minFresh 1\ 

cs'indexRead-< cs'newMaxFresh 1\ 

cs'lastIndexR;ad ::; cs' indexRead) 

vc3_writerindicatesPair: THEOREM 

\:j (csl, cs2: Conc..8tate): 
pre_writerindicatesPair(csl) 1\ 

writerindicatesPair -Assertion (cs 1) 1\ 

cs2 = writerindicatesPair(csl) 1\ 
firstReaderChoosesPair-Assertion(csl) 1\ 

readerChoosesPair -Assertion (cs 1) 1\ 
readerlndicatesPair ..Assertion (csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion(csl) => 
(cs2'nri = rd => 

cs2'minFresh < cs2'newMaxFresh 1\ 

cs2' indexRead > cs2' minFresh 1\ 
cs2'indexRead -< cs2'newMaxFresh 1\ 

cs2' lastIndexR;ad ::; cs2' indexRead) 

END FOUR..8LOT 
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Appendix I 

3-slot ACM Implementations 

This appendix gives three formal models of 3-slot .-\C)'1 implementations: 
first the implementation from [Sim90aj, which is proved to be faulty: second 
a model which shows that the above implementation is L-atomic. pro\"ided 
that the timing constraint in [Sim90aj can be implemented. Finally an 
implementation from [XY1S02j. where the reader does not keep a local copy 
of the slot it has chosen to access: it copies t he name of the slot direct ly 
between the control variables in the mechanism, and uses the value of the 
slotReading control \"ariable to access its chosen slot. This .-\CM is L-atoIllic. 
provided that the access to the control variables is Hoare atomic. 

1.1 The Implementation from [Sim90a] 
THREE..8LOT: THEORY 

[lEGI); 

A non-empty t)"pe of values that is communicated by the .-\(,)'1. 

Val: NO:-lEMPTLTYPE 

A SlotIndex type to represent the names of the slots in the .-\(').1. 

SlotIndex: TYPE = {so, 51, s" } 

The program counters for the reader and writer. 

NextReadlnstruetion: TYPE = {first Res , res, ris, rd} 

NextWritelnstruetion: TYPE = {first \\"cs , wes, wr, wis} 

The locations in the reader and v,Titer assertion net\yorks. 

ReaderNetworkState: TYPE = {sr, !rI, Ir2, Ir3, tr} 

WriterNetworkState: TYPE = {sw, 1\\'1, Iw2, Iw3, tw} 
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The local state of the writer and reader. 

WriterState: TYPE = 
[. writerSlot: Slotlndex. currentState: WriterNetworkState .] 

ReaderState: TYPE = 
[' readerSlot: Slotlndex. currentState: ReaderNetworkState '] 

The state of the mechanism - the control variables for the writer and reader 
to record the slot they are accessing, the slots, the program counters for the 
reader and writer and the reader and writer local states. 

Conc..8tate: TYPE = 
[' slotWritten: Slotlndex. 

slotReading: Slotlndex. 
slots: [Slotlndex -+ Val]. 
nri: N extReadlnstruction. 
nwi: Next Writelnstruction • 
writer: WriterS tate • 
reader: ReaderState '] 

The operations of the reader and writer. The first reader operation at 
start up is firstReaderChoosesSlot. The pre-condition of this operation 
is that the reader is in the initial location in its assertion network (nri 
= firstRcs): the operation chooses the slot the reader is going to access, 
and changes the program counter to indicate that the reader can now exe­
cute readerlndicatesSlot. The readerChoosesSlot operation has an identical 
post-condition, but its pre-condition is that the reader can next execute 
readerChoosesSlot, rather than firstReaderChoosesSlot. The pre-conditions 
for the remaining operations are simply that the reader (or writer) program 
counter is equal to the correct value for the operation to be executed. These 
program counters are auxiliary variables that are not part of the imple­
mentation. The operations each set the respective program counter to the 
correct value for the next operation to be executed. 

pre..firstReaderChoosesSlot(p: Conc..8tate): bool = p'nri = firstRcs 

post..firstReaderChoosesSlot (p: (pre..firstReaderCho05esSlot» (prot: Conc..8tate): bool = 
prot = p WITH [nri : = ris, 

reader := p'reader WITH [readerSlot := p'slotWritten. 
currentState := lrl]] 

firstReaderCho05esSlot: 
[p: (pre..firstReaderCho05esSlot) -+ (p05t..firstReaderChoosesSlot (p»] 

pre.readerCho05esSlot (p: Conc..8tate): bool = p' nri = res 

post.readerChoosesSlot (p: (pre.readerChoosesSlot» (prot: Conc..8tate): bool = 
prot = p WITH [nri := ris, 

readerCho05esSlot: 

reader := p'reader WITH [readerSlot := p'slotWritten. 
currentState := lrl]] 

[p: (pre.readerCho05esSlot) -+ (p05t.readerCho05esSlot(p»] 
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The post-condition for the readerlndicatesSlot operation is that the reader 
has indicated the slot it is accessing in the control variable slotReading. 

pre..readerlndicatesSlot (p: ConcJ>tate): bool = p' nri = ris 

post..readerlndicatesSlot(p: (pre..readerlndicatesSlot» (prot: ConcJ>tate): bool = 
prot = p WITH [nri := rd. 

slotReading := p' reader' readerSlot. 
reader := p' reader WITH [currentState := lr2]] 

readerlndicatesSlot: 
[p: (pre..readerlndicatesSlot) --+ (post..readerlndicatesSlot(p»] 

The post-condition of the read operation returns that value read from the 
ACM. 

pre..read(p: ConcJ>tate): bool = p' nri = rd 

post..read (p: (pre..read) Hprot: ConcJ>tate. u: Val): bool = 
u = p'slots(p'reader'readerSlot) " 
prot = p WITH [nri := res. reader := p'reader WITH [currentState := lr3]] 

read: [po (pre..read) -4 (post..read(p»] 

The post-conditions for the first WriterChosesSlot and writerChoosesSlot op­
erations are that the writer has chosen the slot it is going to write the new 
value to. The writer attempts to avoid the slot that the reader is accessing 
(by choosing to write to a different slot to the one the reader last indicated 
it was accessing), and also avoids the slot that it last accessed. 

preJirstWriterChoosesSlot(p: ConcJ>tate): bool = p'nwi = firstWes 

post-1irst WriterChoosesSlot (p: (pre-1irst WriterChoosesSlot» (prot: ConcJ>tate): bool = 
(p'slotWritten = 80 ~ 

(p 'slot Reading = 80 ~ 

prot = p WITH [nwi := wr, 
writer : = p' writer WITH 

[writerSlot .- 81, currentState .- lwlJ» " 
(p'slotReading = 81 ~ 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 82. currentState .- lwl]]) " 
(p 'slot Reading 82 ~ 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

(p'slotWritten = 81 ~ 

(p'slotReading = 80 ~ 

prot = p WITH [nwi := wr. 

[writerSlot := 81. currentState . - lw 1]]» " 

writer : = p' writer WITH 

[writerSlot .- 82. currentState := lwl]» " 
(p 'slotReading = 81 ~ 

prot = p WITH [nwi : = wr. 
writer := p'writer .. lilTH 

[writerSlot .- 82. currentState := lwlJ» " 
(p'slotReading = 82 ~ 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

[writerSlot := 80. currentState .- lwl]]» " 
(p'slotWritten = 82 ~ 
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(p'slotReading = 80 => 
prot = p WITH [nwi := wr. 

writer := p' writer WITH 

[writerS lot .- 81. currentState .- Iw1]]) 1\ 

(p'slotReading 81 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 

[writerSlot .- 80. eurrentState .- Iw1]]) 1\ 

(p 'slot Reading 82 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 

[writerSlot := 80. eurrentState .- Iwl]]» 

first WriterChoosesSlot : 
[p: (preJirst WriterChoosesSlot) -+ (postJirst WriterChoosesSlot (p) )] 

pre_writerChoosesSlot(p: Cone-State): bool = p'nwi = wes 

post_writerChoosesSlot (p: (pre_writerChoosesSlot» (prot: Cone-State): bool 
(p'slotWritten = 80 => 

(p 'slot Reading = 80 => 
prot = p WITH [nwi : = wr. 

writer := p'writer WITH 

[writerSlot .- 81. eurrentState .- Iwl]]) 1\ 

(p'slotReading 81 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 

[writerS lot . - 82. eurrentState .- Iw1]]) 1\ 

(p 'slot Reading 82 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 

[writerSlot := 81. eurrentState .- Iwl]]» 1\ 

(p , slot Wri tten = 81 => 
(p 'slotReading = 80 => 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

[writerS lot .- 82. eurrentState .- Iwl]]) 1\ 

(p'slotReading 81 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 
[writerSlot 82. eurrentState .- Iwl]]) 1\ 

(p 'slot Reading 82 => 
prot = p WITH [nwi := wr. 

writer .- p'writer WITH 
[writerSlot := 80. currentState .- Iw1]]» 1\ 

(p'slotWritten = 82 => 
(p 'slotReading = 80 => 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

[writerSlot ._ 81. currentState .- Iw1]]) 1\ 

(p , slot Reading 81 => 
prot = p WITH [nwi := wr. 

writer := p'writer WITH 
[writerSlot .- 80. currentState .- Iwl]]) 1\ 

(p 'slotReading 82 => 
prot = p WITH [nwi := wr. 

writer := p' writer WITH 
[writerSlot := 80. currentState .- lwl]]» 

writerChoosesSlot: 
[p: (pre_writerChoosesSlot) -+ (posLwriterChoosesSlot(p»] 
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The post-condition for the write operation is that the writer has written the 
new item to its chosen slot. 

pre_write(p: Conc..8tate): bool = p'nwi = wr 

write_parameter: TYPE = [. PI: (pre_write), 11: Val I] 

posLwrite(p: write_parameter)(prot: Conc..8tate): bool = 
prot = P' PI WITH [nwi := wis, 

(slotS)(P'PI'writer'writerSlot) := P'l1, 
writer := P' PI 'writer WITH [currentState : = iw2]] 

write: [p: write_parameter ---> (post_write(p»] 

The post-condition of the writerlndicatesSlot operation is that the writer 
has indicated the slot it has accessed in the relevant control variable in the 
mechanism. 

pre_writerlndicatesSlot (p: Conc..8tate): bool = p' nwi = wis 

post_writerlndicatesSlot (p: (pre_writerindicatesSlot» (prot: Conc..8tate): bool = 
prot = p WITH [nwi := wis, 

slotWritten := (p'writer'writerSlot), 
writer := p'writer WITH [currentState := Iw3]] 

writerlndicatesSlot: 
[p: (pre_writerlndicatesSlot) ---> (posLwriterlndicatesSlot(p»] 

Initialisation operations for the reader and writer local states, and for the 
ACM itself. 

init_writer(w: WriterState): bool = w = W WITH [currentState := aw] 

init..reader(r: ReaderState): bool = r = r WITH [currentState := sr] 

iniLprot(p: Conc..8tate, iniLval: Val, w: WriterS tate • r: ReaderState): bool 
p = p WITH [slot Written := So. 

slotReading := So, 

slots := (>. • (so: Slotlndex): iniLval), 
nri := firstRcs, 
nwi := firstWcs, 
writer := w, 
reader := r] 

The following are the assertions from the locations in the reader and writer 
assertion networks. 

When the writer is about to execute the writerChoosesSlot operation the 
slot Written control variable is equal to the writer local variable, writerSlot. 

writerChoosesSlot.Assertion: [Conc..8tate ---> bool] = 
(>. . (cs: Cone..8tate): 

es'nwi = wes ~ cs'slotWritten = es'writer'writerSlot 

When the writer is writing (or about to write) to the mechanism, it has 
chosen to access a different slot to the one it accessed for the previous 
write. This same assertion holds when the write is about to execute the 
writerlndicatesSlot operation. 
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write-Assertion: [Conc-State -+ booll = 
(>. . (cs: Conc-State): 

cs'nwi = wr => -, cs'slotWritten = cs'writer'writerSlot 

writerlndicatesSlot-Assertion: [Conc-State -+ boo!] = 
(>. . (cs: Conc-State): 

cs'nwi = wis => -, cs'slotWritten = cs'writer'writerSlot 
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When the reader is about to execute the readerChoosesSlot operation the 
slotReading control variable is equal to the reader local variable, readerSlot. 
It is not possible to make any assertions when the reader is about to execute 
the readerlndicatesSlot operation. 

readerChoosesSlot-Assertion: [Conc-State -+ boo!] 
(>' . (cs: Conc-State): 

cs'nri = rcs => cs'slotReading = cs'reader'readerSlot 

When the reader is reading (or to about to read) from the mechanism the 
control variable slotReading is equal to the reader local variable, readerSlot. 

read-Assertion: [Conc-State -+ boo!] = 
(>. . (cs: Conc-State): 

cs' nri = rd => cs' slot Reading = cs' reader' readerS lot 

The following are the proof obligations that need to be executed to verify 
that the 3-slot ACM communicates coherent data between the reader and 
writer (that the reader and writer never access the same slot at the same 
time). The first proof obligation for each transition (vel) in the respective 
assertion networks shows, when the pre-condition for the operation associ­
ated with the transition holds and the assertion in the start location of the 
transition holds, that the assertion in the target location of the operation 
will hold after the operation is executed. Additionally it shows that the 
reader operations do not interfere with the assertions in the writer network, 
and that the writer operations do not interfere with the operations in the 
writer network. In each case the relevant transition is indicated by the name 
of its associated operation. 

vcLfirstWriterChoosesSlot: THEOREM 

II (csl, cs2: Conc-State): 
pre-first WriterChoosesSlot (csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

read-Assertion (csl) 1\ 

cs2 = firstWriterChoosesSlot(csl) => 
write-Assertion (cs2) 1\ 

readerChoosesSlot-Assertion (cs2) 1\ read-Assertion (cs2) 

vcLwriterChoosesSlot: THEOREM 

II (csl, cs2: Conc-State): 
pre_writerChoosesSlot (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

readerChoosesSlot-Assertion(csl) 1\ 

read-Assertion (csl) 1\ 

cs2 = writerChoosesSlot(csl) => 
write-Assertion(cs2) 1\ 
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readerChoosesSlot-Assertion (cs2) " read..Assertion (cs2) 

vcLwrite: THEOREM 

V (w: write_parameter, cs2: Conc..8tate): 
pre_write ( w' Pi) " 

write-Assertion ( w ' Pi) " 
readerChoosesSlot-Assertion ( w' Pi) " 

read-Assertion ( w ' Pi) " 
cs2 = write(w) ~ 

writerindicatesSlot-Assertion (cs2) " 
readerChoosesSlot-Assertion(cs2) " read-Assertion(cs2) 

vcLwriterlndicatesSlot: THEOREM 

V (csl, cs2: Conc..8tate): 
pre_writerlndicatesSlot(csl) " 
writerlndicatesSlot-Assertion (csl) " 

readerChoosesSlot-Assertion(csl) " 
read-Assertion(csl) " 
cs2 = writerlndicatesSlot(csl) ~ 

writerChoosesSlot-Assertion(cs2) " 
readerChoosesSlot-Assertion (cs2) " read-Assertion (cs2) 

vcLreaderChoosesSlot: THEOREM 

V (csl, cs2: Conc..8tate): 
pre-readerChoosesSlot (csl) " 
readerChoosesSlot-Assertion (csl) " 
writerChoosesSlot-Assertion (csl) " 
write-Assertion(csl) " 
writerlndicatesSlot-Assertion (csl) " 
cs2 = readerChoosesSlot(csl) ~ 

writerChoosesSlot -Assertion (cs2) " 
write-Assertion(cs2) " writerlndicatesSlot-Assertion(cs2) 

vcLreaderlndicatesSlot: THEOREM 

V (csl, cs2: Conc..8tate): 
pre-readerlndicatesSlot (csl) " 
writerChoosesSlot-Assertion (csl) " 
write-Assertion (csl) " 
wri ter IndicatesSlot-Assertion (cs l) " 
cs2 = readerlndicatesSlot(cs1) ~ 

read-Assertion(cs2) " 
writerChoosesSlot-Assertion (cs2) " 
write-Assertion (cs2) " writerlndicatesSlot-Assertion (cs2) 

vcl-read: THEOREM 

V (cs1, cs2: Conc..8tate): 
pre-read (csl) " 
read-Assertion(csl) " 
writerChoosesSlot-Assertion (csl) " 
write-Assertion(csl) " 
writerlndicatesSlot-Assertion(csl) " 
cs2 = read(csl) '1 ~ 

readerChoosesSlot-Assertion (cs2) " 
writerChoosesSlot-Assertion (cs2) " 
write-Assertion(cs2) " writerlndicatesSlot-Assertion(cs2) 
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The remaining proof obligations are to show that the guarantee condition 
holds in the start location of each operation, and that it also holds after each 
of the operations is executed. The guarantee condition is that the reader 
and writer will access different slots when they are reading from and writing 
to the ACM. Stated formally: 
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nwi = wr 1\ nri = rd ~ readerSlot =I writerSlot 
It is not possible to complete this proof obligation to show that the guar­

antee condition holds when the readerlndicatesSlot operation is executed. 

vc2-firstReaderCbo08esSlot: THEOREM 

II (csl: Conc..state): 
pre-firstReaderCboosesSlot(csl) 1\ 

writerCboosesSloLAssertion(csl) 1\ 

write...Assertion(csl) 1\ 

writerlndicatesSlot..Assertion (csl) ~ 
(csl 'nwi = wr 1\ csl 'nri = rd ~ 

-, csl'reader'readerSlot = csl 'writer'writerSlot) 

vc3-firstReaderCbo08esSlot: THEOREM 

II (csl: Conc..state): 
pre-firstReaderCboosesSlot (csl) 1\ 

writerCboosesSlot...Assertion (csl) 1\ 

write...Assertion(csl) 1\ 

writerlndicatesSloLAssertion (csl) ~ 
(firstReaderCboosesSlot (csl) 'nwi = wr 1\ firstReaderCboosesSlot (csl) 'nri = rd ~ 

-, (firstReaderCboosesSlot(csl)' reader' readerSlot = 
firstReaderCboosesSlot (csl) 'writer' writerSlot» 

vc2JeaderCboosesSlot: THEOREM 

II (csl: Conc..state): 
preJeaderCboosesSlot(csl) 1\ 

readerCboosesSloLAssertion(csl) 1\ 

writerCbo08esSloLAssertion (cs l) 1\ 

write-Assertion(csl) 1\ writerlndicatesSlot...Assertion(csl) ~ 
(csl'nwi = wr 1\ csl 'nri = rd ~ 

-, csl'reader'readerSlot = csl'writer'writerSlot) 

vc3JeaderCboosesSlot: THEOREM 

II (csl: Conc..state): 
preJeaderCboosesSlot(csl) 1\ 

readerCboosesSlot..Assertion (csl) 1\ 

writerCboosesSlot-Assertion (csl) 1\ 
write-Assertion(csl) 1\ writerindicatesSlot..Assertion(csl) ~ 

(readerCboosesSlot(csl) 'nwi = wr 1\ readerCboosesSlot (csl)' nri rd ~ 
(readerCboosesSlot(csl)' reader' readerSlot = 

readerCboosesSlot (csl) 'writer' writerSlot» 

vc2JeaderlndicatesSlot: THEOREM 

II (csl: Conc..state): 
preJeaderindicatesSlot (csl) 1\ 

writerCboosesSlot-Assertion (csl) 1\ 

write-Assertion(csl) 1\ 
writerlndicatesSlot-Assertion(csl) ~ 

(csl 'nwi = wr 1\ csl 'nri = rd ~ 
-, csl'reader'readerSlot = csl'writer'writerSlot) 

vc3JeaderlndicatesSlot: THEOREM 

II (csl: Conc..state): 
preJeader IndicatesSlot (csl) 1\ 

writerCboosesSlot-Assertion (csl) 1\ 

write-Assertion (csl) 1\ 

writerlndicatesSlot-Assertion (csl) ~ 
(readerindicatesSlot(csl) 'nwi = wr 1\ readerindicatesSlot(csl) 'nri = rd ~ 

(readerlndicatesSlot (csl) 'reader' readerSlot = 
readerindicatesSlot(csl) 'writer' writerSlot» 

vc2Jead: THEOREM 

II (csl: Conc..state): 
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pre..read(csl) /I 

read..Assertion(csl) /I 

writerCho08esSlot..Assertion (csl) /I 

write..Assertion(csl) /I writerlndicatesSlot..Assertion(csl) => 
(csl 'nwi = wr /I csl' nri = rd => 

csl'reader'readerSlot = csl 'writer'writerSlot) 

vc3..read: THEOREM 

'<I (csl: Conc--State): 
pre..read(csl) /I 

read..Assertion(csl) /I 

writerCho08esSlot..Assertion (csl) /I 

write..Assertion (csl) /I writerlndicatesSlot..Assertion (csl) => 
(read(csl)'l'nwi = wr /I read(csl)'l'nri = rd => 

(read(csl) '1 'reader'readerSlot = 
read(csl) , 1 'writer'writerSlot» 

vc2..first WriterChoosesSlot: THEOREM 

'<I (csl: Conc--State): 
pre..firatWriterChoosesSlot (csl) /I 

readerChoosesSlot..Asaertion (csl) /I 

read..Aasertion (cal) => 
(cal' nwi = wr /I csl' nri = rd => 

--, csl'reader'readerSlot = csl 'writer , writerSlot) 

vc3..firat WriterChoosesSlot: THEOREM 

'<I (csl: Conc--State): 
pre..first WriterChoosesSlot (csl) /I 

readerChoosesSlot..Assertion (csl) /I 

read..Asaertion (csl) => 
(firstWriterChoosesSlot(csl) 'nwi wr /I 

firstWriterChoosesSlot(csl) 'nri = rd => 
(first WriterChoosesSlot (csl) 'reader' readerSlot 

first WriterChoosesSlot (csl) 'writer' writerSlot» 

vc2_writerChoosesSlot: THEOREM 

'<I (csl: Conc--State): 
pre_writerChoosesSlot (csl) /I 

writerChoosesSlot..Assertion (csl) /I 

readerChoosesSlot..Assertion (csl) /I 

read..Assertion(csl) => 
(csl'nwi = wr /I 

csl 'nri = rd => 
--, csl' reader' readerS lot csl 'writer' writerSlot) 

vc3_writerChoosesSlot: THEOREM 

'<I (csl: Conc--State): 
pre_writerChoosesSlot (csl) /I 

writerChoosesSlot..Assertion (csl) /I 

readerChoosesSlot..Assertion (csl) /I 

read..Assertion (csl) => 
(writerChoosesSlot(csl) 'nwi = wr /I 

writerChoosesSlot (csl) 'nri = rd => 
(writerChoosesSlot (csl) 'reader' readerSlot 

writerChoosesSlot (csl) 'writer'writerSlot» 

vc2_write: THEOREM 

'<I (w: write_parameter): 
pre_write (w ' PI) /I 

write..Assertion ( w ' PI) /I 
readerChoosesSlot..Assertion ( w ' PI) /I 

read..Assertion ( w ' PI) => 
(W'PI 'nwi = wr /I W'PI 'nri = rd => 
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~ to'Pi'reader'readerSlot = to'Pi 'writer'writerSlot) 

vc3_write: THEOREM 

V (w: write_parameter): 
pre_write ( w' Pi) /\ 

writerIndicatesSloLAssertion ( w ' Pi) /\ 
readerChoosesSlot...Assertion( w' Pi) /\ 

read-Assertion ( w ' Pi) =? 
(write(w)'nwi = wr /\ write(w)'nri = rd =? 

~ (write(w) 'reader'readerSlot = write(w) 'writer'writerSlot» 

vc2_writerlndicatesSlot: THEOREM 

V (cal: Conc...Btate): 
pre_writerlndicatesSlot(csl) /\ 
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writerIndicatesSlot-Assertion(csl) /\ readerChoosesSlot...Assertion(csl) /\ read...Assertion(csl) =? 
(csl 'nwi = wr /\ csl 'nri = rd =? 
~ csl'reader'readerSlot = csl 'writer'writerSlot) 

vc3_writerlndicatesSlot: THEOREM 

V (csl: Conc...Btate): 
pre_writerlndicatesSlot (csl) /\ 
writerlndicatesSloLAssertion (csl) /\ 

readerChoosesSloLAssertion(csl) /\ 
read-Assertion (csl) =? 

(writerlndicatesSlot(csl) 'nwi = wr /\ writerlndicatesSlot(csl) 'nri = rd =? 
~ (writerIndicatesSlot (csl) , reader' readerS lot = 

writerlndicatesSlot (cal) 'writer' writerSlot» 

In order to demonstrate that the 3-slot implementation may allow the reader 
and writer to access the same slot at the same time it is possible to find a 
number of witness values (when attempting to complete the proof obligation 
to show that the guarantee condition holds after executing readerIndicatesSlot 
above) so that the following proof can be completed. 

vc3-I'eaderIndicatesSloLlncorrect: THEOREM 

3 (csl: Conc...Btate): 
pre-I'eaderlndicatesSlot (csl) /\ 

writerChoosesSlot..Assertion (csl) /\ 
write..Assertion (csl) /\ 

wri ter IndicatesSlot..Assertion (cs l) =? 
readerlndicatesSlot (cal) 'nwi = wr /\ 

readerlndicatesSlot (cal) 'nri = rd /\ 
readerIndicatesSlot (csl) 'reader' readerS lot 

readerindicatesSlot (csl) 'writer' writerSlot 

END THREE...BLOT 

1.2 Introducing a Timing Constraint 

The model in this section is almost identical to the one in the previous 
section. The onlv difference is that it models the introduction of the timing 
constraint from '[Sim90aj, and verifies that if the timing constraint can be 
implemented, the ACM communicates coherent data between its reader and 
writer. The timing constraint is that 

... the interval between control operations in the read function 
is always shorter than the interval between writes ... 
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The constraint attempts to ensure that, if the reader chooses a new slot 
before the writer executes the writerIndicatesSlot operation, it is not possible 
for the writer to execute the start of the next write before the reader indicates 
the slot it has chosen. This will avoid the faulty operation of the AC1r 
described in the last section, which allows the reader and writer to access 
the same slot at the same time. 

The timing constraint is modelled by adding two auxiliary "ariables to 
the model, and amending the pre-conditions of some of the operations as 
follows: 

1. The additional auxiliary variables are wisSinceRcs, which is true if the 
last occurrence of writerlndicatesSlot is after the last occurrence of 
readerChoosesSlot and false otherwise (set to true by writerlndicatesSlot 
and false by readerChoosesSlot), and risSince Wis, which is true if the 
last occurrence of readerlndicatesSlot is after the last occurrence of 
writerlndicatesSlot (set to true by readerlndicatesSlot and false by 
writerlndicatesSlot) . 

2. The pre-condition of amended to include wisSinceRcs :::} risSince Wis. 
so that, when writerlndicatesSlot occurs after readerChoosesSlot, 
writerChoosesSlot cannot be executed unless there has been a subse­
quent readerlndicatesSlot. This avoids the incorrect operation of the 
ACM, and all of the proof obligations can be discharged. 

The following model of this revised implementation is identical to the 
previous one, except for the inclusion of the additional auxiliary variables de­
scribed above, and the amended pre-condition for the amended pre-condition 
for the writerChoosesSlot operation. 

THREE..8LOT: THEORY 

BEGIN 

Val: NONEMPTY _TYPE 

Ill: Val 

SlotIndex: TYPE = {so. Sl. S2} 

NextReadlnstruction: TYPE = {firstRcs. res. ris. rd} 

Next Writelnstruction: TYPE = {first W es. wes. wr. wis} 

ReaderNetworkState: TYPE = {sr. !rl. lr2. !r3. tr} 

WriterNetworkState: TYPE = {sw. lwl. lw2. lw3. tw} 

WriterState: TYPE = 
[' writerSlot: SlotIndex. currentState: ''''riterNetworkState 'J 

ReaderState: TYPE = 
[' readerSlot: SlotIndex. currentState: ReaderNetworkState 'J 
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Conc-State: TYPE = 
[_ slotWritten: Slotlndex, 

slotReading: SlotIndex, 
slots: [Slotlndex -+ Val], 
nri: NextReadlnstruction, 
nwi: NextWriteInstruction, 
writer: WriterState, 
reader: ReaderState, 
wiBSinceRcs: bool, 
risSinceWis: bool _] 

pre..firstReaderChoosesSlot (p: Conc...state): bool = p' nri = firstRcs 

post..firstReaderChoosesSlot (p: (pre..firstReaderChoosesSlot» (prot: Conc...state): bool = 
prot = p WITH [nri := ris, 
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reader := p'reader WITH [readerSlot := p'slotWritten. currentState ._ IrU, 
wisSinceRcs .- FALSE] 

firstReaderChoosesSlot: 
[p: (pre..firstReaderChoosesSlot) -+ (post..firstReaderChoosesSlot(p»] 

preJeaderChoosesSlot (p: Conc...state): bool = p' nri = res 

postJeaderChoosesSlot (p: (preJeaderChoosesSlot» (prot: Conc...state): bool = 
prot = p WITH [nri := ria, 

readerChoosesSlot: 

reader := p'reader WITH [readerSlot := p'slotWritten. currentState .- IrU, 
wisSinceRcs := FALSE] 

[p: (preJeaderChoosesSlot) -+ (postJeaderChoosesSlot(p»] 

preJeaderlndicatesSlot(p: Conc...state): bool = p' nri = ris 

postJeaderIndicatesSlot (p: (preJeaderIndicatesSlot» (prot: Conc...state): bool 
prot = p WITH [nri := rd, 

slot Reading : = p' reader' readerSlot • 
reader := p'reader WITH [currentState .- Ir2] , 
risSinceWis := TRUE] 

readerlndicatesSlot: 
[p: (preJeaderlndicatesSlot) -+ (postJeaderindicatesSlot(p»] 

preJead (p: Conc...state): bool = p' nri = rd 

postJead(p: (preJead» (prot: Conc...state, tI: Val): bool = 
tI = p'slots(p'reader'readerSlot) " 
prot = p WITH [nri := rcs, reader .- p'reader WITH [currentS tate .- 1r3]] 

read: [p: (preJead) -+ (postJead(p»] 

pre..firstWriterChoosesSlot(p: Conc...state): bool = p'nwi = firstWes 

post...firstWriterChoosesSlot(p: (pre..first WriterChoosesSlot» (prot: Conc...state>: bool 
(p'slotWritten = 80 ::} 

(p 'slot Reading = So ::} 
prot = p WITH [nwi : = wr, 

writer := p'writer WITH 

[writerSlot .- 51, currentState .- Iwl]» 1\ 

(p'slotReading 81::} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot := 82, currentState .- Iwl]» " 
(p'slotReading = 82 ::} 
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prot p WITH [nwi := wr, 
writer := p'writer WITH 

(p , slot Written = 81 :} 

(p'slotReading = 80 :} 

prot = p WITH [nwi := wr, 

[writerS lot := 81, currentState ._ Iwl]]» , 

writer := p'writer WITH 

[writerSlot .- 82, currentState .- Iw1]]) , 
(p'slotReading 81:} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 82, eurrentState .- Iw1]]) !' 

(p'slotReading 82:} 

prot = p WITH [nwi := wr, 
writer .- p'writer WITH 

(p'slotWritten = 82 :} 

(p'slotReading = 80 :} 

[writerSlot := 80, eurrentState ._ Iwl]]» 1\ 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 81, eurrentState .- Iwl]]) 1\ 

(p'slotReading 81:} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 80, eurrentState .- Iwl]]) 1\ 

(p'slotReading 82:} 

prot = p WITH [nwi := wr, 
writer := p' writer WITH 

[writerSlot := 80, eurrentState .- Iw1]]» 

firstWriterChoosesSlot: 
[p: (pre...first WriterChoosesSlot) ~ (post...first vVriterChoosesSlot (p) )] 

pre_writerChoosesSlot (p: Cone~tate): bool = 
p'nwi = wes /I (p'wisSineeRcs :} p'risSineeWis) 

posLwriterChoosesSlot (p: (pre_writerChoosesSlot» (prot: Cone~tate): bool 
(p'slotWritten = 80 :} 

(p'slotReading = 80 :} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerS lot .- 81, eurrentState .- Iwl]]) /I 

(p'slotReading 81:} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 82, eurrentState .- Iw1]]) /I 

(p'slotReading 82:} 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerS lot := 81, eurrentState .- Iwl]]» /I 

(p'slotWritten = Sl :} 

(p 'slot Reading = So :} 
prot = p WITH [nwi := wr, 

writer := p'writer WITH 
[writerS lot .- 82, eurrentState .- Iwl]]) /I 

(p , slot Reading Sl:} 

prot = p WITH [nwi := wr, 
writer := p'writer VliITH 

[writerSlot .- 82, eurrentState .- Iwl]]) /I 

(p 'slot Reading S2:} 

prot = p WITH [nwi := wr, 
writer .- p'writer WITH 

[writerSlot := So, eurrentState .- Iwl]]» /I 

(p' slot Written 
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(p 'slot Reading = so ~ 
prot = p WITH [nwi : = wr. 

writer := p'writer WITH 

[writerSlot .- 81. currentState ._ lwl]]) 1\ 
(p 'slot Reading 81 ~ 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

[writerSlot .- so. currentState .- lwl]]) 1\ 
(p 'slot Reading 82 ~ 

prot = p WITH [nwi := wr. 
writer := p'writer WITH 

[writerSlot := so. currentState .- lwl]]» 

writerChoosesSlot: 
[p: (pre_writerChoosesSlot) --+ (posLwriterChoosesSlot(p»] 

pre_write(p: Conc--State): bool = p'nwi = wr 

write_parameter: TYPE = [# PI: (pre_write). v: Val #] 

posLwrite(p: write_parameter) (prot: Conc..5tate): bool 
prot = p' PI WITH [nwi := wis. 

(slotS)(P'PI 'writer'writerSlot) := P'v. 
writer := p'Pl 'writer WITH [currentState .- Iw2]] 

write: [p: write_parameter --+ (posLwrite(p»] 

pre_writerlndicatesSlot(p: Conc..5tate): bool = p'nwi wis 

post_writerIndicatesSlot (p: (pre_writerlndicatesSlot» (prot: Conc..5tate): bool 
prot = p WITH [nwi := wis. 

writerIndicatesSlot: 

slotWritten := (p'writer'writerSlot). 
writer := p'writer WITH [currentState .- Iw3]. 
wisSinceRcs := TRUE. 

risSinceWis := FALSE] 

[p: (pre_writerIndicatesSlot) --+ (posLwriterIndicatesSlot(p»] 

init-writer(w: WriterState): bool = w = W WITH [currentState := aw] 

init-reader(r: ReaderState): bool = r r WITH [currentState : = sr] 
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iniLprot (p: Conc..5tate. iniLval: Val. inv _val: Val. w: WriterState. r: ReaderState): bool 
p = p WITH [slot Written := 80. 

slotReading := so. 
(slots)(so) .- iniLval. 
(slotS)(SI) := inv_val. 
(slots)(s2) := inv_val. 
nri : = firstRcs. 
nwi := firstWcs. 
writer := w. 
reader := r. 
wisSinceRcs := FALSE. 

risSinceWis := FALSE] 

firstWriterChoosesSlot-Assertion: [Conc--State --+ boo!] = 
(>. . (cs: Conc..5tate): cs'nwi = firstWcs ~ ~ cs'wisSinceRcs 

writerChoosesSlot-Assertion: [Conc--State --+ boo!] 
(>. . (cs: Conc..5tate): 

cs'nwi = wcs ~ cs'slotWritten cs 'writer'writerSlot 

write-Assertion: [Conc_State --+ booll 
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(A . (cs: Conc...state): 
cs'nwi = wr =? 

(cs' wisSinceRcs =? cs' risSinceWis) 1\ 

~ cs'slotWritten = cs'writer'writerSlot 

writerlndicatesSloLAssertion: [Conc...state --+ bool] 
(A . (cs: Conc...state): 

cs'nwi = wis =? 

(cs'wisSinceRcs =? cs'risSinceWis) 1\ 

~ cs'slotWritten = cs'writer'writerSlot 

readerChoosesSlot-Assertion: [Conc...state --+ bool] 
(A . (cs: Conc...state): 

cs'nri = rcs =? 

(cs'wisSinceRcs =? ~ cs'writer'writerSlot = cs'reader'readerSlot) 1\ 
(-, cs'wisSinceRcs =? cs'slotWritten = cs'reader'readerSlot) 1\ 
cs'slotReading = cs' reader' readerS lot 

readerlndicatesSlot-Assertion: [Conc...state --+ bool] 
(A . (cs: Conc...state): 

cs'nri = ris =? 

(cs'wisSinceRcs => ~ cs'risSinceWis 1\ 
~ cs'writer'writerSlot = cs'reader'readerSlot) 1\ 

(-, cs'wisSinceRcs => cs'slotWritten = cs'reader'readerSlot) 

read-Assertion: [Conc...state --+ bool] = 
(A . (cs: Conc...state): 

cs'nri = rd => 
cs 'slotReading = cs' reader' readerS lot 1\ 

(cs'wisSinceRcs => ~ cs'writer'writerSlot = cs'reader'readerSlot) 1\ 
(~ cs' wisSinceRcs => cs' slot Written = cs' reader' readerSlot) 

vc..initWriter: THEOREM 

'V (cs: Conc...state, init: Val, inv: Val, W: WriterState, r: ReaderState): 
init_prot (cs, init, inv, w, r) => firstWriterChoosesSlot-Assertion (cs) 

vcl..firstWriterChoosesSlot: THEOREM 

'V (csl, cs2: Conc...state): 
pre..firstWriterChoosesSlot (csl) 1\ 

firstWriterChoosesSlot-Assertion (csl) 1\ 
readerChoosesSlot-Assertion (csl) 1\ 

readerIndicatesSlot-Assertion (csl) 1\ 
read-Assertion(csl) 1\ cs2 = firstWriterChoosesSlot(csl) => 

write-Assertion(cs2) 1\ 

readerChoosesSlot-Assertion (cs2) 1\ 
readerIndicatesSlot-Assertion (cs2) 1\ read-Assertion (cs2) 

vcLwriterChoosesSlot: THEOREM 

'V (csl, cs2: Conc...state): 
pre_writerChoosesSlot(csl) 1\ 
writerChoosesSlot-Assertion (csl) 1\ 
readerChoosesSlot-Assertion (csl) 1\ 

readerlndicatesSlot-Assertion(csl) 1\ 

read-Assertion (csl) 1\ 
cs2 = writerChoosesSlot (csl) => 

write-Assertion(cs2) 1\ 
readerChoosesSlot-Assertion(cs2) 1\ 

readerlndicatesSlot-Assertion (cs2) 1\ read-Assertion (cs2) 

vcLwrite: THEOREM 

'V (W: write_parameter, cs2: Conc...state): 
pre_write (w' Pi) 1\ 
write-Assertion( W' Pi) 1\ 
readerChoosesSlot-Assertion (w ' Pi) 1\ 
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readerindicatesSloLAssertion( W' PI) 1\ 

read..Assertion ( w ' PI) 1\ 

cs2 = write(w) => 
writerlndicatesSlot-Assertion (cs2) 1\ 

readerChoosesSloLAssertion (cs2) 1\ 

readerlndicatesSlot..Assertion (cs2) 1\ rea£LAssertion (cs2) 

vcLwriterlndicatesSlot: THEOItEM 

V (csl. cs2: Conc..5tate): 
pre_writerlndicatesSlot(csl) 1\ 

writerlndicatesSloLAssertion (csl) 1\ 

readerChoosesSlot..Assertion (csl) 1\ 

readerlndicatesSlot..Assertion (csl) 1\ 
read-Assertion (csl) 1\ 

cs2 = writerlndicatesSlot(csl) => 
writerChoosesSlot..Assertion (cs2) 1\ 

readerChoosesSlot..Assertion (cs2) 1\ 

readerlndicatesSloLAssertion (cs2) 1\ read..Assertion (cs2) 

vc I JirstReaderChoosesSlot: THEOREM 

V (csl. cs2: Conc..5tate): 
preJirstReaderChoosesSlot(csl) 1\ 

first WriterChoosesSlot-Assertion (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

write-Assertion(csl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 

cs2 = firstReaderChoosesSlot(csl) => 
readerlndicatesSloLAssertion (cs2) 1\ 

firstWriterChoosesSlot-Assertion (cs2) 1\ 

writerChoosesSlot..Assertion (cs2) 1\ 
write-Assertion (cs2) 1\ writerlndicatesSlot-Assertion (cs2) 

vcLreaderChoosesSlot: THEOREM 

V (cs I. cs2: Conc..5tate): 
preJeaderChoosesSlot (csl) 1\ 

first WriterChoosesSlot-Assertion (csl) 1\ 

writerChoosesSlot-Assertion (csl) 1\ 

write-Assertion(csl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 

cs2 = readerChoosesSlot(csl) => 
readerlndicatesSlot-Assertion (cs2) 1\ 

first WriterChoosesSlot-Assertion (cs2) 1\ 

writerChoosesSlot-Assertion(cs2) 1\ 
write-Assertion (cs2) 1\ writerlndicatesSlot-Assertion (cs2) 

vclJeaderlndicatesSlot: THEOREM 

V (csl. cs2: Conc..5tate): 
preJeaderlndicatesSlot (csl) 1\ 

readerlndicatesSloLAssertion (csl) 1\ 
first WriterChoosesSlot -Assertion (csl) 1\ 

writerChoosesSlot-Assertion(csl) 1\ 

write-Assertion(csl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 

cs2 = readerlndicatesSlot(csl) => 
read-Assertion(cs2) 1\ 

first WriterChoosesSlot-Assertion (cs2) 1\ 

writerChoosesSlot-Assertion (cs2) 1\ 
write-Assertion (cs2) 1\ writerindicatesSlot-Assertion (cs2) 

vclJead: THEOREM 

V (csl. cs2: Conc..5tate): 
preJead(csl) 1\ 
read-Assertion(csl) 1\ 

first WriterChoosesSlot-Assertion (csl) 1\ 
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writerCho08esSloLAssertion (csl) /\ 
write..Assertion (csl) /\ 

writerlndicatesSlot..Assertion (csl) 1\ 

cs2 = read (csl) 'l => 
readerCho08esSlot..Assertion (cs2) /\ 

first WriterCho08esSlot..Assertion (cs2) /\ 
writerChoosesSlot..Assertion (cs2) /\ 

write..Assertion (cs2) /\ writerlndicatesSlot..Assertion (cs2) 

vc2.iirstReaderChoosesSlot: THEOREM 

It (csl: Conc-Btate): 
preJirstReaderChoosesSlot (csl) /\ 

firstWriterChoosesSlot..Assertion (csl) /\ 
writerChoosesSlot..Assertion (csl) /\ 

write..Assertion(csl) 1\ writerlndicatesSlot..Assertion(csl) => 
(csl 'nwi = wr /\ csl' nri = rd => 

, csl'reader'readerSlot = csl 'writer'writerSlot) 

vc3JirstReaderChoosesesSlot: THEOREM 

It (csl: Conc-Btate): 
preJirstReaderChoosesSlotCcsl) /\ 

firstWriterChoosesSlot..Assertion (csl) /\ 
writerChoosesSlot..Assertion(csl) 1\ 

write..Assertion(csl) /\ writerlndicatesSlot..Assertion(csl) => 
(firstReaderChoosesSlotCcsl) 'nwi = wr /\ firstReaderChoosesSlot(csl) 'nri 

(firstReaderChoosesSlot (csl) 'reader' readerS lot = 
firstReaderChoosesSlot(csl) 'writer'writerSlot» 

vc2JeaderChoosesSlot: THEOREM 

It (csl: Conc-Btate): 
preJeaderChoosesSlot(csl) /\ 

readerChoosesSlot..Assertion (csl) 1\ 

first WriterChoosesSlot..Assertion (csl) 1\ 

writerChoosesSlot..Assertion (cs l) /\ 
write..Assertion (csl) /\ writerlndicatesSlot..Assertion(csl) => 

(csl 'nwi = wr /\ csl' nri = rd => 
, cs 1 'reader' readerSlot = cs 1 'writer' writerSlot) 

vc3JeaderChoosesesSlot: THEOREM 

It (cs 1: Conc-Btate): 
preJeaderChoosesSlot (cs l) /\ 

readerChoosesSlot..Assertion (csl) /\ 
first WriterChoosesSlot..Assertion (cs l) /\ 

writerChoosesSlot..Assertion (csl) /\ 
write..Assertion (csl) /\ writerlndicatesSlot..Assertion(csl) => 

(readerChoosesSlot(csl) 'nwi = wr 1\ readerChoosesSlot(csl) 'nri 
(readerChoosesSlot (csl) 'reader' readerS lot = 

readerChoosesSlot (csl) 'writer' writerSlot» 

vc2JeaderIndicatesSlot: THEOREM 

It (csl: Conc-Btate): 
preJeaderChoosesSlot (cs l) /\ 

readerChoosesSlot..Assertion (csl) /\ 
first WriterChoosesSlot..Assertion (csl) /\ 

writerChoosesSlot..Assertion (csl) /\ 
write..Assertion(csl) /\ writerlndicatesSlot..Assertion(csl) => 

(csl 'nwi = wr /\ csl 'nri = rd => 
, csl'reader'readerSlot = csl'writer'writerSlot) 

vc3JeaderIndicatesSlot: THEOREM 

It (cs l: Conc-Btate): 
preJeaderIndicatesSlot (csl) 1\ 

reader IndicatesSlot..Assertion (cs l) 1\ 

first\NriterChoosesSlot..Assertion (csl) /\ 

rd => 
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writerChoosesSloLAssertion(cs1) A 
write-Assertion(cs1) A writerIndicatesSlot-Assertion(cs1) '* 

(readerlndicatesSlot (cs1) 'nwi = wr A readerIndicatesSlot(csl)' nri 
(readerlndicatesSlot (csl) , reader' readerS lot = 

readerIndicatesSlot(cs1) 'writer' writerSlot» 

vc2...read: THEOREM 

V (csl: Conc-State): 
pre...read (cs 1) A 

read-Assertion(cs1) A 
first WriterChoosesSlot-Assertion (csl) A 

writerChoosesSlot-Assertion (csl) A 
write-Assertion(csl) A writerIndicatesSlot-Assertion(cs1) '* 

(csl 'nwi = wr A csl 'nri = rd '* 
csl'reader'readerSlot = csl 'writer'writerSlot) 

vc3...read: THEOREM 

V (csl: Conc-State): 
pre...read(csl) A 

read-Assertion (csl) A 
first WriterChoosesSlot-Assertion (cs1) A 

writerChoosesSlot-Assertion (cs1) A 
write-Assertion(csl) A writerIndicatesSlot-Assertion(cs1) '* 

(read(csl)'l'nwi = wr A read(csl)'l'nri = rd '* 
(read (csl) 'I' reader' readerS lot = 

read(csl)' I 'writer' writerSlot» 

vc2..first WriterChoosesSlot: THEOREM 

V (csl: ConcState): 
pre..first WriterChoosesSlot (cs I) A 

first WriterChoosesSlot-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) A 

readerlndicatesSlot-Assertion (csl) A 

read-Assertion (csl) '* 
(csi 'nwi = wr A csl 'nri = rd '* 
~ csl'reader'readerSlot = csl 'writer , writerSlot) 

vc3..first WriterChoosesSlot: THEOREM 

V (csl: Conc-State): 
pre..firstWriterChoosesSlot(csl) A 

first WriterChoosesSlot-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) A 

readerIndicatesSlot-Assertion (csl) A 

read-Assertion(csl) '* 

rd '* 

(firstWriterChoosesSlot(csl)'nwi = wr A firstWriterChoosesSlot(csl)'nri 
(firstWriterChoosesSlot(csl) 'reader' readerSlot = 

first WriterChoosesSlot(csl) 'writer' writerSlot» 

vc2_writerChoosesSlot: THEOREM 

V (csl: Conc-State): 
pre_writerChoosesSlot (csl) A 

writerChoosesSlot-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) A 

readerIndicatesSlot-Assertion (csl) A 
read-Assertion (csl) '* 

(csl 'nwi = wr A csl 'nri = rd '* 
~ csl'reader'readerSlot = csl 'writer , writerSlot) 

vc3_ writerChoosesSlot: THEOREM 

V (csl: Conc-State): 
pre_writerChoosesSlot (csl) A 

writerChoosesSlot-Assertion (csl) A 
readerChoosesSlot-Assertion (csl) A 

readerIndicatesSlot-Assertion (csl) A 
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read-Assertion(csl) =? 

(writerChoosesSlot(csl)'nwi = wr 1\ writerChoosesSlot(csl)'nri = rd =? 
-, (writerChoosesSlot(csl) 'reader'readerSlot = 

writerChoosesSlot (csl) , writer'writerSlot» 

ve2_write: THEOREM 

I;j (w: write_parameter): 
pre_write (w ' PI) 1\ 

write-Assertion ( w ' PI) 1\ 

readerChoosesSloLAssertion ( w ' PI) 1\ 

readerlndicatesSlot..Assertion (w' PI) 1\ read-Assertion (w' PI) =? 

(w'PI'nwi = wr 1\ W'PI 'nri = rd =? 

-, w'PI'reader'readerSlot = w'PI'writer'writerSlot) 

ve3_write: THEOREM 

I;j (w: write_parameter): 
pre_write ( w ' PI) 1\ 

write-Assertion ( w ' PI) 1\ 

readerChoosesSlot-Assertion ( w ' PI) 1\ 

readerlndicatesSlot-Assertion ( w ' PI) 1\ read..Assertion ( w ' PI) =? 
(write(w)'nwi = wr 1\ write(w)'nri = rd =? 

-, write(w) 'reader'readerSlot = write(w) 'writer'writerSlot) 

ve2_writerIndicatesSlot: THEOREM 

I;j (csl: Conc-Btate): 
pre_writerlndicatesSlot (esl) 1\ 

writerlndicatesSlot-Assertion (csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 
readerIndicatesSlot..Assertion (csl) 1\ 

read-Assertion (csl) =? 

(csl'nwi = wr 1\ csl'nri = rd =? 

-, csl'reader'readerSlot = csl'writer'writerSlot) 

vc3_writerlndicatesSlot: THEOREM 

I;j (csl: Cone-Btate): 
pre_writerlndicatesSlot (esl) 1\ 

writerlndicatesSlot-Assertion(csl) 1\ 

readerChoosesSlot-Assertion (csl) 1\ 

readerlndicatesSloLAssertion (csl) 1\ 

read-Assertion(csl) =? 

(writerlndicatesSlot (csl) , nwi = wr 1\ writerlndicatesSlot (csl) 'nri = rd =? 

-, (writerlndicatesSlot (csl) 'reader' readerS lot = 
writerlndicatesSlot (esl) 'writer' writerSlot» 

END THREE-BLOT 
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1.3 A Revised 3-slot ACM Implementation 

This section gives a model of the revised 3-slot implementation from [XYIS02], 
which is similar to the implementation from [Sim90a]. This implementation 
requires Hoare atomic access to the control variables, and the reader, rather 
than copying the name of the slot it is going to access to a local variable 
and then indicating the slot it has chosen to the relevant control variable, 
copies the new value direct to the control variable. It then uses the value of 
the slotReading control variable when it accesses the ACM during the read 
operation. The reader therefore only has two operations, readerlndicatesSlot 
and read. It is again possible to discharge all of the proof obligations for this 
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ACM. The ACM is not fully asynchronous. but the time taken to access the 
control variables is very short compared to the time to read and write data, 
and the penalty of Hoare atomic access to the control variables is considered 
by the authors of the paper to be a worthwhile trade off in order to obtain 
an otherwise very efficient implementation. 

THREE..sLOT: THEORY 

BEGIN 

Val: NON EMPTY _TYPE 

VI: Val 

Slotlndex: TYPE = {80, 91, 92} 

N extReadlnstruction: TYPE = {firstRis, ris, rd} 

NextWritelnstruction: TYPE = {firstWcs, wcs, wr, wis} 

ReaderNetworkState: TYPE = {sr, !rI, !r2, tr} 

WriterNetworkState: TYPE = {sw, Iwl, Iw2, Iw3, tw} 

WriterState: TYPE = 
[t writerSlot: SlotIndex, currentState: WriterNetworkState t] 

ReaderState: TYPE = [t currentState: ReaderNetworkState t] 

Conc..state: TYPE = 
[t slotWritten: Slotlndex, 

slot Reading : Slotlndex, 
slots: [Slotlndex -4 Val], 
nri: N extReadlnstruction, 
nwi: NextWritelnstruction, 
writer: WriterState, 
reader: ReaderState t] 

The firstReaderlndicatesSlot and readerlndicatesSlot operations indicate the 
slot the reader is going to access, by copying the value of the control variable 
slot Written to the control variable pairReading. 

pre..firstReaderindicatesSlot(p: Conc..state): bool = p' nri = firstRis 

post..firstReaderindicatesSlot (p: (pre..firstReaderlndicatesSlot» (prot: Conc..state): bool = 
prot = p WITH [nri := rd, 

slotReading : = p' slot Written, 
reader := p'reader WITH [currentState := Irl]] 

firstReaderindicatesSlot: 
[p: (pre..firstReaderlndicatesSlot> -4 (post..firstReaderindicatesSlot(p»] 

preJeaderlndicatesSlot(p: Conc..state): bool = p'nri = ris 

postJeaderlndicatesSlot (p: (preJeaderlndicatesSlot» (prot: Conc..state): bool = 
prot = p WITH [nri := rd, 

slotReading : = p' slot Written, 
reader := p' reader WITH [currentState := Irl]] 

readerindicatesSlot: 
[p: (preJeaderlndicatesSlot) -4 (post JeaderindicatesSlot (p»] 
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The read operation uses the value of the control yariable pairReading to 
decide which slot the reader is going to access. 

preJead (p: Conc...8tate): bool = p' nri = rd 

postJead (p: (preJead» (prot: Conc...8tate, II: Val): bool = 
II = p' slots(p' slotReading) 1\ 

prot = p WITH [nri := ris, reader := p'reader WITH [currentState .- lr2]] 

read: [p: (preJead) --+ (postJead(p») 

The writer operations are identical to the ones for the implementation from 
[Sim90aj, given in Appendix 1.1. 

pre...firstWriterChoosesSlot(p: Conc...8tate): bool = p'nwi = first\\"cs 

post...first WriterChoosesSlot (p: (pre...first WriterChoosesSlot» (prot: Conc...8tate): bool 
(p'slotWritten = 80 ~ 

(p 'slot Reading = 80 ~ 
prot = p WITH [nwi := wr, 

writer := p'writer WITH 

[writerS lot .- Sl, currentState Iwl]])" 
(p , slotReading 81 ~ 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 82, currentState .- Iwl]]) 1\ 

(p'slotReading 82 ~ 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot := Sl, currentState .- Iwl]]) " 
(p'slotWritten = 81 ~ 

(p'slotReading = 80 ~ 

prot = p WITH [nwi : = wr, 
writer := p'writer WITH 

[writerSlot .- 82, currentState .- Iwl]]) " 
(p , slotReading 81 ~ 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- S2, currentState .- Iwl]]) 1\ 

(p'slotReading 82 ~ 

prot = p WITH [nwi .- wr, 
writer .- p 'writer WITH 

[writerSlot .-
(p' slot Written = S2 ~ 

(p'slotReading = So ~ 

prot = p WITH [nwi .- wr, 
writer := p'writer WITH 

[ writerSlot .-
(p'slotReading Sl ~ 

prot = p WITH [nwi .- wr, 
writer := p 'writer WITH 

[writerSlot .-
(p'slotReading 

prot = p WITH 

S2 ~ 

[nwi := wr, 
writer := p'writer WITH 

So, currentState .- Iw1ll) ) 

81, currentState .- Iwl]] ) 1\ 

So, currentState .- Iw1ll ) 1\ 

[writerSlot := So, currentState .- Iwl]]» 

first WriterChoosesSlot: 
[p: (pre...first WriterChoosesSlot) -> (post...first WriterChoosesSlot (p) )] 

pre_writerChoosesSlot(p: Conc...8tate): bool = p'nwi = wes 

I'. 
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posLwriterCho08esSlot (p: (pre_writerChoosesSlot» (prot: Conc..5tate): bool 
(p'slotWritten = 80 => 

(p 'slot Reading = 80 => 
prot = p WITH [nwi : = wr, 

writer := p'writer WITH 

(p'slotReading 81 => 
[writerS lot .- 81, currentState ._ Iwl]]) " 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .-
(p 'slot Reading 82 => 

prot = p WITH [nwi := wr, 

82, currentS tate .-

writer := p'writer WITH 

1,,"1]]) " 

[writerSlot := 81, currentState ._ Iwl]]» " 
(p' slot Written = 81 => 

(p 'slot Reading = 80 => 
prot = p WITH [nwi := wr, 

writer := p'writer WITH 

[writerSlot .- 82, currentState .- Iwl]]) " 
(p , slotReading 81 => 

prot = p WITH [nwi := wr, 
writer := p'writer WITH 

[writerSlot .- 82, currentState ._ Iwl]]) " 
(p'slotReading 82 => 

prot = p WITH [nwi .- wr, 
writer .- p'writer WITH 

[ writerSlot .- So, currentState .- Iwl]] » 
(p' slot Written = 82 => 

(p 'slot Reading = So => 
prot = p WITH [nwi .- wr, 

writer .- p' writer WITH 

[writerSlot .- SI, currentState .- Iwl]] ) " (p'slotReading SI => 
prot = p WITH [nwi .- wr, 

writer := p 'writer WITH 

[writerSlot .- 80, currentS tate .- Iwl]]) " (p 'slotReading S2 => 
prot = p WITH [nwi := wr, 

writer := p'writer WITH 

[writerSlot := 80. currentState .- Iwl]]» 

writerChoosesSlot: 
[p: (pre_writerChoosesSlot) ---> (posLwriterChoosesSlot (p»] 

pre_write(p: Conc..5tate): bool = p'nwi = wr 

write_parameter: TYPE '" [' PI: (pre_write). 1/: Val '] 

posLwrite(p: write_parameter) (prot: Conc..5tate): bool 
prot = P'PI WITH [nwi := wis. 

(slots)(p'PI'writer'writerSlot) := p'l/. 
writer := p' PI 'writer WITH [currentState .- Iw2]] 

write: [p: write_parameter ---> (posLwrite(p»] 

pre_writerlndicatesSlot(p: Conc..5tate): bool = p'nwi wis 

posLwriterlndicatesSlot (p: (pre_writerindicatesSlot» (prot: Conc..5tate): bool 
prot = p WITH [nwi := wis, 

slotWritten := (p'writer'writerSlot). 
writer := p'writer WITH [currentState .- Iw3]] 

writerlndicatesSlot: 

" 
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[p: (pre_writerlndicatesSlot) ~ (posLwriterindicatesSlot (p»] 

iniLwriter( w: WriterState): bool = w = W WITH [currentState := sw] 

init..reader(r: ReaderState): bool = r = r WITH [currentState := sr] 

iniLprot (p: Conc..8tate. iniLval: Val. w: WriterState. r: ReaderState): bool 
p = P WITH [slot Written := So. 

slotReading := So. 
slots := «A . (so: Slot Index) : iniLval). 
nri := firstRis. 
nwi := firstWcs. 
writer := w. 
reader := r] 

In this model it is not possible to make any assertions about the reader, 
since it has no local variables, and the assertions for the locations in the 
writer assertion network are the same as for the two previous versions of the 
3-slot implementation. It is possible to discharge the proof obligations to 
show that this version of the ACM communicates coherent data. 

writerChoosesSloLAssertion: [Conc-State -+ bool] = 
(A . (cs: Conc..8tate): 

cs'nwi = WCB => cs'slotWritten 

write..Assertion: [Conc-State -+ boo]] 
(A . (cs: Conc..8tate): 

cs'nwi == wr => 

cs' writer' writerSlot 

, cs' slot Written = cs' writer' writerSlot 1\ 

, cs' writer' writerS lot = cs' slotReading 

writerlndicatesSlot..Assertion: [Conc..8tate -+ bool] 
(A . (cs: Conc..8tate): 

cs'nwi = wis => 
, cs'slotWritten = cs'writer'writerSlot 1\ 

, cs'writer'writerSlot = cs'slotReading 

vcLfirstWriterChoosesSlot: THEOREM 

V (csl. cs2: Conc..8tate): 
pre..firstWriterChoosesSlot (csl) 1\ 

cs2 = firstWriterChoosesSlot(csl) => 
write..Assertion (cs2) 

vc 1_ writerChoosesSlot: THEOREM 

V (csl. cs2: Conc_State): 
pre_writerChoosesSlot (csl) 1\ 

writerChoosesSlot..Assertion (csl) 1\ 

cs2 = writerChoosesSlot(csl) 
=> write..Assertion (cs2) 

vcLwrite: THEOREM 

V (w: write_parameter, cs2: Conc..8tate): 
pre_write ( w' Pl) 1\ 

write..Assertion ( w ' Pl) 1\ 

cs2 = write(w) => 
writerlndicatesSlot..Assertion (cs2) 

vcLwriterIndicatesSlot: THEOREM 

V (csl, cs2: Conc..8tate): 
pre_writerindicatesSlot (csl) 1\ 
writerlndicatesSlot..Assertion (csl) 1\ 
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cs2 = writerlndicatesSlot (csl) 
=> writerChoosesSlot...Assertion (cs2) 

vcl..firstReaderlndicatesSlot: THEOREM 

I;f (csl, cs2: Conc-State): 
pre..firstReaderlndicatesSlot(csl) 1\ 

writerChoosesSloLAssertion (csl) /I 

write.Assertion(csl) 1\ 

writerlndicatesSlot.Assertion (csl) 1\ 

cs2 = firstReaderindicatesSlot(cs1) => 
writerChoosesSloLAssertion (cs2) 1\ 

write.Assertion (cs2) 1\ writerlndicatesSlot.Assertion (cs2) 

vcLreaderlndicatesSlot: THEOREM 

I;f (csl, cs2: Conc-State): 
pre.readerlndicatesSlot (csl) 1\ 

writerChoosesSloLAssertion (csl) 1\ 
write.Assertion(csl) 1\ 

writerindicatesSlot.Assertion (csl) 1\ 

cs2 = readerlndicatesSlot(csl) => 
writerChoosesSlot.Assertion (cs2) 1\ 

write.Assertion (cs2) 1\ writerlndicatesSlot.Assertion (cs2) 

vcl.read: THEOREM 

I;f (csl, cs2: Conc-State): 
pre.read(csl) 1\ 

writerChoosesSlot.Assertion (csl) 1\ 
write.Assertion (csl) 1\ 
writerlndicatesSlot.Assertion (csl) 1\ 

cs2 = read (csl) 'I => 
writerChoosesSlot.Assertion (cs2) 1\ 

write.Assertion (cs2) 1\ writerlndicatesSlot.Assertion (cs2) 

vc2..firstReaderlndicatesSlot: THEOREM 

I;f (csl: Conc-State): 
pre..firstReaderlndicatesSlot (csl) 1\ 

writerChoosesSlot.Assertion (csl) 1\ 

write.Assertion (csl) 1\ 
writerlndicatesSlot.Assertion (csl) => 

(csl 'nwi = wr 1\ csl' nri = rd => 
..., csl'slotReading = csl 'writer , writerSlot) 

vc3..firstReaderlndicatesSlot: THEOREM 

I;f (csl: Conc-State): 
pre..firstReaderlndicatesSlot (csl) 1\ 

writerChoosesSloLAssertion (csl) /I 

write.Assertion(csl) /I 

writerlndicatesSlot.Assertion (csl) => 
(firstReaderindicatesSlotCcsl) 'nwi = wr /I firstReaderlndicatesSlot (csl) 'nri 

(firstReaderlndicatesSlot (csl) 'slotReading = 
firstReaderlndicatesSlot (csl) 'writer' writerS lot) ) 

vc2.readerIndicatesSlot: THEOREM 

I;f (csl: Conc-State): 
pre.readerIndicatesSlot(csl) /I 

writerChoosesSlot...Assertion (csl) /I 

write.Assertion(csI) /I 

writerIndicatesSlot.Assertion(csI) => 
(csl'nwi = wr /I csl'nri = rd => 

..., csl'slotReading = csl 'writer'writerSlot) 

vc3.readerIndicatesSlot: THEOREM 

I;f (csl: Conc-State): 
pre.readerlndicatesSlot (csl) /I 

25, 
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writerChoosesSlot-Aasertion(cs1) 1\ 

write-Assertion(cs1) 1\ 

writerlndicatesSlot-Aasertion (cs1) =} 

(readerlndicatesSlot(cs1) 'nwi = wr 1\ readerlndicatesSlot(cs1) 'nri 
(readerlndicatesSlot (cs1) 'slotReading = 

readerlndicatesSlot (cs1) 'writer' writerSlot» 

vc2Jead: THEOREM 

V (cs1: Conc..5tate): 
preJead (cs 1) 1\ 

writerChoosesSlot-Assertion (cs1) 1\ 
write-Assertion(cs1) 1\ 

writerlndicatesSlot-Assertion (cs1) =} 

(cs1 'nwi = wr 1\ cs1 'nri = rd =} 

cs1 'slotReading = cs1 'writer'writerSlot) 

vc3Jead: THEOREM 

V (cs1: Conc..5tate): 
preJead (cs1) 1\ 

writerChoosesSlothsertion(cs1) 1\ 
write-Assertion (csl) 1\ 

writerlndicatesSlot-Assertion(csl) =} 

(read (cs1) '1 'nwi = wr 1\ read (cs1) '1 'nri = rd =} 

-, (read(csl) '1 'slotReading = read (csl) '1 'writer'writerSlot» 

vc2-1irst WriterChoosesSlot: THEOREM 

V (cs1: Conc..5tate): 
pre-1irstWriterChoosesSlot(csl) =} 

(cs1 'nwi = wr 1\ cs1' nri = rd =} 

-, cs1' slot Reading = cs1' writer' writerSlot) 

vc3-1irst WriterChoosesSlot: THEOREM 

V (cs1: Conc..5tate): 
pre-1irstWriterChoosesSlot (csl) =} 

rd =} 

(firstWriterChoosesSlot(csl) 'nwi = wr 1\ firstWriterChoosesSlot (csl)' nri 
(firstWriterChoosesSlot(csl) 'slotReading = 

first WriterChoosesSlot (csl) 'writer' writerSlot» 

vc2_writerChoosesSlot: THEOREM 

V (cs1: Conc..5tate): 
pre_writerChoosesSlot(cs1) 1\ writerChoosesSlothsertion (cs1) =} 

(cs1 'nwi = wr 1\ cs1' nri = rd =} 

-, cs1 'slotReading = cs1 'writer , writerSlot) 

vc3_writerChoosesSlot: THEOREM 

V (cs1: Conc..5tate): 
pre_writerChoosesSlot(csl) 1\ writerChoosesSlot-Assertion(cs1) =} 

(writerChoosesSlot(cs1) 'nwi = wr 1\ writerChoosesSlot(csl) 'nri 
(writerChoosesSlot(csl) 'slotReading = 

writerChoosesSlot (csl) , writer' writerSlot) ) 

vc2_write: THEOREM 

V (w: write_parameter): 
pre_write ( w' Pl) 1\ write-Assertion (w' Pl) =} 

(W'Pl 'nwi = wr 1\ W'Pl 'nri = rd =} 

-, w'Pl'slotReading = W'Pl 'writer , writerSlot) 

vc3_write: THEOREM 

V (w: write_parameter): 
pre_write ( w' Pl) 1\ writerlndicatesSlot-Assertion( w' Pl) =} 

(write(w)'nwi = wr 1\ write(w)'nri = rd =} 

-, (write(w) 'slotReading = write(w) 'writer'writerSlot» 

vc2_writerlndicatesSlot: THEOREM 

rd =} 
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rd =} 



I.3. A Revised 3-slot .'1.C:\1 Implementation 

V (csl: Conc...state): 
pre_writerlndica.tesSlot (csl) " writerlndicatesSlot...Assertion (csl) => 

(csl 'nwi = wr " csl' nri = rd => 
~ csl'slotRea.ding = csl 'writer'writerSlot) 

vc3_writerIndicatesSlot: THEOREM 

V (csl: ConcState): 
pre_writerlndica.tesSlot (csl) " writerlndicatesSloL-'..ssertion (csl) => 

(writerlndica.tesSlot(csl) 'nwi = wr " writerlndica.tesSlot(csl) 'nri 
~ (writerlndicatesSlotCcsJ)' slotRea.ding = 

writerindicatesSlot (csl) , "Titer' writerSlot» 

E>lD THREE...sLOT 



Appendix J 

Modelling Metastability Using 
CSP 

This appendix gives the complete model of the 4-s10t in machine readable 
CSP (CSPM ), that has been used with the FDR model checker tu explore 
the behaviour of the ACI\I in the presence of metastability (using a number 
of different models of bit control variables that model the effects of metasta­
bility in different ways, and also model the different methods for containing 
the effects of metastability as described in Chapter 7). The results of model 
checking these models are described in Section 7.5.2. and it has been shown 
that the 4-s10t implementation is L-atomic provided the effects of Illet asta­
bility can be contained. The model is as follows: 

Data types to: 

1. Define the maximum number of values that can be communicated by 
the ACM in the model (so that the model can be represented by a 
finite state machine). 

2. Represent the values that the bits. and pair and slot indites. can take. 

max_no_of_values = 10 
data_values = {i .. max_no_of_values} 
datatype bit_Values = bO I bl I d 
datatype slot_index = sl I s2 I s12 
datatype pair_index = pi I p2 I p12 

Processes to convert between slot/pair indices and the values of the bit 
control variables. 

bs(bO) = sl -- convert bit values to slot indexes 
bs (bl) = s2 
bs(d) = s12 
bp(bO) = p1 -- convert bit values to pair indexes 
bp(bl) = p2 
bp(d) = p12 
sb(s1) = bO -- convert slot indexes to bit values 
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sb(s2) = bl 
sb(s12) = d 
pb(pl) = bO -- convert pair indexes to bit values 
pb(p2) = bl 
pb(p12) = d 
toggle(bO) = bl -- toggle (invert) bit values 
toggle(bl) = bO 
toggle(d) = d 

Declarations for the CSP channels that are required in the models. 

datatype atomic_operations = atomic_rd I atomic_vx 
channel pool: atomic_operations.data_values 

datatype slot_operations = 
sr_slot I er_slot.data_values I sw_slot.data_values lew_slot 

channel slots pair_index. slot_index. slot_operations 

channel slot_written_pair, read_slot_pair : pair_index 
channel slot_written_slot, read_slot_slot : slot_index 
channel slot_written_val, read_slot_val : data_values 

datatype shared_bit_operations = sr I er.bit_values I sv.bit_values I ew 

datatype local_bit_operations = set.bit_values I get. bit_values 

channel reading, latest : shared_bit_operations 

channel LB_vxite_pair, LB_vxite_slot, 
LB_read_pair, LB_read_slot : local_bit_operations 

- Incoherence Specification -
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An ACM that refines this specification does not transmit coherent data 
between its reader and writer. When the reader and writer access the same 
slot at the same time a single clash_bang is output and the process stops. 

Incoherence_Spec = clash_bang -) STOP 

- Monotonic Activities -

A process that transmits a monotonically increasing integer value between 
its reader and writer. An ACM that refines this specification maintains (a 
possibly partial) ordering of data between its reader and writer - the reader 
reads the items in the order they were written, but may not read all of the 
items. 

Write_Act(n) = start_vxite!n -) if n == ma%_no_of_values then STOP 
else end_vxite -) Write_Act(n+l) 

Read_Act(old_x) = start_read -) en~read?x -> 
if x < old_x then mono_bang -) STOP else Read_Act(x) 



- Hoare Atomic variable Definition -

An ACM that only allows Hoare atomic (complete) writes and reads. 

H_Atomic_Var(var_name. val) = 
var_name.atomic_vr?x -> H_Atomic_Var(var_name. x) 0 
var_name.atomic_rd!val -> H_Atomic_Var(var_name. val) 

- Atomic Shared Variable "Pool" Specification -
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A definition of a L-atomic AC~I. An AC)'I that refines this specification is 
L-atomic. 

Read = start_read -> pool.atomic_rd?val -> end_read!val -) Read 

Write = start_write?val -) pool.atomic_wr!val -) end_write -) Write 

POOl_Spec = «(Read III Write) [I {I pool I} I] Pool_State) \{I pool I}) 

- Semi-Regular-ACM Specification -

The definition of a semi-regular ACM - one where the reader can only read 
values that have been previously written. The process creates a set of all of 
the values that have already been written (and the initial value) and ensures 
that the reader only reads values from that set. 

SemiRegACM(vals) = 
start_write?x -> SemiRegACM_w(union({x}. vals» 0 
start_read -> SemiRegACM_r(vals) 

SemiRegACM_w(vals) = 
end_write -> SemiRegACM(vals) 0 
start_read -> SemiRegACM_wr(vals) 

SemiRegACM_r(vals) = 
start_write?x -> SemiRegACM_wr(union({x}. vals» 0 
([] z : vals 0 end_read!z -> SemiRegACM(vals» 

SemiRegACM_wr(vals) = 
end_write -> SemiRegACM_r(vals) 0 
([] z : vals 0 end_read!z -> SemiRegACM_v(vals» 

SemiRegACM_Spec = SemiRegACM({l}) 

- Regular-ACM Specification -

Specification of a regular ACM - one where the reader can only read the 
item written immediately before the read started or one of the values that 
is written by a write that occurs concurrently "ith the read. It creates a 
set of values that are written while the read is in progress plus the value 
written immediately before the read starts, and ensures that the reader can 
only read one of these values. 



RegACM(val) = 
start_write?x -) RegACM_v(union({x}, {val}), x) 0 
start_read -) RegACM_r(val) 

RegACM_v(vals, x) = 
end_ wri te -) RegACM (x) 0 
start_read -) RegACM_wr(vals, x) 

RegACM_r(val) 
start_write?x -) RegACM_wr(union({x}, {val}), x) 0 
end_read!val -) RegACM(val) 

RegACM_wr(vals, x) 
end_write -) RegACM_r_clashed(vals, x) 0 
(0 z : vals I) end_read!z -) RegACM_II(vals, x» 

RegACM_r_clashed(vals, x) = 
start_write?z -) RegACM_IIr(union({z}, vals) , z) 0 
(0 z : vals I) end_read!z -) RegACM(x» 

RegACM_Spec = RegACM(l) 

:?6:3 

- Non-Atomic Slots with deadlock/bang behayiour if multiply accpssed -

The following is a non-atomic yariable that deadlocks (after performing a 
detectable dash_bang operation) should it not be accessed atomicall~': it 
is used for modelling the slots in the four slot AC~t If presented with a 
dithering value "d", it non-deterministically resolves it. 

Slot (pair_name , slot_name, val) = 
slots.pair_name.slot_name.sll_slot?x -) 

(slots.pair_name.slot_name.ell_slot -) Slot (pair_name , slot_name, x) 
[] 
slots.pair_name.slot_name.sr_slot -) clash_bang -) STOP) 

[] 
slots.pair_name.slot_name.sr_slot -) 

(slots.pair_name.slot_name.sll_slot?x -) clash_bang -) STOP 
[] 
slots.pair_name.slot_name.er_slot!val -) 

Slot (pair_name , slot_name, val» 

(Slot(p1, sl, 1) III Slot(p1, s2, 1) III 
Slot(p2, sl, 1) III Slot(p2, 52, 1» 

IIrite_slots = 
start_vrite_slots -) 
slot_vritten_pair?pair -) 
slot_vritten_slot?slot -) 
slot_vritten_val?val -) 
(if pair == p12 then 

(if slot == s12 then 
(slot_written_proc(p1, 
slot_vritten_proc(p1, 
slot_written_proc(p2, 
slot_vritten_proc(p2, 

else 
(slot_written_proc(p1, 
slot_written_proc(p2, 

51, val) I-I 
52, val) I-I 
51, val) I-I 
52, val» 

slot, val) n 
slot, val» ) 



else 
(if slot == s12 then 

(slot_vritten_proc(pair. sl. val) I-I 
slot_vritten_proc(pair. s2. val» 

else 
slot_vritten_proc(pair. slot. val») 

slot_vritten_proc(pair. slot. val) 
slots.pair.slot!sv_slot!val -) 
slots.pair.slot.ev_slot -) 
end_vrite_slots -) 
vrite_slots 

read_slots = 
start_read_slots -) 
read_slot_pair?pair -) 
read_slot_slot?slot -) 
(if pair == p12 then 

(if slot == s12 then 
(read_slot_proc(pl. sl) I-I 
read_slot_proc(pl. s2) I-I 
read_slot_proc(p2. sl) I-I 
read_slot_proc(p2. s2» 

else 

else 

(read_slot_proc(pl. slot) I-I 
read_slot_proc(p2. slot») 

(if slot == s12 then 
(read_slot_proc(pair. sl) I-I 
read_slot_proc(pair. s2» 

else 
read_slot_proc(pair. slot») 

read_slot_proc(pair. slot) = 
slots.pair.slot.sr_slot -) 
slots.pair.slot.er_slot?val -) 
read_slot_val!val -) 
end_read_slots -) read_slots 

(read_slots III vrite_slots) [I {I slots I} I] the actual slots 
\ {I slots I} 

- A (highly metastable) local bit \'ariable 1 -

26.1 

This model of a local bit allows multiple accesses by a reader while its yalue 
is metastable (potentially infinite metastability). If the reader accesses it 
while the yalue is metastable (d) it non-deterministically returns one of the 
two possible yalid "alues (0 or 1) or the metastable "alue, d. 

LB1(var _name. val) = if val == d then 
(LB1(var_name. bO) I-I LBl(var_name. bl) I-I 
(var_name.set?x -) LB1(var_name. x) 0 
var_name.get!val -) LB1(var_name. val») 

else 
(var_name.set?x -) LB1(var_name. x) 0 
var_name.get!val -) LBl(var_name. val» 
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the_vriters_local_bitsi = 
LBi(LB_vrite_pair, bO) III LBi(LB_vrite_slot, bO) 

the_readers_local_bitsi 
LBi(LB_read_pair, bO) III LBi(LB_read_slot, bO) 

- A (limited metastable) local bit variable 2 -

This model of a local bit non-deterministically returns one of t he valid \'al­
ues(O or 1), if the reader accesses it while it i~ metastable. This modeL-- the 
engineering solution that can be employed to contain metastability - that it 
is possible to make the reader wait for a short time before using the value 
read, This allows a metastable value to resolve to a valid one with wry high 
probability. 

LB2(var_name, val) = var_name.set?x -) 
(if x == d then 

(LB2(var_name, bO) I-I LB2(var_name, bi» 
else 

LB2(var_name, x» 
[] var_name.get1val -) LB2(vBr_name, val) 

the_writers_local_bits2 = 
LB2(LB_vrite_pair, bO) I II LB2(LB_vrite_slot, bO) 

the_readers_local_bits2 
LB2(LB_read_pair, bO) III LB2(LB_read_slot, bO) 

The various different models of bits that haw been used to inwstigate prop­
erties of the 4-s10t implementation. 

- BIT \'ARIABLES: BITO -

This model is included for completeness and models Hoare atomic (len's" to 
the variable, 

BITO(vBr_name, val) 
VBr_name.sw?x -) VBr_name.ew -) BITO(var_name, x) 0 
VBr_name.sr -) var_name.er!val -) BITO(var_name, val) 

BITsO = 
(III x {reading, latest, vriters_slots.pi, 

vriters_slots.p2} C BITO(x, bO» 

- BIT \'ARIABLES: BIT1 -

A model of a type-safe bit, It allows arbitrary clashes between the reader 
and writer, and non-deterministically returns a 0 or a 1 to the reader when 
a clash occurs. :t\Ietastability is ignored. 



var_name.sv?x -) B1Tl_vevar_name, val, x) 0 
var_name.sr -) B1Tl_r(var_na=e. val) 

B1Tl_vevar_name, val, x) = var_name.ev -) B1Tlevar_name, x) 0 
var_name. sr -) B1Tl_vrevar_name, val, x) 

var_name.sv?x -) B1Tl_vrevar_name, val, x) 0 
var_name.er!val -) B1Tlevar_na=e, val) 

B1Tl_vrevar_name, val, x) = var_name.ev -) B1Tl_r_clashedevar_na=e. x) 0 
evar_name.er!bO -) B1Tl_vevar_name, val, x) I-I 
var_name.er'bl -) B1Tl_~evar_name, val, x» 

B1Tl_r_clashedevar_name, val) = var_name.sv?x -) B1Tl_vrevar_name, val, x) 0 
evar_name.er!bO -) B1Tlevar_name, val) I-I 
var_name.er'bl -) B1Tlevar_name. val» 

BITsl = 
e III x {reading, latest, vriters_slots.pl, 

vriters_slots.p2} C B1Tlex, bO» 

- BIT VARIABLES: BIT2-
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This model is the same as BITl except that the bit remains stable when 
it is overwritten with the same value. This means that it deterministically 
returns the value that it contains, provided it is being overwritten with the 
same value, when the reader and writer access the variable concurrently. 

B1T2evar_name, val) = 
var_name.sv?x -) eif x == val then 

B1T2_v_stableevar_name, val) 
else 

B1T2_vevar_name, val, x» 
o var_name.sr -) B1T2_revar_name, val) 

B1T2_vevar_name, val, x) = V8I_name.ev -) B1T2ev8I_name, x) 0 
V8I_name.sr -) B1T2_vrevar_name, val, x) 

B1T2_revar_name, val) = 
v8I_name.sv?x -) eif x == val then 

B1T2_vr_stableevar_name, val) 
else 

B1T2_vrev8I_name, val, x» 
o v8I_name.er!val -) B1T2ev8I_name, val) 

B1T2_vrevar_name, val, x) = var_name.ev -) B1T2_r_clashedevar_name, x) 0 
eV8I_name.er!bO -) B1T2_vev8I_name, val, x) I-I 
v8I_name.er!bl -) B1T2_vevar_name, val, x» 

B1T2_r_clashedev8I_name, val) = var_name.sv?x -) B1T2_vrevar_name, val, x) 0 
evar_name.er!bO -) B1T2evar_name, val) I-I 
var_name.er!bl -) B1T2evar_name, val» 

B1T2_v_stableev8I_name, val) = var_name.ev -) B1T2evar_name, val) 0 
var_name.sr -) B1T2_vr_stableevar_name, val) 

BITs2 = 

var_name.ev -) B1T2_revar_na=e. val) 0 
var_name.er!val -) B1T2_v_stableevar_name, val) 

elll x {reading, latest, vriters_slots.pl, 
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vriters_slots.p2} C BI12(%, bO» 

- BIT VARlABLES: BIT3-

As BIT2 except metastability causes arbitrary clock stretching. This is the 
method for containing metastability proposed in [Cha87] where the clock 
of the reader can be arbitrarily stopped when it detects it is reading a 
metastable value, to allow the value to resolve to a stable one. The clock is 
~hen restarted and may be out of phase when compared to the period before 
It was stopped. 

BIT3(vBr_name, val) = 
VBr_name.sw?% -) (if x == val then 

BIT3_w_stable(vBr_name, val) 
else 

BIT3_w(vBr_name, val, x» 
[] VBr_name.sr -) BIT3_r(vBr_name, val) 

BIT3_w(vBr_name, val, x) = VBr_name.ew -) BIT3(vBr_name, %) 0 
VBr_name.sr -) BIT3_vr(vBr_name, val, x) 

BIT3_r(vBr_name, val) 
vBr_name.sw?x -) (if % == val then 

BIT3_vr_stable(vBr_name, val) 
else 

BIT3_vr(vBr_name, val, x» 
[] vBr_name.er!val -) BIT3(vBr_name, val) 

BIT3_wr(vBr_name, val, %) = VBr_name.ew -) BIT3_r_clashed(vBr_name, x) 0 
(vBr_name.er!bO -) BIT3_w(vBr_name, val, x) I-I 
vBr_name.er!bl -) BIT3_w(vBr_name, val, %) I-I 
dither -) BIT3_wr(vBr_name, val, x» 

BIT3_r_clashed(vBr_name, val) = vBr_name.sw?x -) BIT3_wr(vBr_name, val, x) 0 
(vBr_name.er!bO -) BIT3(vBr_name, val) I-I 
vBr_name.er!bl -) BIT3(vBr_name, val) I-I 
dither -) BIT3_r_clashed(vBr_name, val» 

BIT3_w_stable(vBr_name, val) = VBr_name.ew -) BIT3(vBr_name, val) 0 
VBr_name.sr -) BIT3_wr_stable(vBr_name, val) 

BIT3_wr_stable(vBr_name, val) = VBr_name.ew -) BIT3_r(vBr_name, val) 0 
vBr_name.er!val -) BIT3_w_stable(vBr_name, val) 

BITs3 = 
(III x : {reading, latest, writers_slots.pl, 

writers_slots.p2} C (BIT3(x, bO) \ {I dither I} » 

The remaining bit models use the local bits (LBI and LB2) to store the val­
ues that are read and then re-read the values from the local bits before using 
them to access the ACM. This is a more realistic model of the behaviour of 
the ACM implementation 

- BIT \"ARlABLES: BIT4-

The BIT4 model is the first to explicitly include the possibility that the 
reader of the bit may return a metastable value (d). It may use either of the 
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local bit models (LBl, which allows the reader to return the metastable value 
multiple times, and LB2 which non-deterministically resulws met astable 
values as they are read). It allows the reader to clash multiple times with 
a single write. The value contained in the variable remaills stable when 
overwritten with the same value. 

BIT4evar_name, val) = 
var_name.sw?x -) eif x == val then 

BIT4_w_stableevar_name, val) 
else 

BIT4_wevar_name, val, x» 
o var_name. sr -) BIT4_revar_name, val) 

BIT4_wevar_name, val, x) = var_name.ew -) BIT4evar_na=e. x) 0 
var_name.sr -) BIT4_vrevar_name, val, x) 

BIT4_revar_name, val) = 
var_name.sw?x -) eif x == val then 

BIT4_wr_stableevar_name, val) 
else 

BIT4_vrevar_name, val, x» 
[] var_name.er!val -) BIT4evar_name, val) 

BIT4_vrevar_name, val, x) = var_name.ew -) BIT4_r_clashedevar_name, x) 0 
evar_name.er!bO -) BIT4_wevar_name, val, x) I-I 
var_name.er!bl -) BIT4_wevar_name, val, x) I-I 
var_name.er!d -) BIT4_wevar_name, val, x» 

BIT4_r_clashedevar_name, val) = var_name.sw?x -) BIT4_vrevar_name, val, x) 0 
evar_name.er!bO -) BIT4evar_name, val) I-I 
var_name.er1bl -) BIT4evar_name, val) I-I 
var_name.er!d -) BIT4evar_name, val» 

BIT4_w_stableevar_name, val) = var_name.ew -) BIT4evar_name, val) 0 
var_name.sr -) BIT4_vr_stableevar_name, val) 

BITs4 = 

var_name.ew -) BIT4_revar_name, val) 0 
var_name.er!val -) BIT4_w_stableevar_n~e, val) 

e III x {reading, latest, vriters_slots.pl, 
vriters_slots.p2} G BIT4ex, bOll 

- BIT VARIABLES: BIT5 -

As BIT4. except that it disallows multiple clashes with a single write. 

BIT5evar_name, val) = 
var_name.sw?x -) eif x == val then 

BIT5_w_stableevar_name, val) 
else 

BIT5_wevar_name, val, x» 
o var_name. sr -) BIT5_revar_na.:::e, val) 

BIT5_wevar_name, val, x) = var_name.ew -) BIT5evar_name, x) 0 
var_name.sr -) BIT5_vrevar_name, val, x) 

BIT5_revar_name, val) = 
var_name.sw?x -) eif x == val then 

BIT5_vr_stableevar_name, val) 
else 



BIT5_wrevar_name, val, x» 
o var_name.er!val -> BIT5evar_name, val) 

BIT5_wrevar_name, val, x) = var_name.ev -> BIT5_r_clashedevar_name, x) 0 
evar_name.er!bO -> BIT5_v_r_occuredevar_name, val, x) I-I 
var_name.er!bl -> BIT5_v_r_occuredevar_name, val, x) I-I 
var_name.er!d -> BIT5_v_r_occuredevar_name, val, x» 

BIT5_r_clashedevar_name, val) = 
var_name.er!bO -> BIT5evar_name, val) I-I 
var_name.er!bl -> BIT5evar_name, val) I-I 
var_name.er!d -> BIT5evar_name, val) 

BIT5_v_stableevar_name, val) = var_name.ev -> BIT6evar_name, val) 0 
var_name.sr -> BIT6_wr_stableevar_name, val) 

BITs5 = 
e III x 

var_name.ev -> BIT5_revar_name, val) 0 
var_name.er'val -> BIT5_v_stableevar_na=e, val) 

{reading, latest, writers_slots.pl, 
writers_slots.p2} C BIT6ex, bO» 

- BIT VARIABLES: BIT6 -
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As BIT;) except that the value contained in the bit flickers when overwritten 
with the same value. 

BIT6evar_name, val) = 
var_name.sv?x -> BIT6_wevar_name, val, x) 
o var_name. sr -> BIT6_revar_name, val) 

BIT6_wevar_name, val, x) = var_name.ew -> BIT6evar_name, x) 0 
var_name.sr -> BIT6_wrevar_name, val, x) 

BIT6_revar_name, val) = 
var_name.sw?x -> BIT6_wrevar_name, val, x) 
[] var_name.er!val -> BIT6evar_name, val) 

BIT6_wrevar_name, val, x) = var_name.ev -> BIT6_r_clashedevar_name, x) 0 
evar_name.er!bO -> BIT6_w_r_occuredevar_name, val, x) I-I 
var_name.er!bl -> BIT6_v_r_occuredevar_name, val, x) I-I 
var_name.er!d -> BIT6_w_r_occuredevar_name, val, x» 

BIT6_r_clashedevar_name, val) = 
var_name.er!bO -> BIT6evar_name, val) I-I 
var_name.er!bl -> BIT6evar_name, val) I-I 
var_name.er!d -> BIT6evar_name, val) 

BITs6 = 
e III x {reading, latest, writers_slots.pl, 

writers_slots.p2} C BIT6ex, bO» 



---- Four-Slot \\'riter and Reader Algorithms ~-

In each case there are two versions of the algorithms. one that does not u~p 
the local bit variables and the other that does. The second (local bit) wrsion 
of the algorithm has two yariants. one to use the LBI model and the other 
for the LB2 model. 

Fourslot_Writer = 
start_write?val -> 
reading. sr -> 
reading.er?not_pair_written -> 
vriters_slots.bp(toggle(not_pair_vritten».sr -) 
vriters_slots.bp(toggle(not_pair_vritten».er?not_slot_written -> 
start_write_slots -> 
slot_written_pair!bp(toggle(not_pair_written» -> 
slot_written_slot!bs(toggle(not_slot_written» -> 
slot_vritten_val!val -> 
end_vrite_slots -> 
vriters_slots.bp(toggle(not_pair_vritten».sv1toggle(not_slot_written) -> 
vriters_slots.bp(toggle(not_pair_vritten».ev -> 
latest.sv!toggle(not_pair_vritten) -> 
latest. ev -) 
end_vrite -) 
Fourslot_Writer 

Fourslot_Writer_LB = 
start_write?val -> 
reading.sr -) 
reading.er?not_pair_written -> 
LB_vrite_pair.set!toggle(not_pair_written) -) 
LB_vrite_pair.get?pair_vritten -> 
vriters_slots.bp(pair_vritten).sr -) 
vriters_slots.bp(pair_vritten).er?not_slot_vritten -> 
LB_vrite_slot.set!toggle(not-slot-written) -> 
LB_vrite_slot.get?slot_vritten -> 
LB_vrite_pair.get?pair-vritten -> 
start_write_slots -> 
slot_vritten_pair!bp(pair_vritten) -> 
slot_vritten_slot!bs(slot_vritten) -) 
slot_vritten_val!val -) 
end_vrite_slots -) 
LB_write_pair.get?pair-written -) 
LB_vrite_slot.get?slot-vritten -) 
vriters_slots.bp(pair_vritten).sv!slot-written -) 
vriters_slots.bp(pair_vritten).ev -> 
LB_vrite_pair.get?pair-written -> 
latest.sv!pair_written -) 
latest. ev -> 
end_vrite -> 
Fourslot_Writer_LB 

Writer LBi = 
Fourslot Writer_LB [I {I LB_write_pair. LB_write_slot I} I] 

th~_writers_local_bitsi \ {I LB_write_pair. LB_write_slot I} 

Writer LB2 = 
Fourslot_Writer-LB [I {I LB_write_pair. LB_write_slot I} I] 

the_writers_local_bits2 \ {I LB_write-pair. LB_write_slot I} 



Fourslot_Reader = 
start_read -> 
latest.sr -> 
latest.er?read_pair -> 
reading.sv!read_pair -> 
reading.ev -> 
vriters_slots.bp(read_pair).sr -> 
vriters_slots.bp(read_pair).er?read_slot -> 
start_read_slots -> 
read_slot_pair!bp(read_pair) -) 
read_slot_slot!bs(read_slot) -) 
read_slot_val?val -) 
end_read_slots -) 
end_read!val -> 
Fourslot_Reader 

Fourslot_Reader_LB 
start_read -) 
latest.sr -) 
latest.er?read_pair -> 
LB_read_pair.set!read_pair -) 
LB_read_pair.get?read_pair -) 
reading.sv!read_pair -> 
reading. ev -) 
LB_read_pair.get?read_pair -) 
vriters_slots.bp(read_pair).sr -) 
vriters_slots.bp(read_pair).er?read_slot -) 
LB_read_slot.set!read_slot -) 
LB_read_slot.get?read_slot -) 
LB_read_pair.get?read_pair -> 
start_read_slots -) 
read_slot_pair!bp(read_pair) -) 
read_slot_slot!bs(read_slot) -) 
read_slot_val?val -) 
end_read_slots -) 
end_read!val -) 
Fourslot_Reader_LB 

Fourslot_Reader_LB [I {I LB_read_pair, LB_read_slot I} IJ 
the_readers_local_bitsl \ {I LB_read_pair, LB_read_slot I} 

Fourslot_Reader_LB [I {I LB_read_pair, LB_read_slot I} IJ 
the_readers_local_bits2 \ {I LB_read_pair, LB_read_slot I} 

Four...slot Definitions -

271 

The definitions of the models of the -!-slot algorithms with the different 
wrsions of the models of bits and local variables. 

Four_Slot_BITO =«(Fourslot_Writer III Fourslot_Reader) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_vritten_pair, slot_vritten_slot, slot_vritten_val, 
~riters_slotSt reading. latest, 
start_vrite_slots, end_vrite_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots II I BITsO» 



\ {I read_slot_pair, read_slot_slot, 
read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
~iters_slots, reading, latest, 
start_VTite_slots, end_write_slots, 
start_read_slots, end_read_slots I}) 

Four_Slot_BITl =«(Fourslot_Writer III Fourslot_Reader) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_VTitten_pair, slot_VTitten_slot, slot_VTitte~_val, 
writers_slots, reading, latest, 
start_vrite_slots, end_write_slots, 
start_read_slots, end_read_slots I} I] 

(the_slots III BITsl)) 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading, latest, 
start_vri te_slots, end_VTite_slots, 
start_read_slots, end_read_slots I}) 

«(Fourslot_Writer I I I Fourslot_Reader) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_VTitten_pair, slot_vritten_slot, slot_VTitten_val, 
writers_slots, reading. latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} I] 

(the_slots III BITs2») 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading. latest j 

start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I}) 

«(Fourslot_Writer II I Fourslot_Reader) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_written_pair, slot_written_slot, slot_vritteD_val. 
writers_slots, reading, latest, 
start_write_slots, eDd_~rlte_slots, 

start_read_slots, end_read_slots I} I] 
(the_slots II I BITs3») 

\ {I read_slot_pair, read_slot_slot, 
read_slot_val, slot_written_pair, 
slot_written_slot, slot_written_val, 
writers_slots, reading, latest, 
start_write_slots, end_YTite_slots. 
start_read_slots, end_read_slots I}) 

«(Writer_LBl III Reader_LBl) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_written_pair, slot_written_slot, slot_written_val, 
writers_slots, reading, latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} I] 

(the_slots II I BITs4)) 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_written_slot, slot_written_val, 
writers_slots, reading, latest, 
start_write_slots. end_write_slots, 
start_read_slots, end_read_slots I}) 

:?i2 



«(Writer_LB2 I I I Reader_LB2) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_VTitten_pair, slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading, latest, 
start_VTite_slots, end_VTite_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots II I BlIs4» 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading. latest, 
start_WTite_slots, end_Yrite_slots, 
start_read_slots, end_read_slots I}) 

«(Writer_LBl II I Reader_LB1) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_VTitten_pair, slot_vritten_slot, slot_VTitten_val, 
writers_slots, reading, latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots III BlIsS» 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading, latest, 
start_write_slots. end_write_slots, 
start_read_slots, end_read_slots I}) 

«(Writer_LB2 III Reader_LB2) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_written_pair, slot_written_slot, slot_'-.ritten_val. 
writers_slots, reading, latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots II I BlIs5» 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_written_slot, slot_written_val, 
writers_slots, reading. latest, 
start_write_slots, end_write_slots t 

start_read_slots, end_read_slots I}) 

«(Writer_LBl III Reader_LB1) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_VTitten_pair, slot_vritten_slot, slot_VTitten_val, 
writers_slots, reading, latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots II I BlIsS» 
\ {I read_slot_pair, read_slot_slot, 

read_slot_val, slot_VTitten_pair, 
slot_VTitten_slot, slot_VTitten_val, 
writers_slots, reading. latest, 
start_VTite_slots, end_write_slots, 
start_read_slots, end_read_slots I}) 

«(Writer_LB2 III Reader_LB2) 
[I {I read_slot_pair, read_slot_slot, read_slot_val, 

slot_written_pair, slot_written_slot, slot_vritten_val, 
writers_slots, reading, latest, 
start_write_slots, end_write_slots, 
start_read_slots, end_read_slots I} IJ 

(the_slots II I BlIsS» 
\ {I read_slot_pair, read_slot_slot , 



read_slot_val, slot_~itten_pair, 

slot_~itten_slot, slot_~itten_val, 

writers_slots, reading, latest, 
start_vrite_slots, end_vrite_slots. 
start_read_slots, end_read_slots I}) 

- Monotonic Implementations -

2i -! 

Definitions of the monotonic ACT'v! (that transmits a monotonically iJlcrpa~­
ing set of values) with the different versions of the bit models ~nd local 
variables. 

Mono BIT2 

«Write_Act(l) III Read_Act(D» 
[I {I start_~ite, end_read, start_read, end_write I} IJ 

Four_Slot_BITD) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) III Read_Act(D» 
[I {I start_write, end_read, start_read, end_~rite I} IJ 

Four_Slot_BIT1) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) III Read_Act(D» 
[I {I start_~ite, end_read, start_read, end_~rite I} IJ 

Four_Slot_BIT2) 
\ {I start_~ite, end_read, start_read, end_write I} 

«Write_ActO) III Read_Act(D» 
[I {I start_write, end_read, start_read, end_~rite I} IJ 

Four _Slot_BIT3) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) III Read_Act(D» 
[I {I start_write, end_read, start_read, end_write I} IJ 

Four_Slot_BIT4_LB1) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) I I I Read_Act(D» 
[I {I start_write, end_read, start_read, end_write I} IJ 

Four_Slot_BIT4_LB2) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_ActO) III Read_Act(D» 
[I {I start_write, end_read, start_read, end_write I} I] 

Four_Slot_BIT5_LB1) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) III Read_Act(D» 
[I {I start_write, end_read, start_read, end_~ite I} IJ 

Four_Slot_BIT5_LB2) 
\ {I start_write, end_read, start_read, end_write I} 

«Write_Act(l) III Read_Act(D» . 
[I {I start_write, end_read, start_read, end_~lte I} IJ 

Four_Slot_BIT6_LB1) . 
\ {I start_write, end_read, start_read, end_wrlte I} 



((Write_Act(l) II I Read_Act(O» 
[I {I start_vrite, end_read, start_read, end_vrite I} I] 

Four_Slot_BIT6_LB2) 
\ {I start_vrite, end_read, start_read, end_vrite I} 

- Assertions -

275 

The assertions that have been used \\ith FOR to inn'stigate properties of 
the 4-slot implementation. 

-- assert (Four_Slot_BITO \ {I start_vrite, end_read, start_read, end_vrite I}) 
[T= Incoherence_Spec 

assert SemiRegACM_Spec [T= Four_Slot_BITO 
-- assert SemiRegACM_Spec [F= Four_Slot_BITO 
assert RegACM_Spec [T= Four_Slot_BITO 
-- assert RegACM_Spec [F= Four_Slot_BITO 
assert STOP [T= Mono_BITO 
assert Pool_Spec [T= Four_Slot_BITO 
-- assert Pool_Spec [F= Four_Slot_BITO 

-- assert (Four_Slot_BITl \ {I start_yrite, end_read, start_read, end_vrite I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= Four_Slot_BITl 
-- assert SemiRegACM_Spec [F= Four_Slot_BITl 
assert RegACM_Spec [T= Four_Slot_BITl 
-- assert RegACM_Spec [F= Four_Slot_BITl 
assert STOP [T= Mono_BITl 
assert Pool_Spec [T= Four_Slot_BITl 
-- assert Pool_Spec [F= Four_Slot_BITl 

--assert (Four_Slot_BIT2 \ {I start_vrite, end_read, start_read, end_vrite I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= Four_Slot_BIT2 
-- assert SemiRegACM_Spec [F= Four_Slot_BIT2 
assert RegACM_Spec [T= Four_Slot_BIT2 
-- assert RegACM_Spec [F= Four_Slot_BIT2 
assert STOP [T= Mono_BIT2 
assert Pool_Spec [T= Four_Slot_BIT2 
-- assert Pool_Spec [F= Four_Slot_BIT2 

--assert (Four_Slot_BIT3 \ {I start_vrite, end_read, start_read, end_vrite I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= Four_Slot_BIT3 
-- assert SemiRegACM_Spec [F= Four_Slot_BIT3 
assert RegACM_Spec [T= Four_Slot_BIT3 
-- assert RegACM_Spec [F= Four_Slot_BIT3 
assert STOP [T= Mono_BIT3 
assert Pool_Spec [T= Four_Slot_BIT3 
-- assert Pool_Spec [F= Four_Slot_BIT3 

--assert (Four_Slot_BIT4_LBl \ {I start_vrite, end_read, start_read, end_vrite I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= Four_Slot_BIT4_LBl 
-- assert SemiRegACM_Spec [F= Four_Slot_BIT4_LBl 



assert RegACM_Spec [1= FOUI_Slot_BIT4_LBl 
-- assert RegACM_Spec [F= FOUI_Slot_BIT4_LBl 
assert STOP [T= Mono_BIT4_LBl 
assert Pool_Spec [T= FOUI_Slot_BIT4_LBl 
-- assert Pool_Spec [F= FOUI_Slot_BIT4_LBl 

--assert (FoUI_Slot_BIT4_LB2 \ {I start_write, end_read, start_read, end_write I}) 
[1= Incoherence_Spec 

assert SemiRegACM_Spec [T= FOUI_Slot_BIT4_LB2 
-- assert SemiRegACM_Spec [F= FOUI_Slot_BIT4_LB2 
assert RegACM_Spec [1= FOUI_Slot_BIT4_LB2 
-- assert RegACM_Spec [F= Four_Slot_BIT4_LB2 
assert STOP [T= Mono_BIT4_LB2 
assert Pool_Spec [T= FOUI_Slot_BIT4_LB2 
-- assert Pool_Spec [F= FOUI_Slot_BIT4_LB2 

--assert (Four_Slot_BIT5_LBl \ {I start_write, end_read, start_read, end_write I}) 
[T= InCOherence_Spec 

assert SemiRegACM_Spec [T= FOUI_Slot_BIT5_LBl 
-- assert SemiRegACM_Spec [F= FOUI_Slot_BIT5_LBl 
assert RegACM_Spec [T= FOUI_Slot_BIT5_LBl 
-- assert RegACM_Spec [F= Four_Slot_BIT6_LBl 
assert STOP [T= Mono_BIT5_LBl 
assert Pool_Spec [T= FOUI_Slot_BIT5_LBl 
-- assert Pool_Spec [F= FOUI_Slot_BIT5_LBl 

--assert (Four_Slot_BIT5_LB2 \ {I start_write, end_read, start_read, end_wrlte I}) 

[T= InCOherence_Spec 
assert SemiRegACM_Spec [1= FOUI_Slot_BIT5_LB2 
-- assert SemiRegACM_Spec [F= FOUI_Slot_BIT5_LB2 
assert RegACM_Spec [T= FOUI_Slot_BIT5_LB2 
-- assert RegACM_Spec [F= Four_Slot_BIT5_LB2 
assert STOP [T= Mono_BIT5_LB2 
assert Pool_Spec [T= FOUI_Slot_BIT5_LB2 
-- assert Pool_Spec [F= Four_Slot_BIT5_LB2 

--assert (FOUI_Slot_BIT6_LBl \ {I start_write, end_read, start_read, end_write I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= FOUI_Slot_BIT6_LBl 
-- assert SemiRegACM_Spec [F= FOUI_Slot_BIT6_LBl 
assert RegACM_Spec [1= FOUI_Slot_BI16_LBl 
-- assert RegACM_Spec [F= Four_Slot_BIT6_LBl 
assert STOP [T= Mono_BIT6_LBl 
assert Pool_Spec [T= FOUI_Slot_BIT6_LBl 
-- assert Pool_Spec [F= FOUI_Slot_BIT6_LBl 

--assert (Four_Slot_BIT6_LB2 \ {I start_write, end_read, start_read, end_vrite I}) 

[T= Incoherence_Spec 
assert SemiRegACM_Spec [T= FOUI_Slot_BIT6_LB2 
-- assert SemiRegACM_Spec [F= FOUI_Slot_BIT6_LB2 
assert RegACM_Spec [T= FOUI_Slot_BIT6_LB2 
-- assert RegACM_Spec [F= Four_Slot_BIT6_LB2 
assert STOP [T= Mono_BIT6_LB2 
assert Pool_Spec [T= FOUI_Slot_BIT6_LB2 
-- assert Pool_Spec [F= FOUI_Slot_BIT6_LB2 
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