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SUMMARY

This thesis is e report of an investigation into the possible advantages
to be gained by running computer simulations interactively. Models relevant
to administrative, teaching and research work were constructed for the study,
and the merits of the interactive use of deterministic mondels, stochastic

equations and Monte-Carlo simulations were examined.

In order to be able to draw worthwhile conclusions from the investigation
it was necessary to study substantial systems which had proved to require

computer simulation for their elucidation.

The first model descrived is a deterministic portrayal of the use of

3 o 3 . . 2 B
university lecture rooms which was written as an aid towards evaluating the
need for additional rcoms in an expanding university. The part played by

interaction is to make easier the incorporation of human experience into the

planning mechanisnm.

Population genetics provided the next system, and it is shown how a model
using a set of stochastic equations in conjunction with fast graphical output
. q . . 1
may be of value in teaching. A Monte-Carlo approach is demonstrated to be

unsuitable for interactive use.

The final simulation alszo empleys stochastic equations, desigred to
repregsent a system from the field of cell cycle kinetics whose action is not
fully understood. Using the model interactively allows the researcher to
form an appreciation of the consequences of altering its parameters and to
£ experimental data with more perception then is possible using purely

it
algorithmic methods.

Introductions are given to the two biological systems dealt with, so
that the resulis of using the models cen be discussed in relation to the
genetics and cytokinetics invoived as well as purely in the context of the

interactive use of simuletion.
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1. INTRODUCTION

1.1. INTERACTIVE USE OF SIMULATION
The research, the results of which are embodied in this thesis, was carried out in order
to determine whether there were any types of simulation in which the user of an interactive

terminal system had an advantage over his batch-mode counterpart.

The most likely situation in which this might occur is where the system being modelled
is, or has previously been considered to be, an aggregate of algorithmic and non-algorithmic
processes; where for instance some human decision is made on the basis of experience or
intuition. For an adequate model of this system it is necessary to incorporate a similar stage
of human decision making. The situation is like that encountered in business games, so a
problem which arose in a planning context (the administration of a university) was used as a

basis for the investigation of this sort of system.

The model of this system can also be used to throw some light on the change in attitude
towards the use of computers which can be brought about in workers outside the computing
field when they are exposed to interactive computing. Many are basically averse to computers
and use them only because they see that it has become absolutely essential to do so. They
are unlikely to have a natural facility in the use of computers, but with an interactive program
prompting them in clear language for data and informing them of its operations they may

begin to see the advantages computers can bring to their own disciplines. -

Another type of system which is likely to be amenable to interactive simulation is one
in which the model itself may be programmed, but flexibility in its use is essential. The
second simulation considered is therefore designed to investigate how the flexibility available
from a terminal system can be used by a teacher to instruct university students in some of the
basic notions of population genetics. The combination of a terminal system and the
capability of fast graphical output via a storage display tube makes this particular teaching

applicaiion likely to succeed.

Other questions of interest which can be discussed in the context of an extension of the
genetic model are whether Monte-Catlo simulations are suitable for interactive use in view of
the large amount of program running time which this technique usually needs; and whether
special purpose languages have anything to offer. First two simulation languages (GPSS and
CSMP) are investigated followed by a language which is particularly well suited to
interaction and which also has good simulation capabilities (APL).

Sometimes the advantages of interactive computing are rather intangible. The increased
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facility for program debugging and development, the vast improvement in turnround time for
short jobs with little input or output and the greater overall convenience bring a higher
degree of user satisfaction. Such an improvement can lead to programs being written which
otherwise might not have heen begun. The final system investigated could have been
modelled nen-interactively, but familiarity with the system would have been more difficult
to obtain, and the use of batch methods could easily have led to an unsatisfactory method
of analysis. The problem which arises is to find the values of the parameters of a
multiparametric model which best fit experimental observations. For reasons which are
discussed in section 5.3.1. the use of standard curve fitting techniques and automatic
optimisation procedures are inappropriate, while interactive methods may be ahle to
provide a suitable'altemative. Heuristic techniques are sometimes used merely because
of the programming effort which is thereby avoided, but the situation here is different;

the human factor is important to the success of the model.

1.2. FIELDS OF APPLICATION

This report is concerned with investigations conducted in three different directions in
an attempt to determine in which circumstances it might be advantageous and in which
disadvantageous to attack a problem by means of an interactive computer simulation. The
directions chosen are not the model-dependent ones in which the system is represented by
a deterministic model, a stochastic equation or a Monte-Carlo simulation, although all
these are considered, but are application-dependent. The models considered are taken

from administration, teaching and research,

The methods used in these three fields overlap to a considerable extent but in each
the emphasis is different, for the questions raised in each application are not of the same
nature. Models for use in an administrative context are likely to be large and possibly
clumsy, frequently giving rise to data-base problems. Interaction plays its part in
facilitating the incorporation into the model of the experience of those involved in the
running of the system, aiding communication between model-builder and administrator,

and generally leading to more acceptable results than an entirely algorithmic approach
is capable of providing.

Teaching models, on the other hand, are at their best when they are simple
representations of the system whose behaviour is to be understood. They must run
quickly so that organisational difficulties are not allowed to obscure the main object
of the lesson, while at the same time they must be acceptable substitutes for experiments
with the system itself and not give an impression of unreality. Interaction provides for
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students’ interest in and involvement with the system.

Davies [1] points out in relation to models and simulation in quantitiative biology
that “for the most part the construction of a model depends not on the use of a computer
but on the modeller’s understanding of the biological and physical characteristics of the
problem and on his ability to express it in mathematically tractable form without resorting

to undue simplification”.

For this reason the background to the two biological models presented is given in
some detail in chapters 4 and 5. It is especially important that anyone attempting to
produce a model for research purposes should be familiar with the real-life system. Only
in this way is he able to simulate the system accurately without obscuring its workings
by modelling the associated noise. Research-oriented models frequently have two
concomitant objectives; the estimation of the parameters of the model which fit
experimental data, and the elucidation of the manner in which the system operates, by
testing assumptions about it. An interactive model is particularly helpful as a method of

investigating the second of these.

Taylor (2] discusses the differences between models intended for teaching purposes
and those designed as research tools with respect to the degree of complexity which
must be incorporated. Although he is dealing with models run on analogue and hybrid
computers his observations have wider validity. He confirms the view that the research-
oriented model must be a faithful representation of the system while the equivalent model
used for teaching purposes may (or indeed should) sacrifice this precision for simplicity.
The teaching model studied, while treating a system of the same order of complexity as
the research-oriented one, is therefore dealt with by a less detailed model for which much

of the anaiysis can be done analytically to enable very fast computer response.

1.3. TYPES OF SIMULATION

There are several different ways of simulating a system, more than one of which may
be considered appropriate to a given case. For the room allocation problem chosen to
exemplify the use of simulation in an administrative context a deterministic model was
adopted. The reasons for following this course in preference to the other possibilities
are given in section 3.2.8. Deterministic models are characterised by their relatively
fast rate of execution in comparison to Monte-Carlo models and are especially useful

when the variation in the system is of secondary importance.

When variation is an integral patt of a system the use of a stochastic equation
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approach is attractive. Such is the case in the teaching application considered. A vital
part of the lesson was to convey the idea of the probability distribution of gene frequencies
and to calculate the distributions for several values of the parameters of the genetic
system in question. A Monte-Carlo approach also held some initial attractions and its

possibilities were investigated.

In the research-oriented model, which describes the kinetics of cells in a biological
system, the variation between cells was an important consideration rendering a
deterministic model inappropriate, while the interactive nature of the model excluded the
too-slow Monte-Carlo technique. It was, however, possible to construct a mathematical
analogue of the system and use the computer to solve the resulting integral equations. A
step by step technique of solution essentially brought about a fairly direct model of the

system. Further details of the model chosen are in section 5.2.

1.4. SIMULATION FOR PARAMETER ESTIMATION AND INSIGHT

The type of simulation best known because of its use in industrial situations is
carried out to see in what manner one particular parameter will vary if a working system
is modified. Usually the problem may be concisely posed, although the system may be
complex, and a straightforward answer can be expected. Such an experiment may involve
the calculation of a parameter of the system which was previously undetermined (such as
the number of calls lost to a telephone system because of congestion), but the nature of

all the interactions of the system will be known before the task is undertaken.

At other times not only will quantitive information be required from the model, but
it will also be expected to provide qualitative descriptions of a system which may, in
the light of previous knowledge, be functioning in one of several ways. This is very
often the case in biological applications of simulation. It is likely that the system to
be modelled is imperfectly understood and the experimental data that is available must
be used to try to determine which of a range of possible hypothetical systems could be
operating. It is in this situation that interaction is most likely to play a prominent part,
enabling the user of the model to observe the effects of altering parameters at first hand
instead of necessarily confining himself to a prédetermined strategy or accepting an

intolerable response from many successive batch runs.

The construction of a model which is primarily intended to give insight into the
workings of a system rather than estimate its parameters as accurately as possible
calls for a great deal of judgement on the part of the model-builder. Without overwhelming
the model with superfluous detail he must at the same time represent the system
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sufficiently faithfully to enable it to be used in a predictive capacity.

1.5. SIMULATION AND OCCAM’S RAZOR

William of Occam’s famous assertion “entia non sunt multiplicanda praeter necessitatem”
(freely translated as “things should not be made more complicated than necessary”) has a
direct and very important bearing on the construction and use of simulations. Firstly, in
the construction of a model, the lesson to be learned is to guard against modelling second
order effects which are not under investigation. These merely act as noise and obscure

the more important effects.

The main contribution which Occam’s razor makes, however, is in connection with the
use of such models. During their construction it is not always possible to determine which
parameters will be crucial or what range of values will be of most interest. Consequently
it can be desirable to incorporate a considerable degree of generality into a model, and a
multiparametric model results. With an interactive simulation it can hecome apparent
during the process of familiarising oneself with the model that certain parameters, at
least within a theoretically acceptable range, are of minor importance to the resulting
yield surface. If any independent evidence for the values of such parameters is available

they should be fixed at these values when the model is used in a data fitting context.

While it is essential that the user should be aware of how many parameters are

employed by his model, this number can sometimes be llnderestimated. Bode’s rule, which

~ states that the relative distances of the planets from the sun are found by adding 4 to the
series 0, 3, 6, 12, 24, ........ is rather less successful than at first sight it seems and as
it was for long accepted. In fact the relationship may be expressed as R « 4 + 8x 20 for
B=~=00,0,1.2 ..o and it can be seen that the model has 8 numerical parameters, and
is also forced to use a slightly artificial sequence of values for n. Add to these points
the fact that there is no real physical justification for the form of the relationship and it

~ becomes apparent that the ability of the model to fit data for the first seven planets is

hardly surprising; nor is its failure with the remaining planets unexpected.

The predictive ability of a simulation is one method of distinguishing a satisfactory
simulation from one which has nothing worthwhile to offer. In biological systems with
‘many parameters, models must also have many parameters and frequently data can be
explained in more than one way. A multimodal response surface characterises such a
situation. If it is impossible to choose between the alternatives on theoretical grounds
or on the basis of greater simplicity then the model should be capable of suggesting

urther experimentation to differentiate between them.
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1.6. DATA COLLECTION

Before any investigation can be carried out into the desirability of employing
interactive capabilities in the running of computer simulations it is necessary to choose
a fairly complex system about which worthwhile questions may be asked and about which
there is a considerahle quahtity of relevant data available. There is little point in
modelling a simple system, nor in merely watching the workings of a more complicated
one. The three systems which are used as bases for building models in this thesis all
have relevance in other areas. A necessary and non-trivial prerequisite for'discussion of
interactive use of the models is an understanding of the systems and the form in which

data is available about them.

The model presented in chapter 8 which relates to lecture room usage in Universities
arose from problems encountered in planning future building programmes. The model was
designed and constructed in order to study limitations imposed on student numbers by
existing accommodation, to allocate rooms efficiently to classes and to determine the
most appropriate size of essential new lecture rooms. Data relating to the lecture rooms,
the available courses, student numbers and the course timetable had to be collected and
organised. Some of this was available from University administrative soutces, while one
aspect, the probability of a student on a given course attending a given lecture was more

difficult to obtain. Further details of the data are given in section 3.8.1.

The two biological models illustrate a common problem connected with the use of
computer simulation. Frequently there is difficulty in communication between the person
who wishes to investigate a system via a model and the person who is to formulate,
program and test the model. Two courses are open ; the most profitable in the long-term
may well be for the biologist, physicist, engineer or whoever understands the system to
make himself acquainted with all the necessary computing techniques and to program the
simulation himself. This is very often the case in the physical sciences, but biologists
and social scientists often seem reluctant to invest time in acquiring the necessary
skills. It therefore falls to the computer scientist to learn about the system he is to
simulate. He must learn about it in depth, and not accept any part of it as a “black box”.
If the programming is not going to be understood by'the data collector it is vital that the
system and the data be understood by the simulator. It is also necessary for anyone
making a judgement of the value of interaction with the models to have an appreciation
of the systems involved; introductions to the genetic and cytokinetic systems will be
found in sections 4.1 and 5,1 and glossaries of those words which may be unfamiliar to

the computer scientist have been compiled and appear as appendices,
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The stochastic equation used in the genetic simulation (the Fokker-Planck equation)
has been dealt with in several research articles, and the data used with this model was
also available in the literature. In a teaching situation it is convenient that this is so,
while it is helpful in arousing interest if the model and the data have not previously

been allied.

The data for the model of the cell cycle was gathered, some previous to the
construction of the model, and some as a result of predictions made by the model, in
the Department of Pathology, University of Newcastle upon Tyne, by Dr. A.R. Morley
and Dr. N.A. Wright. The experimental protocol is briefly described in section 5.4.1.1.
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2. COMPUTING FACILITIES .

2.1. HARDWARE

Since the execution time and storage requirements of a program are important
considerations if satisfactory use is to be made of it in an interactive situation, it
is relevant to describe the physical characteristics of the equipment on which the

programs discussed here were run.

The main computer available was an IBM 360/67 with 1 megabyte of main memory.
A 2301 magnetic drum of 4 million bytes capacity, with a transfer rate of 1.2 million
bytes per second, provided the paging device for the virtual memory of the timesharing

system. On-line file storage of some 400 million bytes was on thirteen 2314 disks.

Execution times for arithmetic operations hetween the working registers of the
360/67 are 0.65 usec for addition or subtraction, 4.45 psec for multiplication and

8.45 usec for division.

Batch jobs were run from a 2540 card reader (1000 cards per minute) and output
on a 1408 line printer (600 lines per minute). An alternative service was provided:
for short batch jobs, a 2501 reader (1000 cpm) and a 1443 printer (200 lpm) being

operated on an open-shop basis.

Thirty-one 2741 typewriter terminals and eight 2260 CRT terminals were supported
for interactive work. Three 2701 parallel data adaptors served remote centres, and a
further 2701 was hnked to a PDP 11 of 12K 16 bit words which controlled a Benson-
Lehner graph plotter and a Computek 400 storage display tube. The Computek was

supported by software only as an output device.

2.2. SOFTWARE

For most of the day the 360 operated under the Michigan Terminal System (MTS).
MTS is a timesharing system written in reentrant code which supports conversational
and batch use. Each user is provided with his own virtual storage and CPU, and has
access to a considerable number of public files containing compilers, program libraries
and file editors. These can be used in conjunction with his own files through the medium
of a simple but comprehensive command language. High level programming languages
available included ALGOL 60, FORTRAN and GPSS; subsequently ALGOL W and APL
were implemented. Subroutines which could be called by FORTRAN and ALGOL W
programs were available for outputting to the graph plotter and the Computek. The latter
device can be used in two modes, The simulation program may be designed either to
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produce a file suitable for subsequent plotting or viewing on the Computek, or to send
the output directly to the screen so that it is possible to examine the picture without
halting execution of the program.. The second method is the more convenient if only
one picture is produced by a given set of data, but is less useful if more than one graph
is drawn. However, there are also advantages in storing the program output which
compensate for having to terminate the modelling program, because such files are so
constructed that graphs may be superimposed. This greatly aids the comparison of

graphs derived from models with different parameters.
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3. AN INTERACTIVE COMPUTER MODEL OF
UNIVERSITY ROOM UTILISATION

3.1. INTRODUCTION

Although management interest in simulation is not‘ new, Universities have been slow
to incorporate into their administration techniques proven in business and industry. Until
recently only timetabling problems had been tackled in any detail on a computer, but
some reports have now been given of models dealing with aspects of university resource
allocation. These include an ambitious model of Fairfax University by Scarborough and
Daniel [6] which examines the general structure of the administration in an interactive
model without investigating any one problem in great depth. Another model, of the
University of California at Berkeley, has been described by Longworth Smith [3]; this is
~ a mathematical model which treats student demand for courses as a stochastic variable
and obtains information on the required distribution of classroom sizes. Unfortunately
lack of data prevents any extensive validation of the model. The problems of timetable
construction and student scheduling in the context of the American university course
structure have also been dealt with by Holz [1] using the GASP program. Hopkins (2]
has discussed the uses and limitations of a matrix oriented cost simulation model.
The difficulties inherent in such a model (changing transformation matrices with time,
and the need to collect a vast amount of data) are not present in the current situation.
In section 3.2.2. it is shown how the interactive nature of the model allows much of the
data collection to be circumvented. McNamara (5] presents an extensive bibliography of
work done, mainly since 1989, which is relevant to his mathematical programming
approach to the problem, and an interesting analytical development is the graph-theoretical
approach of McDiarmid [4].

3.2. APPROACH TO THE PROBLEM
3.2.1. STATEMENT AND LIMITATIONS

In session 1969-70 the University of Newcastle upon Tyne catered for some 6000
students ofwhom 4670 were in the 89 departments considered, the remainder being in
the Faculties of Medicine and Education whose development may be dealt with separately.
It was required to know whether lecture rooms available during that session would be
sufficient to house an increased number of students; which departments could (by this
criterion) accept more students; and what would be the most appropriate size s of any new

rooms required if the student intake were to be increased by a specified amount.

The possibility of altering the existing class-teacher timetable was not considered
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except in very special cases where a single class would otherwise necessitate the
building of a new room. It was felt that such a revision was a major undertaking and a

quite separate problem from that posed by raising student numbers.

Other factors which would be important in a real expansion, such as availability of
staff, increased refectory facilities and extra student accommodation were not considered,
these aspects could conveniently form parallel investigations. Nor were laboratories,
drawing offices nor very small teaching rooms included in the study, as these rooms are
frequently used by departments for specialiséd activities and may not be suitable for
other purposes. They could however be treated in a similar manner to that in which lecture
rooms were examined if some modifications were made in the method of formulating a room

timetable.

3.2.2. ADVANTAGES OF AN INTERACTIVE MODEL

Simulation of a system has two principal benefits as a technique of investigation;
firstly it can produce results not easily obtainable by analytical or other methods, and
secondly the actual construction of a model brings new insight into the more complex
interactions of the system. This latter advantage is emphasised when an interactive
model is studied, when not only does the model builder benefit, but, more important, the
users of the model are helped to understand the system more fully. The present model is
typical of many in being written .by someone with no immediate interest in the system being
modelled and intended to be run by someone with no experience of computer simulations,

and the use of interactive techniques facilitates the user's task.

Furthermore, the computer can be used more efficiently to deal with complex problems
if' it can be seen that human intervention is possible, for if recommendations decided on
the basis of a computer model are to be acceptable it is as well that not only algorithmic
methods but also the experience and expertise of those responsible for implementation
should have been incorporated into the decision making process. In the present instance
interaction is vital since only the user knows or can find out the possibilities for
reconstruction of rooms, provision of new rooms, and some of the other constraints
associated with a proposed increase in student numbers, such as the necessity to divide
a class in two because of unwieldiness. To build a non-interactive model it would be
necessary to ensure that data was available for every contingency which could arise in
the course of its running. This would be an extremely wasteful procedure, for in the

current situation it tums out that a great many facts need to be used typically only once
or twice each,
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3.2.3. THE TYPE OF MODEL USED

An important practical decision is whether to treat the system as deterministic or
probabilistic. The sizes of many classes are not known until after the start of teaching
and until then only estimates can be made. It would be possible to incorporate a random
element into the model to take this uncertainty into account, but such a procedure entails
considerable extra complexity without giving obvious compensating advantages. A practical
reason for rejecting a Monte-Carlo model is that the need to replicate simulation runs is
likely to occupy enough computer time to make interaction with the computer infeasible,
and so in the present situation it was decided to employ a deterministic model. Similarly
a stochastic model was rejected hecause the statistic of interest is the maximum number
of students who can be accommodated. Thus it would be necessary to look for estimates
not of the mean of a distribution but of, say, the 95th percentile. To get an accurate
answer distributions would have to be known with a precision which is unlikely to be

obtainable.

As has been indicated the aims of the simulation were more closely associated with
providing a model which could answer several related problems than with producing a
system designed to answer a single clearly posed question. One point of view was to ask
how many more students could be accommodated in existing lecture rooms, while another
was to find out how many new rooms would be needed to house a given increase in student
numbers. The second approach had to recommend it the fact that the future size of the
university had already been proposed, but on the other hand the increase need not be uniform
in all departments, so the situation remained open. As far as this report is concemed it will
be assumed that in any particular application of the model the student numbers have been

determined in some fashion. An extension.to the generalised problem may be thought of in

terms of iterative use of the model.

It was originally intended to simulate the system fairly closely by updating supposed
student numbers year by year. This was found to be unnecessary in what was principally
a long-term planning exercise, so that the situation could be considered to be in equilibrium,
and the temporal aspect of the model became submerged. Again, iterative use of the model
could restore this side of the question to prominence.

3.3. THE ORGANISATION OF THE MODEL
3.3.1. DATA STRUCTURE

Lists were obtained from each university department of the lectures given by its staff
and to its students by other departments, (This task was performed by Dr. K. Mitchell.)
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For each lecture the time and the room were given and the number of students attending
was categorised by their registration codes. (On registration at university each student
is given a mnemonic code to describe his course for the year; there are 442 such codes,
most of which are used in any year). For the computer model the fundamental unit is the
lecture room, and so the data was arranged in the form of timetables of 85 weekly periods

for the 115 rooms of capacity 20 or more which were considered.

A file of 14 pages (1 page = 4096 characters) was constructed to represent the ;ime;
tables, each period confaining the address in another file of a list of the registration
codes of students in the room at that time, with the percentages of total students
registered under these codes who were actually present. The file containing this data
occupied 9 pages, and a file containing total numbers of students for each of the relevant
codes, along with explanations of the codes, used 11 pages. A further 4 page file held
the capacities of the rooms and descriptions of their locations.

3.3.2. PROGRAM STRUCTURE

It.is not necessary for the user of the suite of programs to understand the organisation
of programs or data or any details of the MTS system. To initiate a session he issues a
single command and thereafter responds to prompting and questionning. As a result of the
initial command the CRT display is as shown in figure 8.1. (page 20). The user’s reply
causes the relevant program to be loaded. The use of such a controlling program enables
dynamic loading which reduces the size of the object module needed in the virtual memory
at any time, an important consideration in a time-sharing environment. This advantage
would be nullified if a great deal more loading were thereby entailed, but in fact each

program, especially the main program, tends to be employed for a substantial time.

The programming language used throughout was ALGOL 60 and the compiled object
modules occupy 39 pages; the total storage required for the system, exluding source
programs and library modules but including temporary space for updated files and line-
printer output, is 142 pages. About half of this total storage may be required in virtual
memory at one time. This is close to the limit of the Newcastle MTS system when the load

upon the machine is heavy, but at off-peak periods it is quite acceptable.

The suite includes programs which will investigate the room usage at a superficial
level as a screening technique, run the main program, perform housekeeping on the data,
or transform the data from symbolic form into readily comprehensible room-orientated
timetables. The first option (figure 8, 1.) is the most important, but the other six programs
are essential for its usefulness,
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WFICH PRCGRAM IS RECUIRED?
1. TC FERFCRM REALLOCATICNS
z.  TO PRINT CLT TIMETABLES
TC UPDATE STUCENT NUMBERS
TC ACC NEW RCCNS
TO CHANGE EXISTING RCCNS
TO UPDATE THE TIMETABLES
TC GATHER STATISTICS
i, TC TAKE NG ACTICN
ENTER THE AFFRCPRIATE NUMBER

v e WA
e ® 2 e @ ¢

igure 3.1. The options open to the user of the room usage model when
the system is initiated; as shown on the 2260 screen.
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3.4. USING THE MODEL
3.4.1. AN EXAMPLE TERMINAL SESSION

The first program called up by the user in a typical session might be number 3.
This would enable him to alter by some proposed ratio the student numbers in any
specified departments or faculties. He would then run program 7 to gain an idea of the
congestion in the rooms under investigation, through their percentage morning and
afternoon utilisations and the frequency of overcrowding. If it seemed feasible he would
alleviate this congestion by means of the main program (number 1); but it is possible that
only the provision of a new room could cure it completely. Option 4 simulates the building
of a room of the desired size and the user may then recall program 1 and conclude
reallocations. The timetables can now be sent for printing using program 2, and while this
is being done it is possible to store them (program 6) for future use. The user exits from
the suite by calling option 8. The time spent in such a session is dependent on the number
of rooms looked at and the number of reallocations to be made by the user. For an increase
in class sizes of 50% in 20 moderately well used rooms reallocations might be performed

and timetables produced in about 1% hours.

Many other permutations of the programs are, of course, possible, and the particular one
chosen will depend to a degree on the temperament and skill of the user as well as on the

amount of congestion and the number of rooms involved.

3.4.2. THE ALLOCATION PROGRAM

One of the obvious advantages of an interactive system from the point of view of an
inexperienced user is the way in which the system can guide him through his task by
offering him options instead of forcing him to remember and make provision for entering
the various items of data which are required when a particular run is chosen. All of the
programs therefore prompt for data. A description is given of the main progra;m alone as
the techniques used in the others of the suite are basically similar. The program listing

is in appendix 3.
When the allocation program is called up the following questions are put to the user.

1. “How many rooms are to be considered?” ;
While the program will allow the user to deal with all the rooms at once it is envisaged

that they will be dealt with in groups of about 20 selected because of their location on
the university site.

2. “Enter their numbers.”

The user may enter a list of numbers, or shorten this to “from to "} or any
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combination of these two forms. It is important in preparing a system for interactive use
that as many as possible of the obvious unambiguous answers to a question should be
acceptable, although a clear manual emphasising the expecte d answers should have

been studied by prospective users.

“At what time do you wish to start?”

Usually this will be answered hy “9, mon”, but it is also possible to start elsewhere
in the week. The program takes each day in tum starting at 9 a.m. and finishing at

4 p.m. The option is available in case a previous run had to be curtailed, so that the

system need not look at periods which are known to have been eliminated of congestion.

“Do you wish to make all room changes by hand?”

Normally the answer will be “no”, when the program will make the simpler reallocations
and will only return control to the user when it is difficult to place classes or if this
cannot be done. The algorithm used by the program will be explained later in this

section. The user will answer “yes” so that he can overrule the algorithm if a run is
being carried out for the purpose of resiting a few particular lectures because consultation

with departments has shown a certain room to be unsuitable.

When all periods have been dealt with the user must answer “yes” or “no” to three further

questions.

5.

“We have completed the week

Do you wish to look at an earlier time?”

The user may have found a period complicated to resolve satisfactorily, and he has the
option of leaving the problem unresolved and continuing with the next period. It may be
advisable to do this, because if such situations arise often it is likely that an extra
room or rooms will have to be used. Having finished the week he may return to the
problem period by answering “yes” to this question and “10, wed”, for example, to the

subsequent question “Which time?”

Notice the personification of the program in this question; a small point apparently,
but it is nevertheless important that the user treat the program as a consultant with the
timetabling facts at his disposal, and the attitude of shared responsibility for decisions

18 not another symptom of the condition in which the computer is blamed for human error,
but is healthy use of the system.

“Do you wish to make any further changes?”

This is an option offered to the user to enable him to refine the earlier placing of classes
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by the program, and gives him latitude to employ his specialised knowledge of any

factors which might invalidate the decisions suggested by the computer.

7. “Do you wish to save the new timetables?”
If the user has been successful in allocating classes to rooms he will answer “yes”

and the timetables constructed will be saved in permanent disk-files.

After question 4 has been answered the program reads the data necessary for the rooms
to be considered and begins to calculate the number of students in these rooms at the periods
specified. When it detects that there are more students occupying a room than its official
capacity it prints a message like:

“MONDAY AT 10

ROOM NO. 57 CAPACITY 40 44 STUDENTS”

No action is taken on this room until all further rooms have been dealt with for the same

period; then, if the user is not dealing with all reallocations himself, the program takes the

following course:

A. If the largest number of overcrowded students can be put in the largest empty room this
is done. This step is repeated until it is impossible or no room is overcrowded.

B. 1If step A cannot be executed, then if the offending class can be exchanged with another
s0 that both can be accommodated this is done and the program returns to step A. When

neither step can be carried out the user is given control.

When control is passed to the user, either because he requested it or because the simple
algorithm above has been unable to stop overcrowding he has the capability of issuing the
commands shown in figure 3.2. (page 24), where the second form indicates the minimum
necessary. The user has the choice of making his commands short or readily understood.
(For clarity particular rooms and times are shown.) The action of the program when given one
of these instructions is as follows:

L. continue No (further) attempt is made to place classes for this period, and the

program continues with the next period.

II. stop The rest of the week is ignored and the program only gives the option of
saving the timetables before terminating.

‘MI-V.  focus, does,when After IIl has been used to confine attention to a particular room,

IV will be answered by the number of times that the same number of students use

the room later in the week. V lists the times this situation occurs.

VI, how many This question may be used for any room at any period. With Il - V it
helps the user to allocate one room consistently for a class which is displaced



I
i
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Vi
Vil
Vili
IX

X

2L

continue c

stop S

focus on room 12 12

does the situation occur again? d

when? W

how many are in room 12 at 10, friday? h 12,10, fri
exchange classes in rooms 12 and 13 ex 12,13

put class in room 12 at 10, friday in roem 13 p 12, 10, fri 13
list status 1

repeat r

move to 3, friday m 3, fri

Figure 3.2. The command language in which the user interrogates the

program and performs room allocations.
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frequently, if this is possible and desirable. Like the possibility of overriding
the program’s placing of classes it is a refinement which is sometimes worthwhile

if a department’s preferences on the matter are known.

VII - VIIL. exchange, put These are the most {requently used instructions. While VIII is
capable of doing the work of VII, a straightforward exchange of classes in the
period under investigation is so common that it pays to have a simple instruction

- for the procedure.

IX. list status This instruction gives the capacity and number of students for all
rooms being considered, at the time in question. It is clearly a most valuable
instruction but suffers from two slight drawbacks; it is more time-consuming than
the others, which is of no importance if it is correspondingly more convenient, but
also if more than 10 rooms are under investigation the answer to the query takes
up more than the capacity of the 2260 screen, requiring the user either to scroll
backwards and forwards over the screen or to copy down the output. Either way is
less than convenient so that it turns out that this apparently all-purpose instruction

is less used than one might suppose and is generally brought into play only as a

last resort.

X. repeat The program will repeat the period just dealt with, taking any reallocations
into account. This is helpful for checking that the changes made have had the
desired effect, for clarifying a position which has become complex, or for returning
control to the program to rehouse smaller classes whose problems have been

shelved while a larger class has been dealt with.

XL move All periods are acceptable in this instruction, so that the user may jump
backwards or forwards. A greater degree of flexibility is thereby achieved, as it is
inconvenient to work with any period other than that at which the program has given
up control, due to the lack of instructions like “exchange” and “list”. Alternatively,
the instruction may be used when the eritical periods have already been isolated
and these alone may be considered, or only morning periods may he dealt with as
in some faculties very few cases of overcrowding in lecture rooms oceur in the

afterncons when students are largely engaged in practical classes.

Part of a run of the allocation program, in which some of these commands are used, is

shown in figure 8.8, (page 28), and further discussion of their use is presented in the
following section.
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WEDMNE SDAY AT 1C
RUOM NO., 41 CAPACITY 5¢C 65 STULDENTS
RCCM NC. 47 CAPACITY 3C 36 STLDENTS

THE FOLLOWING RCOMS ARE ENFPTY ANC WILL TAKE
THE LARGEST OF THESE CLASSES

NCAE
THE FOLLCWING RCCMS ARE LARGE ENCUCH
KOOV NO. 44 CApPACITY 7C 55 STLCENTS

ROOM ND. 46 CAPACITY 80 7¢ STUDENTES

WHAT ACTICN 1S REQUIREC?
LIST

STATUS CF RCCMS CN WECNESCAY AT 10

ROOM NO. 41 CAPACITY 5S¢ 65 STLCENTS
ROOM NO. 42 CAPACITY &C ee STLDENTS
RCCM NQ. 43  CAPACITY 60 47 STUCENTS
ROOM NOe. 44 CAPACITY TO 55 STUCENTS
RCOM NDe 4% CAPACITY 4C C STULDERNTS
RCCM NCe 46 CAPACITY 80 76¢ STUDENTS
RCCM NO« 47 CaApACITY 30 39 STUCENTS

WFAT ACTION IS REQUIRED?
EX 41 144

ROOM NO. 41 CAPACITY 5C . 55 STUDENTS
RCCM NCo 44  CAPACITY TC €% STULDENTS

WHAT ACTION 1S REQUIRED?
EX 41,42

RCCM NCo &1 CAPACITY 50 47 STUCENTS
ROOM HO. 43 CAPACITY €C 55 STLCENTS

WEAT ACTICN IS REQUIREC?
PLT &7 AT LO,WEC IN 45

W

[= IV

STLDENTS
STUDENTS

ROOM HO. 45 CAPACITY 4C
RCCM NCe 47 CAPACITY 30

WHAT ACTICON 1§ REQUIRED?
~ CONT

Figure 3.3. An example of the use of the command language of figure 3.2.
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3.4.3. USING THE ALLOCATION PROGRAM

In order to deal with the variety of situations which he may encounter in his attempt
to make full use of the resources at his disposal and at the same time to determine when
these resources are insufficient, the user must have available a wide-ranging yet uncomplicated
set of commands. Just as he must he able to screen the overall situation (program 7) before
attempting to improve it, so he needs commands to investigate a particular period at different
levels. In the normal situation where the program returns control to the user after failing to
find room for a class it tries to ease his problems by listing all the rooms large enough to
take the class. None of these is empty or the algorithm would have been equal to the task,
nor do any of them hold fewer students than the overcrowded room is capable of accommodating,
otherwise the classes would have been interchanged. It is often the case however that the
students in one of these rooms may he exchanged with a small number in a moderately sized
room and these may then be exchanged with the overcrowded class. For instance if rooms
1, 2 and 3 have capacities of 50, 80 and 70 and are expected to hold classes of 65, 45 and 55,
room 1 will be listed as overcrowded and room 8 as large enough to house the students. The
user should be aware of the capacity of room 2 and may also know from his initial investigation
that it is seldom used to capacity. He then inquires of the program how many students are
currently occupying room 2 and on receiving the answer exchanges the classes in rooms 2 and
3. He may then either resolve the situation by exchanging the classes now in rooms 1 and 2

or he may repeat the period and allow the program to do so for him.

The foregoing case is the simplest with which the user will be required to deal. Figure 3.3.
shows a slightly more difficult case with two rooms overcrowded. Here it is just possible to
deal with the smaller room by fitting the students into an empty room. Because 40 is the
second smallest classroom capacity and 89 the second smallest size of class it is impossible
to provide a greater margin of error for the reallocation, but in similar cases the user may wish
to do this, especially if he determines using the more detailed questions that the situation
occurs frequently. If he suspects that class sizes are slightly underestimated he must exercise
his judgement whether or not to allow such exact reallocations. (He must not assume that the
whole class will seldom be present at a lecture so that an apparent crush is permitted;

naturally if the room is uncomfortably crowded students may stay away.)

The user, then, has three types of command; those for interrogation, those for action, and
those for the control of the program. He may use either of the forms shown in figure 8.2.
according to temperament or he may use intermediate forms as in the "liSt" and “put” commands
of figure 3.8, There is no such alternative for output, which is always immediately intelligible.
A 2260 CRT enables this course to be adopted; using the same output on a 2741 terminal would
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be tedious, and abbreviations are often obscure and irritating, especially for those unused

to computer systems.

3.5. EXPERIENCE GAINED BY USING THE MODEL, AND ITS FUTURE USE

After the system had been tested on current student numbers and rooms the effect of
increasing the intake of one faculity (Arts) by 100% was investigated. It was found that the
simple reallocation algorithm used by the program was quite adequate, the user requiring to
make relatively few allocations himself. The somewhat surprising result emerged that for
such a large increase in students, given one change in the class-teacher timetable, only one
new lecture theatre would be required, while several of the smaller rooms could be used for
other purposes. It is unlikely that this finding would have been obtained without a computer

model.

The timetables produced for the rooms considered (figure 3.4., page 29 ) proved a
satisfactory method of communication with those responsible for administration; they are
suitable for use by the planners in assessing the amount of travelling involved in the
changes and in ensuring that no unacceptable congesticn is likely in lifts or on staircases.
They are also in a form suitable for scrutiny by departmental representatives who could

detect any aspect of the room allocations which displeased them.

The use of the model demonstrated that time-sharing systems can lead to interaction in
three basically similar but practically distinct ways. Firstly a user may interact with a
program, as in the allocation program, by issuing commands and responding to questions
put by the program. Secondly he may interact with a suite of programs, deciding which
program is appropriate at a particular point in time; when to screen the data, to run the main
program, perform housekeeping, or run a program which will aid communication with other
interested parties, such as the timetable printing program. Thirdly the user may decide,
possibly more slowly than at a terminal, what his next course of action is to be; for example
whether the combination of two rooms to make a larger one is feasible. It is important that he
should not feel bound to reply to the computer as quickly as it gives results and poses

questions.

In this context, however, he should maximise his chances of interacting quickly with the
computer by arriving at the terminal well prepared. He should know what he wishes to
accomplish during the session and should have copies of the previous timetables for the
rooms to be dealt with as well as listings of the files of room capacities and registration codes.
_Although the necessary information can be obtained at the terminal by using the MTS file editor

it is much easier in almost all instanges to look up o hard copy listing of a file to determine,
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Line printer output of a typical room timetable, showing
the registration codes of students attending lectures.

Figure 3.4,
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for instance, the meaning of a forgotten mnemonic registration code.

As well as continuing to employ the model in long-term planning situations it is hoped to
use it to allocate leetﬁre rooms to classes at the start of each university session.
Registration codes are stored on the computer as a matter of course and such files could be
used to provide an accurate breakdown of student numbers before lectures begin. Lectures
which would be oversubscribed could be pinpointed and alternative venues allocated before

the situation occurred.
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4. AN INTERACTIVE COMPUTER MODEL FOR
TEACHING POPULATION GENETICS

4.1. INTRODUCTION
4.1.1. MENDELIAN INHERITANCE AND THE HARDY-WEINBERG LAW

In 1865 Gregor Mendel, a Moravian monk, conducted an experiment in crossing peas of two
different true-breeding lines. He found that crossing yellow-seeded peas with a green-seeded
variety always gave yellow-seeded offspring; but these offspring when crossed with one
another could themselves give rise to three different types of pea. As well as yellow-seeded
peas like themselves they could produce true breeding yellow or green-seeded offspring.
Mendel quantified his findings and propounded a hypothesis which explained his observations.
His proposals for the mechanisms of inheritance were astonishingly accurate and the basis of

the theory of inheritance of qualitative characteristics is due to him.

Mendel postulated, and it is now accepted to be true in many instances, that in each
adult pea plant there are 2 entities (genes) determining each recognisable qualitative hereditary
factor. If they are identical the plant is true breeding for that characteristic; such a plant is
said to be a homozygote in the gene concerned. When the 2 genes are different the organism
is called a heterozygote; sometimes a heterozygote has characteristics intermediate between
the two homozygotes (semidominance), but in Mendel’s peas as far as seed colour was
concerned the heterozygotes behaved as did the yellow-seeded homozygotes. The gene giving
rise to the yellow-seeded characteristic is said to be dominant over the green seed producing

one which 1S recessive,

The genetic construction of an organism is termed its genotype, while the appearance to
which this leads is its phenotype. The yellow-seeded variety of pea produced by crossing the
two strains is genotypically different from the parental yellow-seeded variety, but is is

phenotypically the same. Fig. 4.1. (page 32) represents the situation which Mendel

observed.

In reproduction an offspring receives one gene from each parent, each parental gene
having an equal chance of being transmitted. The parental zygotes split to form gametes and
two of these combine to form the offspring zygote. The genetic information is carried on the
chromosomes in the ¢ell nucleus. One site on a chromosome 1s known as a locus, and the
altemative forms of gene at a locus are called alleles. If more than one allele is present in

a population the system is said to be a polymorphism.

Most of population genetics deals with the study of polymorphisms; the first important
result is the Hardy-Weinbeig law, put forward independently in 1908 by G.H. Hardy and
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Yellow Green Yellow Green
YY GG YY GG Parental generation
Yellow % Yellow 1st generation
YG : YG offspring
Yellow Yellow Green 2nd generation
YY YG. GG offspring

Figure 4.1. The inheritance of seed colour in peas observed by Mendel.
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W. Weinberg. It deals with the situation at an autosomal locus - i.e. with genes not carried
on the sex chromosome. Charactéristics transmitted on this chromosome are sex-linked; in
the autosomal case it is immaterial from which parent a gene was received. If at a diallelic
locus the frequency (i.e. the proportion in the population) of genes A and a are p and g

(= 1-p) respectively, the expected genotype frequencies in a (large) population are:

AA, p?; Aa, 2pq; aa, g If this population undergoes panmixia (i.e. if mating is at random)
the mating frequencies for the various genotypes are those given in table 4.2.(a) (page 34 ).
The entries in this table may be partitioned to give the frequency of offspring genotypes.
These are shown in table 4.2.(b). The Hardy-Weinberg law is the assertion that the gene
frequencies in the succeeding generation are unaltered; and the polymorphism is said to be
in Hardy-Weinberg equilibrium. In fact, a large population will attain equilibrium after only

one generation of random mating irrespective of the initial gene frequencies.

4.1.2. DRIFT, SELECTION, MIGRATION AND MUTATION

While the determination of whether or not a polymorphism is in Hardy-Weinberg equilibrium
is a necessary step forward in the investigation of a locus, attention is most often focussed
on the investigation of reasons for the absence of this situation. It may not obtain for example
because of non-random mating patterns, the smallness of the population so that variation due
to the sampling of gametes in the reproductive process assumes importance, or because some

form of directional force is acting on the gene frequencies.

In section 4.2.2. the case will be discussed of a diallelic locus at which gene frequencies
fiuctuate because of random sampling of gametes; such a process being termed random genetic
drift, or the Sewall Wright effect in honour of Wright's paper on the subject in 1931 [18]
although Fisher had discussed the phenomenon in 1922 [8]. Under drift one of the genes must
eveptually be lost to the population due to the workings of chance, so that all members of
the population will be homozygotic. In section 4.2.8. those forces which can keep a
polymorphism in equilibrium in the presence of sampling variation are examined. One such
force is selection, wherein the parental genotypes are unequally favoured in their ability to
be represented in the next generation whether by reason of longevity or superior fertility.

The propensity of an organism of a particular genotype to have offspring is called the fitness
of the genotype. This quantity is measured in relation to the other genotypes. Another pressure
which can counter the effects of drift is migration; the influx to a population of new members
whose mean genetic make-up differs from the current population mean can also give rise to an
equilibrium situation. Mutation, or the development in an individual of a non-inherited gene,

is very rare, [ts result in terms of gene frequency 1s the same as an immigrant would produce,
8o that whenever a model is constructed whioh takes migration into account it may also be
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Figure 4.2.
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assumed to cover mutation.

Because selection is effective through the medium of disease its action is the most
important of the directional forces. The models which will be discussed have been designed
so that an attempt can be made to estimate the genotype fitnesses if the gene frequency
distribution is known. (The phrase “gene frequency distribution” is slightly unfortunate.

It is used for “gene frequency frequency distribution” or “gene frequency probability

distribution”.)

4.1.3. MULTIPLE ALLELES AND THE ABO SYSTEM

Another complication in the study of the inheritance of qualitative factors which renders
the models mentioned so far inappropriate, is that there are frequently more than two
alternative forms of gene at a given locus. One important system in which this is so is the
ABO blood group system. Knowledge about this'syétem has application in blood transfusions,
establishment of paternity, and the investigation of several diseases, the typing of the blood
being carried out by the agglutination of red blood cells. There are 3 alleles denoted A, B and
O at the locus. A and B are codominant and each is dominant over O, so that the 6 genotypes
possible give rise to 4 phenotypes:- O (genotype 00), A (AA or OA), B (BB or OB) and
AB (AB). For a locus with 4 alleles there are 10 genotypes and for the general system with
k alleles there are %k (k+1) genotypes.

Several studies, notably by Matsunaga (18] and by Cohen and Sayre [3], have shown
that selection is acting at the ABO locus. Livingstone [11] has pointed out that it will be
extremely difficult to associate any of the major diseases of history such as plague or
smallpox with a particular blood group, and yet it is largely these diseases which have
given rise to the different gene frequency distributions which exist in various parts of the
world today. Nevertheless it may be fruitful to obtain estimates of the degree of selection
which has occurred and the directions in which it was acting. Section 4.4.3. contains a
discussion of a method of estimating ABO gene frequencies from observed phenotype
frequencies and of how these may be used in conjunction with a stochastic model incorporating
selection and migration to investigate those factors.

4.1.4. PREVIOUS MODELS OF GENETIC SYSTEMS

From the simple algebraic model of Hardy and Weinberg the simulation of genetic systems
has grown in sophistication at a great pace. Haldane, Fisher and Wright in many papers, in the
1930°s and 1940’s especially, produced a plethora of mathematical models, and recently
Kimura 8] has published many new formulations, mainly basing them on the Fokker-Planck
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diffusion equation which will be dealt with in section 4.2.1. The basic parameter of any
genetic system is the frequency of the relevant genes and because inheritance is carried out
in a probabilistic manner it is pertinent to consider the gene frequency distribution. In the
case of a diallelic locus under drift, for example, it is appropriate to find the probability
distribution for the gene frequency x after t generations if the frequency in the original
parent generation was p. Stochastic equation models are therefore very powerful tools for the
investigation of genetic systems, but Monte-Carlo simulations have also been used with some
success. Among the first to use such methods in genetics were Fraser (7], in Australia, and
Martin and Cockerham [12] in America. These workers saw in Monte-Carlo methods an
opportunity of examining the workings of systems through varying their parameters. The
methods form a useful adjunct to the mathematical analyses, modelling greater detail in a
more realistic manner, but they are tedious to use and their findings are more difficult to
interpret, so that they are not well adapted to use in teaching, nor in an interactive

environment. These points will be discussed more fully in section 4.6.

4.1.6. TEACHING POPULATJON GENETICS

The dispersive effect of random genetic drift and its prevention by directional forces
such as selection andAmigration may prove difficult phenomena to communicate to students of
genetics. It is often impossible within a given syllabus to use snitable experimental material
to illustrate population behaviour; the mathematics involved in the theoretical treatments in
textbooks and research articles is sufficiently abstruse to deter almost all students, and the
results contained in such sources are necessarily incomplete. A compromise solution was
found by Crosby [4] who used Monte-Carlo simulation techniques, but even with a computer
results in a comprehensible form do not become available sufficiently quickly, since it takes
many successive simulations to build up a.probability distribution. Arguably the time spent
in this pursuit is not wasted as it can give the students an appreciation of what a probability
distribution actually represents, but for complicated systems with many parameters the ability

to investigate the effects and interactions of these parameters is lost.

An alternative approach is to teach students ahout probability distributions by means of
a quincunx or picking coloured balls from a bag, and then to model the genetic system by the
Fokker-Planck diffu'_sion equation. In this way it is possible to investigate the behaviour of
a diallelic locus under drift, to demonstrate the equilibrium which is produced by some values
of genotype fitnesses, and to show the effects of altering population size or permitting
immigration. Students should also be able to understand the influences exerted by the various
factors at a locus where three alleles are present.
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If the probability distribution found as the solution of the relevant diffusion equation is
drawn directly on a graphical display unit by the computer program, intelligible results are
available very quickly after the program has been given the necessary data on fitnesses,
migration, population size and so on. This approach should prove much more satisfactory
than presenting the student with an account like that given in section 4.1.2. or trying to

explain the mathematics involved in a model.

4.2. THE MODELS
4.2.1. THE FOKKER-PLANCK EQUATION

' In a finite population the changes in gene frequency which take place do so as a result
of discrete events. It is nevertheless convenient to treat the gene frequency as a continuous
stochastic variable and model the changes in it by a diffusion equation. If the population
comprises N individuals the frequency of any gene may take any value of the form j/2N for
9l 1; & wssian , &N, and so if N is large the continuous approximation may be expected to
be good.

The appropriate differential equation is the Fokker-Planck equation. Its most general

form is

9 2
at

kil o
=1 j=i aX1 aXJ { w(axi' SXJ) ¢ ! -jﬂzil axj (M (BXJ) ¢ | (*)

i#)

k1 9 okt kl
=‘/,f§_1axjalv(8xj)¢1+'/,2 )

where the notation used is as follows:

& (X1,X0, «ouvn. +,Xk;t) 1s the joint probability density function, t generations after some initial
state, for the gene frequencies x; of the k alleles A; at an autosomal locus; Xy, Xg, «eee. , X1
are taken as the independent variables, with X, =1 -kéll Xi.

8X; is the change in X; per generation,;

M(8x;) is the expected value of §xy;

V(6%;) is the variance of 5x;;

W(8xi, 6%;) is the covariance of 8x; and X,

The equation only deals with the case in which all k alleles are present, i.e. X; # 0, 1<i<Kk.

The first two terms on the right hand side of equation () give the rate of change with
~ Tespect to time of the gene frequency distribution due to random fluctuations, while the third

term represents the rate of change due to systematic pressure.

For the simplest case of a diallelic locus the equation reduces to

d¢ 3 9
gt = HaxadV(ex) o1 =57 IM(8x) 41, for gene frequency X,
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4.2.2. A DIALLELIC LOCUS UNDER RANDOM GENETIC DRIFT

If there are no systematic pressures on the gene frequency X the expected change per
generation is zero; and if the only source of variation is random sampling of gametes (in a
population of effective size N) the variance is 2—11\3 X (1 = x). The Fokker-Planck equation
simplifies to

3¢ 1 9°
3 = aN gx (X (1-%) ¢l

it is required to find the gene frequency probability distribution after t generations, ¢ (X, t; p),
given that the initial frequency (at generation 0) was p. .

i.e. ¢ (%, 0;p)=5(x-p)  (Kronecker delta.)
Kimura (8, 9] has given the solution as

¢ (X, 4;p) = ;2; p(1-p) i (i+1) (i+1) F(1~i, i+2, 2, p) F(1-i,1+2, 2, x)e "1~ /4N

for 0 < x < 1, where F(,, ., ., .) is the hypergeometric function. Because of the exponential
term the series converges reasonably quickly and a computer solution may be obtained. The
probability that a gene becomes lost from the population may be calculated by numerical
quadrature, or from Legendre polynomials using another of Kimura's results [8]. The computer
program which evaluates the distribution for given values of N, p and t is in Appendix 3.

The distribution is given on the Computek in graphical form as illustrated in fig. 4.3. (page 44 ).

Use has been made of the phrase “effective sizé” in talking about a population. This is a
figure which depends on the age and sex structure of the population, on the mating pattem, and
on the history of these factors. Essentially it is the average number of individuals in a
population who contribute genes to the next generation. Almost without exception in models
it is taken to be a constant with respect to time. Any temporary decrease in the actual

population size has the effect of lowering the effective size thereafter (10, page 323].

4.2.3. A DIALLELIC LOCUS UNDER SELECTION AND MIGRATION

Before investigating the effects of selection it is necessary to decide how selection is
to be represented in the diffusion equation model. The method which has been chosen is to
ascribe weights (fitnesses) to the individual genotypes so that the ratios of the number of
offspring of the genotypes AA, Aa, aa which themselves reach reproductive age are
W, : Wg: Wg. The “mean fitness” W is then given by W = w, X*+ 2W, Xy + Wg y* Where X is
the frequency of A andy (= 1 - x) is the frequency of a. The actual values chosen for the w;
are immaterial as long as the ratios are unaltered, but it is sometimes convenient to take the
fitness of a genotype to be 1 minus its selective coefficient. This quantity is defined in
appendix 1
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Li [10, p. 338] gives the probability density function for the gene frequency x?%t a diallelic
locus in a population of effective size N, which is in equilibrium, as ¢ (X) = x(()l‘y-x)

where C is a constant such that j 1<;s(x) dx = 1. It is important to remember that both alleles
0

must be present before the differential equation is a valid approximation, so that the solution
also is only valid in the range 1/2N <x<1-~ 1/2N.

¢ woN
(L —ANIX (1 _y)1-4Nm(1-%)

The corresponding expression if migration also occurs is ¢ (X) =

Migration of population is adequately modelled for present purposes by assuming that a
population in which the gene frequency is x exchanges members at random at a rate m per
generation with a population where the frequency is X. For given values of N, m, X, W, Wy and

W, the distribution may be plotted on the Computek almost immediately.

The term involving V(5x) in the differential equation is as in the previous section.
M(5%) is calculated assuming additivity of the effects of selection and migration. The most
interesting case of selection is when the fitness of the heterozygote is superior to that of
either of the homozygotes (overdominance). In this instan ce a stable polymorphism is possible.
It is convenient to write w, =1 -8, Wo=1, wg=1 - 8. (There is no loss of generality
here as s, and s may be negative if heterozygote advantage does not apply.) If x and y are
the frequencies of A and a in one generation then the frequencies in the next are:

AA: (1-s8))x*  AarRxy  aa:(l-s8g)y”.
The change in frequency between generations is therefore

1
= f(1-s)X*+Xy 1 =-X = %(sgy - 84X).

It is worth noticing that Kimura, and others, in this situation take M(8X) = Xy (8gy - s,X), (8],
an approximation which is valid only for small s, s,. Since the case of lethal recessives

(sg = 1) is also of interest in the present context it is undesirable to make this approximation,
In any case it is pointless to do so when a computer is to be used, and the fact that sgy - 8 x
is the derivative %‘E means too that many theoretical treatments of the diffusion equation

become not simpler but more difficult if the approximation is used.

The expected change in X due to migration is m(X = X).

-4.2.4. A TRIALLELIC LOCUS UNDER SELECTION AND MIGRATION

Wright [19] has given the general expression for the equilibrium gene frequency distribution
for a k-allelic locus under selection and migration. A derivation of this rather neglected but
© very important i‘ormula, from the diffusion equation, is given in the next section. It is

cweN

mx
a0l !

-4Nmx,
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extending the notation for the diallelic locus in a natural manner.

For the triallelic case (k = 8), if LITRE the fitness of genotype A;A; (and wy; = w;; for an
autosomal locus) the nine parameters are N, m, X, X,, and 5 of W, ,, W o, W 4, Wyo, Wyq and
Wgq. The system is therefore relatively complicated and gives rise to many results which,
without the proposed interactive model have been difficult or impossible to communicate to

students.

The probability distribution in this case is a bivariate distribution in the triangular
region 0 <X, <1, 0 <x,<1,0<x, + X, <1 It was decided to represent this by a contour
diagram, orientating the triangle in the manner adopted by Brues [2] in her investigation of
the ABO locus. This method of depicting the distribution was regarded as better than that in
which an equilateral triangle is used because students could be expected to be more familiar
with rectangular axes. These alternatives are illustrated in figs. 4.5 and 4.8 (pages 46
and 47 ).

4.2.5. A DERIVATION OF THE EQUILIBRIUM GENE FREQUENCY DISTRIBUTION FOR A |
K-ALLELIC LOCUS
The general form of the Fokker-Planck equation was given in section 4.2.1. The steady
state solution is required. Kimura [8] has introduced the idea of “probability flux”; let the

probability flux along the x; axis be P(x,). Then

9 k1 d
P(x;) =Y ox, 1 V(8%;) ¢} + % 1215;1 (W(ox;, 8%;)p 1 - M(8%;) &
I#i

.4
For a steady state solution 5‘? = 0 and the equation to be solved is therefore

k1 0 . . .
izl o, P (x;) = 0. The solution which is of interest is the “zero flux” equilibrium

solution which, if it exists, is given by P(x,) = 0 for 1<i<k-1.

If the expected change in X per generation due to selection is SM(8X,), an argument
. . . 1 x
corresponding to that in section 4.2.8. gives SM(6%,) = W or W XX =X
W=

If there is also migration, and the population exchanges members at random with a population

in which the gene frequency is X at the rate of m per generation, the expected change in X, due
to migration may be written. |

"M (5%;) = m (X - X,).

If the variance of X, arises only because of random sampling of gametes, then for a
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population of effective size N,
V(8%;) = —N %; (1 - x;) and W(5x;, ox)) = .%I% X;X;

The equation P(x,) = 0 therefore becomes

3 k1 4in k -
a—i‘ {xi(l“‘xi)Cﬁ} -~ {XJQM o 21 WUXJ - 4in + 4Nm (xi - xi)lﬁb
J =

i

which reduces to

) k1 8 ANX; _
x(1- x)iﬁ‘é X, 51 X 5% = | —;_V‘ ;.1 Wi X; = 4NX; + kx; + 4Nm (X; - X;) = 1l¢ ..(2)
iF

In order to solve this set of equations it is convenient to consider the matrix H defined by
H is proportional to the variance-covariance matrix of 5x; and axj.. It is a symmetric non-singular

K
square matrix of order k — 1, having determinant Tl X;. Its inverse, K, may be shown to be
f=1
given by
1 A1
Kij”xk v gy K= X, i X;

Since equation (1) is equivalent to H gf = ¢f

Q? _ QSS Q_? Q_(é [ 1 - 1
where ox = ( 3%, ' axy ‘”‘k-l) and f is a (k - 1) vector with
4NX1 k _é
fi § st :2 Wi, X, + kx; = 4NX; + 4Nm (X; - X;) = 1, it follows that X " ¢KI ...(2).
w o
ke 1 fj i
Now fo) = F-: K”fl = 22; 131 f; +§
..1.. QN - k
X tw - x, rz WirXe 1+ i(k 4N-4Nm)(1-X) + 4Nm (1-X) + 1-K|
4N X 4mej -1
o r§='1 W, X, + (k~-4N~4Nm) + “‘“X—J‘*“—
4N 1-4Nmx,  1-4Nmk,
e e el

K . aw > - .
Furthermore 31 (Wiper W) X = % 5%- , and, writing a; = 1-4meJ for convenience

leads to (K); = 2N M (logw)+ X~ 1,
Xk X

Therefore equation j from the system () is equivalent to

¢ 4
= [N 5% (log w)+ - X, ) «(8).
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If G;(x) is an arbitrary function of X, Xy, ..., X, but does not involve X;, then integration

gives
log ¢ = log ¥°" — log X"k~ log xj“i+ log G, ()

—-2N
W
ie. ¢=0Gx) o q
Xg X
Since this must hold for j = 1, 2, ..., k — 1 the only possible solution is ¢ =Ikl ay  where C
. x .
‘ ' =l 1

is chosen to make f #(x) dx =1 for the region R : 0 < x; <1, (1 <i <k-1), and
A

k-1
0< ¥ x; <1. This is the result used in section 4.2.4.
i=1
Equation (8) leads directly to the conclusion that, if migration is not a major factor,
d -
modal equilibrium gene frequencies for a large population are given by ¢ sy~ (log W) = 0,
i
oW .
or more simply . = 0,j=1,2, .., k~1; which is the condition for the average fitness to
J
be a maximum. This result is well-known, but the diffusion equation approach is a powerful
method for producing extensions of well-known results such as the conditions for stability

under selection and migration, which can also be deduced from equation (8).

4.3. OUTPUT FROM THE MODELS

The two models of the diallelic locus were programmed in ALGOL W with FORTRAN
graph plotting routines linked in. The program listings are in appendix 3. Neither of the
programs presents any computational difficulties, except that using small values for t/N in
the first, say less than 0.1, made the program rather slower than desirable. Similarly for
values of the gene frequency initially close to 0 or 1 computation is increased because of
slow convergence of the series to be evaluated, For these cases the number of function

evaluations was reduced. Most of the coding is concerned with the format of the output.

Six runs of the model of the diallelic locus under drift are shown in fig. 4.8. (page 44 ).

The graphs are essentially the same as those given by Kimura, but it must be emphasised
that in a teaching situation the parameters for successive runs may be decided upon by the
teacher in order to illustrate any feature which is causing difficulty, or they may be chosen
by the students. It is important that each graph should be scrupulously annotated to prevent
misundei:tandings due to differences of scale or confusion between models. As well as the
graphical output the mean gene frequency and the standard deviation were printed on the

2741 terminal for the students’ convenience. Points which may be brought out clearly usig
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the model include the dependence of the distribution upon the number of generations elapsed
and the effective population size only through their quotient; the increasing probability of
gene loss (or alteratively fixation) with time and with the departure of the initial frequency

from 0.5; and the inevitability of final fixation.

Fig. 4.4. (page 45 ) shows the results of 6 runs of the model of the diallelic locus in
equilibrium‘under directional pressures, which illustrate various effects of selection and
migration. Again teachers and students should work out between them just which values of
the parameters must be considered next so as to make a specific point. In the course of a
one-hour session it would be quite feasible to draw some 20 such graphs, from which a great
deal of information can be derived. The effects of lethal recessives can be investigated, and
gametic selection can be discussed as well as superior heterozygote fitness, but it must be
remembered that the model caters for those populations in which both genes are present. It
may be thought instructive to show that the formula given by Li [10, page 339], which seems
to indicate that only through the product of the population size and the heterozygote
advantage is selection acting, is an approximation which should not be accepted as a

general result.

The model of the triallelic ldcus under selection and migration was programmed in
FORTRAN. Fig. 4.5. (page 46 ) shows the Computek output for 4 runs. The topics which
can be covered using this model include the effect of population size and migration rate, as
with two genes. Conditions on the genotype fitnesses for the stability of an equilibrium
situation, which now become more involved, can be investigated. It is in the triallelic case
that the use of such a model in an interactive context has the greatest advantage over other
media in giving students insight into the system. In thé simpler case of a diallelic locus the
use of the technique described is convenient and useful, but it cannot be denied that the
facts can be adequately taught without such a method. To understand the various ramifications
of an alteration in parameters in the triallelic case, however, a quick method of producing
intelligible results is imperative. Several alternatives were possible for the format of the
output. Numerical output like that in fig. 4.8. (page 51 ) could have been given, but although
such a table is useful on occasion it does not give an easily understood overall impression of
the situaFion. Alternatively some attempt could have been made to draw a three dimensional
representation of the probability distribution, but this presents so many difficulties that it is
unlikely that a satisfactory, informative, unambiguous diagram would have resulted. A contour
diagram of the distribution is a convenient compromise between these two extremes. An

equilateral triangle could have been used as axes for the 8 gene frequencies, and an example
is given in fig. 4.8. (page 47 ), but since the model was to be used in association with an
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An alternative representation of the gene frequency
distribution at a triallelic locus. The population
size is 100 with 5 immigrants per generation from a
population with 20% gene A and 10% gene B. Fitnesses
of genotypes AA, AB, BB, OB, 00 and OA are 0.90, 1.10,
0.90, 1.02, 1.00 and 1.05.
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investigation into selection at the ABO locus, and one of the principle papers in the
literature is that of Brues [2], it was thought to be appropriate and less confusing for the

students to use a rectangular system of axes as was done in that article,

2

Because the expression for the frequency distribution involves the term w N small

changes in the mean fitness, due to small departures from the equilibrium position, can cause
large changes in the value of the probability density function. The contours drawn were not
therefore equally spaced heights but in fact were chosen so that the representation of the
distribution was more acceptable to the eye. The ratio of the maximum value of #(x) to the
value at any point was calculated and contours at equal intervals of the log-log of this
quantity were drawn. Thus the outer contour of the 6 drawn in fig. 4.5. represents a very low
probability indeed. It would have been pleasant to have drawn percentile contours but the

calculation involved would have slowed down the response of the program unacceptably.

4.4. VALIDITY OF THE MODELS.
4.4.1. THE DIALLELIC LOCUS UNDER DRIFT

Mathematical models of systems often arouse suspicions in students (and others) that
the simplifications necessary to make the model tractable render it so unlike the actuality
as to be worthless. It is therefore important that the distributions produced by the models
should be demonstrated to bear a reasonable resemblance to those found by observation.
Nassar [15] has investigated the agreement between the Fokker-Planck equation solution
and a Monte-Carlo model of a diallelic locus under drift and found it to be good even for
quite small populations. Due to the time-dependent nature of the system little more can be

done to convince students of the adequacy of the model than draw their attention to this
finding.

4.4.2. THE DIALLELIC LOCUS UNDER PRESSURE

If certain polymorphisms in human populations are assumed to be in equilibrium they may
be used in conjunction with a model to validate it. It is necessary to choose a locus at which
selection and migration are known to be effective or the action of the parameters of the model
which dpal with these aspects will not be examined. The other main requirement is that a
large body of data should be available so that the model is adequately tested. Such is the
case at the ABO locus. Mourant, Kopec and Domaniewska-Sobe zak (14] have collected an
extensive quantity of data from published sources, and it is well known that certain diseases
are associated with the ABO blood group giving rise to selective pressure. Although the ABO
system is inherited via a triallelic locus the B gene is missing in pure-blooded America
Indians: it may therefore also be used with the model of the diallelio loous in equilibrium
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under selection and migration. Because such parameters as migration rate and population
size are not known sufficiently accurately for the populations for which data is available
on blood groups, the models cannot legitimately be used to estimate selective intensities
for the different genotypes. It is nevertheless important to demonstrate that the results of

the model are compatible with observations.

The gene frequency distribution for 106 samples from American Indians taken from the
book by Mourant et al was calculated from the phenotype frequencies (see section 4.4.8.2);
the distribution is given in fig. 4.7.(a). Numerical and graphical representations of the
distribution produced by the model for the parameters specified are in figs. 4.8.(a) and 4.9.(a),
(pages 51 — 52 ). The numerical results were calculated using a two dimensional analogue
of the trapezoidal rule. The agreement between the distributions is close enough to indicate
that the model is not unreasonable. No attempt was made to obtain a better fit by altering
population size or introducing migration, simplicity of approach being considered more
important than precision. The differences in requirements in terms of acéuracy and simplicity
of simulations used in teaching compared with those used in research are dealt with in

section 6.1,

4.4.3. THE TRIALLELIC LOCUS
4.4.3.1. ABO BLOOD GROUP DATA AND BERNSTEIN'S METHOD

The data on the ABO blood group system is available in the form of phenotype frequencies,
If in a sample of size n there are Ny, Ng, Ng, n, members with phenotype O, A, B, AB

respectively the likelihood function for the frequencies p, q, rof genes A, B, Ois

n!
ngingingiml (19" (p22pn)"® (g% 240" (2pg)"™ .

.1
Lettmgﬁ»-(nl, Mg, Ny, Ng) = (fy, fy, fg, f,) the maximum likelihood equations for p, q and r
(subject to p+ q + I = 1) can be written as
— = +
p p+2r q q+2r

Simple inefficient estimates are
. %
l'=f1 ) p°1—(f1+f3) ) q-l-(f1+fg)%;
and Bemstein [1] has shown that better estimates are given by

p=11-(f; +f)"111+D/2}
Q=11=(f,+0)"1114D/2)

e 10 D/2H10D/21 where Da (4 )b o (f, 4% = 1,% - 1,
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Bernstein also showed that a comparison of the observed phenotype numbers against those

expected with the gene frequencies calculated was equivalent to testing

I L. 2 deviate wi is i ing to note that
%0 (1-p) (1-9) as a y? deviate with 1 degree of freedom. (It is interesting to no

Bernstein only arrived at this result after making an unjustified approximation to compensate

for a previous algebraic error.) In fact in the 2000 samples analysed (representing about

2.7 million individuals tested) D was too often positive; it is thought that this might be due
to misclassifications of group AB as B. Roberts [16]) gives a method which compensates for
this. It is also conceivable that the discrepancy is due to selection causing a departure from
Hardy-Weinberg equilibrium, but a proportion of the B phenotypes was reclassified as AB in

Pq
2n (1-p) (1-q)

Samples for which full details of the results were not given or for which information on the

a partially successful attempt to Normalise the distribution of /

locality or type of population was lacking were rejected. So also were samples involving
persons not indigenous to the place where the sample was taken, since a recent mixture of
populations is likely to have perturbed the equilibrium situation. A y?* value significant at
the 1% level also caused rejection of a sample as did an original sample size of less than
88. This latter value is somewhat arbitrary, but is in fact the result of tolerance limits
considerations. About 90% of the samples considered are in the region p < %, q < %;

if it is stipulated that values of p, q and r must be correct to + 0.05 with a probability of
75% in this region the sample size restriction given can be calculated. It is important that
the tolerance conditions are not made too rigid otherwise some small samples from

anthropologically interesting populations would have to be discounted.

It is sufficient to deal here with those populations from Asia. 562 samples were
retained and the gene frequency distributidn for them is given in fig. 4.7.(b). It should
be remembered when interpreting the results that the means of p and q were calculated
independently of the sizes of the samples; they are not necessarily the values which would
be obtained from the data produced by summing over the phenotype frequencies collected.
Figs. 4.8.(h) and 4.9.(b) show the gene frequency distribution numerically and graphically
for the parameters specified. Because there is no evidence to show that the effective
population size. and migration rate used in the model are close to actual values in Asian
populations it would be improper to accept the fitnesses used as estimates of the fitnesses
of the ABO genotypes in Asia. The shape of the distribution however does bear a sufficient
resemblance to the observed data to give some credence to the model.
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4.4.3.2. THE ESTIMATION OF FITNESSES

It has been emphasised several times that the model of the triallelic locus in equilibrium
should not be used with ABO phenotype frequency data to estimate the genotype fitnesses
at the ABO locus. It is however interesting to consider parenthetically how such a procedure
could be carried out if the only unknown parameters were the fitnesses, and the observed
gene frequency distribution did not also have to be estimated from a model. The investigation
of such a topic is likely to shed some light on the possibility of using similar models for

parameter estimation in an interactive environment.

Because only the ratios of the fitnesses are relevant there are 5 parameters to be estimated
and the bivariate frequency distribution may conveniently be characterised by 5 quantities,
namely the means of the two variables, their variances and their covariance. Without loss of
generality the fitness of genotype OOmay be constrained to be unity.

IfwW=(Waa Wap» Weps Wop» Woy )» the required fitnesses,

u = (Exp(A), Exp(B), Var(a), Var(B), Cov(A, B)), calculated from the observed data, and u(®
is an approximation to u arising from submitting fitnesses w(0) to the model, then it is
possible to find a better approximation to W from )

y(o) Sia M‘I(E - .l_l.(O))

where M is the matrix of the resultant increases in the u, for a rise of « in any of the w;, as
shown for the Asian data in fig. 4.10. (page 55 ). The calculation of the entries in M assumes
that there are no interactions between the effects of raising two fitnesses. This was confirmed
to be the case for the African data by altering the fitnesses in the manner of a full 2*

factorial experiment. In some situations it is possible to economise on runs by starting

from a vector w which is symmetrical in two genes.

From a starting position of
Wapa =092 Wwup =105 wyp=092 wyy=1.05 Woa =106  (and wy, = 1.00
throughout) new estimates
Waa = 0907 Wup=1061 wpp=0902 wop=1060 wg, ~1.049
were obtained. These estimates gave values of (20.4, 20.1, 40.1, 88.6, -8.4) for W in
comparison with the initial (20.7, 20.7, 45.1, 45.1, -183.9), both attempting to fit data giving
(0.3, 20.1, 39.0, 87.0, -7.0). The new values of the parameters of the distribution are
therefore considerably improved, and it may be supposed that the fitnesses are also estimated
correspondingly more closely. A suitable method for calculating the elements of matrix M is
a quarter replicate of a 2* factorial experiment. The results can be handled rapidly and

simply by an APL program to give revised estimates for the fitnesses, but the method is
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essentially algorithmic and an automatic procedure is quite adequate. In a situation where
there is interaction between the parameter main effects on one or more of the response
variables heuristic methods may prove useful, but less in finding the optimal values of the

parameters than in helping the user to understand how these interactions are caused.

4.5. USE OF THE MODELS FOR TEACHING

The models were used to teach a class of ten third year honours genetics students at
the University of Newcastle upon Tyne. The students had previously heard two lectures on
gene frequencies in populations and had done a simple Monte-Carlo simulation by drawing
coloured balls from a bag. Considerable interest was shown in the lesson conducted from
the Computek; students were keen to provide parameters for each successive graph and to
suggest the form of the resulting distribution. Indeed, the lesson tended to proceed rathertoo
quickly for the efficient retention of information, but this defect will easily be rectified in future
years. In fact it is not serious, because suitable reinforcement of the main principles was
given in a summary using hard copy output at the end of the lesson. The interactive nature
of the lesson, however, was far more valuable than mere use of previously drawn graphs
could be, for the students were able to discover facts for themselves. The ability of
migration alone to counter the effect of drift surprised the class, and their discovery that
this same effect was of second order importance in the presence of a stable polymorphism

should leave a lasting impression of the dramatic effect of selection.

It is important that no organisational difficulties are allowed to obscure the main
objects of a lesson, although students will tolerate a limited amount of these if an interesting
new teaching technique is being tried out. A class of more than ten students would present
such difficulties, as the area from which the Computek screen may comfortably be viewed is
rather small. Closed circuit television might be employed to convey the lesson to a large
audience, but since participation in the lesson by the student is so necessary it is probably

as well to restrict the use of the model to small classes in any case,

The availability of a storage display screen for output of the graphs facilitated the use
of the models to a considerable extent, but even if such equipment were not available some
progress could be made towards using interactive computer models as teaching aids. If a
standard line printer is available for output, and may be taken out of normal service for the
duration of the lesson, graphs may he output by this means. Evans (5] has produced a
program for drawing contour representations of hivariate probability distributions and fig.
4.11. (page 57 ) shows how it may be used in the present context to bring out the salient
features of the distribution previously given in fig. 4.9, (b). It is unfortunately true that many
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installations wishing to use the models interactively would have to resort to some compromise
like this, although the absence of facilities for interactive graphics can seldom be justified

on economic grounds as they can be provided for as little as £10,000, ready to use.

4.6. A MONTE-CARLO APPROACH TO THE ABO SYSTEM

4.6.1. INTRODUCTION
It was stated in section 4.4.3.2. that the diffusion equation model of gene flow was not

well disposed to the task of estimating the fitnesses of the ABO genotypes because
information was lacking on vital factors such as population size and migration rates. These
considerations also apply to the model about to be discussed. As a model for investigating
the use of interaction it is valid enough, but in the absence of good estimates of these
important parameters the genetical results must be treated with scepticism. This investigation
was in fact carried out prior to the treatment of the system by stochastic equation, the latter

method being adopted after the lack of success with the more direct simulation.

4.6.2. DEMOGRAPHIC ASPECTS

The diffusion equation approach to the simulation of gene flow in a population is
certainly adequate for many applications as a teaching device. It does however make
several simplifying assumptions about the system it is intended to represent and is
therefore unsuitable as a vehicle for investigating some facets of the system, such as the
effect of a very small effective population size, different mating patterns or alternative
modes of action of the selective pressures. To answer questions about such topics, and to
test the efficacy of using a model with non-overlapping generations, a more detailed simulation

is called for. Since variation plays such a large part in the system a Monte-Carlo approach
is indicated.

In addition to the data on blood group phenotype frequency which has already been used,
certain demographic factors must be taken into account. The birth rate, death rate, duration
of the fertile (at risk) period and how these parameters have changed over the years must
be known. Since the object of the exercise is to determine fitnesses which bring about the
present equilibrium situation the simulation performed must cover several generations, and,
the human generation time being some three decades, the demographic particulars must be
ascertained for the past six hundred years or so. In fact the relevant distributions have
been assumed to remain constant over that-period as a first approximation to the truth. The

distributions for age at death and beginning and end of fertility which were used for the Asian
populations also dealt with by the stochastic model are given in tigure 4.12 (page 69 ).
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They were constructed from data given by Vielrose [(17]). The birth rate may be adjusted by
the program to keep the population size approximately constant. Since it is generally death
which terminates the at risk period the distributions for age at end of fertility need not be

determined with great accuracy and these ages may safely be taken to be constants.

It is simple to transform these graphs into functions suitable for GPSS, IBM's General
Purpose Simulation System, and it is also étraightforward to program a flow diagram such
as that shown in figure 4.13. (page 61 ) into a few of the common GPSS blocks. By adapting
the vital statistics functions it is possible to simulate selection by increased fertility,

longer life, maternal-foetal incompatibility, or any other mode which might be relevant,

4.6.3. RESULTS FROM THE MODEL

The simulation of 600 years of gene flow history in a population of 200 individuals
involves some 5000 transits through a model like that of figure 4.138. This requires a
considerable amount of processing by the GPSS interpreter, and since GPSS does not
accept data from external sources the program must be edited before each successive run.
The user must therefore expect to spend about 5 minutes at the terminal for each run. This
would be quite acceptable if the number of runs required before he interacted with the
simulation was small, but in fact it is not so. To produce a gene frequency distribution
many runs are re‘quired, and it is seldom obvious after a few runs even when the fitnesses
chosen are widely in error that the series should be curtailed. When the fitnesses are
closer to those sought to maintain equilibrium the distribution must be built up more
accurately, requiring more simulation runs. This aspect of the Monte-Carlo method makes

it quite unsuitable for interactive use.

The situation would be eased if only a single parameter of the distribution were to be
estimated, which is very often the case, but in the present instance where a distribution
is required (and a bivariate one) the Monte-Carlo technique is definitely unsuitable and

failed to produce any worthwhile results.
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5. AN INTERACTIVE COMPUTER MODEL OF A
CONDITIONAL RENEWAL SYSTEM

5.1. INTRODUCTION
5.1.1. THE CELL CYCLE OF MAMMALIAN CELLS

Howard and Pelc [6] showed in 1953 that the reproductive cycle of root meristem cells
could be observed to consist of distinct phases. The same phenomenon is apparent in many
organisms including mammals. A cell which is taking part in the reproductive cycle divides
to form two daughter cells, which may in turn divide to form two further daughters each.
The act of division is called mitosis, and the period between successive mitoses is known
as interphase. Before mitosis can occur a cell must increase in size and synthesise
various proteins and DNA. That period during interphase in which DNA is synthesised is
termed the synthetic phase or S-phase. The period between mitosis and the succeeding
S-phase is the pre-synthetic phase, denoted by G,, and the remainder of interphase,
between the end of the S-phase and the start of mitosis is the post-synthetic phase G,.
During G, and G, the cell synthesises the other constituents necessary for mitosis.

Mitosis, or the M-phase, may itself be seen to comprise four distinct phases.
These are known as prophase, metaphase, anaphase and telophase, but because the
period of mitosis is short in comparison with the total duration of the cycle few models

distinguish between the different stages of mitosis.

The symbols tg , ty, tq, and t, are used to represent the time spent by a cell in the

pre-synthetic, synthetic, post-synthetic and mitotic phases respectively, and their sum, the
cell cycle time, is denoted by T,. ‘

Not all cells which are produced as a result of mitosis proliferate. Some alter their
structure and function in a process. known as differentiation, while others apparently lie
dormant in G,. Such cells are frequently said to be in a G, phase; experimentally they
are indistinguishable from cells which pass through G, at the usual rate. The cells in a
population which are actually progressing round the proliferative cycle at any given time
is sometimes called the proliferative compartment, although such cells need not be
spatially separate from the rest of the population. The ratio of the number of cells in the
proliferative compartment to the cell population is the growth fraction, I,

One other time is of interest, namely that taken by a population of cells to double
their number. This will depend on the growth fraction, the number of cells which differentiate
and on the cell death rate. In a population which is growing exponentially (no cell loss) and
has & growth fraction I, the doubling time Ty, is related to Ty by (1+1,) "0/ Tou®, or
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5.1.2. PROLIFERATIVE INDICES AND FLM CURVES

During the S-phase cells incorporate thymidine, and it is possible to label these cells
by providing them with a supply of tritiated thymidine. Autoradiographic techniques may
then be used to detect the label and hence to determine the proportion of cells which were
in the S-phase at the time of labelling. This parameter is known as the labelling index, I, .
Cells in mitosis may be observed because their morphology is different from cells in
interphase, and the mitotic index I, is defined to he the propbrtion of the cell population
which is undergoing mitosis at any given time. The mitotic index is a more direct measure-
ment of the degree of proliferation in a system than the labelling index, but because mitosis
occurs relatively rapidly a great number of cells must be counted to obtain few mitoses.
Typically the S-phase lasts ten times longer than the M-phase and so the labelling index is
more convenient. Since cells in the S-phase proceed directly through G, to mitosis, I, is
equally valid as a measure of proliferative activity, and I, and I together are known as

the proliferative indices.

In a steady state system it can be shown thatl, t

Another proportion which may be calculated from the same observations as I; and I
is the fraction of mitoses which are labelled. The variation of this index with time provides
a powerful method of estimating the cell-cycle parameters (the individual phase times); it
was first described by Howard and Pele (6], and developed by Quastler and Sherman [13].
If a label is given for a very short period (a “pulse label”) and the fraction labelled mitoses
(FLM) calculated serially thereafter, a curve is obtained in which the FLM is zero while
the labelled cohort passes through G, unity while it passes through mitosis, zero again for
Gy, S and G, of the daughter cells and then unity for the next mitosis. Of course the real
life situation is not as simple as this, because not all cells take the same time to pass
through any given phase. Instead the phase times may be characterised by probability
distributions, and several authors, most recently Gilbert [5], have derived methods of
determining the cell-cycle parameters and their variances from experimental data. Figure 5.1,
(page 64 ) shows a section of the testosterone stimulated seminal vesicle of a castrate

mouse; mitoses, labelled cells and labelled mitoses are all present.

One other type of experiment should also be discussed at this stage; the determination
of the cumulative labelling index. Tritiaterl thymidine labelling is carried out at intervals
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Figure 5.1.

A section of the prostate of the mouse
showing (a) unlabelled mitoses, (b)
labelled mitoses and (¢) labelled cells
in interphase. ‘
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shorter than t  so that all cells in the proliferative compartment are labelled as they pass
through S. The proportion of labelled cells which is ultimately found in the population is
not itself the growth fraction because on mitosis a labelled cell becomes two labelled cells,
but the growth fraction may be calculated using this technique. The system is considered

to be well determined when the growth fraction and the phase durations are known.

5.1.3. CONDITIONAL RENEWAL SYSTEMS

The particular example of the cell cycle which will be modelled in section 5.2. involves
a conditional renewal system. This is an organ or tissue which normally has a very low
mitotic index but which will respond to a stimulus, such as trauma or provision of hitherto
lacking trophic hormone, with a wave of mitoses. Experimental data will be used which
relates to two areas of the prostatic complex in the castrate male mouse when testosterone
is administered. These areas are the seminal vesicle and the coagulating gland (see
figure 5.2., page 66 , adapted from [12]). Morley, Wright and Appleton [10] have shown
that the mitotic wave produced by the stimulus in these organs dies out even if the
stimulus is continued. A similar situation obtains in the oestrogen stimulated uterus of the

castrate female rat [8].

Partially hepatectomised rats exhibit a conditional renewal system wherein the liver
grows by mitotic activity until it attains its original size, as demonstrated by many

investigators, (see for example Johnson [7]).

A successful model of these systems will be able to estimate the cell-cycle parameters
and the size of the proliferative compartment as well as giving some idea of the mechanism

behind the rise and fall in the proliferative indices.

5.1.4. APPLICATIONS OF THE CELL-CYCLE

It would perhaps be profitable at this stage to indicate the reasons for studying the
cell cycle. Cytokinetics is not merely an end in itself, comprising interesting autoradiographic
techniques and stochastic. models, but has applications in the field of cancer chemotherapy.
It is important to know the kinetics of both the neoplasm to be treated and the related organs
and tissues in order to plan a strategy whereby the tumour may be eliminated without
irrevocable damage being caused to surrounding areas. Cancer chemotherapeutic drugs may,
for example, block cells from entry into DNA synthesis. If the cell cycle time of the

neoplastic cells is short compared to that of other cells which are affected, administration
of the drug for the period of the tumour cell cyole will destroy the tumout, while at the same
time preserving those other cells which have nat reached the block. The proportion of cells
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Figure 5.2. The prostatic complex of the (male) mouse.
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able to repopulate the system can then be estimated.

It is also important to be able to study the stimulatory effect of hormones, as many
diseases both acquired and inherited arise from hormone deficiency or excess. For this
reason it is important that a model of a conditional renewal system’s cytokinetics should

provide insight into the system and reliable estimates of its parameters.

5.1.5. PREVIOUS MODELS OF THE CELL CYCLE

Since Howard and Pelc described their original model of the cell cycle, reproduced in
figure 5.8. (bage 88 ), many extensions to it have been constructed. Some, like Cairnie,
Lamerton and Steel’s model of the intestinal epithelium of the rat [8], deal with a particular
physiological system in detail. Others deal with a particular type of experiment, usually the
FLM experiment. A wide variety of techniques have been employed in formulating these
models. Barrett (1] uses Laplace transforms in setting up his model, but favours a Monte-Carlo
approach to the solution. He is followed by Steel and Hanes [14] who also deal with the
continuous labelling curve, and use automatic optimisation techniques for data fitting.
Pedersen and Hartmann [11] discuss two models of the mouse ovary in relation to FLM and
continuous labelling experiments, assuming Gaussian distribution of phase durations, using
a stochastic equation. This approach is also favoured by Takahé,shi (15], who uses a Gamma
distribution for phase durations, and Gilbert [5], also using a Gamma distribution, is able

to obtain a simple model of the FLM curve by means of the Laplace transform.

These methods are fairly clearly divided into models which are intended to clarify the
workings of a system and those which are designed to estimate cell-cycle parameters. The
results of most of the recent FLM models are indistinguishable from the point of view of
how adequately they fit experimental data, and it must be doubtful whether any further
benefit can be derived from models based on an experimental method rather than on a
specific system. Too often the assumptions required by the former type of model are not

satisfied in the particular instance in which the experimenter would like to use it.

None of the computer models so far published is suitable for interactive use; the
Monte-Carlo approach is too slow, optimisation techniques are performed automatically,
graphical output is usually absent, leading to slow assimilation of results. The principal
reason, of course, is that as models for parameter estimation they do not need or want the
particular aspects of interactive use. | '
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Figure 5+3. Howard and Pele's model of the cell cycle.
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5.2. A MODEL OF A STIMULATED CONDITIONAL RENEWAL SYSTEM
5.2.1. MODEL DESCRIPTION
If a conditional renewal system is deprived of a necessary hormone, mitotic activity is
" reduced to very low levels and the cells may be considered to be in a G, or long G, phase.
After hormonal stimulation there is a delay followed by a burst of DNA synthesis and mitosis
which then dies out. This is so even if the hormone is ensured to be in plentiful supply by
administering it at regular intervals. The following model is proposed to describe the system

(see figure 5.4., page 70 ).

Cells start in compartment G, and after stimulation some or all of them pass through
G,, S, G, and M phases. After mitosis a daughter cell may either leave the cycle and enter
the differentiated compartment or undertake a further cell cycle. The numbers of cells taking
these alternative paths is controlled by the “decycling probability”. The idea of decycling
probability is akin to Bresciani’s distribution ratio [2] and corresponds to his # . It is more
basic and for many purposes more useful than the growth fraction, particularly when the
distribution of cells over the phases of the cycle is unknown or changing, although both
quantities give the same kind of information about the system. Some workers have stated

that cells divide only once after stimulation, so the decycling probability would be identically
1, this assertion will be examined.

Simulations of the cell cycle have gained acceptance in recent years since Barrett's
Monte-Carlo approach [1] and Takahashi’s investigation of a stochastic equation technique
for analysis of FLM curves [15] were reported. The model described in figure 5.4, was
treated analytically because of the greater speed attainable and because more insight can
be obtained from a mathematically defined model than from a Monte-Carlo model, which often |
tends to mask the important effects by modelling too closely the noise (random or other
irrelevant variation) of the system under investigation. Graphical presentation of output was

chosen because of its inherent advantage in ease of understanding and communication.

5.2.2. MATHEMATICAL TREATMENT OF THE MODEL
I. The system modelled.

i) All cells are initially in a G, phase,
ii) A proportion of the cells leave Gy and pass through G, S, G, and M phases.
: iii) The rate at which these cells leave Gy is a function of time only.
yiv) All cells take the same time to pass through a given phase.
v) Progeny may leave the cyecle (differentiate) or proceed through a further cycle.
vi) The decycling probability at the end of each cycle may be constant, depend on the total



70

Differentiated
cells

Figure 5.k4. Model of stimulated cell kinetic response .

Cells start in GO and move through the cycle towards
the differentiated compartment. After each mitosis

a cell "decides" whether to differentiate or to repeat
the cycle.



number of cells in the cycle or on the total number of cells which have left the cycle,

1

or be any other function of time.

vii) Labelling of cells in an S-phase is assumed to be instantaneous. If this is not so,
then the estimate of the duration of S (t;) must be reduced by the duration of action

of the labelling agent, and the estimate of the duration of G, (tox) increased by the

same amount.

II. Notation used.

The functions which must be calculated are:

N(t)
I(t)
In(®)
I(t)
FLM(t)
oL (®
ACY

total number of cells in the system.
proportion labelled of total.
proportion in mitosis of total.
growth fraction.

proportion labelled of mitoses.
continuous labelling index.

decycling probability after the r*® cycle.

The following quantities are used in the analysis:

D)
()
M)
Go(®)
f(t)

k

NO

’

Ly (0
L(t

a (M), g (M)

ar(s)", m‘.(s) '

number of cells which have left the system.
number of cells in S-phases.

number of cells in M-phases.

number of cells in G,.

birth rate into the cycle for cells leaving G, .

number of cycles possible (for convenience of calculation only; k may be

taken to be infinitein theory).
number of cells initially in G,,.

proportion of cells which leave G.

number of mitoses in r** cycle labelled in j*® cycle.

number of labelled mitoses.
time of labelling (FLM curve).

time from leaving G, to start/finish of r*® mitosis.

time from leaving G, to start/finish of r*® S-phase.

(Thus, (M = 4 (m =ty in the " cycle;

08 = a(® ot in the r*® cycle;

0,™ =0, M, T, for the ' cycle.)
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For conciseness P(6) is defined by

P(6) = p No21 "' (1-77(6+; ™) ; wg(™=0, 7p = 0;
j=0
so that, for example, P(t - a,(®) f(t - a,(®)) dt is the number of cells which start the r*®
S-phase between times t and t + dt.

ler=f+ar(m)—wj(s); ’2]1‘= T+(z)r(m)-—mj(s);

r3jl‘=r+ar(m)_aj(8) ; r4jr=r+wr(m)- aj(s).‘

III. Solution
The following relationships hold.

Gy(t) = No(l = p of‘ f(6) d6) (1)
- D(t) = 2;;1 j 7 (6) P(6 = w,(™) {(6 = &, (™) do (2)
o, (m)
k t
NO-No+Z  [* P(6 = 0,™) £(8 = w,(™) do ®
® ((m)
K teg (3
S(ty = I j' P(0) f(6) do 4
r=1 .
t—ar(s)
k t—w,(m) ‘
Mt) = = / P(6) f(6) do (5)
= (m)
t—a, (M

Notice that since ?},(t) and hence P(t) may depend on D(t) or N(t) equations (2) and (3) may
be integral equations. |

e

0, t < rljl‘
t—ar(m) A
0
t—mr(s)
Ljr(t)= IP(/)) f(6) de. roge <t <rgyy (6)
thar(s)
t—wr(m)
P(6) f(r - a;(®2) - f(6) } do, Paje < b < fage
. .
! 0, Pagr <t

t
IL(t) - %(-t)) Im(t) -LNﬁ%%
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Go(t —a,(®) + ay () ~ @y (™) + D(t)

I(t)=1-
p(®) NG
I ()= 1 - Golt = ay®)
N(t)
k r
L(t)= £ I Ly FLM(t) = L(Y)
r=1 j=1 vM(t)

The form of the relationship for I (t) is explained in section 5.4.1.

5.2.3. COMPUTER SOLUTION OF THE MODEL

As indicated previously, when the decycling probability is not a function of time alone
but depends on the value of another variable in the system, the mathematical formulation
of the system involves an analytically intractable integral equation and step by step
simulation is required. This must be carried out quickly as it will be used several times
to investigate the behaviour or find the parameters of a particular system. Use is therefore
made of the facts that the decycling probability changes slowly and that small changes in
the decycling probability cause only small changes in the numbers of cells in any part of
the system. This enables the value of ﬁr(t) to be approximated by assuming linearity over
t-2, t—1 and t, and hence the functions D(t), N(t), S(t), M(t) and L(t) may be calculated.

~The estimates of the ;r(t) are then improved; no further iteration is required. G,(t) may

be calculated analytically; other integrals are evaluated using the trapezoidal rule, and
economy is gained for D(t), N(t) and S(t) by using the values previously found for t-1.

It is then simple to calculate the required indices.

The function f(t) has been chosen tobe an Erlangian distribution with parameter 2. The
advantages of this distribution are that it is not a priori an unreasonable approximation to
the (unknown) distribution of times spent in G, after stimulation, and that it can be handled
analytically; the program will accept other values of the parameter, of indeed other
distributions should a better one be found. Although the distribution may be integrated
analytically, this is not important in the method of solution chosen, but it makes the solution
for the case of constant decycling probabilities obtainable in an explicit form (see section
5.2:4). An Erlangian distribution was preferred to the more general Gamma distribution not
because an attempt can bhe made to justify it on the grounds of the “method of stages” as

Takahashi does [15], but because it is much faster to evaluate than the Gamma distribution.

The number of cycles considered depends on the length of the simulation run. Efficiency
is improved by not postulating a 4th cycle if no cells will have reached it in the time under
investigation. The program listing {s i1 appendix 8
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5.2.4. A SIMPLER MODEL
If the decycling probability at the end of any given cycle remains constant, equations
(2) and (3) (section 5.2.2.) need no longer be treated as integral equations, and expressions

for the various indices may be found in closed forms.
P, is defined analogously to P(9) by

o1 -
Pp=p N2t g (-1
j=0

t
Writing F(t) = f f(6) d# (so that for the Erlangian distribution with parameter n and
0

mean g,

F)=1- exp(-—.no/y)n*zs1 @)/ )
=1 H

enables equations (1) to (6) to be simplified to

Gy(t) = Ng (1 = p F(t)) (1a)
k -
D(t)= 23 7R F(t-o,™) (2a)
N(t)'= NO + ; P,F(t - w'(m) ) (3a)
r=1
S(t) = §, P {F(t - al,(')) - F(t - w,(s))} (4a)
; r=1 '
M) - E:l P,IF(t - a,() = F(t = o, ()] | e
r o, t< 1jr

Pp IF(t =0, (™) = F(x = o)), ry5 <t <ty
Ly(®) = P AF(t =0 (M) - F(t - o (M)}, ¢ e <t<f gy (6a)

P {F('T"“ij(s)) - F(t - wlr(m))l, 7 gjr < t < ajr

koi '4jr<t

Other equations remain unaltered from those in section 5.2.2,
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5.3. USE OF THE MODEL

5.3.1. THEORETICAL CONSIDERATIONS

Unlike most FLM curve-fitting techniques, designed to estimate the durations of the
phases of the cell cycle, the present model is to be regarded primarily as a means of
gaining familiarity with and insight into the system it represents. It is true that it can be
used to estimate the cell cycle parameters, and in fact a mitotic index curve provides a
better estimate of the duration of mitosis than can be obtained from an FLM curve. But a
mathematical model should do more than estimate parameters; it should also teach its users
about the system it represents. Furtherm_ore, a good model will be amenable to verification
by suggesting other experiments. Decycling probabilities found from the model can be
examined by means of grain-count experiments, and the total number of cells in the system

at any time can be compared with DNA measurements.

In an examination of the effect on the final population size of changing the decycling
probability or of postulating different quantities upon which it might depend, the user of the
model will require to carry out several simulation runs. Frequently he will choose the
parameters for one run only after seeing the results of the previous run. If such a procedure
is to be carried out conveniently it is imporiant that the computing facilities available
should support man-machine interaction at a fairly sophisticated level. The model under
discussion was programmedin ALGOL W with FORTRAN graph-plotting routines, and was
designed to be run interactively from an IBM 2741 typewriter terminal with graphical output
being produced on the Computek 400 storage display screen. Hard cbpy output could be
obtained whenever a particularly informative set of parameters was used or when a fit was

found for experimental data.

The time elapsing from the start of entering data in response to prompting from the
program to the completion of the display of labelled and mitotic index curves was about
3 minutes, the exact time depending on the pressure from other users on the time-sharing

system. The time for such a run was always roughly similar to that taken up by discussion of
its output.

The use of a multiparametric model may legitimately be criticised as an unprofitable
technique if parameters are altered arbitrarily until the best possible fit has been obtained.
It was therefore thought advisable to restrict certain of the parameters of the model. If good
estimates of t_ or T, are already available it is not permissible to depart from these by
more than a small amount; the time parameters for each cycle may conveniently be constrained,
in the absence of any evidence to the contrary, to be the same, except for the duration of the
first G, phase which is experimentally indistinguishable from Go. The decyoling probability
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for each cycle will normally be the same and should only be taken to depend on the number
of differentiated cells if an adequate fit cannot be achieved while it remains constant. In
this fashion the freedom of the model is limited and its ability.to fit the several sets of data
presented to it becomes the more impressive. Where data has been fitted nine parameters
have been varied. In using the model for other purposes many more possibilities may be

investigated.

5.3.2. FITTING THE CURVES TO DATA

All indices which can be expressed as the proportion of “successes” in a number of
“trials” may be treated identically in the matter of fitting curves to observed values.
Thus the following argument applies equally to labelling index, mitotic index, continuous

labelling index and FLM curves.

Suppose the experimental index at time t is A,, derived from ., observations, and the
value predicted by the model is ,. For the FLM curve several methods are in use. Takahashi,
Hogg and Mendelsohn [16] minimi'se the weighted sum of squares

?‘ v (A= ny)?

which does not take into account that for the same number of observations the sampling
variance is higher near A = 0.5 than it is near 0 or 1. McDonald [9] maximises the log-
likelihood

vy A log py + (1 =) log (1 = p,)}

which suffers because x, may be zero, and he has suggested to Steel and Hanes [14] that
they minimise -

% (aresin VA, - aresin vur)* .

This last technique takes the differences in sampling variance into account, but it is
preferable to extend it slightly so that the possibility of counting different numbers of cells

is catered for, and consider the expression
:z v, (aresin YA, - aresin \u))*. .. (1)
The authors cited use automatic optimisation procedures to search for the required parameters,

It was decided not to do this for several reasons. Firstly, since data may be available for

labelling, mitotic and continuous labelling indices, the situation is rather different from that in

. which the parameters of a model are adjusted to fit a single set of data, and it would be

invidious to ascribe weights to the various sums of squared residuals to obtain one statistic
suitable in all instances, Expression (1) may not actually be minimlsed therefore, for a given
set of data. (In the case of a single FLM curve too a nOn-obt.xonil set of estimates may be
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useful if a precise estimate of a particular parameter is desirable.)

This leads on to the second reason for rejecting automatic techniques, namely that one
of the benefits of simulation is the opportunity it gives to study the effects and interactions
of the various parameters involved. This advantage is lost if the method is too computer-
orientated, prc‘Jperly the computer is a tool in simulation studies and should be used in an

interactive situation whenever possible, with the model builder in full control.

Thirdly, it is felt that automatic techniques involving sophisticated numerical optimisation
procedures may give a spurious illusion of accuracy. It is probable that any apparent
improvément in estimation of parameters which an automatic method provides will be essentially
model-dependent, reflecting, for example, the particular distributions chosen for phase times,

rather than offering any further description of the system being modelled.

Finally it must be recognised that where a variable is capable of sudden alteration the
technique of minimising the residual sum of squares may be inappropriate. There is little
justification for assuming that the indices follow a suitable distribution in the presence of
considerable variation in the rate of response of the animals used. The transformations
discussed do not take this variation into account, dealingb only with the sampling variance.

It is unavoidable, however, that each data point is produced by a different animal, and a

. correct analysis would involve the calculation of some norm by which the “distance” of a

point from the simulated curve could be measured. It may well be that fitting the curve by eye,
however prone to subjective error, will yield better results than the use of least squares

methods including transformation of data.

5.4. RESULTS AND DISCUSSION
5.4.1. THE CASTRATE MOUSE SEMINAL VESICLE.

Figures 5.5. to 5.10. (pages 78 to 83 ) show the output of the model. For figures
5.5. (a) and (b), the labelling and mitotic indices, the experimental data for the seminal
vesicle is presented. This data has been fitted in the manner descr‘ibed, and figure 5.6,
shows the 2741 terminal print-out which produced the results.

Table 5.7. gives analyses of variance for the best fit to the data which has been obtained.

~Since the durations of G, S and G, influence the mitotic index curve only through their sum,

and since the number of cells in the cycle may be adequately determined from the continuous
labelling curve alone, the 9 parameters of the model give rise to only 5 degrees of freedom for
the I, curve fitting. In the same way there are 5 degrees of freedom for the labelling index case.
Three parameters are directly involved in constructing both curves; nameiy the mean time in G,
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- vesicle data. The user enters the lines marked {. Experimental
data was contained in a file "gemves'". The decycling probability
) depended on the number (d) of different;ated cells!
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Labelling Index

Source of Sum of
Variation Squares
Regression 971.3
Residual 107.2
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Figure 5.7. Analyses of variance using the weighted arcsine transformation
for the best set of parameters discovered for the fitting of
the seminal vesicle labelling and mitotic index data.

The theoretical residual variance due to sampling of cells
is 0.25, an indication that there is considerable inter-

animal variation.
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functions of time after stimulation of the system.
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Figure 5.9. The continuous line represents the growth fraction calculated
i by the model using the parameters of figure 5.6. The dotted
lines correspond to the growth fraction calculated from the
observed seminal vesicle labelling index curve assuming
(a) exponential growth and (b) steady state conditions.
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Figure 5.10. Fraction labelled mitoses curves for a pulse label
at (a) 24 and (b) 48 hours after stimulation. The
experimental data points for the seminal vesicle
have been superimposed on the output produced by
the model using the parameters of figure 5.6.



s~ o

84

and those parameters expressing the relationship between the decycling probability and
the number of differentiated cells. Experience with the model has made it clear that the

I and I data are satisfied simultaneously by values of these parameters. While very
small changes in a parameter may raise one residual variance and lower the other, changes

which would be considered important cause the residuals to increase or decrease together.

Figures 5.8. (a) and (b) show the curves which should be produced by experiments
which investigate the variation with time of the continuous labelling index and the total cell
numbers. Figure 5.9. is drawn so that the conventional growth fraction can be examined.
Because it is not possible to distinguish between cells in G, and G, the growth fraction
calculated by the model may be defined in several ways. All cells which have left G, and
are still in the cycle could be considered to be proliferating, or cells which have not yet
reached the first S-phase could be excluded. In fact an intermediate position has been
chosen, whereby only those cells which will not reach the first S-phase in a time equal to
the second G, phase are excluded. This is equivalent to an assumption of G,'s of equal
length and G, a constant plus an Erlangian variate. The growth fraction curve given by
the model is rather lower (as is to be expected) than that produced by the relationship
given by Cleaver [4],

I;, (observed)
P I, (theoretical) '
when the theoretical index is calculated either on the assumbtions of exponential growth
or steady state conditions. The agreement is closest during the early stages of proliferation

and becomes worse as more and more cells fail to proliferate further.

Figures 5.10. (a) and (b) are FLM curves, with experimental data superimposed on them,
Figure 5.10. (a) shows especially clearly the dangers of using FLM techniques to estimate
cell cycle parameters if the growth fraction is not constant. The large influx of unlabelled
cells reaching their first mitosis around 54 hours swamps the few labelled cells entering a
second mitosis, and leads to the erroneous impression that only one division is undergone,
It has been found that, when labelling is more than about 60 hours after the initial
stimulation of the system, modelled FLM curves bear little resemblance to real life in
second gnd subsequent peaks, because for this aspect of the model variation in cell cycle
parameters is no lqnger overshadowed so effectively by the variation in the length of the
G, phase. Two such experiments are therefore convenient; one near the time that cells begin
to arrive in 8, and one at the peak of DNA synthetic activity,
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5.4.1.1. EXPERIMENTAL METHOD

The experimental protocol followed is fully documented in the report by Morley et al (10]
referred to in section 5.1.3. Briefly it is as follows. Male mice from an inbred strain were
castrated at 3 months and experiments begun 2 weeks later. Each animal was injected with
250u.g of testosterone propionate every 24 hours till death. At intervals varying from 1 to 3
hours over 4 days animals were given tritiated thymidine and killed after an hour. Auto-
radiographs of the seminal vesicle were prepared, and 2000 cells were counted to obtain
estimates of the labelling and mitotic indices. If necessary additional mitoses were

examined so that the FLM could be calculated from at least 100 mitoses.

5.4.2. RESULTS OBTAINED WITHOUT DATA

One of the most profitable uses of the model is to observe the effects on the output
curves of systematically altering parameters of the system. Figure 5.11, (page 86 )
shows the labelling index and continuous labelling index curves for the same parameters as
were used to fit the seminal vesicle data, except that the percentage of cells entering the
cycle varies from 100% to 20% in steps of 20%. The same effect can be observed in the

mitotic index.

Figure 5.12. (page 87 ) again uses the parameters of figure 5.6. except that the
decycling probability is kept constant, taking the values 0(0.25)1. It is clear that the
decycling probability has a great influence on the shape of the resulting curve, and it is

likely that it can be estimated fairly closely.

Classical ideas of growth control such as the Weiss-Kavanu model propose a negative
feedback mechanism from the functional or differentiated compartment acting upon the |
proliferative compartment to control the rate of cell production. This feedback may depend
on the number of cells in the differentiated compartment or on some related variable. In the
present experimental situation an induced peak in the proliferative indices occurs, followed
by a steady decrease despite the continuation of the stimulus. It is possible that any form
of feedback producing this response operates via the decycling probability. In figure 5.18.
(page 88 ) are shown I, curves when 7 is made proportional to the number of cells in the
differentiated compartment, with » changing at different rates. Such differences are reflected
in the shapes of the curves. The factors determining the initial value of 7 are of great
interest but are, as yet, obscure. :

Figure 5.14. (page 89 ) illustrates two points; firstly that labelling and mitotic index
curves can be produced which have more than one distinot peak. This is achieved by using
a shorter mean time in G, and & longer first G s than was required for the seminal vesicle;
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in fact the mean G, time was halved. This gives the distribution of times up to the first

S phase a smaller variance and shows how the model is able to represent different degrees
of synchrony. Secondly, it can be seen that the two curves in each of figures 5.14. (a) and
(h) cannot be distinguished between as far as ability to represent a set of data is concemed,
although the parameters used are quite different (see legend of figure 5.14.). The use of
such curves therefore cannot adequately separate the effects of an increase in the number
of cells participating in the cycle and a lengthening of t_ and t_. The continuous labelling
curves in figure 5.14. (c), however, are distinguishable, and so experiments giving these
“curves can be used as a basis for further investigations. The results given for the seminal
vesicle must therefore be treated with caution until the outcome of further experimen tation

is known.

It is in this area that the model best demonstrates its usefulness. It can indicate which
experiments would be most informative; it can determine at what stages of an experiment
it might be important to take frequent observations to ensure that sudden fluctuations in
I, or I curves did not go undetected; it can decide when the growth fradtion is likely to
be steady enough for an FLM experiment to be carried out; and it is open to verification by

suggesting further avenues of research, as well as estimating cell cycle parameters.

5.4.3. THE CASTRATE MOUSE COAGULATING GLAND

It was suggested in section 5.1.8. that the model described is applicable to many cases
~of induced DNA synthesis. This occurs through exogenous hormonal stimulation of a target
organ in animals in which the source of trophic hormone has been removed, for example,
stimulation of the uterus and vagina by administering oestrogen to castrated animals; and
of adrenal cortex, thyroid gland and gonadal tissues deprived of pituitary trophic hormones.
Further conditional renewal systems, such as are produced by partial hepatectomy or the
induced proliferation of phytohaemagglutinin stimulated lymphocytes, may also be amenable
to description by the model.

As preliminary evidence in support of this view, figure 5.15. (page 91 ) is presented,
showing curves drawn by the model to fit data relating to the castrate mouse coagulating
gland stimulated by administration of testosterone in the same manner as the seminal vesicle.
- Despite the different appearance of the I;, and I data in the two cases the model, as
explained in section 5.1.2,,is capable of fitting both sets. In this instance continuous
labelling data was also available and was used to determine the percentage of cells leaving
the G, compartment, before the other data was considered. The difficulties ehcountered in

obtaining an exact (it raise interesting quest.ons concerning the possibility of correlation
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Figure 5.15. Fitting data for the castrate mouse coagulating gland.
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between the phase times of a cell and its daughters, but much more extensive data would

be required for an investigation.

Unlike the other computer-drawn graphs in this thesis, which were reproduced from

hard-copy output, figure 5.15. was derived from photographs of the Computek screen.

5.5. THE VALUE OF AN INTERACTIVE MODEL
The increased efficiency and value of the interactive use of the cell cycle model in
comparison with what could have been obtained in a batch environment is mainly due to the
consequent ability to use the Computek graphical display equipment. To obtain the I, I,
} and I 5, curves which each take about 10 seconds on the Computek requires about 20 minutes
“ g using the hard-copy graph plotter. It is true that this can be improved on by using a line-
printer representation of the graphs, and this was done at one stage in the program development
before the Computek was operational. The quality of the graphs, however, along with the
increased convenience of terminal u.se, made the Computek much the more rewarding method.
There comes a time when an otherwise feasible method becomes unworkable purely because
of slowness and inconvenience, and without interaction this simulation would have passed
into the latter category. Communication with the biologists whose data was used would have
been intolerable had it involved studying successive sets of graph plotter or line printer
output at widely separated intervals. Instead many examples could be discussed at the
console. Comparison of several runs could be obtained in a form similar to that of fig. 5.11,
as it was possible to superimpose pictures on the Computek. Unlike the genetic application,
where the graphs were drawn directly on the Computek by the program, it was found
appropriate to store the file produced, then to plot it and subsequently to return to the
simulation. This procedure was necessary because one set of data gave rise to several
graphs, the first of which might be‘wanted for a re-examination after the second and third
had been viewed.

Such a procedure was specially valuable because when investigations into the system
were begun very little information was available. Understanding of the system through
frequent use of the model came rapidly, however, and it was soon possible to make use of
the data for which the model had been built. As discussed in section 5.8.1., although residual
sums of squares were calculated for fitted curves, the method is not ideally suited to the
situation in question, and visual methods of curve fitting were adopted. This method would

have been unthinkable without the interactive facilities.

To save unnecessary calculations being performed the program gives the user the option
to suppress graphical output and retain only the 8741 print-but a8 shown in fig. 5.8. This was
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most often done when a relationship between the decycling probability (7) and the number of
differentiated cells was chosen which led to 5 becoming greater than unity. Such a
contingency arose not infrequently as it is likely that ;; will be close to 1 at the end of

the simulated period.
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6. COMPARISON OF THE THREE MODELS

6.1. SOPHISTICATION OF THE MODELS

Of the three models presented the cytokinetic one is by far the most sophisticated.
It is equally capable of being used to provide insight into the system which it represents
and of estimating the parameters of a particular manifestation of that system; as a
research-orientated model this is critical since the system under investigation is naturally
imperfectly known. Although most of the concepts involved in the formulation of the model
are accepted by cell cycle kineticists this model is the first to place the emphasis for
feedback control of differentiation on the decycling probability — which term has in fact
been coined for the purposes of the model. The model has been carefully designed so that
the results of several experimental investigations may be simulated, and it has suggested
other experiments which could be used to check its validity. This is unfortunately not the
case with the genetic model, which in its use of a differenti@l equation to model the mode
of inheritance of qualitative characteristics is at first sight so similar. Too many assumptions
have to be made in the gathering of data for the latter model for it to be considered in the
same light, and methods are not available to estimate sufficiently accurately the rate of
migration or the effective population size. Nevertheless the genetic model is sufficiently
faithful to reality to portray the gene flow in a population at a level suitable as an introduction
to students. No impressions taken from the model will have to be unlearned; only the actual

fitness values must be treated with caution.

The situation in the room usage model is rather different from the two biological ones.
Here, the data collected was as far as could be ascertained an exact description of the
system; but essentially that data was used to estimate a great many parameters, namely the
proportion of students of any given registration code who would attend a particular lecture,
and these proportions were extrapolated into the future. Also, the meihod used of estimating
possible student numbers in succeeding years was crude in the extreme. Thus the model
was very accurate for the year of the data collection but of unknown worth for subsequent
years. It is, of course, possible to assess the fidelity of the model by carrying out its
recommendations and observing how closely the system follows its predicted course.

6.2. DEGREE OF INTERACTION

It was pointed out (section 8.5.) in discussing the room utilisation model that interaction
with the computer could take place in more than one way. Interacting with a program is a
feature of the use of a terminal system, although even in the early days of computers an
iterative sequence, for example, could be influenced by the user, who was able to interrupt
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program execution, alter the contents of registers and restart the program. The new-found
facility for such actions is however a product of time-sharing systems on third-generation
computers. The next degree of interaction involves inspection of results of a completed
program followed by loading and running the same or a different program, either choosing
the program or the data for a rerun on the evidence of the new results. This has always
been a common technique, but the advent of terminal systems has so improved turnround
for short jobs with limited output that a new dimension is added to the process. In fact

the advent of display screens for alphameric and graphical'output has gone a long way
towards lifting the restriction on the quantity of output which may conveniently be handled,
and file-based systems like MTS place practically no upper bound on the amount of input

which may be processed.

The speed of execution rémains the critical factor in whether it is profitable to design a
system for interactive use. Many models run quickly because the calculation involved in them
is tb some extent controlled by the application of Occam's razor. Certainly, remarkably
accurate data would have to be available before a more complicated biological model could

be studied than the cytokinetic one presented here.

Given that the models which have been described are suitable for interactive use it is
appropriate to consider what type of interaction has been used in each and for what reasons.
In the room usage model interaction performed two main functions. Firstly it made the system
more accessible to users who had no computer training by leading them with questions and
allowing them to choose from a set of instruction what the computer’s next task should be.
Secondly it enabled human decision making to be incorporated into the model, thus saving
considerably on data collection and coding and easing the difficulty of having computer based
decisions implemented. Interaction was mainly within one program, but opportunity was made
of a logical hierarchy in the model to construct a suite of programs to save on the virtual

memory required at any one time.

In the genetics teaching situation a computer model was used to avoid the need of
presenting the underlying mathematics to the students. An interactive environment was
chosen for running the model so that any set of parameters could be investigated quickly
and student involvement be encouraged. Each of the three stochastic genetic models is
used quite independently, but after each run of a program data is again requested and the

parameters entered are chosen in the light of the graph which has just been drawn on the
Computek.

A slight difference in approach was used with the oell cycle model out of necessity,
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An interactive model was chosen again as a means of obtaining greater familiarity with

the effects of parameter changes and as the best way of engendering interest in the model

in the biologists with whom communication was maintained. Because several graphs were
produced by each run of the program the output had to be stored, and viewed by a separate
program. The interactive nature of the viewing program itself enabled graphs to be super-
imposed for easier comparison, a facility which could also have been used in the teaching
application at the expense of such clear labelling of the individual graphs. One of the most
important uses of interaction in the cell cycle model was jn making feasible the non-automatic

curve fitting procedure adopted.

It is impossible to say in which model “most” interaction was used or in which it played
the most important role. Without interaction all three applications would have been qualitatively

different and would have been less successfully completed.

6.3. VALUE OF THE MODELS

Since much of the research conducted in the investigation into the use of interactive
models has been in fields other than computer simulation, it is pertinent to summarise the
facts which have come to light in these other areas and to evaluate the worth of using
interactive models by calculating the size of the contribution they have made in these

disciplines.

In the administrative sphere the value of the model is, as yet, difficult to assess. It has
indicated that the rooms available are capable of accommodating more students than was
previously imagined possible, but this finding has still to be verified when student numbers
are actually raised. Perhaps the main value of the room usage model is that it has demonstrated

to the planners that such interactive simulations have a legitimate part to play in helping them
to formulate strategies for the future.

The Monte-Carlo model of gene flow in populations did nothing to increase knowledge
about the system it represented, but the stochastic model, in addition to furnishing a new
derivation of the equilibrium distribution of gene frequencies at a multi-allelic locus under
pressure, showed that it was not unreasonable to accept the present day distribution of
ABO gene frequencies as resulting from selective and migratory pressures. It also demonstrated
the value of using the diffusion equation model with fast graphical output as a method of
teaching. This approach can be adopted in many fields and should prove especially valuable
when there is no need for students to follow the mathematics involved but where they must be

-able to understand the effects of the parameters which influence the system.
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It is in the application to research in cell cycle kinetics that the type of model
investigated has provided the most interesting and useful results. This is not surprising
since the system being investigated is not yet fully understood, and a model which can
reproduce experimental results is liable to lead to a considerable gain in understanding
of the system. It is clear that in the conditional renewal systems which were studied some
cells divide more than once; the emphasis placed by the model on the concept of decycling
probability is therefore valuable. On the hypothesis that this quantity depends on the
number of differentiated cells the model was able to represent experimental data quite
adequately. It therefore suggests that grain-count experiments be conducted to test the
existence of such an association. Such experiments will themselves lead to extensions
of the model so that their outcome can.be predicted in the same way as the model already
predicts the outcome of continuous labelling and DNA measurement experiments., The model
increases its value by not only describing a possible mode of functioning of the simulated

systeni but also encouraging and aiding further research.



98

7. THE USE OF SPECIAL LANGUAGES

7.1. GPSS and CSMP

The suite of programs which model room usage was written in ALGOL 60, a
language which proved entirely satisfactory for the purpose, allowing convenient
handling of data in arrays and, in the  version used, permitting flexible input and
clear output. Execution was sufficiently rapid to give the impression that responses

occurred immediately.

The biological models were programmed in ALGOL W and FORTRAN as these
were the only two languages which could be used in conjunction with the Computek.
They also proved satisfactory in terms of programming facility and speed of execution.
It is relevant to inquire whether a special purpose simulation language would have
given any further benefits, and two of the candidates for consideration are IBM’s GPSS,
which is for simulations of discrete systems, and CSMP, the continuous system

modelling program.

The preferred model for GPSS is of a queuing system, and, since this involves
birth and death processes analogous to those in human populations, the language
may clearly also be used in population genetics applications. As indicated in
section 4.6.2., the programming is made very easy by the special language, although
GPSS may be criticised on the score that certain calculations not performed auto-
matically by the program may be tedious to carry out. However, but for the fact that
the Monte-Carlo method is so unsuitable for interactive use, GPSS might have proved
an attractive language in which to write a genetic model. It is, of course, unnecessary
to make use of the GPSS random number generator; deterministic models of time-

dependent systems may also be programmed conveniently in GPSS.

CSMP offers similar advantages in the simulation of the cytokinetic system.
It could have been used to solve the differential equations for that system with very
little expénditure on programming time being required of the modeller. It would also
have been possible, had circumstances required it, to access the Computek from a
CSMP program.

In an interactive environment, however, both of these simulation languages
suffer from a considerable disadvantage which outweighs their seeming attractions.
Their input/output capabilities are not at all well suited to terminal use. It would
no doubt be possible to redesign these in such a way that parameters (or each run
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could be entered as data from a terminal and output made more concise, but
at present the extent and format of the output are such that the packages
are suitable only for batch use. The possibility of transmitting output to a
file which can subsequently be inspected for the necessary figures is not
appealing, because although some users would find this feasible the kind of
person for whom the models were written cannot be expected to tolerate this

imposition.

It is apparently the case, therefore, that simulation packages designed for
batch use are not appropriate in an interactive environment, at least when one of
the aims of the programmer is to enable users who are unfamiliar with the packages
and with computers in general to attain facility in running the programs. Writing
a specialised program with directly relevant output is more likely to be satisfactory

than attempting to adapt a general system.

7.2. APL

APL is a programming language designed for conversational use. It is both
elegant and easy to write, so that, having once used it, many programmers wish
to write in no other language. It is necessary to ask whether they should in fact

use APL for interactive modelling.

Because of the ease of programming in the language, APL is an extremely
useful vehicle for testing the logic of a model. The model of the cell cycle which
can be expressed in a closed form (constant decycling probability, section 5.2.4.)
was programmed in APL for this reason hefore the model was converted to
ALGOL W to run using the Computek. At the time the method was inconvenient as
the APL output had to be edited before being used as input to a program giving
graphical output, but when graph-plotting capabilities are added to APL, in the
version of MTS operated, it will form a Amost convenient language for simulation,
The decision whether to use it in any given instance will depend largely on the
amount of calculation involved in the model, as speed of execution has, to some

extent, been sacrificed for speed of programming and debugging. It is also

important that a way be found around the difficulty of using APL at a CRT device,
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which is brought about because the character set used by APL is peculiar to itself;
recent developments in micro-programmed generators for CRT terminals seem sure

to achieve what is needed.
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8. CONCLUSION
Computer simulation of dynamic systems may advantageously be performed in an

interactive environment if the execution time of the model is short enough to admit of
frequent transfers of control to the user. Such considerations would appear to limit the
value of Monte-Carlo simulations and to emphasise the utility of formulating deterministic

and stochastic equation models.

In administrative, teaching and research contexts the use of interaction facilitates
communication with those whose systems are being simulated, especially if fast alphameric

and graphical output capabilities are available.

The familiarity with a system which is gained from an interactive simulation is
particularly valuable in dealing with biological systems whose actions are imprecisely

known.
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APPENDIX 1

GLOSSARY OF GENETIC TERMS

ABO :

AGGLUTINATION :

ALLELE:
~ AUTOSOMAL :

BLOOD GROUP :

CHROMOSOME :
CODOMINANCE :

DIALLELIC :

DOMINANT :

a blood group system controlled by a triallelic locus whose alleles
are deonoted A, B and O. A cells agglutinate with type B serum;

B cells with type A serum; O cells with neither A nor B. There are
therefore 4 phenotypes, namely O, A, B and AB.

A group A individual may have genotype AA or OA, and a group B
individual may have genotype BB of OB. Genes A and B are

codominant and dominant over O.

the clumping of cellular components in the presence of a specific

immune serum.
one of an array of possible genes at a particular locus.
pertaining to any chromosome other than the sex chromosome.

a particular phenotype in a system of classification of blood, based
on the occurrence of agglutination of red cells when bloods of
incompatible groups are mixed. The ABO, Rhesus and MN are the

most widely investigated systems.

a thread of DNA and protein in the nucleus of a cell, so called

because it may easily be stained and recognised by its colour.

the situation in which both alleles of a pair are fully expressed in
the heterozygote.

of a genetic locus having two alleles.

pertaining to a gene which manifests itself equally in the heterozygote
as in the homozygote. The other gene is recessive. Although these
terms are well accepted they may be misleading, as dominance is

dependent on the test by which the phenotype is determined.

EFFECTIVE POPULATION SIZE : the average number of individuals in a population which

contributes genes to the next generation; a number which depends on
mating pattern, population age and sex structure, and the history of
previous effective population sizes. The concept is necessary because
most models assume & constant population undergoing random mating.
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FITNESS : the relative ability of an organism to survive and transmit its
genes to the next generation; a quantification of this ability
based on number of offspring. Fitness usually refers to a

particular locus, all others being assumed to act independently.

GAMETE : a reproductive cell having a single set of chromosomes; two of

these will combine to form a zygote.

GAMETIC SELECTION: the situation where one allele at a diallelic locus is superior
to the other, so that the fittest genotype is the homozygote in this
allele and the least fit is the homozygote in the other. (c.f.

overdominance.)
GENE : 4 a unit hereditary factor on the chromosome.

GENETIC DRIFT : the effect of random sampling of gametes (only 2 of the 4 parental
gametes being transmitted to an offspring) which causes the
frequency of a gene in a population to fluctuate. Without selection,
mutation or migration genes would become lost in a population
because of drift; this would be especially noticeable in small

populations.

GENOTYPE : the genetic constitution of an individual, especially at a given

locus.

HARDY-WEINBERG EQUILIBRIUM : the situation in which the ratios of the frequencies
of the genotypes AA, Aa, aa are p*: 2pq : q*

HETEROZYGOTE :  an organism having a pair of dissimilar alleles at a particular locus.
HOMOZYGOTE : an organism having two identical alleles at a particular locus.

LETHAL GENE : a gene which so influences development that the individual is
rendered non-viable. Usually the case of interest is that of a lethal

recessive, so that no individuals may be homozygous in the gene.
LOCUS : the position of a gene on a chromosome.

MATERNAL-FOETAL INCOMPATIBILITY : the situation in which, fo_r example, an 00 mother
' will have a deficit of OA compared to OO children by an OA father
because of sponteneous abortion.
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MIGRATION : in the usual constant population size models migration is
| represented by an exchange of individuals taken at random from

the population with individuals from elsewhere whose gene

frequency is known.

MUTATION : a rare process whereby an individual possesses an allele which

he has not inherited from his parents.

OVERDOMINANCE : the situation in which the heterozygote at a diallelic locus has
superior fitness to both homozygotes. (¢.f. gametic selection.)

PANMIXIA : random mating.

PHENOTYPE : the detectable characteristics of an organism resulting from its
genotype.

POLYMORPHISM : occurrence of different genes in individuals in the same population,

at the same locus.

POPULATION GENETICS: the study of inheritance in populations by means of

investigations into gene frequencies in these populations.

RECESSIVE : a gene possessed by an individual, whose effect is not

expressed in his phenotype. (c.f. dominant.)

‘SELECTION : (used throughout for natural selection); the process determining
the relative share allotted to individuals of different genotypes

in the propagation of a population.

SELECTIVE COEFFICIENT: a measure (s) of the disadvantage of a given genotype
(in a particular environment).

If on average 1 in 100 of that genotype fails to reproduce then s=0.01.

SEMIDOMINANCE :  the possession of an intermediate phenotype by individuals

heterozygous in the'genes concemed.
SEWALL WRIGHT EFFECT : genetic drift.

STABLE POLYMORPHISM :  a polymorphism maintained in a population because the
heterozygotes in the alleles under consideration have a higher
fitness than either homozygote, with extension to multiallelic
loci.
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TRIALLELIC : of a genetic locus having three alleles.

ZYGOTE : ‘ a cell formed by the union of two gametes; most cells other than
reproductive cells are zygotic.
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APPENDIX 2

GLOSSARY OF CYTOKINETIC TERMS
ANAPHASE : the third of the four stages of mitosis.

AUTORADIOGRAPHY : a method of determining fhe position in organs or tissues of
specific chemical substances by making them radioactive then

recording their distribution on photographic film.

CELL CYCLE : the proliferative cycle of cells, consisting of the pre-synthetic
phase, the (DNA-) synthetic phase, the post-synthetic phase and

the mitotic phase.
CELL CYCLE PARAMETERS : Collectively t°1' tg, t%. t, and Tq.
Sometimes also the grdwth fraction.
CHEMOTHERAPY : in cancer, treatment with drugs of known chemical composition

which are assumed to be directly toxic to the tumour cells; the

drugs often act at a specific point in the cell cycle.

COAGULATING GLAND : that part of the prostatic complex in the mouse which secretes

a substance capable of coagulating the seminal fluid.

CONDITIONAL RENEWAL SYSTEM : a system which normally has very low mitotic
activity, but which may be stimulated into growth by trauma or

administration of hormone.

CUMULATIVE LABELLING : a type of experiment in which all cells which are in the
Also CONTINUOUS  S-phase at any point during the experiment are labelled, the object

LABELLING being to determine the proportion of cells involved in the cell
cycle.
CYTOKINETIC : pertaining to the movement of cells through the cell eycle.

DAUGHTER CELL : one of the two cells resulting from the division of a single cell.

DECYCLING PROBABILITY : the probability (3) that a cell after undergoing mitosis
will leave the cycle (e.g. differentiate). 7 is related to the

distribution parameter (d) by !
T2 1%4d

DIFFERENTIATION : the process whereby descendants of a single cell achieve and
: maintain specialisations of structure and function,
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DISTRIBUTION PARAMETER : the ratio (d) of the proportion G) of cells which re-enter

DNA :

- DOUBLING TIME :

G, and repeat the cell cycle after a mitosis to the proportion (;)
which leave the cycle. ﬁ is the decycling probability.

deoxyribonucleic acid. A stable nucleic acid component of cells,
which consists structurally of two spirals linked transversely and

constitutes a pattern or template for replication.

the time taken for a population of cells to double in number.

EXPONENTIAL GROWTH : a system is in exponential growth if its doubling time is

FLM CURVE :

G, :
G, :

GRAIN COUNT :

constant.

the result of an experiment which measures as a function of time
since administration of a label the fraction labelled of all mitoses.
This is the most common means of estimating the cell cycle

parameters.

the symbol given to a phase (experimentally indistinguishable from
G)) in which cells are dormant, neither having differentiated nor

continued round the cell cycle after a mitosis.
the symbol given to the pre-synthetic phase of the cell cycle.
the symbol given to the post-synthetic phase of the cell cycle.

the number of labels detectable on a cell nucleus in an
autoradiographic experiment. Since there is a certain background
of radioactivity only grain counts greater than, say, five are taken
to indicate that a cell has been labelled. On division the label will
be distributed binomially on the daughter cells; this dilution of

label can cause difficulty in some types of experiment, but it can

also be used to estimate the number of dividing cells.

GROWTH FRACTION :

HEPATECTOMY :

HORMONE :

the fraction of cells in a population which are involved in the

proliferative cycle.
removal of the liver.

a substance produced by cells which is necessary for the proper
functioning of other cells in organs and tissues to which it is
conveyed, T



I, :
| 8
INTERPHASE :

LABEL :

LABELLING INDEX :

M PHASE :

MERISTEM :
METAPHASE :

MITOSIS :
MITOTIC INDEX :
NEOPLASM :

OESTROGEN :
ORGAN :

PHASE DURATIONS :

PLM CURVE :
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the labelling index.
the mitotic index.
the period between successive mitoses.

a radioactive atom introduced into a molecule which, without
altering its structure or function, allows it to be traced

autoradiographically.

the proportion of cells in a population at any given time which
have been labelled, indicating that at the time of labelling these

cells or their parents were in an S-phase.

that part of the cell cycle in which the cell undergoes mitosis;

it includes prophase, metaphase, anaphase and telophase.
plant tissue which can form new tissue.
the second of the four stages of mitosis.

the production of two daughter cells each with the same nuclear

content as the parent cell possessed at its birth.

the proportion of cells in a population which are in mitosis at any

given time.

a population of proliferating cells which are not governed by the

usual limitations of growth.
a steroid hormone which stimulates uterine growth.
a part of an animal which forms a structural and functional unit.

collectively ta, by ta, and ¢t .

percentage labelled mitosis curve; same as FLM curve.

POST-SYNTHETIC PHASE : that part of the cell cycle after the S-phase but before mitosis

during which the cell completes its preparations for mitosis.

PRE-SYNTHETIC PHASE : that part of the cell cycle after mitosis but before the S-phase.

PROLIFERATIVE COMPARTMENT : those cells, not necessarily spatially separate or

distinguishable from the others, which are taking part in the cell cycle.
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PROLIFERATIVE INDICES : I, and I, . These both provide estimates of the number of

PROPHASE :

PROSTATE :

RNA:

S PHASE :

SEMINAL VESICLE :

STEADY STATE :

SYNCHRONY :

SYNTHESIS :

TARGET ORGAN (TISSUE) :

TELOPHASE !

cells in the proliferative compartment if the phase durations are

known.
the first of the four stages of mitosis.

the complex of hormonally sensitive organs around the neck of the
bladder (involved in the production and transmission of seminal

fluid).

ribonucleic acid. A nucleic acid which takes part in protein synthesis.

that part of the cell cycle during which DNA is synthesised.
part of the prostatic complex (see figure 5.2. page 66 ).

a cell population is in steady state when the rate of cell gain
(by mitosis or immigration) is equal to the mean rate of cell

loss (by differentiation, death or migration).

a state of affairs in which cells in a population are not distributed
uniformly round the cell cycle, but travel toge_ther. A population of
cells which have been pulse-labelled are synchronous, but due to
variation in the phase durations of individual cells the synchrony

disappears in a diffusion process.

when used without qualification this refers to the synthesis of
DNA by a cell.

* the time taken by a cell from its formation through mitosis to

complete its own mitosis; the cell cycle time.

the duration of the pre-synthetic phase of the cell cycle.
the duration of the post-synthetic phase of the cell cycle.
the duration of mitosis.

the duration of the S-phase.

the receptor organ (tissue) upon which a hormone has its
effect.

the final part of mitosis when division is completed.
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TESTOSTERONE PROPIONATE : testicular hormone C,oHgg0,; a masculinising
steroid hormone secreted by the testis.

THYMIDINE : a chemical used in DNA synthesis.
TISSUE : a population of cells of the same kind, performing similar function.
TRAUMA : injury to an organ or tissue.

TRITIATED THYMIDINE : thymidine made radioactive by the replacement of hydrogen
by the radioactive isotope tritium, so that it provides a label for
DNA synthesis.

TROPHIC : - pertaining to nutrition; applied to hormones which influence the

activity and growth of endocrine glands.
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ALLOCATION PROGRAM

*BEGIN'*BCULEAN® CHAT,0OVER,NONE,MANU,SELF;
CINTEGER® NylyJyKgNl N2 1C1C0UNY'SUH'SHAX'HULDQKEEP'SOURCE'DESTN'
FIXyVARJPERyTIMyERRORy I 1 4yPAR] yPAR2yPAR3,POINT,CANWE;
CREAL' X3

'PROCEDURL® PRINT(DEV,FORM,X);
'VALUC® DEV,FORMyX; °*INTEGER® DEV; 'REAL® FCRM,X; °*CCDE':

'PROCEDURE® SPACE(DEVN);
YVALLE® DEV,N; 'INTEGER® DEV,N; °*CODE"';

*PRUCEDURE® READ(PLEA,COND,CHAT, INT,MESS,FAIL,V1,V2);

YCCMMENT' ASKS FOR DATA, READS [T IN AND, LF AN ERROR IN ENTERING IT IS
DETECTED, REPEATS THE QUERY]

'BOOLEAN' COND,CHAT,INT; *STRING' PLEAJMESS; 'LABEL' FAIL3S

*INTEGER' VI1; °*REAL® V2; °'CODE*;

'PROCEDURE® REPL(N); °*INTLGER® N; °*CCDE’;
*CUMMENT' TESTS THAT PROGRAM IS BEING RUN FROM A TERMINAL;

*PROCEDURE® JUMP(STR,N1,N2)3;

*COMMENT® THIS PROCEDURE MAY BE USED TO LIST THE DATA FILES ANC RETURN TO THE

PROGRAMs IT HAS NOT BEEN IMPLEMENTED SO THAT THE USER WILL HE
CNCCURAGED TC HAVE PRINT=-0UTS OF THESE FILES AVAILABLE;
"VALLE® N1,N2; °*STRING® STR; 'INTEGER®' N1l,N2; H

*INTEGER® *PROCEDURE® SPOTMAX(A4N)3;
'VALUE®' N; 'INTEGER® N; 'INTEGER''ARRAY' Aj
'BEGIN''INTEGER® [,J+K3
J:=Al/1/); K:=13
YFOR® [:=2 *STEP* 1 °*UNTIL®* N ‘DO’
CIF* A(/1/)>J °'THEN'
YBEGIN® J:=A(/1/); K:=1I;
"END';
SPOTMAX:=K;
YEND'3

'PROCEDURE® PERIOD(K);
*VALUE® K; °*INTEGER' Kj;
"BEGIN'* INTEGER® Aj;
$=K=(K=1)"/'7*7;
YIF' K<8 *THEN' OUTSTRING(1l,*(*MONDAY AT *')*) °'ELSE"’
YIF' K15 'THEN® OUTSTRING(1l,*(*TUESCAY AT *)*) 'ELSE’
YIF' K<22 °'THEN® OUTSTRING(1,*(*'WEDNESCAY AT *)*) ‘'ELSE'
YIF' K<29 'THEN® OUTSTRING(Ll,y*(*THURSDAY AT ')*) 'ELSE?
OUTSTRING(1,*(*FRICAY AT ')*);
PRINT(1533,'IF* AD4 °*THEN' A-3 'ELSE®' A+8); SYSACT(1ly241)3
YEND';

'PROCEDURE® DAY(TIME,NO);
* INTEGER® TIME; °'LABEL® NOj;
"BEGIN** INTEGER® JySYM;
ININTEGER (O, TIME);
YIFY ABS(TIME=T7)>5 | ABS(TIME-6.5)<2 *THEN®'GOTO* NO;
*FCR' J:=1,1 °'WHILE® SYM=4 'DO* INSYMBOL(O,'(*MTW F*')',SYM);
YIF* SYM<1 'THEN''GOTO' NO;
YIF' SYM=2 °*THEN'
PBEGIN® THSYMBOL(Oy*(*XUZH')',SYM);
*IF* ABS(SYM=3)~=1 *THEN''GOTO* NO;
‘END';
TIME:=T*(SYM=1)+(*IF* TIME>4 °*THEN' TIME-8 'ELSE' TIME+3);
YEND';

*PROCEDURE* NUMROOMS(AgNyFAIL);
'VALUE® N; *INTEGLER®*ARRAY' A; 'INTEGER® N; 'LABEL® FAIL;
YBEGIN®* INTEGER® [,C+K,S,T3
K:=1; SYSACT(Cy14,42);
RET: S:=T:=0;
INSYMBOL(O,*(*123456T8B9F*)*,C);
YIF' C<1 *THEN'*GCTO® FAIL;
YIF* C<10 *THEN®
*BEGIN'T:=C;
YFOR® [:=1 *WHILE® C<10 °'DO°*
'BEGIN*INSYMBOLI(O,'(*123456789,°)',C);
T:=10%T+C;
YEND' ;
YIF' C~=10 *THEN'*COTC® FAIL;
A(/K/):=T0/010-1; Ki=K+1;
YEND'*ELSE?
'BEGIN*ININTEGER(O,T); ININTEGER(0,S);
YIF' TOPAR2|SO>PAR2|T>=S5|S=TO>N=K *THEN**GCTO' FAIL;
YFOR® [:=K *STEP' | C*UNTIL® S-T+K ‘DO’
Al/L/):i=Tel=-K;
K:=S=T+K+1l;
YCND' 5
YIFY KSN+1 *THEN''GOTQ' RLT;
YEND';
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SYSACT(1,12,1); SYSACT(2,1251); SYSACT(3,12,1)3

SYSACT(4,12,1); SYSACT(5412,1); SYSACT(641241);

ININTCEGER(2,PARL); ININTEGER(3,PAR2); ININTEGER(4yN); ININTEGER(S,PAR3);
YIF' N-~=PAR2 °'THEN'*GCTO' XXXX3

SELF:='FALSE®; CHAT:='FALSE'; REPLIN); *IF®* N=0 °*THEN® CHAT:='TRUE';

START: RLCAD(*(*HOW MANY RCUMS ARE TO BE CONSICERED?')',1<=N&i<=PAR2,CHAT,
'TRUE'y* (*ILLEGAL NO. OF ROOMS*)*,CRUNCHyN,X);

'BEGIN**INTEGER® *ARRAY' RCOM,RCAP,CLASSyFULLJEMPTY(/1:N/),TABLEL,TABLE2(/1235,1:N/),
CSIZE(/1:PARL1/)yMASTR1yMASTR2(/1:PAR3/);

*PROCEDURE"' DISPLAY(J);

*VALUE® J; °'INTEGER' J;

*BEGIN*QUTSTRING(L1,*(*ROOM NOs *)*); PRINT(1,3,RO0M(/J7));
OUTSTRING(1,* (" CAPACITY *)*); PRINT(1,3,RCAP(ZJ/7));
PRINT(1ly6,CLASS(/J/)) i OQUTSTRING(1,*(* STUDENTS*)*);
SYSACT(1,2,1);

*END* 3

*PROCEDURE"® CONVERT(RM,NO);
* INTEGER® RM; °'LABEL' NO;
'BEGIN® ' INTEGER' I;
'FOR' [:=1 *STEP®' 1 °*UNTIL®' N ‘DO
YIFY ROOM(/I/)=RM *THEN''GOTO*' 0K}
*GOTO* NO;
0K: RM:=[;
*END';

*PROCEDURE® SUMENM(I,J,ANS);
VALLE® [,J; °*INTEGER' I¢JyANS;
'BEGIN'*INTEGER® KyREF1,REF2,REF3;
REF1:=TABLEL1(/[,J/); REF2:=TABLE2(/1,4/)3 ANS:=D;
IF* REFl-~=-1 'THEN'
'BEGIN®
RECUR: 'FCR' K:=1 'STEP' 1 C'UNTIL®' REF2 *'DO°*
ANS:=ANS+MASTR2 (/K-1+REFL1/)
*CSIZE(/MASTRI(/K-14REFL1/)/);
YIF* MASTR1(/REF14REF2/)~==1 'THEN"'
'BEGIN® REF3:=REFL;
REF1:=MASTR1 (/REF3+REF2/);
REF2:=MASTR2(/REF3+REF2/);
*GOTO* RECUR;
YEND';
ANS:=0.01%ANS;
YEND' S
YEND';

'PROCECURE" GETDATA;
*BEGIN'*INTEGER® [,J,K3
*FOR' [:=1 *STEP® 1 'UNTIL' PAR]1 °*COQ°
*BEGIN® SYSACT(2,2,16);
ININTEGER(2,CSIZE(/1/));
YEND'
'FOR® J:=1 °*STEP* 1 °*UNTIL' PAR3 *CC'
'BEGIN'ININTEGER(S,MASTRL(/1/));
ININTEGER(5,MASTR2(/1/));
YEND'
K:=0;
'FOR' [:=1 *STEP' 1 'UNTIL' N *DO°*
"BEGIN®*'IF' ROUM(/I1/)~=K+l °'TKEN'
"BEGIN*SYSACT(3,14,RO0M(/1/)-K);
SYSACT(4,14,5*(RCOM(/1/)-K=-1));
YEND"
SYSACT(3,2,7); ININTEGER(3,RCAP(/1/));
'FUR® J:=1 °*STEP®* 1 *UNTIL®* 3% *'DO*
*BEGIN' ININTEGER(4,TABLEL(/J,y17))3
ININTEGER(4,TABLE2(/J,1/))
*END S
K:=RCOMI(/17);
YEND' 3
CIF* ROOM(/N/Z)=~=PAR2 'THEN"' SYSACT(4414,5%(PAR2=-RCAOM(/N/)));
YEND' S
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'PROCCDURE® PUTCL(SOURCEDESTN,PER);

CINTEGER® SUOUKCCDESTH,PERS

YBEGIN' ' INTEGER' HOLD,KEEP;
TABLEL(/PER,DESTN/):=TABLEL (/PER,SUURCE/ ) ;
TABLE2(/PERyDESTN/) :=TABLE2(/PER,SCURCL/);
TABLEL(/PERySOURCE/ ) :=TABLE2(/PER,SOURCE/):=-1;
HOLD:=CLASS(/SCURCL/); SUMEM(PER,SUURCECLASS(/SOURCE/));
KEEP:=CLASS(/DESTN/); SUMEM(PERyDESTNyCLASS(/DESTN/));
DISPLAY(SOURCE); DISPLAY(DESTN); SYSACT(1,2,1);
YIF* PER~=] 'THEN'
*BEGIN® CLASS(/SUURCE/):=HOLD;

CLASS(/DESTN/) :=KEEP;

YEND'S

*END*;

*PROCEBURE®* EXCHY(SOURCE,DESTN);

' INTEGER® SOURCE,DESTW;

YBEGIN'*INTEGER® HOLD,KEEP;
HOLD:=TABLEL(/1,SOURCE/); KEEP:=TABLE2(/1+SCURCE/);
TABLEL(/1,SOURCE/):=TABLEL(/I,DESTN/); TABLL2(/1,SUURCE/) :=TABLE2(/1,DESTN/);
TABLEL(/1,CESTN/)2=HOLD; TABLE2(/I1,CESTN/):=KEEP;
HOLD:=CLASS(/SUURCE/); CLASS(/SCURCE/):=CLASS(/DESTN/); CLASS(/DESTN/):=HOLD;
DISPLAY(SUGURCE); DISPLAY(DESTN); SYSACT(1l,42,1);

YENDY;

*IF* CHAT °*THEN® OUTSTRING(Ly*(*ENTER THEIR NUMBERS')'); SYSACT(1l4241)3
ERRUR:=0; NUMROOMS(ROCMyNsFAIL); ERRCR:=03
TIME: *IF* CHAT *THEN® OUTSTRING(l,'(*AT WHAT TIME DU YOU WISH TO START?*)%);

SYSACT(1,2,1); DAY(TIM,COPS);

*IF* CHAT °*THEN'

*BEGIN® OQUTSTRING(1,°(°DO YOU WISH TO MAKE ALL ROOM CHANGES BY HAND?')*);
SYSACT(1,2,1); SYSACT(0s1442); INSYMBOL(O,*('Y')*,C);
YI[F' C=1 °*THEN' SELF:='TRUE"';

‘END* S

*GOTC*' MORL;

FAIL: CQUTSTRING(1l,*(*ERROR IN ENTERING RCOMS*)*); SYSACT(142,1)5 SYSACT(0,2,1);
ERROR:=ERROR+1; 'IF' CHATSERRORC2 °*THEN'*'GOTO' START; *'GOTO' CRUNCH;
00PS: OUTSTRING(1,*(*ERRCR IN ENTERING TIME®')*); SYSACT(1,2,1)3
ERROR:=ERROR+1; °*IF' CHATAERRORK2 °*THEN'*GCTO* TIME: °*GOTO' CRUNCH;

MORE: GETDATA;
*FOR® [:=TIM *STEP®* 1 'UNTIL®' 35 *'DO°*

YBEGIN® OVER:='FALSE®; MANU:="FALSE'; SMAX:=0;
'FOR' Js=1 *STEP® 1 'UNTIL®' N *CO°*
'BEGIN' SUMEM(1,J,SUM);
CLASS(/J7):=SUM; FULL(/J/):=EMPTY(/J/)2=-13
*IF* SUMMRCAP(/J/) *THEN®
'BEGIN'*IF* ~OVER °*THEN' PERIOD(I);
SPACE(1y4); DISPLAY(J); OVER:='TRUE';
FULL(/J7) :=SUM;
"IF® SMAX<SUM 'THEN® SMAX:=SUM;
YEND';
YEND®;

*IF' OVER & ~SELF °'THEN'
'BEGIN® SYSACT(1,241)3
CFOR' J:=1 'STEP' 1 'UNTIL®* N ‘DO
YIFY TABLEL(/1,J/)=-1 'THEN® EMPTY(/J/):=RCAP(/J/)}
SECND: POINT:=SPOTMAX(FULL,N);
CANWE :=SPOTMAX(EMPTY,N); *IF' CANWE=1 & EMPTY(/1/)==1 *THEN®*'GOTO' SECNE};
*IF* CLASS(/POINT/)<=RCAP(/CANWE/) °*THEN'
'BEGIN**IF® FULL(/POINT/)<O0 *THEN''GOTO* CONT;
PUTC1 (POINT yCANWE, 1) ;
FULL(/POINT/):=EMPTY(/CANWE/):=~13
'GOTO* SECND;
YEND' S
*IF* RCAP(/SPOTMAX(RCAPyN)/)KCLASS(/POINT/) *THEN'*GUTO® TOUGH;
SECNE: °*FOR* J:=1 'STEP®' 1 *UNTIL®* N *'DO*
YIF* CLASS(/POINT/)<=RCAP(/J/) & CLASS(/J/)<=RCAP(/POINT/) *THEN'
'BEGIN®'IF®* FULL(/POINT/)<O °*THEN®''GOTO' CONT;
EXCHL(POINT,J)i FULL(/POINT/):==13
'GOTO* SECND;
*END*;
TOUGH: MANU:='TRUE®';
‘END';
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YIFY  CVER & MANU | OVER & StLF  *THEN?

YBEGIN® SYSACT(142,1)5 CQUTSTRING(L,*(*THE FCLLOWING ROOMS ARE')');
OUTSTRING(Ly* (" EMPTY AND WILL TAKE THE LARGEST CF *)*);
CUTSTRING(L* (*THESE CLASSES')') 5 SYSACT(1,2,1);
NCNL:=*'TRUE"S
SFUR® J:= 'STEP®* |1 P*UNTIL®* N *'DO*

CIFY TABLEL(/14J/7)==1&4RCAP(/J/)>SMAX 'THEN®

YBLGIN®' DISPLAY(J); NCONE:='FALSL';

YEND';

YIF' NONE *THEN'

YBEGIN® OUTSTRING(Ly *(*NCNE®)*); SYSACT(1,2,1);
GUTSTRING(L 9" (*THE FOGLLOWING ROUOOMS ARE LARGE *)*);
CUTSTRING(Ly* (YENCUGH®* ) ') SYSACT(1,2,41)3;

'FUR? s=] *STEP® 1 'UANTIL®* N ‘DO
YIF' RCAP(/J/)D>SMAX *THEN'
YBEGIN®' DISPLAY(J); NONE:='FALSE"';
YEND'
*IF* NONE °*THEN?®
'"BEGIN®' OUTSTRING(1,*(*NONE®)*); SYSACT(1,4241)3
YEND's SYSACTI(1,2,1)3
YEND*;

Y[F' CHAT °*THEN?
YBEGIN® *SWITCH® PART:=CONT ,STOP, FOCSyDOESy WHEN yHUWMy t XCH,
PUTC,LIST,REPTMOVES
ERROR:=FIX:=03;
ACT: QUTSTRING(L,y'(*WHAT ACTION IS REQUIRED?2*)*);
ACTl: SYSACT(14291); SYSACT(Osl4,2)3
INSYMBOL (Gy * (*CSFOWHEPLRM') *4C) 3
*IF* C=0 'THEN'
'BEGIN' ERRCR:=ERRCR+1;
*IF* ERRCR<C2 *THEN!'
"BEGIN® CUTSTRING(1l,y'('RE-ENTER MESSAGE')*);
'GCTO' ACT1;
YEND®'ELSE"
'BEGIN® CUTSTRING(1,*(*ILLEGAL MESSAGE®)*);
SYSACT(1,4241)5 'GOTO* STOP3
*ENDY
YEND' S
ERROR:=03; *'GOTO' PART(/C/);

FOCS: ININTEGER(O,FIX); CONVERT(FIX,WRONG); OUTSTRING(L,* (*CONE. NOW *)¢);
'GOTO* ACT;

DOES: *IF* FIX=y 'THEN'
YBEGIN® OUTSTRING(1,*(*YOU HAVE NCT SAID WHICH RCOM WE ARE v)*);
CUTSTRING(Ly " ("DEALING WITH®)*); SYSACT(1,42,1);
TEND® *ELSE"
'BEGIN®' COUNT:=0; HOLD:=TABLEL(/I,FIX/);
YFORY K:=1¢1 *STEP®' 1 °*UNTIL®' 35 *'DO°
YIF' TABLEY(/K,FIX/)=HOLD *THEN® COUNT:=COUNT+13;
*[F* COUNT>O0 °*THEN®
'BEGIN® OUTSTRING(Ll,*(*THE SITUATION DCCURS ANOTHER®*)*);
PRINT(143,COUNT); OUTSTRING(L,*(* TIMES®*)");
YENC''ELSE’
QUTSTRING(1,*(*THE SITUATION DOES NOT OCCUR AGAIN')*);
SYSACT(1,14,2)3
YEND S
'GOTO* ACT;

WHEN: *IF* FIX=0 °'THEN'

'BEGIN' OUTSTRING(1,*(*YOU HAVE NCT SAID WHICH RCOM WE ARE *)*);
QUTSTRING(Lly*(*DEALING WITH®*)*); SYSACT(1,2,1);

YEND*YELSE"

YBEGIN®' HOLD:=TABLLLI(/1,FIX/);
SFORY K:=1+1 *STEP® 1 C*UNTIL® 35 *'DO°

YIF' TABLEL(/K,FIX/)=HOLD °*THEN®' PERIUDI(K);

CUTSTRING(L,*(*CONE®*)*); SYSACT(1,14,2);

YEND' S

'GOTAY ACT

HOWM: ININTEGER(UsVAR); CONVERT (VAR, WRONG) ;
DAY(PER,BCUB); SUMEM(PER,VAR,SUN);
PRINT(1,3,SUM); SYSACT(1,42,1);

'6ATOY ACT
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PUTC: ININTEGER(UC,SOURCE); CUNVERT(SCURCEwWRONG) S
DAY (PEK,BOCB) 3
ININTEGCR(O,DESTN); CCONVERTU(DESTNy WRONG) §
VIF' TABLEL(/PERGDESTN/)~==1 *THEN''GOTO* CANT;
PUTCL(SOQURCE DESTN,PER) §
'GOTO* ACT;

EXCH: ININTEGER(O,SUURCE); CONVERT(SCURCE,wWRUNG);
ININTEGER(UyDESTN); CONVERT(DESTN,WRONG) ;
EXCHL (SCURCEsDESTN) 3
VFUR® J:=1 'STEP® 1 YUNTIL® N *CO* FULL(/J/):=EMPTY(/J/):==1}
'GOTO* ACT;

LIST: *FOR® K:=1 *STEP® 1 C*UNTIL® 5 'CO' INSYMBOL(U,*(*SRC*')*,C);
YLF' C<1 *THEN''GOTO* HBOOB;
*IF* C=1 °*THEN'
YBEGIN® OUTSTRING(L,*(*STATUS OF ROOMS ON *)*); PERIOD(I);
YFOR® K:=1 *STEP®* 1 'UNTIL® N 'DU*' DISPLAY(K);
YEND' 'ELSE’
YBEGIN® ININTEGER(O,NL1); ININTEGER(QsN2);
YIFY NI>N2 °*THEN''GOTO* BCOB;
CIFY C=2 *THEN® JUMP(*(*RCCM')'yN1,N2)
YELSE' JUMP('*(*COURSE®) "y N1yN2)3;
YEND'
'GOTO* ACTS

MOVE: I[I:=1; DAY(I,BANG); OUTSTRING(1l,*(*DUNE*)");
SYSACT(1,241)5 [3=1-15 *GCTQ* CCNT;

REPT: [:=I-1; *'GUTO* CONT;

CANT: OUTSTRING(1l,*('RCOM NOe« *)'); PRINT(1,3,RO0OM(/DESTN/));
OQUTSTRING(Ly*(* IS NOT EMPTY')*); SYSACT(1l,4251)5 *GCOTO* ACT;
WRCONC: OQUTSTRING(Lls*(*WE ARE NOT INTERESTED IN THAT ROCM')*);
SYSACT(1,2,1)3 *GOTO' ACT;
BOOB: OQUTSTRING(Ll,*(*ILLEGAL INSTRUCTICN®*)'); SYSACT(1ls2,1);
'GOTO* ACT;
MIS: OQUTSTRING(l,*(*ERROR IN QUERY')*); SYSACT(1ls2y1)3;
'GUTO* ACTS
BANG: OUTSTRING(1l,*(*NO SUCH TIME. THE PRCGRAM WILL CONTINUE®)*);
SYSACT(1,2,1)3 [:=115 *GOTO* CONT;

YEND' S
*END' S

CONT: *IF*' CHAT & [=35 °'THEN'
YBEGIN® SYSACT(14914,52); OUTSTRING(l,*(*WE HAVE CCMPLETED THE WEEK®')");
SYSACT(1,241); OUTSTRING(1,°('D0 YOU WISH TO LCOK AT AN EARLIFER TIME?*)%);
SYSACT(142,1); SYSACT(O,14,2); INSYMBOL(Os*(*'Y*)*C)3
YIF' C=0 *THEN''GOTU* MORF;
QUTSTRING(1y* (*WHICH TIME?)"); SYSACT(1,4241);
DAY (I,BANGL); [:=I-1; *GOTO* CCNT;

MORF: SYSACT(1l,14,52); OUTSTRING(1,*(*DC YCU WISH TO MAKE ANY %)),
QUTSTRING(l,*(*FURTHER CHANGES?*)*); SYSACT(14251)5 SYSACT((414,2);
INSYMBCOL (O * (*Y*)*,C); *IF® C=0 °*THEN''GOTO' STOP;

OUTSTRING(1,*(*YOU MAY MOVE ANY CLASS AT ANY PCRIOD')*); SYSACT(1l,s2,1);
OUTSTRING(L,*(*STOP BY REFERRING TC CLASS IN RGCM 0')*); SYSACT(1,2,1);
ALTER: ININTEGER(JySUURCE); CONVERT(SOURCE,CONT);
DAY (PERJyCONT); ININTEGLR(O,CESTN); CUNVERT(DESTN,CUNT);
YIFY TABLEL(/PCR,DESTN/)~==1 *THEN®*GOTO' CONT;
PUTCL(SOURCEDESTNyPCR); *GOTC* ALTER;
BANGL: UUTSTRING(ly*(*NO SUCH TIME®*)*); SYSACT(1l4241);
'*GUTOY STOP;
YEND 5

YEND*
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STOP: *IF' CHAT 'THEN'
VBEGIN' SYSACT(lsl4,s2); OUTSTRING(1,*(*DC YOU WISH TO SAVE THE NEW TIMETABLES?')');

SYSACT(19291)3 SYSACT(U,1452)35 INSYMBOL(Os*(*'N*)*"yC);
YEND' }
VIF* C=1 'THEN''GOTO* CRUNCH;
SPACE(655); PRINT(65394PAR2); SYSACT(E42,1)3
YFOR® C:=1 *STEP®' 1 'UNTIL' PAR2 'DO*
VBEGIN' J:=C; CONVERT(JyNOTIN);
VFORY [:=1 *STEP* 1 *UNTIL®* 5 *'DO°*
YBEGIN''FOR' K:=1 *STEP' 1 CYUNTIL®* 7 *'DO°
YBEGIN® PRINT(69=6TABLEL(/T*(I-1)+KyJ/));
PRINT(69=3,TABLE2(/7*([=-1)+KyJ/));
YEND'S
SYSACT(69291)3
YEND' S
SYSACT(44914,5);
*GOTO* NEXT;
NOTIN: YFOR® [:=1 *STEP® 1 CUNTIL' 5 *'CO*
IBEGINY'FUR® K:=1 *STEP®' 1 C'UNTIL* 7 ‘DO
 YBEGIN® ININTEGER(4,N1); ININTEGER(4,N2);
PR[NT(bl-bQNl,B PRINT(()[');NZ);
YEND' 3
SYSACT(649291)3
YEND';
NEXT: 'END*;
YEND'; 'GOTO* CRUNCH;
XXXX: CUTSTRING(ly*(*ERROR IN FILE PARAMETERS®)'); SYSACT(1,2,1);

CRUNCH:SYSACT(9,12,0)3 SYSACT(1,12,0); SYSACT(2,12,0); SYSACT(3,12,0);
SYSACT(4,12,0); SYSACT(5,12,0); SYSACT(6,12,0)3

YEND?
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THE CIALLELIC LCCUS UNCER CRIFT

BEGIN INTEGER IoNyTsNN; REAL PyXyHyAyMyS,TT; STRINC STR;

LCGICAL BAT;

LCNG REAL PRCCECURE F(INTEGER VALUE Ay,ByC; REAL VALUE 21,22);
BEGIN COMMENT PRCCLCT CF TWC HYPERCECMETRIC FUNCTICNS;
INTEGER Sy,U; LCONG REAL T,S1,S2,221,222;
T:=S1:=52:=221:=2223=1L; U:==-B-1;
FCR S:=C UNTIL U CO
BEGIN Te=T*(A+S)*(B+S)/((C+S)*(S+1));
221:=221%11; I12:=112%12;
S1:=S14T*271; S2:=S52+4T%7222
END3 :
S1%S2
ENCS

REAL PRCCECURE CENSITY(REAL VALLE X,P,T);
BEGIN COMMENT TO CALCLLATE THE GENE FREQUENCY DISTRIBUTICN;
INTEGER I; LCNG REAL S,R; LCNG REAL ARRAY Q(C::3);
S:=0; R:=Q(1):=Q(2):=C(3):=C(0)s=13;
FCR I:=1 UNTIL 1CCO CC
BEGIN IF (ABS (R) <1'-6L) AND (ABS (C(1)) <1°'-6L)
ANC (ABS (C(2)) <1°-6L) ANC (ABS (Q(3)) <l'-6L)
ANC (ABS (Q(Q)) <1'-6L) THEN CCTC EXIT;
C(I REM 4):=R;
s=I*(I41)* (14141 )*F(142,1-1,2,X,P)
*LCNGEXP (=Co25%[*(1+41)*T7);
S:=S+R
END;
EXIT: IF S<0.C1 THEN S:=0;
S*p*(1-P)
ENC;

CCMNENT THE NEXT SEVEN PRCCECURES ARE LIBRARY PRCCEDURES
FCR THE GRAPH PLCTTER;

PROCECLRE SCALE(REAL VALUE XS,YSyX0,YC);

FCRTRAN "SCALEN";

PROCECLRE AXIS(INTEGER VALUE I; REAL VALUE X,Y,CU;
INTEGER VALUE N);

FCRTRAN "EGRIC";

PROCECLRE MOVE(INTECER VALUE I3 REAL VALUE X,Y);

FCRTRAN “EPLCT";

PROCECLRE PLCTTEXT(STRING(256) VALUE £T; INTEGER VALUE NC;

REAL VALUE CS,ANC);

FCRTRAN "PLTEXT";

PROCECLRE ENCPIC;

FCRTRAN M“ENCPIC";

PROCECLRE THICK(INTEGER VALUE I);

FCRTRAN "SETLIN";

PROCECLRE DCNCW(INTEGER VALUE I)3

FCRTRAN "CCNCw";
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PROCECLRE NUM(INTEGER VALULE Z; STRING(3) RESULT STR);
BEGIN CCMMENT TC PRINT ANY PCSITIVE INTEGER UP TC $96G;

INTEGER JyKj3 J:=C;

FCR K:=1CCy1Cyl CC IF (K=1) CR ((2Z CIV K)>0) THEN

BEGIN STR(J]1):=CCDE(24C+(Z DIV K))3;

2:=1 RENV K5 Ji=J+l ‘

END ELSE BEGIN STR(J]1):z=" "5 J:=J+1 ENC;

IF (STR(CJ1)a=" ") ANC (STR(1]1l)=" ") THEN STR(1l|1l):=nC"
END ’

R_FCRMAT:="A"S R_C:=2; R_WK:=4;

CCMMENT ENTER CATA FRCM 27413
WRITE("RANDOM GENETIC CRIFT AT A DIALLELIC LCCUS"™)3 WRITE(® wn);
WRITE("CNLINE CR BATCH PLCTTING?"); ICCCNTRCL(2);
REAC(STR(O]1)); BAT:=STR(C|1)="Eg"; WRITE(" ")3

NEW: WRITE("ENTER PCPULATICN SIZE, NUMBER CF GENERATICNS ELAPSED,");
WRITE("ANC INITIAL CENE FREQUENCY"); ICCONTRCL(2);
READ(N); IF N<=C THEN GCTC STCP; REACCN(T,P);
TT:=T/N; NN:=IF N<5C THEN 2*N ELSE 1CC;
M:=IF (TT<0el) OR ((P-045)>044) THEN Co.5*NN; X:=1/NN;

BEGIN REAL ARRAY VI(1::ANN-1);
A:=M:=5:=C;
FCR I:=1 UNTIL NN-1 CC
BEGIN H:=V(I):=CENSITY(I*X,P,TT);

As=A+H; MI=M+H*][; S:=S+K*x][*];

END3
MNe=M*X/A; S:=SQRT(S*kX*X/A-M%M); A:=1-A/(NN-1);
IF A<KQ THEN A:=03
WRITE("MEAN CF DISTRIBUTICN ",M)
WRITE("STANCARC CEVIATICN ",S)
WRITE("PRCBABILITY CF FIXATION= ",A)

"won

[CCCNTRCL(2);

IF ~BAT TEEN
BEGIN WRITE("CCMPLTEK CR PLCTTER?"); ICCONTRCLI(2);

REAC(STRI(O]I1)); DCNCW(IF STR(C|1)="C" TFEN 1 ELSE 0)
ENC;
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COMMENT CUTPUT CF GRAPF WITF CESCRIPTION;

SCALE(20549-Cel1,-C.50);

AXIS(CyCyCy0eC542C); AXIS(14CyCyCe5,1C);

MCOVE(LlyX,yaVI(1)); THICKI(1)3

FCR I:=2 UNTIL NN=-1 DC MCVE(2,1I*X,V(I))s THICK(O);

MOVE(13CeS93e5); MOVE(2304595)3 NMCVE(Cy145):

MCVE(Oy1l33e5); MCVE(Cy0e543.5)3

STR:="PCPLLATICN = "

NUMIN,STR(12]3));

MOVE(19CeS1y4.725); PLOTTEXT(STR,16492,C);

STR:="INITIAL P = s

NUM(RCUNC(100*P) ySTR(13]3)); STR(12]2):="Q.";

MOVE(130e5134435); PLCTTEXT(STRy1€,42,C);

STR:="GENERATIONS= "3

NUM(T,STR(13]3));

MOVE(153Ce51453.975); PLCTTEXT(STR,164924C)3

STR:=" 2 PCPS. FIXECY;

NUM(RCUNC(1CC*A),STRI(C]3)):

MOVE(19Ce51452.6); PLCTTEXT(STRy1€492,4C)3

MCOVE(1ly-Ce0333,-C.21);

FLOTTEXT("C.O0 0.2 0.4 0.6 0.8 1.0",
43,1.66€7,0)

FCR I:=0C UNTIL S5 CO

BEGIN MCVE(1,-0.C25,1-0.075); PLCTTEXT(COCE(24C+1I),

1,1.66€7,0)

END3;

FCVE(1900239'0046);

FLOTTEXT("GENE FREQUENCY (P)",1€,2,0)3

MOVE(1,Cs54€)3

PLOTTEXT("GENE FREQUENCY CISTRIBUTICN FOR",34,2,0);

MCVE(1,C45.35)3

PLOTTEXT("UNFIXEC PCPLLATICNS AT A CIALLELIC",34,2,0);

MCVE(1,04501)3

FLCTTEXT("LCCLS UNCER RANCOM CENETIC CRIFT",34,2,0);

ENDPIC;

WRITE("™ "); GCTO NEW;

END3
STOP: 3
ENC.
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THE CIALLELIC LCCLS UNCER SELECTICN ANC MIGRATICN

BEGIN INTEGER [ 4NPCPyNN,NAX; REAL MyXIoETAyXI1oETAL,X,YyXXyS1,52,533
LCNG REAL HyAyNpSyMXyW; STRINC(2) ST3; STRINC(1Q) ST1Q;

LCGICAL BAT;

CCMMENT THE NEXT SEVEN PROCECULRES ARE LIBRARY PRCCECURES
FOR THE CRAPH PLCTTER;

PROCECLRE SCALE(REAL VALUE XS,YS,X0,YC);

FCRTRAN "SCALEN";

PROCECLRE AXIS(INTEGER VALUE I; REAL VALUE X,Y,CU;

INTECER VALUE N);

FCRTRAN “EGRIC"; :

PROCECLRE MCVE(INTEGER VALUE I; REAL VALUE X,Y);

FCRTRAN M“EPLCT"™;

PROCECURE PLCTTEXT(STRING(256) VALUE ST; INTEGER VALUE NC;
. REALL VALUE CS,ANC);

FCRTRAN "PLTEXT";

PROCECLRE ENCPIC;

FCRTRAN "ENDPIC";

PROCECLRE THICK(INTEGER VALUE I);

FCRTRAN “SETLIN";

PROCECURE DCNCW(INTEGER VALUE I);

FCRTRAN "DCONCh";

PROCECLRE NUM(INTECER VALUE Z; STRING(3) RESLLT STR);
BEGIN CCMMENT TC PRINT ANY PCSITIVE INTECER UP TO S66;

INTEGER JyKj§ J3=Cj3

FCR K:=1CCy1Cy1 CC IF (K=1) CR ((Z CIV K)D>0) THEN

BEGIN STR(J|1):=CCDE(24C+(Z DIV K));

2:=7 RENM K3 Ji=J+1

END ELSE BEGIN STR({J]1):z=n w; J:=J+1 ENC;

IF (STR(CJ1)~=" ") ANC (STR(1]1)=" ") THEN STR(1l]1)z=ncw
END;

PROCECLRE FRACNC(REAL VALLE X; STRING(4) RESLLY STR);
BEGIN CCMMENT TC PRINT A FRACTICON C.CC;
INTEGER 2: X:=X+C.C0CC1l; STR(1]1)s=",
s=TRUNCATE(X); STR(Q]1):=CCCE(24C+2);
X:=10*(X=-2); :=TRUNCATE(X); STR(2]1):
STR(3]1):=CCCE(24C+RCUNC(1C*(X=2)))

“;
=CODE(240+2);

END 3
R_FCRNAT:="A"; R_C:=2; R_W:=4;
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CCMMENT ENTER CATA FRCVM 274135
WRITE("EQUILIBRIUM GENE FREQUENCY DISTRIBUTICN FCR A");
WRITE("CIALLELIC LCCLS UNDER SELECTICN ANC MIGRATICA");
WRITE("™ "); WRITE("CNLINE CR BATCKF PLCTTING?"); IOCONTRCLI(2)3
REAC(ST2(0]1)); BAT:=ST3(C]1)="B"; WRITE(" ")}

NEW: WRITE("ENTER PCPULATICN SIZE, IMMIGRATICN RATE");
WRITE("ANC GENE FRECUENCY OF INMICRANTS IF ANY"); [CCCNTROL(2);
READ(NPCP); IF NPCP=0 THEN GCTC STCP;
REACON(M); NN:=IF NPOP<5Q0 THEN 2%*NPCP ELSE 1CO;
IF M-~=C THEN READCN(XI) ELSE XxIz:=C3;
xX:=1/NN; ETAz=1-XI;
IF VM~=C THEN
BEGIN XIl:=1-4*M*NPCP*XI; ETALl:=1-43%NM*NPCP*ETA ENC;
WRITE("ENTER FITNESSES OF AA, AB AND EB"™); ICCONTRCLI(2);
REAC(S19529S3)3 A:=N3=S53=NX:=0;

BEGIN LONG REAL ARRAY V(1::NN-1)3;
FCR I:=1 UNTIL NN-1 DC
BEGIN X:=I#*XX; Y3=1-X;
We=SLEXRX+2%S2%XkY+SIRYRY;
e=V(I):=IF M=C THEN LONGEXP(2*NFOP*LCNGLN(Wh))/7(X*Y)
ELSE LCNGEXP(2*NPCP*LONGLN(W)=XT1*LONGLN(X)=ETAL*LCNGLN(Y));
As=A+H; N:=NtH¥X] Se=S+p*x*X; ’
IF FDMX THEN MX:=H
ENC;
Ne=N/A; S:=SCRT((S-A*N*N)/A);
A:=(NN-1)/7A; MAX:=S5*(1+(TRUNCATE(1+NMX*A)) CIV 5);
FCR I:=1 UNTIL NN=1 BC V(I):z=A*V(I1);
WRITE("VMEAN CF CISTRIBUTICN = ",N);
WRITE("STANDARC CEVIATICN = w,5); ICCONTRCL(2);

IF ~BAT THEN

REGIN WRITE("CCMPUTEK OR PLCTTER?"); ICCONTROL(2);
REAC(ST3(0l1)); DCNCW(IF ST3(CI1)="C" THEN 1 ELSE 0)

END;

CCMMENT CUTPUT CF GRAPF WITF CESCRIPTION;

SCALE(2Cy2C/MAXy=Cely=0e1%MAX);

AXIS(0yCsCs0eC5920)5 AXIS(L,CyoCylyMAX);

MNCVE(laXXsVI(1))§ THICK(L1);

FCR [:=2 UNTIL NN-1 DC NCVE(2,I*xX,V(I)); THICK(QO);

MOVE(13-Ce0333,y=Ce042%NMAX);

PLOTTEXT("0.0 0.2 Q.4 C.¢€ C.8 l1.C",
43,1.6657,0)3

FCR I:=C ULNTIL 5 CC

BEGIN MCVE(13=0eC74Ce2*MAX®(I-C.C75))3
NUN(RCUNC(Qe2*%MNAX*[),ST3);
PLCTTEXT(ST32,3,1.€667,0)

ENC;

ENC
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MCVE(1,Ce23,-0.0G2*VMAX);
PLCTTEXT("GENE FREQUENCY (P)",18,2,C);
MCVE(13091e12%NMAX);

PLCTTEXT(" GENE FRECUENCY CISTRIBUTICN FCR",33,2,0);
MCVE(1,051.07%NMAX);

PLOTTEXT(" A CIALLELIC LOCUS IN EGQUILIBRILM",33,2,0);
MCVE(1,0,1.02%NAX);

PLOTTEXT("™ UNDER SELECTICN ANC MIGRATICA",33,2,0);
MCVE(1,Ce77sCeS35%MAX); ST1C2=" N = ",

NUM (NFCPoST1C(7]13)); PLOTTEXT(ST1C,1Cs1.5,5C);

IF M=C THEN GCTC NCV;

MCVE(13Ce77yCe €S6*MAX); STLIC:="N,VM = s
FRACNC (NPCP*M,ST1C(€]4)); PLOTTEXT(ST1Cy1Cy1.5,0);
MCVE(13047790.857*%VMAX); ST1C:=" x = L

FRACNC(XI,ST10(&]4))5 PLCTTEXT(ST10,1C41.5,C);
NCM: MCVE(190077’00819*~AX); ST1Czs="n S = ",
FRACNC (S1,ST10(€&]4)); PLOTTEXT(ST109s1Cs1454C);
MCVE(13Ce7790.78%MAX); FRACNC(S2,ST1C(&]4));
PLOTTEXT(ST1C»1C91e590); MOVE(1,0e779sCeT41%NMAX);
FRACNC (S3,ST1C(€]4)); PLOTTEXT(ST10,1C5145,C);
IF ¥=C THEN GCTC NCN;
MCVE(130.815,0.E87*MAX); MOVE(290.835C.E87*NMAX) ;
NON: MCVE(1,0.825,0.819*%NMAX); PLOTTEXT("AA",2,0.75,0);
MCVE(130.82,0.78%MAX); PLOTTEXT("™AB",2,0.75,C);
MCVE(]170e8250e741*%NMAX); PLCTTEXT("EB"92,40.75,0);
MCVE(151e0506725%MAX); MOVE(251.030.575%NMAX);
MCVE(C90e7690375%MAX); MOVE(CyCeT64CeT725%NMAX);
MCVE(Cyle050.725%MAX) 3 ENDPIC; WRITE("™ "); GCTO NEW;

STCP: 3
END.
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CELL CYCLE SIMULATION

BEGIN INTEGER NCyRyI9JsKyPsTyPAR,LASTHEXPTSyNLyNM,NCL AX;
REAL AyB,MU,TOP; LOGICAL HARD,REL4PC,ZERO,TEXT;
STRING(4)COPY; STRING(1)CYC; STRING(4)STOP;

PROCEDURE NEWLINE(INTEGER VALUE N);
BEGIN INTEGER I3 A

FOR I:=1 UNTIL N DO IOCONTROL(2)
END3;

PROCEDURE PRINT(REAL VALUE X,F);

BEGIN R_FORMAT:="A";
R_D:=ROUND(L1O*(F=ENTIER(F)));
R_W:=ENTIER(F)+R_D+1;
WRITECN(X)

END;

REAL PROCEDURE MAX(REAL ARRAY A(*); INTEGER VALUE M,yN);
BEGIN INTEGER I3 REAL L3

L:=A(M);

FOR I:=M+1 UNTIL N DO IF L<A(I) THEN L:=A(I);

L
END;

LONG REAL PROCEDURE FACTORIAL (INTEGER VALUE K);
IF K<3 THEN K ELSE K*FACTORIAL(K-1);

REAL PROCEDURE F(REAL VALUE T,M; INTEGER VALUE K);
BEGIN REAL V; IF T<=0 THEN V:=0 ELSE
BEGIN M:=K/M; K:=K-13;
Vi=Mk (MxT)x%K*EXP (~M%T) /FACTORIAL(K)
END;
Vv
END3;

REAL PROCEDURE RAT(REAL VALUE A,B,C);
A+B8xC;

REAL PROCEDURE FIT(REAL ARRAY A(*,%*); REAL ARRAY B(x*);
INTEGER VALUE N);
BEGIN INTEGER I; REAL SS,T1,T2; SS:=0;
FOR I:=1 UNTIL N DO
BEGIN A(3,1):=100%A(3,1)/A(2,1);
Tl:=0.01*%A(3,1); IF T1<0 THEN T1:=0;
T2:=0.01*B(ROUND(A(L,4I)))5 IF T2<0 THEN T2:=0;
SS:=SS+A(2, [ )*(ARCSIN(SQRT(TL1))
=ARCSIN(SQRT(T2)))**2
END;
SS
END;

REAL PROCEDURE ARCSIN(REAL VALUE X);
[F X<Ue5 THEN ARCTAN(X/SQRT(1-X%¥X)) ELSE 0.5%PI-=ARCTAN(SQRT(1=X*X)/X);
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PRUCEDURE GRAPHL(REAL ARRAY P(#*,%); INTEGER VALUE N;
REAL ARRAY ((*); INTEGER VALUE X1yX29Y1lyY2;
REAL VALUE XS,YS; STRING TITLE);
BEGIN IF TEXT THEN PLOT(PyNyXL1yX29YLlyY24XS,YS);
GRAPHIQ ¢ X1 s X29YL sY2 XS, YS,TITLE)

END3

PROCEDURE GRAPH2 (REAL ARRAY CQ(*); INTEGER VALUE X1,X1AyX2,Yl,Y2;
REAL VALUE XS,YS);
BEGIN INTEGER I,J; STRING TITLE;
I1:=13; TITLE(OIL13):="FLM LABEL AT »;
NUM(X1,TITLE(13]3));
GRAPH(QysX1AyX23Y1 Y2y XSyYSyTITLE)

END3

PROCEDURE PLOT(REAL ARRAY P(*,%); INTEGER VALUE NyX1,X2,Y1,Y2;
REAL VALUE XS,YS);
BEGIN INTEGER I;
SCALE(XSsYSsX1=2/XS,Y1-2/YS);
FOR I:=1 UNTIL N DO
IF (P(l,1)>=X1) AND (P(1,1)<=X2) THEN
BEGIN MOVE(1,P(1,1),P(3,1));
POINT (D)
END;
MOVE(14X1=2/XS,Y1=2/YS)

END3

PROCEDURE GRAPH(REAL ARRAY Q(*); INTEGER VALUE X1lyX2,Yl,Y2;
REAL VALUE XS$,YS; STRING TITLE);
BEGIN INTEGER I3
SCALE(XSyYSsX1=2/XSyY1-2/YS);
IF TEXT THEN
BEGIN AXIS(DyX1yYLly10y-ENTIER(O4L*(X1=X2)))}
AXIS(13X1yYlyO0el*(Y2-Y1),10);
LABEL(X19X2,Y1,4Y2,XS,YS);
MOVE(1sX1yY240.05%(Y2-Y1));
PLOTTEXT(TITLE,1643,0);
GRAM(1.0)
END 3
MOVE(=2,X1,Q(X1)); THICK(1);
FOR I3=X1 UNTIL X2 DO MUVE(O,I14Q(I));
ENDPIC
END;

PROCEDURE GRAM(REAL VALUE SIZE);

BEGIN REAL K; K:=0.0875%S1ZE;
PLOTTEXT("DRARM",5,SIZE,0);
PLUMOVE (ROUND(=1029%K) y ROUND(514%K)) 3
PLOTTEXT("N",1,SIZE,0);
PLUMOVE(ROUND(=-343%K),ROUND(-1029%K));
PLOTTEXT("W"41,SIZ2E,0);
PLUMOVLE(ROUND(-800%K) y ROUND(100%*K) ) ;

PLOTTEXT("M G"y790.5%SIZE0) 3
PLUMOVE(ROUND (=1200%K) y ROUND(1029%K) ) ;
PLOTTEXT("G S"y730.5%S12E,0)

END3;
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PROCEDURE AXIS(INTEGER VALUE 13 REAL VALUE X,Y,DU; INTEGER VALUE N);
FORTRAN "EGRID";

PROCEDURE POINT(INTEGER VALUE I);
FORTRAN “POINT";

PROCEDURE MOVE(INTEGER VALUE [I; REAL VALUE X,Y);
FORTRAN "“EPLOT™;

PROCEDURE ENDPIC;
FORTRAN “ENDPIC";

PROCEDURE ABSMOVE(INTEGER VALUE IX,IY);
FORTRAN "ABSMOV";

PRUOCEDURE SCALE(REAL VALUE XSyYS,X0,Y0);
FORTRAN "SCALEM";

PROCEDURE THICK(INTEGER VALUE 1);
FORTRAN “SETLIN";

PROCEDURE PLUMOVE(INTEGER VALUE IDX,IDY);
FORTRAN "RELMOV";

PROCEDURE PLOTTEXT(STRING(256) VALUE ST; INTEGER VALUE NC3;
REAL VALUE CS,ANG);

FORTRAN "PLTEXT®;

PROCEDURE LABEL(REAL VALUE X1,X2,Y1,Y2,XS,YS);
BEGIN INTEGER I,Z; STRING(3) STR;
FOR I1:=0 UNTIL 5 DO
BEGIN Z:=ROUND(Y1+0.2*%I*(Y2-Y1l)); NUM(Z,STR);
MOVE(13X1-2/XS32-0.35/YS);
PLOTTEXT(STR43,42,0)
END;
FOR [:=0 UNTIL ENTIER(O.1*(X2-X1)) DO
BEGIN Z:=ROUND(X1+10%[); NUM(Z,STR);
PLOTTEXT(STRs3,2,0)
END
END3

PROCEDURE NUM(INTEGER VALUE Z; STRING(3) RESULT STR);
BEGIN INTEGER JyK; J:=0;

FOR K:=100,10,1 DO IF (K=1) OR ({Z DIV K)>0Q) THEN

BEGIN STR(J]1):=CODE(240+(Z DIV K));

Z:=2 REM Kj; J:i=J+]

END ELSE BEGIN STR(J]1)z=" »; J:=J+1 ENC;

IF (STR(O]J1)~=" ") AND (STR(1]1l)=" ") THEN STR(1|Ll):="0";
END;3



132

WRITE("ENTER CODE FOR TYPE OF GRAPHS"™); NEWLINE : :

HARD :=COPY="HARD"; IF HARD THEN WRITE(COPY); (13 KEADICOPY);

TEXT:=~ (COPY="OVLR™); ZERO:=(COPY="ZERQ") CR (COPY="QVER");

WRITE ("DURATION OF EXPERIMENT?"); NEWLINE(1); READUN(LAST);.

IF HARD THEN BEGIN PRINT(LAST,3); WRITEON("HQURS"™) END;
WRITE("MEAN TIME IN GO?"); NEWLINE(Ll); READCN(MU);

IF HARD THEN BEGIN PklgT(Nu,z.l); WRITEON("HQURS") END;

WRITE("PERCENTAGE OF CELLS LEAVING GO?"); s s
IF HARD THEN PRINT(NC,5); NERESNEL B3 MERGR TR N g

WRITE ("PARAMETER FOR ERLANGIAN DISTRIBUTION?"™); NEWLINE(L);
READON(PAR); IF HARD THEN PRINT(PAR,2);

WRITE ("NUMBER OF CYCLES PUSSIBLE?"); NEWLINE(1); READON(K);

IF HARD THEN PRINT(K,2)3;

WRITE ("DOES CECYCLING PROBABILITY (X) DEPEND ")

WRITE ("OR NUMBER (D) WHICH HAVE LEFT THE PROL?gEggl?bEcgttiE;l;:,.

NEWLINE(1); READON(CYC); REL:=CYC="D"; [F HARC THEN WRITE(CYC);

WRITE ("PARAMETERS FOR RELATIONSHIP OF X WITH ",CYC,"?"); NEWLINE(1l);

READON(A,B); IF HARD THEN BEGIN PRINT(A,1.2); PRINT(B,1.5) END;
WRITE("NUMBER OF FLM EXPERIMENTS AND TIMES OF LABELLING?");

NEWLINE(1); READON(EXPTS); PC:=EXPTS>0;

BEGIN REAL ARRAY GOyNySyMyDyXsCLyGF(-122LAST); REAL ARRAY HOLD(1l::4%*K);
REAL ARRAY WyPP(1l::4,412:K); REAL ARRAY L(O::EXPTS,02:LAST
REAL ARRAY G(l::4,1::K,0::LAST);

INTEGER ARRAY TAU(O::EXPTS);

D

IF PC THEN FOR I:=1 UNTIL EXPTS DO READGN(TAU(I));
IF HARD THEN
BEGIN IF PC THEN
BEGIN PRINT(EXPTSy1); WRITEON("EXPERIMENTS, LABELLING AT ");
FOR [:=1 UNTIL EXPTS DO PRINT(TAU(I)s3); WRITEON(®HOURSW)
END ELSE WRITE("NO FLM EXPLRIMENTS")

END;

WRITE("DURATIONS UOF Gl, Sy G2 AND M FOR EACH CYCLE?%"); NEWLINE(1);
FOR s=1 UNTIL 4*K DO READON(HOLD(P));
IF HARD THEN FOR R:=1 UNTIL K DO
BEGIN FOR P:=14923354 DO PRINT({HOLD(P+4%(R=1)),5.1)3
NEWLINE(L)
END}
FOR P:=2 UNTIL 4%K DO HOLD(P):=HOLD(P-1)+HOLCI(P)
FOR R:=1 UNTIL K DO FOR P:=1,243,4 DO W(PyR):=HOLD(P+4%(R-1));

GO(0):=N(0):=120;5 D(O):=S(0):=M(0):=0; X(-1
IF PC THEN FOR I:=1 UNTIL EXPTS DO L(I,0):=

O ~
we o
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FOR T:=1 UNTIL LAST DO

BEGIN GO(T):=GO(T=1)-NC*F(T,MU,PAR) ;

M(T)2=0; D(T):=D(T-=1); N(T)e=N(T=-1); S(T):=S(T-1)
IF PC THEN FOR I:=1 UNTIL EXPTS DO L(I4T)2=
X(T):=2%X(T=1)=-X(T=-2);

FOR R:=1 UNTIL K DO
BEGIN FOR P:=1,293,4 DO
BEGIN PP(P4R) =13}
FOR J:=1 UNTIL R-1 DO IF TODW(P4R)=W(4,J) THEN
PP(P:R)==PP(P,R)*(l-X(ROUND(T—H(P:R)*N(éyJ))));
GIPyRyT)2=NC*(2%%(R=1))*PP(P,R)*F(T=W(P,R)sMU,PAR)

’
03

END;
CAT):=D(T)+2%X(T)*G(44R,T);
N(T)s=N(T)+G(44R,T);
SIT):=S(TI4G(14R,T)=G(24RyT)}
MIT):=M(T)4+0.5%(W(4yR)=W(3,R))*¥(G(3 4Ry TI+G(4yRsT));
X(T):=RAT(A,B, [F REL THEN D(T) ELSE N(T));
IF PC THEN FOR I:=1 UNTIL EXPTS CC FOR J:=1 UNTIL R DO
LOIaT)2=L(I,T)+0.5%(G(3,R,T)+G(4,R,T))*
(IF T<TAU(I)+W(3,R)-W(2,J) THEN O ELSE
IF T<TAUCT)+W(4yR)=W(24,J) THEN T=TAU(L)=W(4,R)+W(2,J)
ELSE IF T<TAUCI)+W(3,R)-W(1sJ) THEN W(4,R)-W(3,R) ELSE
IF T<XTAUCI)+W(4,R)=W(1yJ) THEN TAULT)#W(4yR)I=W(1,d)=T
ELSE 0)
END
END;

FOR T:=0 UNTIL LAST DO
BEGIN IF PC THEN FOR I:=1 UNTIL EXPTS DO
L(IyT)s=IF M(T)=0 THEN O ELSE 100*L(I,T)/M(T);
S(T):=100%S(T)/N(T);
M(T):=100%M(T)/NI(T);
$=ROUND(T=-W(Ll,1)+W(1,2)=-W(&,y1));
GF(T):=100*(1=(C(T)+GO(IF I>0 THEN I ELSE 0))/N(T));
CL(T):=100%(1=-GO(IF T<W(ls1) THEN O ELSE ROUND(T=W(1ly1)))/N(T));

END3
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WRITE("EXPERIMENTAL DATA?"); IOCONTROL(Z2)3

READ(NLyNM,NCL) ;

BEGIN REAL ARRAY LI(1
REAL ARRAY CLI{

23 ::NL); REAL ARRAY MI(1l: sOSINM)
1::3,0::NCL);

IF NL>U THEN

BEGIN FOR [:=1 UNTIL NL DO READON(LI(L,I)LI(2,1)yLI(341));
WRITE("RESIDUAL SUM OF SQUARES FOR LABELLING CURVE = ");
PRINT(FIT(LIySyNL) y443)

END;

[F NM>0 THEN

BEGIN FOR I[:=1 UNTIL NM DO READON(MI(l,1)4MI(251)yMI(3,1));
WRITE("RESIDUAL SUM OF SQUARES FOR MITOSIS CURVE = ");
PRINT(FIT(MI4M,NM),4.3)

END;

IF NCL>0O THEN

BEGIN FOR I:=1 UNTIL NCL DU READUN(CLI(1,1)sCLI(2,0),CLI(3,1))3
WRITE("RESIDUAL SUM OF SQUARES FOR CONTINUOUS LABEL= ");
PRINT(FIT(CLIsCLyNCL)y4.3)

END; '

WRITE("FINAL VALUES OF Xy D AND T ARE"™)3; NEWLINE(L);

PRINT(X(LAST)s1e2); PRINT(D(LAST)y5); WRITEON(™AND™);
PRINT(N(LAST)45);

TOP:=IF NCL>0 THLN MAX(CLI(1ly%),1,NCL) ELSE LAST;

WRITE("CUMULATIVE LABELLING INDEX AT "); PRINT(TOP,3.0);

WRITEUN("HOURS IS "™); PRINT(CL(ROUND(TOP))s3.1);

WRITEUN("PER CENT"™); NEWLINE(1);

WRITE("MAXIMUM VALUE OF "“GROWTH FRACTION"®" IS ");

PRINT (MAX(GF 31 3LAST)33.1); WRITEUN("PER CENT"™); NEWLINE(L1);

WRITE("ENTER ""STOP"'" [F GRA.'HS NOT NOW REQUIRED"™); NEWLINE(1l);
READON(STOP); IF STOP="STOP"™ THEN GOTO FIN; ABSMOVE(0,0);
=IF ZERU THEN O ELSE ENTIER(W(1l,1))-5;
GRAPHi (LI yNL3SsAXsLAST40,50,0425,0.4,
“_ABELLED NUCLEI ")
IF ~ ZERO THEN AX:= ENTIER(W(3,1))-5;
GRAPHL (MI yNMyMyAX,LAST 30554042544,
WMITCTIC NUCLEIDI ")
IF ~ ZERO THEN AX:= ENTIER(W(1l41))=-5;
GRAPH1 (CLIyNCLyCLJAX3LAST,10,510040425,041
WCONTINUOQUS LABELM™);
IF HARD THEN
BEGIN GRAPH(N O 9LAST05500,0.25490.02,"POPULATION SIZE ");
GRAPH(GF 30y LAST0910050625,061y"GROWTH FRACTION ")
IF PC THEN FOR I:=1 UNTIL EXPTS DO
GRAPH2 (L({I4*), TAU(I)yIF TAU(I)D>W(3,1) THEN TAU(I) ELSE
LNTIEK(1+"‘(311))'LAST,O,I'J0,0.ZS,OOI)
END 3

FIN: END ENC

" ENDe.



