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ABSTRACT

Transcranial Magnetic Stimulation (TMS) is an excellent and non-invasive technique
for studying the human brain. Accurate placement of the magnetic coil is required by
this technique in order to induce a specific cortical activity. Currently, the coil is
manually held in most of stimulation procedures, which does not achieve the precise
clinical evaluation of the procedure. This thesis proposes a robotic TMS system to
resolve these problems as a robot has excellent locating and holding capabilities. The
proposed system can track in real-time the subject’s head position and
simultaneously maintain a constant contact force between the coil and the subject’s
head so that it does not need to be restrained and thus ensure the accuracy of the

stimulation result.

Requirements for the robotic TMS system are proposed initially base on analysis of a
serial of TMS experiments on real subjects. Both hardware and software design are
addressed according to these requirements in this thesis. An optical tracking system
is used in the system for guiding and tracking the motion of the robot and inadvertent
small movements of the subject’s head. Two methods of coordinate system
registration are developed base on DH and Tsai-lenz’s method, and it is found that
DH method has an improved accuracy (RMS error is 0.55mm). In addition, the
contact force is controlled using a Force/Torque sensor; and a combined position and
force tracking controller is applied in the system. This combined controller
incorporates the position tracking and conventional gain scheduling force control
algorithms to monitor both position and force in real-time. These algorithms are
verified through a series of experiments. And it is found that the maximum position
and force error are 3mm and 5N respectively when the subject moves at a speed of
20mm/s. Although the performance still needs to be improved to achieve a better
system, the robotic system has shown the significant advantage compared with the
manual TMS system.

Keywords—Transcranial Magnetic Stimulation, Robot arm, Medical system,

Calibration, Tracking
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CHAPTER 1

INTRODUCTION

Transcranial magnetic stimulation (TMS) has been used for more than 20 years and
is a powerful, painless and non-invasive method for studying various aspect of
human neurophysiology. It is an excellent research tool in brain physiology that has
the potential of being developed into a systematic diagnostic or therapeutic tool in
studying neurological and psychiatric disease such as: depression, Parkinson’s
disease, stroke and so on. Since TMS has significant advantages that other
techniques do not have, many neuroinstitutes and centres are studying it. However,
most of the studies focus on the neuroscience and little progress has been made in
automating the applied process of TMS stimulation. An automate TMS system is not
only essential to improve the accuracy of the TMS response, but also important to

use TMS technique in clinical routine.

1.1 Background

The principle of TMS is to stimulate neural elements through an electric field
induced by a rapidly changing magnetic field. The stimulation device, which consists
of a coil of wire is placed over the scalp and a brief high-current pulse is generated in
the coil so that the magnetic field passes through the skull and induces an electric

field (Figure 1. 1). The induced current flow activates neurons in the cerebral cortex
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[Day et al., 1987, Noirhomme et al., 2004, Edgley et al., 1990]. The effect on the
motor cortex, particularly the corticospinal tract has been extensively studied using
this technique. A focal muscle twitch produced by TMS is called motor-evoked
potential (MEP), and it can be recorded using electromyography (EMG). TMS is
also widely used for probing the function of many different parts of the cerebral
cortex, to excite, inhibit and assess aspects of excitability [Hallett, 2000, Kujirai et
al., 1993, Ziemann et al., 1998]. Changes in cortical function can be promoted by
repetitive TMS (rTMS) [Siebner and Rothwell, 2003]. Because the magnitude and
the direction of rTMS-induced plasticity depend on specific stimulus configurations,
rTMS has been used for measuring the corticospinal excitability and treatment of
neuropsychiatric disorders such as major depression [Couturier, 2005], Parkinson’s
disease [Cantello et al., 2002], tinnitus [Kleinjung et al., 2005] and aphasia [Martin
et al., 2004].

Current flow

Figure 1. 1 Magnetic coil and Current flow [Hallett, 2000]

There are two key issues for the placement of the stimulation coil. The first one is
how to acquire the optimal stimulation position and orientation. The second is how
to maintain the predefined position and orientation during the stimulation session.

Currently, there are two methods used to acquire the stimulation site:

e The coil is initially positioned at a start position known to be reasonably good
for eliciting MEP in the target muscle, by an experimenter according to his
experience. The experimenter then manipulates the coil position around the
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start position until the maximum EMG response is found. This position is
defined as the stimulation site. The 10-20 EEG system is used for the regions
where there is insufficient response can be trigged to indicate correct

positioning [Herwig et al., 2003].

O/ sl Covonin o lol uhere - o

Figure 1.2 Image-guided TMS. The stimulation site is displayed on the images [Brainsight,
2010].

e Medical image technologies (MRI, fMRI and CT etc.) are used to precisely
locate the stimulation site by registering the subject’s head to the image data.
The image data can be segmented to extract the skin surface, for use in
registration, and the internal structures, for use in visualization [Ettinger,
1997, Lancaster et al., 2004]. The location of the coil is digitized relative to
the internal structures so that image data can co-register with the actual
subject. The images can then be used to indicate the stimulated tissue (Figure
1.2).

Once the optimal site has been found, it is necessary to fix the coil in the position, as
the position and orientation of the coil critically affects the cortical activity produced
by TMS [Tings et al., 2005] (Figure 1.3). However, almost all of these systems use
hand-held stimulator coils and inadvertent small movements may lead to imprecise

responses. Recently, to solve this problem, devices such as face masks, helmets or
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bite bars have been used to ensure the coil is fixed relative to the head. But this is

uncomfortable for the subject, especially in a long duration experiment.

Wi — n;)

Figure 1.3 Effect of coil orientation on MEP amplitude. Each panel shows averages of 10 MEP
responses from the active first dorsal interosseous muscle; baseline activity was maintained
constant throughout by visual feedback of mean rectified EMG. Different coloured traces show
responses with the coil in the locations shown by the photographs. A, roll. B, pitch. C, yaw.
[Data gathered in the Baker laboratory].

Two major issues have been identified from the current TMS system, as follows:

Response variability is excessive using a hand-held coil. Although the
stimulation site can be precisely located using image-guide TMS system, the
position and orientation is difficult to maintain by a human experimenter.
The hand-held coil may be tilted or moved away from the target region
during the experiment, which results in a loss of accuracy. The coil can be
manually moved on the head of the subject to follow pre-planned landmarks
or a visual navigation system, however, it is impossible to achieve a precise
motion manually. Furthermore, because of variability, more measurements
for diagnosis must be carried out to obtain an averaged and reliable figure,

which takes much more time.

The subject is restrained when rigid fixation is employed, which is rather

uncomfortable. It is inconvenient for clinical use, and experimental duration
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is also severely curtailed. More importantly, the response to TMS has been

shown to change severely if the subject is tense [Kiers et al., 1993].

1.2 Aims and Objectives

To overcome the problems in current TMS technology and to make TMS of the
cerebral cortex more reliable, a prototype robotic TMS system will be designed and
constructed. Since robots can provide excellent locating and holding capabilities, the
proposed system will position and hold the stimulus coil over a fixed location and at
a fixed orientation on the non-fixed head of the subject. In addition, both small head
movements and contact force between the subject and coil will be tracked in real

time by the system during the TMS experiments.
To satisfy this aim, several objectives have been identified:

e Carry out a comprehensive review of current TMS techniques to establish the
current state of the art.

e Design a prototype robotic TMS system.

e Implement a registration system to link all coordinate systems together (coil
position/orientation, head position/orientation).

e Develop a method to monitor both force and position feedback.

e Develop an appropriate real-time control system to link all the functions.

e Design a test rig to test the presented algorithms and assess their performance.

The development of the prototype TMS application system should naturally lead to
an improved performance, and allow evaluation of this technique in experimental

and clinical use.

1.3 Hypothesis

The hypothesis of this work is: is it possible to develop a robotic TMS system to
conduct TMS experiments, which can position and hold the stimulus coil over a
fixed location and at a fixed orientation on the unconstrained head of the subject; and

can the robot track both small head movements and contact force between the



subject and coil? It is proposed that the use of the system will provide more accurate

experimental results for researchers and be more comfortable for the subjects.

1.4 Outline of thesis

This thesis is organised as follows:

A brief overview of the principles, devices, diagnostic and therapeutic applications
of TMS is reviewed in Chapter 2, along with the background to existing robotic
surgical systems and robotic TMS systems. In addition, previous and recent research

that is relevant to this application is addressed.

Chapter 3 focuses on the preliminary TMS experiments and data collection using the
current hand-held TMS. The major components of the TMS system along with the
method of electromyogram (EMG) signal collection are introduced; the movement
and contact force recorded from real subjects during the experiment are also

specified.

The design of the robotic TMS system; including the architecture and control system
developed in Chapter 4, along with the configuration and evaluation of the key
components of the system, including the Polaris Spectra tracking system, Staubli
TX60 robot arm and an ATI F/T force sensor.

Chapter 5 discusses the coordinate system registration techniques and includes a
comparison between two different methods. The position tracking and combined
position and force tracking algorithms as well as the assessment of these algorithms
are addressed in Chapter 6. Chapter 7 presents the design of the software system

which is used to realise and link all the functions of the system.

Finally, the conclusions along with a summary achievement and suggestion of

further work are provided in Chapter 8.



CHAPTER 2

LITERATURE REVIEW

This chapter reviews the relevant literature of Transcranial Magnetic Stimulation
(TMS) and establishes the current state of the art. Although the project focuses on
developing the robotic system, the principles, devices, diagnostic and therapeutic
applications are reviewed first to help to establish a more specific concept and better
understanding of TMS, which should be considered when developing the robotic
system. The following section discusses the localization of the coil placement and
methods used in current hand-held TMS system, which can also be utilized in a
robotic system. Both robot assisted surgical and TMS systems are then reviewed to
identify the advantages and disadvantages of the existing systems, followed by more
specific descriptions on relevant technologies including the tracking technologies,
registration and trajectory planning. Finally, the safety issues are presented. Other
relevant literature will be discussed as background to the work in the following

chapters.

2.1 Principles and devices of TMS

The technique of TMS was firstly introduced by Barker et al. [1985]. As a unique
non-invasive and painless tool for the electrical stimulation of human brain and other

neural tissue, TMS has been widely used as a research tool in brain physiology. It
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can influence most parts of the brain, but most studies have been carried out on the
motor cortex where a focal muscle twitch can be produced, which is called motor-
evoked potential (MEP). There is also the likelihood of it being developed into a
systematic diagnostic or therapeutic tool in neurological and psychiatric disease.

A technique named transcranial electrical stimulation (TES) has many similarities
with TMS. Merton and Morton [1980] found that the motor areas of the human brain
can be stimulated through the intact scalp by a brief high-voltage electric shock. This
also leads to a relative muscle response (MEP). Due to the activation of pain
receptors as a result of electrical stimulation, the subject feels extreme pain. This is
the main reason why TES is only used in some selective areas while TMS has been

more widely adopted.

Electromagnetic induction is the basic principle of TMS. If a strong and brief pulse
of current passes through a coil which normally is placed over the scalp, a changing
magnetic field is generated and the magnetic pulses pass through the scalp and skull
without attenuation. Consequently, a current field will be induced perpendicular to
the magnetic field in the conductive tissue of the brain (Figure 2.1). The currents that
flow in the brain can excite or inhibit activity in a small area of brain below the coil.
The intensity, focus, location and frequency of the delivered stimuli are four main
factors that can significantly affect the result of TMS on the targeted region.

The current loops with the highest density are adjacent to the circumference of the
coil itself, and become weaker near the centre of the coil, and there is no current
flow at its centre [Hallett, 2007]. The large TMS currents can depolarize neurons that
depend on the ‘activation function’, which causes trans-membrane current to flow
and can be described as the spatial derivative of the electric field along the nerve
[Kobayashi and Pascual-Leone, 2003, Barker, 1999]. Direct stimulation of only the
superficial cortex is possible with present technology since the magnetic field
declines rapidly with increasing distance from the coil. Fortunately, deeper brain
structure can still be affected by TMS due to the massive interconnections and

redundant cortical and subcortical loops [George et al., 2002, Alexander et al., 1986].



Figure 2.1 lllustration of Direction of Current Flows in a Magnetic Coil and the Induced
Current in the Brain.

The magnetic coil is the only component that is directly in contact with the subject
during the stimulation procedure. The focus of the magnetic field and the induced
current distribution are mainly dependent on the shape of the magnetic coil.
Therefore, design and selection of the coil is extremely important. Currently, single
circular or figure of eight shaped coils are most commonly used (Figure 2.2). The
former provides a more powerful and widely distributed electric field, which is
essential to the study of central motor conduction times [Rossini and Rossi, 1998].
Because the maximal current is produced at the intersection of two loops, the latter
produces a more focal density. Many researchers are exploring unique designs of the
coil, concentrating mainly on increasing the focal ability and or specified stimulation.
One variant coil of the flat figure of eight shape is the cone-shaped coil; the key
difference is the latter has two loops angled which increases the power at the
intersection [Wang et al., 2007]. The H-coil (Hesed Coil) is likely to have the ability
of deep brain stimulation and without the need of increasing the intensity to extreme
levels[Zangen et al., 2005].



Figure 2.2 Magnetic Coil Shape Determines the Pattern of the Electric Field.

2.2 Diagnostic application of different patterns of TMS

There are three main types of stimulation in TMS: single-pulse stimulation, a pair of
stimuli separated by a time interval to the same or different brain areas, and a train of
repetitive stimuli (rTMS) at various frequencies. Single-pulse TMS can depolarize
neurons and evoke measurable effects and is mainly used for measuring motor
threshold, central conduction time, silent-period duration, and MEP amplitude.
Paired-pulse TMS can be used for the examination of intra-cortical inhibitory and
facilitatory mechanisms and inter-hemispheric interactions. rTMS can modify
excitability of the cerebral cortex at the stimulated site and also at remote areas along

functional anatomical connections [Kobayashi and Pascual-Leone, 2003].
2.2.1 Single-pulse TMS

Single-pulse TMS is used to refer to arrhythmical stimulation not more than once
every few seconds [Wassermann, 1998], and can be used to measure the motor
threshold. According to [Rossini et al., 1994], motor threshold is defined as the
lowest intensity required to elicit small MEP of more than 50uV peak-to-peak
amplitude in at least 50% of successive trials, in resting or activated (slightly
contracted) target muscles. Because the single-pulse TMS can cause MEP, the
threshold can be recorded as the lowest TMS intensity by applying a single-pulse to
the motor cortex. Motor threshold is likely to reflect membrane excitability and
provide information on a central core region of neurons in the muscle representation

[Ziemann et al., 1996]. Diseases that can influence the corticospinal tract often have
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a higher motor threshold, for example: multiple sclerosis and brain or spinal-cord
injury. While the amyotrophic lateral sclerosis show lower motor threshold
[Chistyakov et al., 2001, Hess et al., 1987, Boniface et al., 1991, Mills and Nithi,
1997].

A second function of single-pulse TMS is measurement of central conduction time
which is defined as the latency difference between the MEPs induced by stimulation
of the motor cortex and those evoked by spinal motor root stimulation. It is
calculated equal to the latency of the MEP induced by stimulation of the spinal
motor root from that of the response to motor-cortex stimulation [Zentner, 1991].
Several studies applied F-wave measurement instead of spinal root stimulation to
measure central conduction time [Rossini et al., 1994]. Central conduction time of
patients with diseases such as multiple sclerosis, stroke, and amyotrophic lateral
sclerosis is often delayed. In addition, central conduction time can be used to provide
supporting information of diagnosis and disease prognosis but the time is still not

specific to any particular disease [Escudero et al., 1998, Rossini et al., 1994].

According to [Kobayashi and Pascual-Leone, 2003], electromyographic activity can
usually be arrested for a few hundred milliseconds after the MEP when a single-
pulse TMS is applied to a subject’s motor cortex (Figure 2.3). This silent period is
normally defined as the time from the end of the MEP to the return of voluntary
electromyographic activity. The silent period also refers to the time interval from
stimulus delivery to the return of voluntary motor activity due to the difficulty of
defining the end of the MEP [Triggs et al., 1992]. The first part of the silent period is
due to the inhibition of spinal mechanisms (a smaller part, about 50-60ms), while the
cortical inhibitory mechanisms contribute to the second part [Chen et al., 1999,
Inghilleri et al., 1993]. The silent period duration was found to be abnormal in
patients with diseases such as amyotrophic lateral sclerosis [Desiato et al., 1999],
stroke, dystonia [Chen, 1997b] and Parkinson’s disease[Priori et al., 1994].
Investigation has been carried out on patients who had showed hemiparesis and a
long duration of the silent period due to serious stroke [Classen et al., 1997]. The

result revealed that for patients who had impaired movement initiation, inability to
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maintain a constant force, and impaired movement of individual fingers the silent

period decreased with clinical improvement.

' L]
TMST T Silent period

MEP induced by TMS

Figure 2.3 Example of a silent period to TMS. The effect of TMS on a motor area that
represents a voluntarily contracted hand muscle. Responses are recorded from the left first
dorsal interosseus muscle (FDI) [Kobayashi and Pascual-Leone, 2003].

Single-pulse TMS has also been use for precise mapping of motor cortex
representations. This can be evaluated by stimulation over numerous different
positions of the scalp and recording MEPs from different related muscles. Mapping
the motor cortex with single-pulse TMS is an application of mapping with activation
and it can determine the location of the optimal position for stimulation, and the
centre of gravity (an amplitude-weighted representative position on the motor map)
[Chen, 2000]. Some diseases can alter the motor representation, and any changes of
location and excitability can finally affect the motor maps [Ridding and Rothwell,
1997], thus the map can be used for demonstrating what and where the problem is.
According to [Cohen et al., 1991] and [Cicinelli et al., 1997] motor maps can be
altered by conditions such as congenital mirror movements, amputations, spinal cord

injury, hemispherectomy and stroke.

Another application of single-pulse TMS is measurement of MEP amplitude which
is associated with the central motor conduction. This feature can be used to examine
the integrity of the corticospinal tract, the excitability of motor and so on. Single-

pulse TMS is also used to measure the recruitment curve which is normally used for
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assessing neurons that are less excitable or located further from the centre of the

activation induced by the stimulation in the spatial space [Hallett, 2007].
2.2.2 Paired-pulse TMS

Paired-pulse TMS is another significant technique for studying cortical excitability,
and can be used to examine the intracortical inhibitory and facilitatory mechanisms.
There are short intracortical inhibition and facilitation, and long intracortical
inhibition. The former has been most widely used to demonstrate the interneuron
influences. The technique is conducted by initially providing a subthreshold
conditioning stimulus, which aims to initiate the intracortical influence, after this a
suprathreshold test stimulus is given at a short interval. The effects of this technique
depend on the intensity and interval. Inhibition is caused when the intervals less are
than 5ms, and facilitation occurred with the intervals between 8-30ms. The long
intracortical inhibition is given by two suprathreshold stimuli at intervals of 50-
200ms. The difference between the short and the long inhibition is by increasing the
pulse intensity, the former attempt to increase while the latter decline [Sanger et al.,
2001]. The paired-pulse TMS technique has been applied to several psychiatric
diseases, and although the results are not certain, it has shown its potential for both
diagnosis and treatment. Studies have found that in subjects with neuropsychiatric
disorders such as depression and schizophrenia, there are changes in the response
curve. Similarity, the response curves of subjects with Parkinson’s disease or

dystonia showed similar abnormalities.

Another variation of paired-pulse TMS is to apply two stimuli at different regions of
the brain. Ferbert et al.[1992] found that a decline of the cortical excitability
occurred in the opposite region between 7-15 ms after the second stimulus.
According to research on subjects with cortical myoclonus or stoke [Hanajima et al.,
2001, Shimizu et al., 2002], this interaction cannot be observed, or there are some
changes in it. It is thus possible to use this method to study the interactions in the

brain and some movement disorders.
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2.2.3 Repetitive TMS (rTMS)

Repetitive TMS is to apply TMS pulses repetitively and rhythmically to a single
scalp site [George et al., 2002, Wassermann, 1998]. rTMS can be classified as ‘fast’
or ‘slow’ rTMS. In the latter the frequency is limited to 1Hz, whilst in the former are
in use frequencies more than 1Hz up to a maximum stimulus rate of 60Hz are in use
at present. However, the faster the frequency is, the greater the risk, and therefore,
the stimulus frequency must be restricted to ensure the safety of the subject. The
difference between the rTMS and repeated single pulse TMS is the stimulus interval,
which normally has a delay of several seconds.

rTMS can be used temporarily to disrupt the processing of a cortical area, which
make it a valuable tool for basic studies. Furthermore, long term plastic changes may
also be induced following rTMS, which is the principal property used in the
application. The after-effects of rTMS depend on the duration, in particular intensity
and frequency of the stimuli, and according to [Pascual-Leone et al., 1994], different
MEPs can be induced with variable intensities and frequencies (Figure 2.4).
Normally, stimulation with high frequency and at high intensity attempts to increase
rather than decrease cortical excitability. For example, Wu et al. [2000] did research
using a 30-pulse rTMS at a fixed intensity (120% MEP threshold) and two different
frequencies (5Hz and 15Hz). The result showed that the intra-cortical inhibition was
reduced, while intra-cortical facilitation was enhanced at 15Hz. Although the
inhibition also declined at 5Hz intensity, it is much shorter than that of 15Hz. On the
other hand, excitability can be significantly reduced with low frequency rTMS. A
significant inhibition was induced by applying a rTMS at 0.9 Hz and 115% MEP
threshold for 15 minutes [Chen, 1997a]. With respect to intensity lower than the
resting threshold but at high frequency, longer duration of rTMS is required for
causing long term effect [Maeda et al., 2000]. Chen [1997a] reported that no change
was found during one hour of 0.1 Hz rTMS. This indicates that no long term effect
will be induced if the intensity and frequency is lower. According to the different
long term effects induced inside and outside the motor cortical area by rTMS

described above, it is possible to apply it to treat neurological disorders.
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Figure 2.4 Representative examples of MEPs produced in the APB muscle of one subject by
rTMS trains at 150% of the threshold intensity and frequencies of 1, 5, 10 and 20 Hz. The
numbers on the left (1,10 and 20) indicate the number of pulses during the rTMS train[Pascual-
Leone et al., 1994].

2.3 Therapeutic applications

TMS has been used to treat depression for several years. Low frequency rTMS was
first applied over the right prefrontal cortex. However, most studies apply high
frequency rTMS over the left prefrontal cortex for treating depression, which is
firstly conducted by George et al.[1995]. In this study, the Hamilton Rating Scale
(HRS) scores [Hamilton, 1960] for these patients declined significantly after the
treatment. According to [Figiel et al., 1998], after 5 daily treatments in 21 of the 56
subjects, the HRS scores decreased by at least 60%. These studies have shown that
high frequency rTMS can achieve a significant improvement in depressive
symptoms. On the other hand, low frequency rTMS can also improve depression.
After 10 treatments, 6 of the 14 patients experienced a greater than 50% decline in
the HRS scores [Feinsod et al., 1998]. Menkes et al.[1999] obtained a similar result
in their study. Kimbrell et al.[1999] reported that high frequency rTMS can achieve
better results on subjects with decreased cerebral metabolism while the low

frequency rTMS has better effect on hyper-metabolism. According to this result, the
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most appropriate method can be chosen for treating different types of patient, and

that it can prove to be more effective with longer treatment period.

Although the physiological basis is still uncertain, rTMS may be useful for treating
Parkinson’s disease since TMS can lead to a faster reaction time in subjects. The
rationale for this would be rTMS increases the excitability so that more thalamo-
cortical drive can be produced which is deficient in Parkinson’s sufferers [Ben-
Shachar et al., 1999]. Pascual-Leone [1994] found that reaction time and hand
function in five subjects with Parkinson’s disease had been improved. Studies have
also found that the effect of rTMS therapy can be long term and be more substantial
if the subject accepts a treatment over a longer period. However, several studies did
not find any positive results [Tergau et al., 1999, Ghabra et al., 1999]. More attention
should be paid to these results when rTMS is used on subjects with Parkinson’s
disease.

rTMS stimulation is also a therapeutic technique to promote plasticity of the brain in
the damaged area, since plastic changes lead to the recovery from stroke. Khedr et al.
[2005] conducted a study that employed rTMS and sham stimulation (Sham TMS is
typically administered by tilting the coil 45-90 “off the scalp, with one or two wings
of the coil touching the scalp[Lisanby et al., 2001]) respectively on two groups of
subjects with acute ischemic stroke. Positive results were found by comparing the
disability scales measured before and after 10 days treatment and rTMS improved
patients’ scores more than sham stimulation. Subjects with chronic hemiparetic
stroke were treated by high-frequency rTMS (Kim et al., 2006). The MEP amplitude,
movement accuracy and movement time were recorded, they found that the MEP
amplitude increased and the plastic change was positively associated with an

enhanced motor performance accuracy.

Physiological studies found that a decrease in intracortical inhibition causes dystonia,
which suggest that rTMS could have the potential for treating this condition since
rTMS delivered over the primary motor cortex at 1Hz can induce an increase in
inhibition [Hallett, 1998]. Siebner et al.[1999] conducted a study on subjects with
writer’s cramp using rTMS delivered on the motor cortex at 1Hz. Six of the sixteen
subjects studied had a marked improvement of deficient intracortical inhibition and
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temporary improvement in handwriting, whereas two patients noted a moderate
improvement. However, the reason why some patients showed a clinical

improvement and others did not is still an open question.

TMS is also used for the treatment of epilepsy [Fregni et al., 2006, Cantello et al.,
2007], tinnitus [Kleinjung et al., 2005], aphasia [Martin et al., 2004]and mania
[Grisaru et al., 1998], although most studies on these topics are limited and the effect

of treatment are normally mild.

As presented above, TMS is a sophisticated tool used in neuroscience and various
cortical activities can be induced by different types of TMS. Although there is still
much work to be done before TMS can be used routinely as a therapeutic tool, it
offers new insight and a method to treat many neurological and psychiatric diseases
that have concerned science for a while, however, there are several factors that limit

the application of the technique.

2.4 Localization of coil placement

The main issue of TMS is coil placement. This can be split into two particular
problems: where to place the coil and how to maintain the position of the coil. The
relation between scalp and underlying brain structures should be carefully studied
before stimulation since TMS is non-invasive and the structural information under
the scalp is uncertain. There are several methods for finding the target site at present,
which can be classified into two main strategies: stereotactic image-guided

navigation strategy and non-stereotactic navigated localization strategy.
2.4.1 Non-stereotactic navigated localization strategy

Non-stereotactic navigated localization strategy is the most commonly used method
at present. The international 10-20 electroencephalography (EEG) system and the
‘standardized coil positioning’ procedures are two methods that are used most by
researchers. Electroencephalography (EEG) is the recording of electrical activity
along the scalp produced by the firing of neurons within the brain. In clinical

contexts, EEG refers to the recording of the brain's spontaneous electrical activity
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over a short period of time, usually 20-40 minutes, recorded from multiple electrodes

placed on the scalp.

Figure 2.5 Top view of 10-20 system illustration. Nineteen standard positions in the
conventional 10-20 system are shown (red circles). Nasion and inion are indicated as Nz and 1z
[Okamoto et al., 2004].

The international 10-20 system is a specific system of electrode placement
recommended by the International Federation of  Societies  for
Electroencephalography and Clinical Neurophysiology (IFSECN). In a TMS
application, this system can be used to guide the placement of the coil rather than
electrode. Specific measurements from bony landmarks (i.e. inion, nasion and the
preauricular point) are used to generate a system of lines [Jasper, 1958], which run
across the head and intersect at intervals of 10% or 20% of the length of the lines
( hence called 10-20 system) of their total length (Figure 2.5).

Lobe and hemisphere location are respectively marked by a letter and a number. The
letters F, T, C, P and O stand for Frontal, Temporal, Central, Parietal and Occipital
respectively. Note that no central lobe exists, the "C" letter is used for identification
purposes only. The even numbers (2,4,6,8) refer to electrode positions on the right
hemisphere, whereas odd numbers (1,3,5,7) refer to those on the left hemisphere.
Two anatomical landmarks are used for the essential positioning of the coils: the
nasion is the point between the forehead and the nose; and the inion is the lowest

point of the skull from the back of the head and is normally indicated by a prominent
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bump (Figure 2.6). Taking the dorsolateral prefrontal cortex (DLPFC) that has been

studied the most for example, C3 would be the position to place the coil.

. Temporal
Nasion —— Labe

Inicn

Figure 2.6 Profile view of 10-20 system illustration.

A second non-stereotactic navigated localization method was proposed by George et
al. [1995] and Pascual-Leone et al. [1996]. The method is called the “standard” coil
position procedure and applied by most researchers in this field [Herwig et al.,
2001a). The procedure of Pascual-Leone et al. [1996] presented for localizing the
DLPFC is the motor cortex is first localized by producing a visible twitch in the first
dorsal interosseus muscle (FDI) of the right hand; and an EMG recording is made to
record the activation signal of the muscles. The second step is to move the coil centre
5cm anterior to the optimum scalp position from which a maximum EMG is
recorded. Researchers have developed several similar methods for localzing other
sites in the brain such as: the somatosensory cortex [Koch et al., 2006] and the

premotor cortex [Lee and van Donkelaar, 2006].

The two methods described above are currently the most commonly used in TMS
since they are both convenient and low cost. However, they are used regardless of
the individual variations in the brain structure, and furthermore, there are some
regions of the brain where there is insufficient feedback to indicate correct
positioning. To overcome these problems, stereotactic image-guided navigation
system has been developed.
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2.4.2 Stereotactic image-guided localization strategy

Several research groups have developed a method which uses magnetic resonance
imaging (MRI) to guide the coil into position. There are two main components: a
MRI acquisition system for obtaining the MRI data and a tracking system (also
called 3D digitizer) for coordinate registration, recording the position of the coil and
the subject during the stimulation procedure. Figure 2.7 shows a commonly used

navigational system (Surgical Tool NavigatorTM, Zeiss, Oberkochen, Germany).

Figure 2.7 Surgical Tool Navigator ™ with workstation, 3D camera system and subject with the
magnetic coil.[Herwig et al., 2001b]

There are four main steps of using this method: data acquisition including the MRI
data and 3D space data of the coil and subject; followed by segmentation of the MRI
data (the data is segmented into scalp surface for registration and internal cortex
structure for visualization); this is followed by registering the MRI scalp surface to
the 3D scalp points (obtained by the tracking system); and finally, visualization of
the relative stimulation position. This method has achieved good accuracy and
reliability, typically the accuracy of neuro-navigation in neurosurgery is 0.55 =+
0.29mm with fixed reference frames [Kaus et al., 1997]. Schénfeldt-Lecuona et al.
[2005] conducted research on accuracy of frameless stereotactic positioning of TMS,
they found that the method of coil positioning has high stability and repeatability.
The mean Euclidean distance between the landmark position coordinate before and
after a single TMS session was 1.6mm and increasing to 2.5mm on average, after
repeating two different TMS sessions. However, the results may be affected by

several factors. The accuracy of the system depends on the technical limitations of
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the equipment (one parameter is slice thickness), and in addition, reliance on the

accuracy of registration between the subject and the image.

Recently, several research groups combined functional MRI1 (fMRI) with TMS for
localization [Boroojerdi et al., 1999, Sparing et al., 2008, Neggers et al., 2004].
Compared to other non-invasive imaging methods, fMRI can monitor changes in the
brain and provide the best quality insight into the regions of the brain influenced by
TMS (Figure 2.8). fMRI uses blood oxygenation level dependent (BOLD) so that it
has better spatial and temporal resolution than most other non-invasive techniques.
Bohning et al.[1998, 1999] initially obtained the BOLD signal during the TMS
procedure and found that there are no limitations on the number of scans by fMRI.
Previous studies combining fMRI and TMS can achieve precise anatomical location.

Spatial correspondence of TMS and fMRI can achieve accuracies of 2.3 0.8 mm,

and this method of visualizing the effects of TMS have proven powerful and fruitful
[Wagner et al., 2007]. One uncertainty of fMRI-TMS is basic physiology of TMS-
induced effects on the BOLD-signal [Siebner et al., 2003].

Figure 2.8 Depictions of fMRI and TMS, showing (a) anatomical MRI with coil representation,
where the coil is centered above the primary visual cortex and in the inset the TMS coil is
highlighted with vitamin E pills, and (b) fMRI BOLD activity evoked from single-pulse TMS on
the primary visual cortex [Wagner et al., 2007].

There is a frameless MRI-based neuro-navigation system combined with positron
emission tomography (PET) [Wassermann et al., 1996b]. Recently, researchers have
combined TMS with other non-invasive methods such as: EEG, EMG and PET for
studying human brain activities in order to obtain a more complete understanding of
brain function and the relationship between behaviour and the brain. Each method
has its unique advantages and provides a different perspective for studying the

function of the brain.
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2.4.3 The pose of the coil

After a target site for stimulation has been defined, the next problem is what is the
best pose to place the coil over the scalp? The “pose” contains two main factors: one
Is the distance from the coil and cortex, the other is orientation of the coil.
Orientation of the coil critically affects the cortical activity produced by TMS
(Figure 2.9). The different MEPs amplitudes reflect the intensity and direction of
electrical fields induced with varying orientation of the electrical fields [Fox et al.,
2004]. Different models of the electrical field have been developed to predict the
distribution of the field and the brain response. Tofts [1990] constructed a model for
calculating the spatial distribution of induced currents, and found that the nerve
fibres parallel to the skull surface can be stimulated more easily than those arranged
obliquely. Perpendicular fibres are extremely difficult to stimulate. This study
indicated that better efficiency would be achieved in a direction parallel to cortical
columns, but normal to sulcal banks. Similar results have also been reported in
[Thielscher and Kammer, 2002, Wagner et al., 2004]. Fox et al.[2004] developed a
column-base model combined with PET to demonstrate the effect. They reported that
the vector of the electrical field induced by TMS should be aligned with cortical
columns in order to achieve optimal directional sensitivity. In addition, the effective
current field can be calculated as the cosine of the angle between the field direction
and that of cortical columns. According to this study, the most efficient orientation
would be if the electrical field is parallel to the cortical columns.

Another key factor that affects the activity induced by TMS is the distance from the
coil and motor cortex. Kozel et al.[2000] conducted a research on the relationship
between the coil—cortex distance and motor threshold. The distance to motor cortex
correlated strongly with the motor threshold, and a greater distance to cortex
indicated a higher motor threshold. In addition, a significant reduction in
effectiveness occurs if the coil loses contact with the head [Lebossé&et al., 2006].

In conclusion, the coil has to make contact with the subject’s head and the
orientation of the coil has to be precisely controlled in order to induce an electric

field that is oriented parallel to the cortical columns.
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Figure 2.9 MEPs of the left masseter muscle evoked by contralateral TMS in a representative
subject. For each of the 8 different coil orientations, 3 MEPs were superimposed. The greatest
and most consistent amplitudes were found at 120° and 300° , while clearly smaller MEPs
were found at 30° and also between 210° and 255° [Guggisberg et al., 2001].

2.5 Robot assisted surgical system

Robot assisted surgical systems have been under development for many years,
although such systems still have not been routinely used in clinical procedures, they
can provided some technology and experience in the development of robotic TMS
system. Gomes [2011] made a summary of surgical robotics timeline (Figure 2.10).
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Figure 2.10 Timeline of surgical robots [Gomes, 2011]

The first clinical trial using a robot to perform a stereotactic brain biopsy was in
1985 [Kwoh et al., 1988]. The surgical system combined a CT scanner and a Puma
200 robot for Stereotactic Brain Surgery (Figure 2.11). The robot moved to the target
position after the target is identified on the CT image. The surgical procedure was
faster than the manually one, and furthermore, the accuracy was improved by proper
calibration of the robot. The next milestone appeared six years later, a robotic device
called Probot was used to autonomously remove a significant amount of tissue from
a patient [Davies et al., 1991]. After this, companies started to join the field of
surgical robotics. A brief introduction to several typical surgical robotic systems is

given as follows.
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Figure 2.11 Overall organization of the surgical system [Kwoh et al., 1988].

Korb et al. [2004] divided robotic surgical systems into two groups: tele-
manipulators and pre-programmed surgical robots. The former consists of a master
manipulator and a minimally invasive slave manipulator, where the movement of the
slave is copied from the master which is steered by a surgeon. The surgeon can
monitor the position of the slave through endoscopic images.

Master console Patient-side cart
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Figure 2.12 Da Vinci robotic system(Courtesy of Intuitive Surgical Inc., Mountain View, CA).

The Da Vinci robotic surgical system (Figure 2.12) is a master/slave system
consisting of a master console and a patient-side cart with instrument arms, camera
arms and visualization system. The master console consists of an image processing
computer; the view port where the surgeon views the image; foot pedals to control
electro-cautery, camera focus, camera arm clutches, and master control grips that

drive the slave robotic arms at the patient’s side [Kim et al., 2002]. It translates the
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surgeon’s hand, wrist and finger movements at the console instrument controls into
corresponding scaled down real time movements of instruments positioned inside the
patient. The practice of robotic surgery is currently largely dominated by the Da

Vinci system.

Unlike a tele-manipulator system, the motions of the pre-programmed surgical
robots are pre-determined, where the robot executes a pre-defined trajectory. The
Robodoc system (ROBODOC®, Curexo Technology Corporation, CA, US), shown
in Figure 2.13, was the first system to perform a milling trajectory using a
commercial robot assisted surgical system developed by Taylor et al. [1994]. The
Robodoc was developed mainly for total hip replacement which involves five main
steps during the operation procedure: (1) data acquisition; (2) preoperative planning
which consists of cement removal and new implant planning; (3) intra-operative
validation and re-planning which is not always necessary but needed for certain
cases; (4) pre-operative plans and images should be registered to the robot and the
actual patient space; (5) milling the cavity. At any time during the procedure, the

surgeon can stop the robot immediately if an unpredictable problem occurs.

Figure 2.13 ROBODOC system (ROBODOC®, Curexo Technology Corporation, CA, US).
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There are many robotic systems being developed for neurosurgery, which is always
topical and of current interest. The NeuroMate (CUREXO Technology Corporation,
CA, US) is a six-axis robot (Figure 2.14) and is the first neurosurgical robotic system
approved by the U.S. Food and Drug Administration [Karas and Chiocca, 2007]. It is
a surgical system that has evolved from stereotactic or functional neurosurgical
applications. A typical clinical procedure of NeuroMate is similar to ROBODOC,
which consists of five main steps: (1) the acquisition of images; (2) pre-planning the
path; (3) registration; (4) moving to the target position; (5) the surgical tools are
manipulated manually by the surgeon at this fixed position. To complete the
procedure, the robot knows the position relative to the subject’s anatomy. This is
initially achieved by using a calibration cage, which is placed on the end-effector of
the robot around the subject’s head, later the registration process is completed by

using ultrasonic sensor [Varma et al., 2003].

Figure 2.14 NeuroMate (CUREXO Technology Corporation, CA, US).

Pathfinder is another six-axis surgical robot produced by Armstrong Healthcare for
frameless stereotaxy [Morgan et al., 2003]. A CCD camera and a tool holder are
mounted on its end-effector; the former is used to locate fiducial markers on the
patient, the latter for carrying the neurosurgical tools such as drill, needle and so on
(Figure 2.15). The typically registration procedure of this system involves the robot
moving in a pre-defined circle over the subject’s head at a safe distance. The
positions of the fiducial markers are located by the camera at the same time. A

matching algorithm is used to register the image co-ordinates to the subject after all
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the markers have been localized. The overall safety of Pathfinder is impressive as
there are duplicate encoder systems. These two encoders systems are separately
calculated and encoded, and the system will stop immediately if a mismatch occurs.
There are several other safety features such as a foot-pedal which is triggered by the
surgeon if the robot is required to move. Safety critical issues are monitored by an

embedded processor.

Figure 2.15 The Pathfinder surgical robot (left) and the view of the camera surrounded by the
light ring mounted at the end of the arm (right) [Morgan et al., 2003].

Robot assisted radiosurgery has successfully been demonstrated for treatment of
brain tumors. During the radiation delivery procedure, precise location of the tumor
relative to the reference coordinate of the treatment device is essential to prevent
irradiation of normal tissue. Stereotactic frames are used to locate the tumor. Adler Jr
et al. [1999] introduced image-guided radiosurgery for accurate irradiation, called
CyberKnife Stereotactic Robotic-radiosurgery System (courtesy of Accuray,
Sunnyvale, CA) which consists of three main components: a radiation source
mounted on a Kuka robot, a stereo x-ray imager and a treatment couch (Figure 2.16).
Stereo x-ray imaging is employed by the system to regularly track the positions of
landmarks with respect to the treatment instrument. The information is sent to the
robot which is used for adjusting the focus point of the linear accelerator beam

towards the tumor.
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Figure 2.16 CyberKnife robotic radiosurgery system (courtesy of Accuray, Sunnyvale, CA).

A concept of a versatile interactive surgical assistance system has been introduced by
Wahrburg et al. [2004]. The system combines an optical position tracking system
and a manipulator. Automatic tracking of movements of the subject is carried out by
the tracking system and this information is transferred to the robot to follow the
movement. A key innovation of this system is the development of a versatile haptic
interface which is used to support its unique operating mode. It has a force torque
senor mounted at the wrist of the manipulator, and the surgeon can move the
manipulator to the desired position by gripping the handle. In this way, the system
can then be operated in autonomous mode by pre-planning the motion. The surgeon
can also control the arm directly depending upon the surgical requirements. Figure

2.17 shows the block diagram control loop of the system.
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Figure 2.17 Close loop control of the versatile interactive surgical assistance system [Wahrburg
et al., 2004].

2.6 Existing robot assisted TMS systems

When the coil is positioned manually, the exact stimulation at a pre-defined site is
difficult to achieve, which is a major issue of existing TMS technology. It is
primarily for this reason why a robotic TMS system needs to be developed which
can provide accurate locating and holding capabilities, as well as tracking the head

and compensating for its movements.

A basic robotic TMS system was initially constructed by Lancaster, J.L., et al. [2004]
(Figure 2.18). It is an image-based robotically positioned TMS system that integrates
cortical-column aiming theory [Fox et al., 2004] and exceptional planning and
delivery capabilities of the irTMS system. The initial results demonstrate the
achievable high level of accuracy and systematic TMS coil positioning using a robot

arm. There are several important steps of the robotic system, which are as follows:

e Determining target sites and planning the TMS coil pose. Target sites are
selected through MR images with overlaid co-registered statistical parametric
functional images. A preferable coil pose is the one with the treatment axis of
the coil passing through the targeted site, scalp-to-target distance is
minimized, and orientation about the treatment axis is parallel to the cortical-

column so that TMS can obtain the best stimulation efficiency.
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Registration. There are two registration procedures in this system. Firstly,
registration of the head to the MR Image in order to find a relative
stimulation site on the scalp for each target site in the MR Image. Second,
registering the robot to the subject’s head. The purpose of this is to transform
the robot coordinates to the head coordinate system. A mechanical 3-D
digitizer (Microscribe 3DLX, Immersion Corp., San Jose, CA) was used in
this study to acquire the head surface model and record the landmarks on the
head.

Positioning the TMS coil by the robot. In this study, the position process is
not fully automatic, and there is no real-time tracking scheme. In order to
avoid collision, the method is to manually move the coil to a safe pose, then

to use automated positioning software to move the coil in small steps to the

final position.

Figure 2.18 The irTMS robotic system with (A) the computer for processing and controlling
planned positioning of the TMS coil, (B) the Neuromate robot arm, (C) the added TMS caoil
holder, and (D) the 6th axis for coil rotation [Lancaster et al., 2004].

Another robotized TMS system was presented by a Germany group [Matthaus et al.,

2005, Matthaus et al., 2006, Finke et al., 2008]. This system comprises six main

components (Figure 2.19). The procedure is similar to the Lancaster system,

registration of the cranium to its 3D MR imaging (MRI) data is carried out and the

actual position of the head is continuously checked using an infrared optical tracking

system (Polaris, NDI, Waterloo, Canada ). The tracking system is also used to guide

the robot-held coil to its target point. During stimulation, constant head tracking and
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subsequent refinement of the robot position can be performed so that the coil will be

maintained at the same position relative to the cranium (Figure 2.19).

Figure 2.19 The six main components for robot-guided TMS: (a) TMS coil, (b) robot, (c) robot
controller, (d) computer, (e) Polaris tracking system, (f) headband [Finke et al., 2008](left) and
Application setup[Matthaus et al., 2006](right).

This system introduced a real-time tracking system to the application. This
eliminates the need for head-fixation. After the target stimulation point has been
chosen, the robot will position the coil to the target point base on the coordinate of
the subject’s head. However, the accuracy of positioning and the performance of real
time compensation in this system have not been presented. Furthermore, there is no
measurement of the contact force, accessory to maintain the coil contact with the
subject’s head. A recent paper indicates the motion compensation latency is 300ms

in total, and it may vary due to the motion speed [Richter L. et al., 2010].
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Figure 2.20 The CAD model of the robot [Lebosse et al., 2007].
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A novel robotic TMS system was proposed by Lebosse, C., et al. [2007], unlike the
industrial robot based system above, a sophisticated dedicated robot concept was
presented (Figure 2.20). The proposed robot is a redundant serial structure with
seven active degrees-of-freedom (DOF). It is consisted of three subsystems: The first
is a spherical mechanism, with a 3-DOF serial structure (J1-J2-J3 in Figure 2.21). It
is possible for the positioning of the coil centre around a sphere centre on the head of
the subject due to the spherical shape of the workspace. The second subsystem is
simply composed of an actuated prismatic joint (J4 in Figure 2.21). A compliant
element is placed on the joint axis between the actuator and the coil so that the
contact force can be controlled passively. Finally, the third part consists of a
spherical serial wrist (J5-J6-J7 in Figure 2.21). In order to maintain the coil tangent
to the head surface during the stimulation, it allows rotation around a fixed point

which is the contact point between the coil and the head.

Figure 2.21 The kinematics scheme of the robot [Lebosse et al., 2007].

Although this proposed system is a non-industrial robot system, the workflow of the
system is generally the same as the others. However, there are some additional tasks
because more functions have been integrated. According to [Lebosséet al., 2006],

the task sequence execute is as follows:
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o Different MRI and fMRI images are recorded which are used to build a 3D
model of the subject’s head and brain. The target regions are then specified,
and the frequency and duration of the stimulation period defined.

e The neuro-navigation system computes the trajectory of the coil centre on the
head that best stimulates each region. A registration of the subject’s head
with respect to the robot and the 3D model is carried out.

e The stimulation procedure is executed autonomously accommodating head
movements. In the mean time, the actual location and orientation of the coil
are recorded for a post-procedure analysis.

This study proposed a concept using a novel purpose built robot, however, the

performance of the system is still an open question.

2.7 Relevant technologies

Several relevant technologies that are important in developing a robotic TMS system
have been identified from the previous sections, these are: (1) tracking technology;
(2) visual servo control; (3) registration; (4) trajectory planning and (5) position and

force control in robot manipulators. These are discussed in the following sections.
2.7.1 Tracking technologies

In order to avoid fixation of the subject’s head, a tracking system should be used for
guiding and subsequent refinement of the coil position and orientation. There are
many types of tracking system available such as: spatial linkage systems, ultrasonic
tracking system, magnetic field tracking system and optical tracking system
[Glossop, 2009].

Spatial linkage systems are current used mainly in neurosurgery. Krings et al. [2001,
1997] initially introduced this system in TMS to determine the stimulation site. A
linkage system normally has a multi-jointed mechanical arm with optical encoders in
each joint. The encoders are used to measure the positions of the joints and this
information can be used to compute the position and orientation of the device
mounted on the end of the mechanical arm. However, this kind of system can only
precisely fix the device mounted on the end of the arm but it is difficult to use for

monitoring the motion of the subject’s head.
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Ultrasonic Tracking Systems are also used in many surgical procedures. An
ultrasonic system normally has three microphones fixed on a rigid frame, which can
receive the high frequency sound mounted on the device. The system can use the
information to triangulate the position of the device. The accuracy of tracking
systems based on ultrasound is approximate 2-5 mm [Kalfas et al., 1995]. However,
the accuracy of this technology can be affected by ambient sounds and temperature
in the surrounding environment. These systems are rarely used in current surgical or
other types of navigation systems, since the deviations cannot be established

precisely.

Magnetic field tracking systems [Manwaring et al., 1994, Birkfellner et al., 1998],
have a clinical precision of approximately 2-4 mm. This type of system has a
magnetic field generator, which induces voltages in the sensors attached to the
device or subject. The position and orientation of the object can be calculated from
these induced voltages. A commercial Magnetic field tracking system is the
PATRIOT™ Digitizer (Polhemus, Michigan, US), which has been employed in
TMS studies [Noirhomme et al., 2004, Bastings et al., 1998]. Another commercial
system is the Aurora System (NDI, Ontario, CA) that is able to track the smallest
sensor coils on the market. This technique is also widely used in Virtual Reality; and
because sales outside the medical field are large, some components of this technique
are cheap. A significant disadvantage of this type of tracking system is
electromagnetic and metal interference although there have been some

improvements made in recent years [Birkfellner et al., 1998, Marmulla et al., 1997].

Optical tracking systems consist of a position sensor and markers, of which there are
two types, passive and active. Position sensors measure the 3D positions of both
active and passive markers affixed to application-specific tools (Figure 2. 22). Active
markers use infrared light emitting diodes which the position sensor detects and
calculates position. The former passive markers are spheres which have a retro-
reflective coating that reflects infrared light illumination directly back to the position
sensor. Commercial optical tracking systems typically use either two cameras (i.e.
Polaris, NDI, Ontario, CA.) or three cameras ( i.e. Flashpoint, BIG Inc., CO, USA),

and they can track a number of marks simultaneously. Both the Polaris and
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Flashpoint systems have been employed in TMS stimulation procedure [Ettinger et
al., 1998, Matthaus et al., 2006]. Khadem et al. [2000] conducted an error analysis of
the Polaris and Flashpoint systems and found that both of them have jitter of less
than 0.5 mm, and is indicative of the accuracy of optical tracking systems. Several
surgical studies have been conducted using active markers with an accuracy of
about 1 mm [Reinhardt et al., 1996, Marmulla et al., 1997]. A surgical planning and
guidance system based on passive markers was developed by Colchester et al.[1996].
Video cameras were used to monitor the positions and movements of these markers,
and image analysis software used for registration. The accuracy of the system is

typically less than 1 mm with an intra-operative precision of approximately 2.5 mm.

(@) (b) ()

I(:i)gure 2. 22 Polaris Spectra position sensor (c), the active markers (b) and the passive markers
a).

Optical tracking and magnetic field tracking systems are more reliable and accurate.
The disadvantage of optical tracking is that it requires a direct line-of-sight from
cameras to targets. Therefore, compared with disadvantages of magnetic field
tracking system, utilizing an optical tracking system in TMS system would be a
better choice. In addition, such systems are also used to acquire the coordinate
system of the scalp and coil in physical space, which acts as an intermediate of the
registration system in image-guide TMS [Matthaus et al., 2005, Herwig et al., 2001b,

Noirhomme et al., 2004], which is presented in following section.
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2.7.2 Visual servo control

The control concept of visual servo control can be utilized in this application. Instead
of using a tracking system for collecting feedback data, visual servo control using
visual information that may be acquired by camera to control the motion of a
manipulator or a mobile robot. The visual information includes points, lines and
other features in the environment. There are several camera-robot configurations

used in visual servo systems as illustrated in Figure 2.23.

CAMERA-ROBOT CONFIGURATION
number of cameras
1 2 = Z

I

EYE-IN-HAND STAND-ALONE EYE-IN-HAND STAND-ALONE

nnonnno

Figure 2.23 Camera-robot configuration used in visual servo control system [Kragic, 2001]

A typical visual servo control task is to continuously measure the error between the
current location of the robot arm and its destination using the visual sensor. A
control sequence is generated to guide the motion of the robot base on this input.
According to the different application of the visual data, the system can be divided
into three main types: position based, image based and 2 1/2D visual servo systems.
Position based visual servo systems adapts 3D data from the scene in order to
estimate the pose of the target with respect to relative coordinate systems. Image
based visual servo systems use 2D images to reduce the image distance error by
comparing the features of the images took with different distance [SjOet al., 2008].
The 2 1/2D system is a combination of previous two methods [Kragic, 2001]. The
position base system is very similar to our system requirement, where the task is
represented by an error function between the current and the desired position and

orientation of the robot. The motion of the robot is then generated based on this
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function. There are two fundamental control structures for a position based visual

servo system [Sanderson and Weiss, 1980, Hutchinson et al., 1996].

e Dynamic position based look-and-move structure (Figure 2.24). The
characteristic of these systems is the visual sensor provides the information to
the robot controller and the feedback from joint sensors provide the data to

internally stabilize the robot [Hutchinson et al., 1996] .

[ - +
XO
—O—> Cartesian control law »

cx - joint controller amplifers Robat

Camera

Joint angle sensors

Pose estimation | Image feature
h extraction

Figure 2.24 Dynamic position based look and move structure. CX0 is the current pose of the

camera with respect to the object, CX; is the desired pose.

e Position based visual servo (PBVS) structure (Figure 2.25). There is no joint
controller in these systems, and the visual system directly provides the data to

control the robot joints.
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Figure 2.25 Position based visual servo (PBVS) structure

2.7.3 Coordinate systems registration

Coordinate system registration is a key step in both hand-held TMS and robotic TMS
procedures. Most studies on registration are based on hand-held image-guided TMS.
There have been numerous studies on registration of TMS with 3D MR images
[Ettinger et al., 1996, Noirhomme et al., 2004, Neggers et al., 2004]. These studies
were concerned with registering the subject’s head coordinate system with respect to
the MRI coordinate system. Several research groups rely on point to point
correspondence of several anatomical landmarks or fiducial markers. Digitizer
technologies based on optical, magnetic-field, or stereotactic frames are used for
acquiring the coordinates of the markers from the physical head surface. These
points are then registered to the segmented MRI scalp. Bastings, et al. [1998] applied
such a method, using a magnetic-field (MF) digitizer to locate six MRI-visible labels
on the subject’s scalp. Surface-based methods have also been developed, which
acquire hundreds of points on the surface, and the segmented MRI scalp surface is
then registered with these points. Wang et al. [1994] acquired four hundred points,
whereas two thousand points were acquired by Schwartz et al. [1996] .The more
points that are acquired, the better the accuracy obtained. Matthaus, et al. [2005]
conducted a combined landmark and surface-based method, which used a Polaris
optical tracking system to acquire several hundred surface points and three

landmarks attached on the surface for registration (Figure 2.26).
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Figure 2.26 Registering the virtual head to the real head using landmarks and surface points.
Left: Surface points and landmarks from the real head. Middle: Virtual head model. Right: VR
model registered to the real head [Matthaus et al., 2005].
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Figure 2.27 Architecture of the functional brain mapping system [Ettinger et al., 1998]

According to these studies, accurate head surface data acquired by a magnetic
tracking system or optical tracking system will significantly influence the accuracy
of registration. Ettinger, et al. [1998] developed a method using a laser to acquire the
head contours in order to achieve a better accuracy. In this way, three coordinate
frames were defined in their system: MRI coordinate frame, Laser coordinate frame,
Flashpoint coordinate frame (Figure 2.27). A typical method of coordinate
registration have been presented by Ettinger et al.[1996], in which a laser was used
to digitize the full head surface in physical space (Figure 2.28). Flashpoint is a self-
contained 3-D tracking system (BIG Inc., CO, USA) consisting of three linear

40



cameras which localize flashing IR LEDs. The system can track a number of LEDs
simultaneously to capture the motion of the head and the coil. By fixing at least three
LEDs to the head, the tracking system calculates the actual head position in space.
Two LEDs are fixed to a reference frame on the magnetic coil in order to detect its
position using the same cameras. Accordingly, the head’s surface coordinates and

the coil coordinates are registered to a single common reference system.

Figure 2.28 Laser scan of a subject’s head. Collected laser points are shown as white curves
[Ettinger et al., 1998].

The significant difference between Ettinger’s system and other systems is the use of
an additional laser scan system to acquire the physical head surface instead of using
the tracking system (Flashpoint in Ettinger’s system). Therefore, a registration of the
Laser coordinate system and the Flashpoint coordinate system should be carried out
first. An off-line calibration is required to achieve the Flashpoint to laser transform
by mounting the laser scanner and Flashpoint relative to each other on a rigid bar
which is attached to a movable arm. This information is then used to register the
laser to the MRI coordinate system. In this process, the laser coordinates serve as an
interface for the MRI and Flashpoint coordinate systems. In the other systems, the

tracking system fulfils the role of the laser scanner and Flashpoint.
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Figure 2.29 Registration process[Ettinger et al., 1998].

The key step is the registration of the MRI data with the actual subject, i.e., to align
the head surface of segmented MRI data to that obtained with the laser scanner or a
tracking system. Ettinger et al. [1996] divided the registration process into three
main steps: initial match, interpolated refinement and detailed refinement (Figure
2.29).

The first step is to roughly align the laser data relative to the MRI data. The accuracy

requirements for the initial alignment are a function of the data coverage of the laser
42



data [Ettinger, 1997]. An alternative method is to select pairs of points or triple
points from the laser data, then roughly register them with possible points from MRI
data [Grimson et al., 1996]. After this, an interpolated refinement should be carried
out by minimizing an evaluation function that measures the amount of mismatch
between the two data sets. Gaussian distribution [Wells, 1997] is used to weight the
distance from the transformed laser points to the nearest MRI points. The evaluation
function for a particular transformation is given by:

_‘T(ifmj ‘2

E(T)=->2>e > @)
i

where vector (; is a laser point, vector m; is an MRI point, o is the standard

deviation and T is the desired coordinate frame transformation. The Davidon-
Fletcher-Powell algorithm (DFP) [Press, 2007] is used for minimizing this
evaluation function. Finally, a rectified least-squares distance measure is used to

achieve an optimal solution. The function becomes:
1 N, . 2
B, (T) =L 2 min[d ., min|T¢, —m;['] 22)
i

where d ., is a predefined maximum distance used to limit the effect of outliers and
Nis the number of points. This second objective function is more accurate, and the

final values of the E,(T)error function are in the range 1.5-2.5mm.

So far, complete steps for registration of MRI data and physical head have been
described. There are several studies that use Pelizaarri’s algorithm [Pelizzari et al.,
1989], but the principle is similar [Wang et al., 1994, Noirhomme et al., 2004].
Previous studies on image-guided TMS registration are based on a manual coil
placement TMS system, and did not involve robotic coordinates systems. In this
study we will develop a robotic system, and the registration between the robot

coordinates systems and physical head coordinate system need to be addressed.
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Because the subject’s head data is usually acquired using a 3D tracking system, in
order to register the robot coordinate system to the subject’s physical coordinate
system. It is required to combine the coordinates of the tracking system with the
robot coordinate system. To do this, using an optical 3D digitizer for example, rigid
bodies with three or more markers need to be attached to the tip of the end-effector
and the subject’s head (Figure 2.30). The head and tool are in the same coordinate
system since they will both be tracked by the optical tracking system. The main
challenge here is to register the robot coordinate system to the end-effector

coordinate system.

e e |

optical tracking /U

end-effector base
mouth piece

rigid bady ~— robot

patient

operation table

Figure 2.30 An optical tracking system is localizing the position of three rigid bodies: one
attached to the bone of the patient and two attached to the end-effector parts for double check
on the position of the end-effector[Burgner et al., 2008].

Several similar techniques have been adopted, in which the tool coordinate system is
aligned with its origin in the flange of the robot arm tool contact point (TCP), and is
selected for the transform between the robot coordinates and the coordinates of the
tracking system [Wahrburg and Kerschbaumer, 1998, Knappe et al., 2003, Burgner
et al., 2008]. Wahrburg et al. [1998] proposed a concept of using a robot to assist
surgery on hip replacement. In this study, a homogeneous transformation matrix is
used to describe the transformation between the coordinate of the tracking system
and one of the robot coordinate systems (see Eq. 2.3).
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Prob — Hdr?gbpdig (2. 3)
where H s the transformation matrix, P““is a point in the coordinate system of
the tracking system, and P™" is the point in the robot coordinate system. In order to
obtain the relationship between the hip and the robot, another transformation matrix
Hﬁfg establishes the position and orientation of hip coordinate system with reference
to the digitizer system (Figure 2.31). The relationship between the hip and the robot
can be defined by equation 2.4.

H rob _ | robpq dig (2.4)

hip dig " "hip
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Figure 2.31 Transformation of coordinates [Wahrburg and Kerschbaumer, 1998].

A similar registration equation has also been presented in a surgical navigation robot
system [Knappe et al., 2003]. This system aims to register the target site in CT-

image coordinates to the robot coordinate system as shown below:
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where H2"is the transformation matrix which indicates the Tar coordinate system

Cam
Tool

with respect to the Cam coordinate system, Hy,,, is the transformation matrix that
indicates the Tool coordinate system with reference to the Cam coordinate system.
H/<"is the required transformation matrix that indicates the Tar coordinate system

with reference to the TCP coordinate system (Figure 2.32).

Figure 2.32 Coordinate systems [Knappe et al., 2003].

2.7.4 Trajectory planning

Trajectory planning is a big challenge in a robotic TMS system, because of the
medical and safety requirements. A key issue is to regulate the contact force between
the coil and the subject’s head, which induces an element of risk to the subject.
Furthermore, on the premise of safety, the coil/robot trajectory needs to be precisely

planned and continuously adjusted under the condition of unpredictable movements
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of the subject’s head in order to obtain the most efficient and desirable stimulation.
The application of robots in TMS is uncommon at present and as such there are no
studies on methods of trajectory planning for these type systems. Several methods
used in surgical robots are listed as follows.

Most surgical robots are used for simple trajectory execution. The main applications
are: milling of the femoral cavities in orthopaedics [Taylor et al., 1994]; serving as
tool-holding device in neurosurgery [Morgan et al., 2003] and acting as the ‘third
hand’ for moving the camera in endoscopic surgeries [Finlay and Ornstein, 1995].
Two principal solutions to trajectory generation can be identified in robot assisted

surgical system [Wahrburg and Kerschbaumer, 1998].

e A tool similar to that used manually by a surgeon is mounted on the robot.
The tool approaches a pre-defined position at a desired orientation adjacent to
the operating area. From this location, it can be moved to the target position
manually by the surgeon at the correct orientation. The robot then remains in
a locked and unpowered position and the surgical procedure is carried out by

the surgeon, which makes the operation safer.

> » N iR

Figure 2.33 The RobaCKa system, consisting of a CASPAR robot (I),the robot controller (2), a
Polaris infrared navigation system (3), the subject (4), a “sensor PC unit (5) [Korb et al., 2003].

e A second solution is the robot performs a full automatic procedure with a
robot fitted tool. The tool is guided by the robot to carry out the operation.
Proper motion planning software has to be integrated into the system to

ensure the robot moves along the desired trajectory.
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Korb, et al. [2003] developed a surgical robot system that allows precise execution
of surgical interventions and milling of complex trajectories. This system consists of
three main components: a Caspar robot system, a Polaris system, and a force-torque
sensor (Figure 2.33). This trajectory planning method is derived from [Engel et al.,
2003], and the algorithm used to maintain the robot configurations close to each joint
mid-position and determines the motion based on the following criteria: “(1)
reachability of the trajectory interpolation points; (2) not close to singularities; (3) no
collision between robot and patient; (4) consideration of the operative approach and
the patient’s position on the operating table” [Korb et al., 2003]. The planned
trajectory is executed with an error of 0.66mm. However, in this system, the subject
iIs fixed. The Polaris system is used for detecting the movement of the head, and the
robot is stopped immediately once movement has occurred.

2.7.5 Position and force control of robot manipulators

In this application, the coil is required to make contact with the subject’s head, thus
it is necessary to control not only the position but also the interaction force between
the stimulus coil and the subject’s head. Position control is the main mode of control
for robot manipulators; and there are two major methods for robot force control:
hybrid position/force control [Raibert and Craig, 1981] and impedance control
[Hogan, 1985]. Most of the position and force control methods are developed based
on these two control structures [Wongratanaphisan and Cole, 2009, Hogan, 1987,
Anderson and Spong, 1988, Yoshikawa, 1987, Ghosh et al., 2000, Kumar et al.,
2011]. Impedance control controls the position and force by adjusting the mechanical
impedance of the end-effector to the external force when the robot end-effector
contacts with the environment. It controls the force without the explicit closure of a
force feedback loop. Hybrid control is normally employed in an application to
achieve more precise control [Yoshikawa, 2000]. The hybrid position and force
control approach decomposes the position control in the position subspace, and force
control in force subspace. There are usually two feedback loops for position and
force. The hybrid controller combines them into a single command vector.

Corrections based on these measurements are applied by joint actuators to make the
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manipulator track the desired position and force trajectories. A two-link planer robot
arm is used as an example to demonstrate the hybrid controller (Figure 2.34); and the
task is to push the endpoint of the manipulator with a specified force against the flat
smooth surface of the shaded object while moving the endpoint along the surface. In

the constraint frame O, XY, the force is denoted as °f(t) and the position is

denoted as © p(t) . Thus the force and position errors in their controlled direction can

be expressed as:

“p.() = (1 -5)(° py ()-°p(1)) 28)
°f.(t) = S(° 1, (t)-°f () 2.9)

where © f,(t)is the desired force, © p, (t) is the desired position, S is the selection
matrix for force controlled directions and 1 is the identity matrix. Letting & and g

denote the position and force compensation functions respectively the hybrid control

law in joint coordinate space is then given by

z(t) =7, (t) + 7, (1) =a"p, (t) + B (1) (2. 10)

where 7, (t)is to compensate for the position error and 7z (t) is to compensate for the

force error.

>V

Figure 2.34 Example of hybrid control [Yoshikawa, 2000].
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Several studies have been conducted to improve the response of the hybrid controller
by introducing the dynamics of the manipulator to the controller [Yoshikawa et al.,
1988]. The major disadvantage of this type of method is precise knowledge of the
constraint surface is required in advance, to solve this problem, visual sensors and
force sensors are combined for the control, with the visual sensor providing
information on the contours of the environment (Figure 2.35). Nelson et al.[1995]

summarized three different approaches combined vision and force sensing:

e traded control, a task space direction is alternately controlled using a vision
sensor or force sensor

e hybrid control, different directions of the task space are simultaneously
controlled using vision and force sensors

e shared control, both vision and force sensors control the same direction of

the task space simultaneously.

Force
Sensor

Constraint
T Surface

AN
'7‘
L

Figure 2.35 Vision-force system [Leite and Lizarralde, 2009].

Most recent work has focused on the hybrid vision and force controller. A hybrid
control scheme that uses on-line estimators for the constraint geometry has been
designed [Hosoda et al., 1998], with the controller only requiring prior knowledge of
the robot kinematics instead of precise knowledge of the surface. Several controllers
have been proposed to deal with the dynamic uncertainty, kinematics and constraint
surfaces [Zhao and Cheah, 2004, Cheah et al., 2010]. Method also proposed by

Leite and Lizarralde [2009] controls the robot using an un-calibrated camera. The
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concept of hybrid vision and force controller can be utilized in this application since
there are two external sensors employed for the control in this application. However,
these proposed hybrid controllers were all used to follow a trajectory on an
immovable surface, while this application has to cope with a moving object.

2.8 Safety issues

There are two safety issues which need to be considered in a robotic TMS system.

One concerns TMS itself, the other involves the safety of the robot.

2.8.1 Safety of TMS

Seizure is the most critical adverse effect and is usually associated with rTMS at
high frequency, high intensity, and short inter-train interval; no significant risk of
single-pulse TMS has been found yet. Seizures have been produced both in patients
and in normal subjects by rTMS with a stimulus frequency higher than 1 Hz
[Wassermann, 1998]. To address this problem an international workshop on the risk
and safety of rTMS was held in Bethesda, Maryland, June 1996. Safety guidelines
were produced as a final achievement for the safety and ethical use of rTMS based
on the known and potential risks of rTMS. Up to the present, no seizures have
occurred by following this safety guidelines. However, researchers still have several
safety concerns. According to [George et al., 2002], it is essential to note that this
guideline was developed in a small subject sample using a surrogate endpoint for a
seizure spread of TMS-induced motor evoked potentials (MEPs) beyond the target
area of stimulation. This indicates that the guidelines apply only for stimulation of
the motor cortex rather than other brain regions. Furthermore, although the intensity
and frequency of stimulation can be examined, the inter-train interval is still not
certain. One of the inadvertent seizures that did occur followed the safety guidelines

because of an excessively short inter-train interval [Wassermann et al., 1996a].
2.8.2 Safety of robot application

As with medical robotics, a TMS robot is quite different application from an

industrial robot, which indicates that the safety measures adopted for industrial

robots are not sufficient for medical robots. However, most current robotic medical
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or TMS systems employ industrial robots. This makes safety an issue that must be
addressed to improve this field. There are no systematic approaches on the safety
issues of medical robots and no specific standard safety guidelines for medical robots.
But there are several standards which can be used as references, such as EN 755
(ISO 10218) a standard safety guideline for industrial robots. The FDA (Food and
Drug Administration of the USA) have provided a safety standard for computer
controlled medical devices and IEC 1508 is the standard for a safety-related system
[Fei et al., 2001].

Taylor et al. [1991] defined several principal requirements for a medical robotic
system: (1) the robot must never ‘run’ away; (2) the robot must never exert excessive
force on the patient; (3) the robot's cutter must stay within a pre-specified positional
envelope relative to the volume being cut; (4) the surgeon must be in full control at
all times. According to [Davies, 1996], the use of redundant sensors, design of
special-purpose robots and fail-safe techniques can be used to ensure the safety. The
more autonomous the robot, however, the more safety critical is the dependency on
the mechanical and software systems. Davies also catalogued some safety guidelines
based on his experience. Software fault tolerance plays a very important role in
medical robotic systems, and recently several studies have addressed this issue.
Varley[1999] presented practical techniques for software development for the
Pathfinder (Armstrong Healthcare Ltd.) medical robotic system. There are numerous
other methods such as: event tree analysis [Khodabandehloo, 1996], fault tolerance
algorithm [Hamilton et al., 1994], dependability principles [Dowler, 1995].

Fei et al. [2001] proposed a systematic method called hazard identification and
safety insurance control (HISIC) to analyze, control and evaluate the safety of
medical robots. They classified the system error into four parts: pure hardware, pure
software, hardware induced by software, and software induced by hardware. The
safety model developed by them consists of three parts: software, hardware and
policy. The policy is the HISIC which includes seven principles: definitions and
requirements, hazard identification, safety insurance control, safety critical limits,
monitoring and control, verification and validation, system log and documentation.

HISIC was implemented in the development of a robot for urological applications
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and the initial results showed that HISIC had the potential ability to improve the
safety of the system. Hawes et al. [2006] developed three software design principles
for safety in cognitive systems: Concurrent modular processing, Structured
management of knowledge and Dynamic contextual processing. In addition to these
three principles, another three design parameters for safety in human-robot
interaction: robustness, fast reaction time, and context awareness have been proposed
by Giuliani et al.[2010]. These design principles have been applied to robot
architectures and shown increased safety level for the human.

Acceleration sensor HybridIII-dummy

Triaxial acceleration sensor (COG)

2x 6DOF Force/Torque sensor
Triaxial acceleration sensor

Rotary potentiometer (COG)

Figure 2.36 Setup of impact test using robot arm and dummy [Haddadin et al., 2009].

Haddadin et al.[2009] presented the first systematic evaluation and classification of
possible injuries during physical human-robot interaction. They conducted a
systematic series of tests with several industrial robots hitting crash test dummies
and listed the injuries that might be caused by uncontrolled robot movements, which
included fractures and shearing of limbs (Figure 2.36). They divided the contact
between human and robot into five categories: unconstrained impacts, clamping in
the robot structure, constrained impacts, partially constrained impacts, and resulting
secondary impacts. The results showed that blunt head or chest impacts without
clamping at a typical robot speed are, no matter how massive the robot is, definitely
not life threatening. In the case of clamping both the head and chest can receive
severe injury even leading to death, especially with increased robot mass (Figure
2.37).
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Figure 2. 37 Classification of undesired contact scenarios between human and robot[Haddadin
et al., 2009].

2.9 Summary

This chapter has described the TMS technique and its therapeutic applications. The
methods of coil placement and coordinate system registration in current hand-held
TMS systems are also introduced. Several robotic surgical and TMS systems along
with the relevant technologies used in these systems are introduced; and some of
their conceptual design can be utilized for this application. Finally, the safety issues
that are essential to human-robot interaction are described in both the TMS and robot
sides. The next chapter will present the experimental procedures using current TMS

system.
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CHAPTER 3

PRELIMINARY TMS EXPERIMENTS AND DATA
COLLECTION

Previous chapters have described the motivation and relevant literature and
techniques behind the present work. This chapter discusses the preliminary TMS
experiments and data collection using a hand-held TMS system. Magnetic
stimulators are the key devices for TMS; and surface electromyogram (EMG) is a
technique used for recording the muscle responses. A series of TMS experiments
was carried out to get familiarized with the general conditions and procedures of
TMS experiments using real subjects to obtain a better understanding of the
problems experienced in a manual TMS system. The subject’s movements were
recorded using the Polaris Spectra system and the contact forces between the hand-
held coil and the subjects’ heads were also measured to provide useful data for the
further development and specification of the robotic system. This chapter begins

with the introduction of the TMS system.
3.1 The TMS system

The physical principle of magnetic stimulation is illustrated in Figure 3.1. It is based
on Faraday’s law of electromagnetic induction. A rapidly changing current field in a
coil generates a changing magnetic field B which in turn induces a secondary current
field E in the brain. The neuron’s transmembrane voltage is stimulated by the

electric field E and therefore causes local membrane depolarization and subsequent
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neural activation. When sufficient neurons are activated, a macroscopic response
may be observed. The response can be detected by directly observing the subject’s
motor behaviour (muscle twitch), or using electroencephalography (EEG), functional
magnetic resonance imaging (fMRI), positron emission tomography (PET), single-
photon emission computed tomography (SPECT), and surface electromyography
(EMGQG).

Magnetic
field,B

Intracranial field

Coil E
Electric
field, E
Pyramidal
axons
(Macroscopic response =) Microscopic response
* evoked neural activity (EEG) — Local
¢ changes in blood flow and metabolism depolarization
(PET, fMRI, SPECT) S gt
e muscle twitch (EMG) ‘ i
_* behavioural changes J

Axon
membrane

Figure 3.1 Principles of transcranial magnetic stimulation. The current in the coil generates a
changing magnetic field (B) that induces an electric field (E) in the brain. The picture at the
upper right depicts motor cortex stimulation and the trajectory of the pyramidal axons. At the
microscopic level, the electric field E affects the transmembrane potentials and may lead to local
membrane depolarization and subsequent neural activation. [Pascual-Leone et al., 2002].

EMG is commonly used for recording the muscle twitch during the TMS

experiments since it is straightforward and convenient to apply on the selected
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muscle. Major components of a TMS system are illustrated in Figure 3.2. A
stimulator and a coil are used to generate the electric field and stimulate the subject’s
brain. A PC is used to trigger field and capture the surface EMG of muscle responses
after they are amplified, filtered and converted to digital signals. There is an opto-

isolator unit between the PC and subject to ensure the safety of the subject.

‘ l}!,";‘j: Trgger %

Stimulator

Amplifiers
— EMG signal
&.—’
Differential
muscle response

Figure 3.2 Major experimental devices used in the experiment.

3.1.1 Magstim 200 stimulator

There are five major units in a typical magnetic stimulator: a control unit, charging

system, energy storage capacitors, discharge switch and the coil (Figure 3.3).

Control unit ‘ D‘ Charger ‘ D ‘ Energy storage ‘D ‘ Discharge circuit ‘D ‘ Stimulation coil ‘

Figure 3.3 The major units of a typical magnetic stimulator.

Magsitm 200 stimulators (Magstim Company, Dyfed, UK) are used in this TMS
application. Magnetic nerve stimulation can be achieved by discharging the
stimulator with the stimulating coil in the vicinity of neuromuscular tissue. The
magnetic field produced by the Magstim Model 200 depends on the type of coil
connected. It can produce a magnetic field of 2 Tesla using a 13cm outside diameter

circular coil. The power output can be set as a percentage of the maximum power
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level; and the repetition rate of stimulus depends on this percentage. It takes 2
seconds to achieve a 50% power level, 3 seconds to 80% and 4 seconds to 100%.
When there are two stimuli required in a short time interval, two Magstim 200
stimulators can be connected via a Bistim unit (Figure 3.4).

Bistim unit

Figure 3.4 Two stimulator connected via a Bistim unit.

A PC is connected to the stimulator for triggering and recording the responses. In
this way, the PC has to be synchronised so that the magnetic pulse produced by the
stimulator occurs precisely at the start of the sweep of the recording instrument. The
stimulator provides a trigger input socket to synchronise the stimulator to an external
trigger input by application of a signal (TTL level). This input will result in the
instrument being triggered when the stimulator and coil are in the ready state. In
addition, a trigger output socket is provided to synchronise the stimulator to an
external recording instrument. A 50ms pulse (TTL level) of either polarity is
provided at this output whenever the stimulator is discharged. The trigger output of
the PC should be connected to the trigger input of the stimulator, and the trigger
input of the PC should be connected to trigger output of the stimulator in order to

achieve the synchronisation.

Two commonly used coils, a single circular coil with 90mm mean diameter winding

and a figure-of-8 shaped coil with two 70mm mean diameter winding are illustrated

in Figure 3.5. The induced current is zero or near zero on the central axis of the

circular coil (Figure 3.5(a)), while the induced current of a figure-of-8 shaped coil is
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at its maximum under the centre of the coil where two windings meet (Figure 3.5(b)).
Thus the figure-of-8 coil provides better focus, and can be used to stimulate deeper

neural structures in the brain.

(a) (b)

Figure 3.5 Single circular coil and figure of 8 shaped coils along with their induced electric field
profiles.

The induced electric field 10mm from the coil surface is shown as a function of
distance from the coil centre (Figure 3.6). The figure-of-8 shaped coil has a central
peak amplitude double that of its peripheral peaks, which allows the coil to be used
to stimulate neural structures under its centre. For the single circular coil, however,
there is no electrical field induced in its centre, and the two peaks are symmetrical
about the centre. The amplitudes of both coils vary with position, which indicates the
stimulating amplitudes will change if the contact point between the coil and subject’s
head cannot be well maintained, which consequently affects the responses of the
stimulation. Allowable errors were proposed according to this figure, the maximum
allowable position error is 3mm, which loses about 2 percentage of the maximum

amplitude of the maximum electrical field. The maximum allowable error of
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orientation can be calculated using inverse trigonometric function accordingly,

which is 1.5 degree.

(V/im)

500

Circular 90mm

Figure 3.6 Calculated induced electric field 10mm against distance from the coil centre. The
horizontal axis shows the radial displacement from coil centre, and the vertical axis shows the
amplitude of the electric field [Pascual-Leone et al., 2002].

3.1.2 Surface electromyography (EMG) recording

The muscle responses of the magnetic stimulation are recorded using EMG, which is
a non-invasive technique for measuring muscle electrical activity that occurs when
muscle cells are electrically or neurologically activated. As shown in Figure 3.7, the
EMG signals generated by the muscles are captured by the electrodes, then amplified,
filtered and captured by the data acquisition module. After which, it can be recorded,

processed and displayed. An opto-isolator is added to protect the subjects.

‘ Muscle H Electrode H Pre-amplifier H Isolator {—D‘ Filter H Data acquisition H PC

Figure 3.7 Detection of EMG signals.

Silver-silver chloride electrodes (The Natus Europe, Munchen, Germany) are placed
in contact with the skin (Figure 3.8). The electrodes are either directly connected to

the circuits, or indirectly connected via an extension cable.
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Figure 3.8 Disposable snap electrodes used in the application. One side is attached on subject’s
skin, and the other side is snapped on a cable and connected to the circuit.

A differential detecting configuration is employed in order to eliminate the
potentially greater noise signal from power line sources. The differential
amplification technique is shown schematically in (Figure 3.9). The signal is
detected at two adjacent sites, and the signals are subtracted and amplified by the
circuit to provide common-mode rejection of noise of the detection sites. Any signal
that originates far away from the detection sites will appear as a common mode
signal. According to the description, two detection electrodes and a reference
electrode are needed to measure a target muscle’s EMG signal. One detection
electrode is directly attached on the target muscle, and the other is attached adjacent
to the first one, but 5cm distance from its centre to ensure the difference. The

reference electrode can be placed relatively far away from the target muscle.

EMG
+ signals

Reference
electrode

Detection Electrodes

i

Figure 3.9 Differential amplifier configuration of electrodes.
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Pre-amplifier, opto-isolator and filter modules are employed (Digitimer Ltd, UK)
(Figure 3.10). The NL844 is a four channel, high impedance differential and low
noise amplifier designed for use close to the human subject. The detection electrodes
are connected to the 'REF." and 'ACT.' connector of the amplifier, and the ‘COM’
connector is connected to the reference electrode to provide a reference potential for
the amplifiers. The gain of each channel can be set to x100, x1000 and x10000
through the buttons on its rear, and there are three options of left cut off frequency:
3Hz,10Hz and 30Hz. The amplified signals from the NL844 are connected to the
four channel analogue opto-isolator NL820A. Four single-ended inputs with a
common isolated terminal are provided together with positive and negative isolated
supplies for powering the NL844 and the other circuits. In addition, each channel has
adjustment of sensitivity by a three step switch to provide further amplification (x1,
x2 and x5). The output of the opto-isolator is connected to the NL135 filter which is
a 4-channel, two-pole low-pass filter module. The unit has 14 frequency settings
giving repeatability over a wide range (10Hz-20KHz). The active Notch filter
provides rejection of line frequency (50Hz) interference when switched in.

ISOLATOR FILTER
NL820 NL135

-

N

o>

Q000
Q000

NL844 ‘cCoM'
CONNECTOR

[
1T

NL820 NL135

Figure 3.10 Layout of the amplifier, opto-isolator and filter.

The data acquisition module used in the application is Power1401 and the control
software is Spike2 (CED, Ltd, UK). Powerl401 is a high performance data

acquisition interface which is used for recording waveform data and digital
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information. It can also generate waveform and digital outputs simultaneously for
real-time, multi-tasking experiment control. There are 16 channels of 16-bit
waveform input on the unit, and normal working input range of these channels is
45V, but this can be switched to #10V. The maximum sampling rate is 800KHz in
single channel mode, and 625KHz with multi-channels. The host interface is USB2.0
and PCI. Spike2 can also be used to trigger the stimulator during the experiments

using the TTL or waveform outputs on Power1401.

3.2 Preliminary TMS experiments

Two TMS experiments were designed to familiarize the procedure and obtain an
understanding of the problems experienced in setting up a manual TMS system. The
first experiment was conducted to measure Chinese and Caucasian subjects’ motor
evoked potential (MEP) threshold, MEP recruitment and MEP latency at passive
state. The second experiment was designed to measure the MEP threshold,
recruitment and silent period (SP) in active state. For active state measurements, the
subjects maintained a steady contraction of first dorsal intercosseous (1Dl) at a level
of 5% of their maximum voluntary contraction (MVC); this was ensured via visual
feedback of the mean rectified EMG using a computer display. Differences were also
investigated between Chinese and Caucasians on various parameters measured from
responses to TMS. The procedures for conducting the experiment and data analysis
are introduced in the following sections.

3.2.1 Experimental procedure

Thirty two healthy Han Chinese and white European volunteers (16 in each racial
group, 8 males and 8 females, age 21-26 years) consented to participate in this study,
which was approved by the Local Research Ethics Committee of Newcastle
University Medical School. Surface electromyogram (EMG) signals were recorded
(bandpass 30Hz to 2kHz) from the right 1DI using bipolar surface electrodes. A
Magstim 200 stimulator (Magstim Ltd, UK) was used for the motor cortical
stimulation along with a 13cm outside diameter circular coil. Stimulus intensities
were expressed as a percentage of the maximum stimulator output. The coil was

placed over the vertex, with current direction optimal for left hemisphere activation.
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Once the system had been set up, the procedure for the first experiment was as

follows:
e Subjects sit comfortably and at rest (passive state).
e The electrodes are attached on the 1DI muscle of the right hand.

e Position for the stimulation is defined. This is achieve by positioning the coil
at a standard start position known to be reasonably good for eliciting MEP in
the target muscle. In this experiment, the centre of the coil is put over the
vertex where it is estimated by the experimenter; and TMS intensity was
increased in 5% increments until a reproducible MEP was observed at this
position. After this, the coil was moved around a radius of a few centimetres
until the response is largest at this stimulus intensity. This position was

marked as the stimulating position.

e MEP threshold at rest is identified. The stimulus intensity achieved in the
previous step was decreased in 1% steps until threshold was located (defined
as a visible response to 5/10 stimuli). This value is referred to as the ‘online
threshold’.

e Data recording of the MEPs following different stimulus intensities. Single
pulses TMS were delivered at intensities ranging from 15% below the online
threshold up to a level where the MEP saturated, in 5% steps. Ten stimuli

were delivered at each intensity.

The main procedure for the second experiment was similar to the first one, the only
difference being in the first step, where the subject was required to sit and make a
contraction of 1DI at 5% MVC (active state).

3.2.2 Results of the experiment

Stimulus markers and EMG waveform were captured continuously by computer at a
5 kHz sampling rate. Offline analysis was used to separate responses according to
condition and to compile averages of the rectified EMG. Single sweep responses

were measured as the area of the rectified EMG between the MEP onset and offset,
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judged from the averaged response; single subject plots show the mean =SEM. An
example of the averaged response is illustrated in Figure 3.11, the vertical red lines

show the MEP onset (t1) and offset (t2), and the response amplitude R is given by:

t2
R= jydt (3.1)
t1

t 2

05F ]
y(mv)

0 1 L 1 L
-10 0 10 20 30 40 50 60

t (ms)
Figure 3.11 An example of the averaged TMS response.

A sigmoid curve was used to fit the relationship between response amplitude and
intensity for both passive and active MEP recruitment relationships, according to the

following relationship:

R=R_—~ 3.2)

where R is the response amplitude at intensity I. From the parameters of this curve,
we measured the intensity at which the response was half maximal (Isg), the maximal
response (Rmax) and the parameter k, which is related to how quickly the response
rises (the slope at intensity I=lso is dlI/dR=Rma/4k). Passive thresholds were
estimated as the first intensity where the response was significantly different from
zero; this is denoted here as the ‘offline threshold’. In the active state, the silent
period duration was estimated by measuring the time at which the average returned
to the baseline level. Box plots were compiled to summarize all parameters in each

racial group; significant differences were assessed using the Mann-Whitney U test.
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Figure 3.12 Results of single pulse stimulation in the passive state. Averaged rectified EMG
from 1DI and MEP recruitment for a Chinese (a, ¢) and Caucasian (b, d) subject following
single pulse stimulation at different intensities. Vertical dashed lines show the response region.
Filled circles show responses significantly different from zero (t-test, P<0.05). Error bars show
standard errors. (e)-(i), box plots showing results across the subject population for online
threshold, offline threshold, Is, (the stimulus intensity producing a half- maximal response),
parameter k (indicating how quickly responses grew with increased intensity) and MEP latency.
The boxplots show the maximum, minimum, 1% quartile, median and 3™ quartile.

Figure 3.12(a)-(d) show typical results of one subject from each group. Figure 3.12(a)
is the averaged EMG response following single pulse TMS at different intensities in

a Chinese subject; these were quantified to yield a MEP recruitment curve in Figure
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3.12(c). Figure 3.12(b) and (d) present similar displays for a single Caucasian subject.
For these two cases, the Chinese subject had a higher offline threshold (55%) than
the Caucasian (40%); a similar trend was seen in the Isg (63% vs 55%). The response
grew more slowly with increases in intensity in the Chinese compared with the
Caucasian subject (value of parameter k of 4.5 % and 3.3 % respectively). Figure
3.12(e)-(i) present group data as box plots for each measure made from the responses
at rest. Both offline threshold (Figure 3.12(e)) and online threshold (Figure 3.12(f))
showed clear significant differences between the two groups (P=0.002 and P=0.0001
respectively). By contrast, there were no significant differences in the Isy or k
parameters between the groups (Figure 3.12(g) and (h), P>0.05). There were also no
differences in MEP latency (Figure 3.12(i), P>0.05).

Figure 3.13 presents similar measurements made in the active state. Single-subject
responses and the corresponding recruitment curves are shown for a Chinese subject
(Figure 3.13(a) and (c)) and a Caucasian (Figure 3.13(b) and (d)). In these subjects,
the Chinese had a higher threshold (35%) than the Caucasian subject (30%), and
larger k (6.8% vs 2.9 %), indicating that responses grew more slowly with
increasing intensity. Across the population, there was no significant difference in
active threshold between the two populations (Figure 3.13(e), P>0.05). Unlike the
passive state results, the Isp in the active state did show a significant difference
between Chinese and Caucasians (Figure 3.13(f), P=0.007). A small difference in k
just failed to reach significance (Figure 3.13(g), P=0.067).
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Figure 3.13 Results of single pulse stimulation in the active state. Averaged rectified EMG from
1DI and MEP recruitments are shown from a Chinese (a, ¢) and a Caucasian (b, d) subject
following single pulse stimulation at different intensities. Vertical dashed lines show the
response region. Filled circles show responses significantly different from zero (t-test, P<0.05).
Error bars show standard errors. (e)-(g), population data for active threshold, I5, and
parameter k. The boxplots show the maximum, minimum, 1 quartile, median and 3" quartile.

Figure 3.14 illustrates data on the silent period. Individual responses in Figure 3.14(a)
and (b) showed a clear silent period. The estimated offset time of the silent period
has been marked by a vertical dotted line, for each intensity where a silent period
could be discerned. Plots of the offset latency versus intensity revealed an
approximately linear relationship (Figure 3.14(c) and (d)), allowing estimation of the
slope of the best-fit line. Measurement of the silent period at threshold just failed to
show significant differences between Caucasians and Chinese (Figure 3.14(e);
P=0.069). However, at intensities of 10% maximum stimulator output above

threshold, the silent period was significantly longer in Caucasians (Figure 3.14(f);
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P=0.014). The slope of the silent period duration versus intensity relationship was

also higher in Caucasians than Chinese (Figure 3.14(g); P=0.002).
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Figure 3.14 Results of silent period measurement. Averaged rectified EMG from 1DI is shown
from a Chinese (a) and a Caucasian (b) in the active state. The vertical dotted lines indicate the
silent period offset at different intensities. (c)-(d), relationship between silent period offset and
intensity, for the subjects shown in (a,b). Overlain line is the best fit straight line, with slope
calculated as shown above each plot. (e)-(g), boxplots of population data on silent period at
threshold and threshold+10%, and the slope of the silent period offset-intensity relationship.
The boxplots show the maximum, minimum, 1% quartile, median and 3" quartile.

3.2.3 Discussion of the preliminary TMS experiments

This study provides the first objective evidence that there are differences between

TMS measurements across different racial groups, supporting anecdotal accounts
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from several laboratories. Interestingly, no differences were seen in MEP latency.
This suggests that central motor conduction time (CMCT) will be comparable
between the groups, and can reasonably be interpreted without reference to race. By
contrast, passive threshold and silent period all appeared different. It would be
unsafe to use normative data on these measures gathered from healthy volunteers in
a single racial group to diagnose abnormality in a wider range of patients.
Furthermore, gathering normative data in heterogenous populations without
consideration of race will increase the variability in the measures and hence reduce

their sensitivity to detect abnormality.

Our results appear to show two distinct differences between Chinese and Caucasian
subjects. The first is a lower passive threshold in Caucasians; by contrast the active
threshold was similar. The most obvious possible explanation for differences is that
the skull shape is subtly different between the two groups. This could modify current
flows within the brain, leading to a different effective stimulus at the same
percentage of maximum stimulator output. However, such an explanation cannot
account for the unchanged active threshold. If changes in current flow underlie our
observations, we would expect a simple shifting to higher intensities of all measures

in Chinese subjects, rather than a selective effect on the passive threshold.

In switching from the passive to the active state, there are changes in both
corticospinal [Baker et al., 1995, Di Lazzaro et al., 1998] and motoneuron
excitability. Our results suggest that overall excitability is different between Chinese
and Caucasian subjects at rest, but that these differences disappear during an active
contraction. This implies that the changes from rest to active must be more profound
for the Chinese subjects. It is unclear whether these differences lie at the spinal or
cortical level; further studies, for example using H reflex testing or responses to
corticospinal stimulation at the cervico-medullary junction [Ugawa et al., 1991],

could resolve this issue.

In this study, the relationship between stimulus intensity and silent period duration
was well fitted by a straight line. A sigmoid curve may provide a more suitable fit
[Kimiskidis et al., 2005], since silent period duration does not increase above a
certain stimulus level [Valls-Sole et al., 1994]. However, in our experiments the
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duration of the silent period did not reach a plateau for most subjects, justifying the

approximation of a linear fit in this case.

In conclusion, we have shown differences between Han Chinese and White
European healthy subjects on several TMS parameters. Although the causes of these
differences remain to be clarified, future clinical and experimental studies using

TMS should be aware of the differences.

3.3 Practical considerations

By conducting the experiment and data analysis, there are several practical
considerations that were identified during the experiment. The contact force between
the coil and the subjects’ head affect not only the comfort of the subjects, but also
the response of the stimulation. Another key issue affect the stimulation result is the

inevitable movement during the experiment.
3.3.1 Contact force between the coil and subjects’ head

The contact force between the coil and the subjects’ head affects the subjects’
comfort, and presumably the lower the contact force the more comfortable the
subject will be. The 90mm diameter single circular coil and 70mm figure-of-8
shaped have weights of 1.4kg and 1.61kg respectively. If they are placed on the
subjects’ head, then their weight alone can cause significant discomfort to the
subjects especially in a long duration experiment. However, the actual contact force
is related to how the experimenter supports the coil.

(@) (b)

Figure 3.15 Measurement of the contact force by attaching a force sensor on the coil.
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The contact force was measured by attaching a force sensor on a figure-of-8 shaped
coil as illustrated in Figure 3.15(a). The handle of the coil was held in the
experimenter's right hand and the other hand was placed on top of the coil to
maintain its position, as shown in Figure 3.15(b). In this way, the contact force
largely depends on how hard the experimenter pushes on the coil. The force data was
recorded for 2 minutes on each of 8 subjects with a gentle press on the coil. The
results are illustrated in Figure 3.16, the mean contact force was measured at 7.5N
with a gentle push on the coil.

11
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Figure 3.16 Contact force recorded from 8 subjects respectively. Error bar show the maximum
and minimum force during the measurement.

Averaged responses from 1DI using different contact forces are illustrated in Figure
3.17. It can be seen that the responses of 2N and 7N have similar amplitude, however,

there is loss of response when the contact force is 1N .
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Figure 3.17 Averaged response on 1Dl using different contact force between the coil and
subject’s head. Vertical lines show the response region (data gathered from Baker’s lab).
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3.3.2 Effects of the inevitable movement

The inevitable movements of both subject and experimenter during the experiment
have a significant impact on the responses of the stimulation. Figure 3.18
demonstrates two different responses obtained from the same subject during the
experiment. Figure 3.18(a) shows the averaged EMG response at an intensity of 60%,
when the stimulation position is well maintained during the experiment, resulting in
an amplitude of response up to 0.4mv. However, during movement the amplitude
falls to less than 0.2mv as shown in Figure 3.18(b). This is due to the three factors
that affect the TMS response of a given neural element: depth from coil; location
within the induced field and orientation with respect to the induced current [Pascual-
Leone et al.,, 2002]. These three factors can be easily influenced by the relative
change in position between the coil and subjects’ head caused by the inevitable
movements. This implies the relative position and orientation between the coil and
head should be maintained during the experiment to ensure better accuracy of TMS
stimulation. In addition, according to these three factors, the optimal position and
orientation of the coil, to obtain an optimal response, is to ensure that it is positioned
at the shortest distance from the neural element, and it should be oriented

tangentially to the surface to achieve the symmetry of the induced electrical field.
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Figure 3.18 Different amplitudes of the muscle response obtained due to inevitable movements
during the experiment. Vertical lines show the response region, n indicates 10 stimuli are
delivered.
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Movements of 8 normal subjects were recorded using the Polaris Spectra tracking
system in order to quantify subject’s movements during the TMS experiments. A
passive tool was attached on subjects’ forehead as shown on the head phantom
(Figure 3.19), and the movement data was recorded by using the procedure described
in Section 3.2.1.

Figure 3.19 Passive tool is attached on the forehead of the subjects.

The distributions of the relative movement from the original starting positions are

shown in Figure 3.20. The update rate of the sensor was set to 60Hz, and the root

mean square of the relative distance D, was calculated using:

Drms = \/(Xi - Xl)z + (y| - )/1)2 + (Zi - 21)2 (I =234 'n) (3.3)

where X, Y;,Z are the i —th coordinates of a subject’s head, X;,Y;,Z;is the initial

position of the subject’s head, N is the number of recorded positions, and the
calculated distances are relative to their original positions. Figure 3.20(a) shows the
results obtained during the experiment, and it can be observed that the subjects can
maintain their position with small movements in a TMS experiment. The maximum
displacement was recorded as 60mm; with most positions maintained between 10-
20mm from their original position. Figure 3.20(b) illustrates the distribution of
movement when subjects were allowed to stretch their neck or became distracted.

Although these unpredictable movements can lead to motions more than 200mm on
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some occasions, the changes in positions were distributed a distance of 20-60mm

from their original position.
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Figure 3.20 Distribution of the relative distance from the original position. (a) shows distances
when the subjects trying to maintain their position. (b) shows distances when the subjects trying
to relax their muscles or disturbed by outside environment.
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Figure 3.21 Distribution of the speed when subjects moving their heads.

The velocities of these movements were also estimated using:

Kyt Yeunr» Zoayr) = ir s Yir s Zir)
V Xy s Yoyt s Zgisayr) = ‘ T ‘ (i=123---n) (3.4

where X;,Y;,Z are the i —th coordinates of the subject’s head, N is the number of

recorded positions, T is the sampling time. The distribution of the speeds is
demonstrated in Figure 3.21, with 70% of the speeds recorded less than 20mm/s,

although a maximum of 160mm/s was measured.
3.3.3 Discussion

The preliminary experiments were carried out to obtain a better understanding of the
TMS procedure. The contact force between the coil and the subjects’ head is a factor
that can cause discomfort especially in a long duration experiment. The contact
force was found to be approximately 7.5N with a hand-hold coil when there is no big
movement introduced. For a robotic system, the coil is supported by the robot arm
and the contact force should be maintained at a level that will cause the minimum
discomfort to the subjects on the premise of the accuracy of TMS stimulation. A
force of 2N has been proposed as it can ensure the quality of the stimulation and

cause much less discomfort than 7N.
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The inevitable movement during the experiment is a key factor that will affect the
accuracy of the stimulation. The subjects’ movements are normally in a 300mm cube.
Most of the position changes caused by movements are less than 10mm with speeds
of less than 20mm/s. These two parameters can be used for the tests on system
behaviour in the future. Since there is no exiting standard for a robotic TMS system,
the main specifications of the robotic system is proposed according to the previous

experiments and analysis as follows.

Table 3.1 Main specifications of the robotic TMS system

Parameters Values
Tracking volume 300*300*300 cube
Contact force Less than 7.5N which is the manual mean
contact force
Maximum allowable error of position 3mm when the speed of subject is less than
20mm/s
Maximum allowable error of orientation 1.5 degree when the speed of subject is less
than 20mm/s

Although the major task of the robotic system is to compensate the subject’s
movements and control the contact force in real time, its operation should follow the
procedures of the TMS experiments. As illustrated in Figure 3.22, first of all, the
robotic system should be initialized (i.e. mount appropriate coil, set the gains of the
amplifier etc.), and the robot arm is at a safe position where it is easy for the
experimenter to start the TMS experiment. The stimulation site should then be
determined and the robot is commanded to place the coil on the stimulation site.
Once the target site is defined and the coil is in position, the relative location
between the coil and subject’s head should be recorded. The sequences of stimuli are
then triggered and the robot arm is commanded to execute the position and force
tracking. Once the experiment is finished, the system is stopped and the robot arm

returned to the start position.
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Initialization of the system

.

Robot arm moves to start position

.

Definition of the stimulation site

v

Record the relative position between the coil
and target position

|

Start the delivery of stimulation and tracking
mode

.

Experiment finished

A

Figure 3.22 Preliminary sequence of operating the system.

3.4 Summary

This chapter describes the operation of a manual TMS system. A serial of
preliminary TMS experiments were carried out, and surface EMG recording and data
analysis were undertaken. These experiments provided the first objective evidence
that there are differences between TMS measurements across different racial groups.
In addition, an understanding of the problems experienced in a manual TMS system
was obtained during the experimental process. The issues of force contact and
inevitable movements during the experiment are addressed. A force of 2N has been
proposed as it can ensure the quality of the stimulation and cause less discomfort.
The subjects’ movements are normally within a 300mm cube, and most of the
position changes caused by movements are less than 10mm at speeds of less than

20mm/s. The design of robotic TMS system is introduced in next chapter.
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CHAPTER 4

SYSTEM DESIGN AND PRELIMINARY EVALUATION

This chapter describes the design of the robotic TMS system; including the
architecture and control system. The key components of the system including Polaris
Spectra tracking system, Staubli TX60 robot arm and an ATI F/T force sensor are
described. The Polaris tracking system consists two main components: position
sensor and passive reflective markers. The accuracy of the Polaris Spectra tracking
system within a pre-defined region was evaluated using a 3-axis machine tool
(Newall, UK, Itd) which has a high accuracy digital readout system. The
requirements for the design of the reflective rigid body markers were addressed, in
addition to the initial tests of force sensor and techniques for defining the tool centre
point. Finally, the protocol and established data exchange rate between robot and PC

controller was tested.
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4.1 System concept design

4.1.1 System architecture

As presented in Chapter 1, the robotic TMS system must be capable of finding the
‘hot-spot’ (optimal stimulation site) and holding a TMS coil over a fixed location
and orientation on the subjects’ head. In addition, the contact force and small
movements of the unrestrained head due to postural sway or the subject altering their
sitting position should be tracked and corrected in real time by the robot arm.
According to these requirements, a schematic layout of the system is illustrated in
Figure 4.1. There are three main components required to realize these functionalities

mentioned above: a position tracking system, a robot arm and a force transducer.

Farce
sensor

Position
sensor

Subject

Figure 4.1 Conceptual layout of the system. The subject sits on a chair, a robot arm holds the
coil in contact with the subject’s head. A position sensor and force sensor are used for the data
recording.

According to the initial concept design, the system architecture was developed as
illustrated in Figure 4.2. A Staubli TX60 robot arm which has six degrees of freedom
is used to hold and position the coil. An ATI Mini40 F/T Force Transducer is
mounted between the robot tool flange and the coil (Figure 4.3) for sensing the
direction and magnitude of the contact force, the force data is acquired using a
PowerDAQ PCl DAQ card (Model: PDL-MF, UEI, US). The position of the
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subject’s head is tracked using an optical tracking device (NDI Polaris Spectra); it is
also used for guiding subsequent refinement of the coil position. A PC running the
QNX Neutrino real-time operating system is used as the main force/position
controller to acquire force and position sensor data, and an Ethernet link is
established between the CS8C robot controller and PC controller. Further detail

about these components is discussed in the following sections.

! Ethernet link

i QNX real-time control PC (Version 6.4.0)

| - i (TCP/IP)

1| Pre-operative R - : -

} acquisition » Motion control | CS8C robot Staubli

: > todyle o controllr |,  TX60

: ' Robot arm

i Tracking Force control | i PDL-MF DAQ ATIMini40 F/T
i algorithm = module * : card transducer

3 -~ ~ <:: ;J o E

1 T T !

i A Safety system 2 |

T

i S~ - A— '

Position sensor : RS232-RS422 PO_ltﬂ_IIS frpeit_fﬂ

} control module  [* ' adaptor position tracking
; ' system

______________________________________________________________________

Figure 4.2 Proposed control system.

4.1.2 Proposed control system

Figure 4.2 illustrates the proposed control functional block diagram; there are four
main modules running in real-time on the PC controller: tracking module, position
sensor control module, force control and motion control. The work reported in this
thesis focuses principally on the design of the tracking module (combined position
and force tracking), motion control and position sensor control module. The force
control and safety system are being developed by a colleague [Zakaria, expecting to
submit in 2012].
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Figure 4.3 Coil and force transducer mounted on the robot.

The robotic TMS system has two modes of operation, a pre-operative acquisition
mode and a tracking mode. Pre-operative acquisition provides for registration of the
different coordinate systems and determination of the stimulation site, and is carried
out in the sequence illustrated in Figure 4.4. The coordinate system registration
includes registration of the robot and Polaris world coordinate systems, and
registration between the MR image and the subject’s head coordinate system. There
are three ways to find the hot-spot: a manual ‘hot-spot’ finder is used to determine
the stimulation site by manually moving the coil in the pre-operative mode and
requires an experienced neuroscientist to conduct the task. A real-time force sensing
algorithm is used to allow the experimenter to manually manipulate the robot arm by
grasping a handle located in the head of the coil. Using this ‘tele-operated’ mode, the
operator can search for and acquire the desirable stimulation site. An automatic ‘hot-
spot’ finder using Bayesian inference to iteratively update the location of the ‘hot-
spot’, and the robot moves correspondingly until it acquires the target site. This

method was developed by Baker [Expecting to submit in 2012 ]. The MRI viewer
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can also be used for pre-defining the ‘hot-spot’. Following the registration between
the image and the subject’s head coordinate system, the experimenter can define the
stimulation site on the image, and manually find the target on the subject’s head
accordingly. In addition, the current stimulation site can be displayed during the
stimulation procedure. Registration of the MRI image is addressed in Chapter 7.
Following registration with the coil at the target site, the tracking mode is activated.
In this mode, real-time tracking and force sensing are used to measure and regulate
any change in position whilst attempting to regulate contact force, and is then used to

compute the correct trajectory and guide the robot.

Pre-operative acquisition mode

Step 1:
Coordinates system registration

Which method for determining the “hot-spot™

r ¥ ¥

Manual “hot- Automatic “hot- MRI image
spot’ finder spot” finder
¥
Step 2:

¥

Optimal stimulation site

Figure 4.4 Content of pre-operative acquisition mode.

4.2 Preliminary evaluation on Polaris Spectra optical tracking

system

The real time position control is a fundamental requirement of the system and an
appropriate tracking system should be employed. As described in Chapter 2, there
are two main types of tracking systems: electromagnetic tracking systems and optical
tracking systems. The main disadvantage of electromagnetic tracking systems is that
they suffers from interference, and consequently the induced magnetic field of TMS
can cause distortion and impact the accuracy of the positions, and thus are unsuitable
in this application. Although optical tracking systems have a drawback of line-of-

sight, this can be mitigated by properly placing and fixing the tracking system. For
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these reasons, an optical tracking system: Polaris Spectra (NDI, Waterloo, CA) was

adopted in this system.
4.2.1 Overview of Polaris Spectra system

This section describes the major features of the Polaris Spectra system. It comprises
two main components: the position sensor and the passive tool (Figure 4.5). The
origin of the world coordinate system for the tracking system is located at the centre
of the position sensor; a local coordinate system is defined for each tool. In this way,
both position and orientation of the tool with reference to the tracking system frame

can be determined.

-
e BOLARiS ' C
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Sensor
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(@) (b)

Figure 4.5 Polaris Spectra optical tracking system. (a) Position sensor (front view); (b) Passive
tool (Passive markers affixed on the rigid body)[NDI, 2005].

The principle of operation of the Polaris Spectra system is as follows:

e The position sensor emits infrared (IR) from its illuminators and the light

floods the surrounding area (Figure 4.6);

@
@

Figure 4.6 Infrared light floods the surrounding area[NDI, 2005].
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e Passive markers reflect infrared light back to the position sensor (Figure 4.7);

Figure 4.7 Passive markers reflect infrared light back to the position sensor[NDI, 2005].

e The position sensor receives light from marker reflections, then triangulates
the three dimensional position and orientation of a tool to provide 6 degrees

of Freedom (Figure 4.8).

e

Figure 4.8 Position sensor receives light from marker reflections[NDI, 2005].

e The position sensor transmits the transformation data along with status

information to the host computer.

In order to determine the position of an IR source, triangulation is used by the
position sensor to derive the position of IR source with respect to the frame of the
position sensor (Figure 4.9). Where the lines cross, the system considers the point to

be a possible marker position. Otherwise, the point is ignored.
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,"’ Marker

Figure 4.9 Determining a marker position

A global coordinate system is adopted for the position sensor, and the reported
orientations and positions of the tools are defined with respect to this coordinate
system. The origin of this coordinate system is located at the position sensor and
axes are aligned as shown in Figure 4.10.

Origin

—E&e—F (0

Figure 4.10 Global coordinate system of Polaris spectra.

A pyramid measurement volume is characterized for the system (Figure 4.11). The
volume defines the range where data was collected and used to characterize the
position sensor. The system accuracy is 0.3mm RMS (root mean square) within the
pyramid volume. The accuracy of measurements reported outside the Polaris Spectra
characterized measurement volume is unknown. Relative measurements can be made
using a reference tool. In this way, a local coordinate system is defined for the tool
and the software can calculate and report a transformation with respect to the local

coordinate system.
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Figure 4.11 Pyramid volume.

The system uses a RS422 interface to communicate with the host computer, and it is
controlled using an application program interface (API) which sets commands and
parameters to configure and request information from the system. The internal tool
transformation update rate of the Polaris system is up to 60Hz.

4.2.2 The utilization of the tool

Either individual markers or tools can be tracked by the system for determining the
position. A tool is a rigid body on which three or more markers are fixed with no
relative movement between them. Once the system has measured the positions of all
the markers, it calculates the segment length (the distance between two markers) for
each pair of markers, and the angle between each segment. It compares this data with
the marker geometry data in each tool definition file to determine which markers
belong to which tool. The unique geometry requirements allow the Polaris system to
distinguish between tools. Any markers that are not part of a tool are considered
stray markers. A tool is acquired once it has matched the minimum number of
markers (a parameter in the tool definition file) for the tool and can calculate a

transformation for the tool. Tools (Figure 4.5) are employed in this system for

87



determining the position rather than individual markers since more requirements

have to be met for determining the position and orientation of the tools to achieve

accurate measurements. There are several more reasons for this:

The position sensor can be ‘tricked’ by phantom markers when using
individual markers for an application, and this may cause a significant error.
Phantom markers are the result of the calculation that the tracking system
uses to determine the position of a source of IR. As mentioned previously, in
order to determine the position of an IR source, the Position Sensor calculates
a line between the source of IR and each sensor (Figure 4.9). Where the lines
cross, the system considers the point to be a possible marker position.
Phantom markers emerge when more than imaginary line crosses. This
generally happens when two or more markers are in the same plane as the
sensors. For example, in the case of two coplanar markers, there would be

four intersections (Figure 4.12).

Phantom markers

Real markers

Figure 4.12 Phantom markers and real markers.

Individual markers can be subjected to interference from external IR sources.
One IR transmitter may be recognized as a marker, but it is difficult for

external IR source to meet the tool’s geometry data.

There is no orientation information of an individual marker since no local

coordinate system can be assigned to individual markers.
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Since more than one tool is used in the tracking scheme, tools must have different

marker geometries from each other so that the position sensor can distinguish them.

A tool definition file which specified the geometry of the tool’s markers, the

parameters and settings and some other properties must be loaded into the system

before the tracking procedure is initiated. The system cannot precisely analyse the

data without this information. Accordingly, different marker geometries along with

corresponding definition files are required for the system.

Two tools were designed for this application, and several geometric constraints for

designing tools must be satisfied:

At least 4 markers should be used for each tool. The minimum distance
between any two markers should be 50mm within the measurement volume,
as the system may not be able to track the tool reliably if the markers are

closer.

The distance between two markers on a tool is defined as segment length.
These lengths on a tool must differ by at least 3.5mm. This ensures that the
tools have sufficient difference in geometry so that the position sensor can
distinguish between them. If the lengths of two segments differ within 3.5mm,

these two segments are called like segments.

Two segments on the same tool comprise a segment pair, and if there are
segment pairs on two different tools, each segment in one pair has a like
segment in the other, these two pairs are called like segment pairs (Figure
4.13). Any tools with like segment pairs that will be tracked simultaneously
must have segment angles that differ by at least 2 degrees. Appendix 1.1

describes how to determine a segment angle.
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Figure 4.13 Segments A and B form one segment pair, segments C and D form another segment
pair. A and C, and B and D are like segments, so segment pair AB and segment pair CD are like
segment pairs. In order to track the two tools with like segment pairs together, segment angles

«a and p must differ by at least 2 degrees.

Once the tool has been designed, the next step is to create a tool definition file for
characterizing it. This process can be accomplished using NDI 6D architecture
software, which is a software application program that provides an interface to help
characterize and create their tool definition files (detailed step to create a file is
described in Appendix 1.7). As mentioned previously, a tool definition file contains
tool geometric information mentioned above, as well as three tool tracking
parameters, which significantly affect the accuracy of the measurement. Because
considerable differences in accuracy can be obtained with different parameters even

if the tools are identical, these parameters should be carefully considered as follows:

e Maximum 3D error. This parameter defines the maximum 3D error for each
marker. It is the variation between the measured and actual position of a
marker on a tool, and if the measured 3D error of a marker is over the defined
maximum 3D error value, the marker is not used by the system to calculate

the tool transformation.

e Maximum marker angle. This parameter defines the maximum tolerable
angle between a marker and each detection camera on the position sensor. A
marker ‘normal’ indicates the direction of a marker specified in the tool
definition file. The marker angle is measured between the marker normal and
each sensor. The default maximum marker angle for passive markers is 909
Similarly, if the angle between the marker normal and either sensor is over
the defined maximum marker threshold, the marker will not be used by the

system to calculate the tool transformation.
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e Minimum number of markers. This parameter defines the minimum
number of markers that the system must use for calculating the
transformation of a tool. For example, consider a four marker tool with only
three markers inside the volume. If the parameter is set to three in the
definition file, the system still can report the transformation of the tool. On
the other hand, if the minimum number is four, the system will not calculate

a transformation and it will report the tool as missing.

According to these constraints and the parameters setting requirement, two four-
marker tools are designed and used in this application, as shown in Figure 4.14. (The
specifications for the tools given in Appendix 1.2). The Maximum 3D error,
Maximum marker angle and Minimum number of markers of the two tools have

been set to 0.3mm, 90 degree and 4 respectively.

(@) Tool 1 (b) Tool 2

Figure 4.14 Two four-marker tool.

4.2.3 Polaris Spectra calibration

Although the user guide claims that the system volumetric accuracy is 0.3 mm RMS
within the pyramid volume, this accuracy may vary because of different tool design.
In order to check the accuracy and repeatability of the system with the designed tools,
a calibration was carried out. The calibration was conducted by calculating the
relative changes of position data. The method is to fix the tool on the spindle of a 3-
axis machine tool and move the tool a distance along each specific orthogonal axis,

and to record the position measured by Polaris tracking system, and then determine
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the variation between them. The following steps were used to confirm the accuracy

and the repeatability:

+ o

3
.

e

o

i

Figure 4.15 Newwall machine with digital readout system.

e A passive tool is mounted on the machine tool spindle as shown in Figure
4.15. The tool was moved throughout a 300*300*300mm working cube,
which meets the requirements for the movement of the subject’s head during
the TMS stimulation procedure. The machine tool is fitted with a digital
readout system that has a resolution of 0.001mm, which is 10 times more

than the measured accuracy of the Polaris Spectra system.

e The Polaris Spectra position sensor was positioned in the workspace and the
tool located in the centre of the working range (Figure 4.16). The tool was
moved to pre-determined locations within the working cube. The tools are
moved to 4 positions on each axis and the eight corners of the cube, and

sufficient samples at each location were recorded. In this test, 30 samples
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which are sufficient for the calculation were recorded at each position, and
the measurement data were recorded from the Polaris Spectra and the

machine tool readout at the same time.

Tool located in the centre

of the cube

1200mm

300mm

Posihon Sensor

300mm

Figure 4.16 Relative positions of the position sensor and the tool.

The accuracy of the system is calculated as the root mean square (RMS) variation of
mean of mreadings about the true travel (k ) across all the locations throughout the

working cube. The following are the equations:

ACCURACYRrms
n-1
Z l:((xi+1average B Xiaverage) N k)2 + ((yi"'laverage B yiaverage) B k)2 t ((Zi+1average B Ziaverage) B k)2
- n-1
(4.1)
m m m
in,j Zyi,j Zzi’j
J J J
Where Xiaverage = m 1 yiaverage = m ! Ziaverage = m are

the average measurements, N represents N locations.

RMS repeatability is calculated as the RMS variation of the mreadings about the

average of the 3D readings at each location. The equation for repeatability is given

by:
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following calibration, the estimated RMS accuracy was found to be 0.41mm and

RMS repeatability was 0.057mm for both tools.
4.2.4 Utilization of Quaternions to parameterize the rotation

The Polaris Spectra system and the Staubli robot controller use different
representation of rotation. The orientation information measured by the Polaris
Spectra system is represented using Quaternions [Hamilton, 1844], and Euler angles
are adopted by the robot controller. Euler angles are most commonly used to
parameterize 3D rotation, which is expressed as three rotations about two or three
orthogonal axes such as: Z-Y-Z (roll-pitch-roll) or X-Y-Z (roll-pitch-yaw). A 3*3
rotation matrix is a typical format for representing Euler angles, which can be
obtained by multiplying three independent rotational matrices according to the series
of three rotations. Although it is easy to understand the process when using Euler
angles to parameterize the rotation, there are several disadvantages with this method

which may cause significant problems in this system.

The most serious disadvantage is gimbal lock [Watt and Watt, 1992], which means
that one degree of freedom is lost during the rotation procedure. In this application,
the passive tool is tracked with respect to the tracking system frame. In order to
display gimbal lock clearly, assume the origin of the passive tool frame and the
tracking system frame are coincident at the start position (Figure 4.17(a)). First,
rotate 45%about axis Zp (Figure 4.17(b)), next, rotate 90<about Yp, so that Xp and Zt
are coincident (Figure 4.17(c)). After this step, if we rotate -30°about Xp, the
position becomes Figure 4.17(d). The complete yaw-pitch-roll rotation series is Zp-
Yp-Xp, with the Euler angles (45, 90, -30). However, since the Xp and Zt are
coincident after the second step, the rotations of the first and the final step are about
the same axis, and in this way, the same orientation can be obtained by simply
rotating 75%about Zp. In other word, Euler angles (Rz1, 90, Rx1) and (Rz2, 90, Rx2)
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has the same effect, if Rz1-Rx1=Rz2-Rx2. Therefore, one degree of freedom is lost

and we have gimbal lock.

Yt

Yp

Tt

Figure 4.17 The process of inducing gimbal lock. The red frame is the tracking system frame
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and the blue one is the passive tool frame.
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The consequence of gimbal lock is dangerous, as the Euler angles cannot represent
the real orientation in space. For example, from the position in Figure 4.17(d), a
rotation of 2about the Zp axis, so there should be an angle between Xp and Zt axis
(Figure 4.17(e)) and Euler angle becomes (47, 90, -30). However, if a rotation
sequence is carried out with these Euler angles (47, 90, -30), Xp and Zt axis are
coincident. If this happened during the TMS procedure, the subject could be in
danger, and thus Euler angles are not suitable for monitoring the subject’s movement.
For this reason, quaternions are used in the application for the calculations of

rotation. (Appendix A1.5 provides an introduction to the properties of quaternions).

4.3 Robot manipulator arm

In the automated TMS application, the robot arm should be capable of supporting
and positioning the stimulus coil over a fixed location and at a fixed orientation on
the unrestrained head of the subject. Additionally, it should also be able to track
small head movements between the subject and coil and compensate the movement

within a certain range.
For the robot to meet these challenges, three key requirements have been identified:

e The payload of the robot should over 3kg (weight of coil, sensors and

umbilical cords)
o Sufficient motion range with high precision of repeatability

e Real-time path control ability
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Table 4. 1 Robot comparison

P::;id Adept s650 Staubli TX60 Denso V86556G Kawasaki FS003N
Reach 653mm 670mm 650mm 620mm
Maximal Payload Skg 9kg 6kg 3kg
Repeatability +0.02Zmm +0.02Zmm +0.02mm +0.05mm
Weight 28kg 51.4kg 35kg 20kg
Axis 1 +170° +180° *+170° *160°
o Axis 2 +45°.-190° +127.5° +135°.-100° +150°,-60°
E Axis 3 +256°,-29° £142.5° +166°,-119° +120°,-150°
E Axis 4 +190° +270° +190° +360°
§ Axis 5 +£120° +133.5°,-122.5° £120° £135°
Axis 6 +360° +270° +360° +360°
(called Smartcontroller) (CS8C)
(RCT) (D42)
Controller Ethernet TCP/IP interface | Ethernet (100Mbit/s), field bus
(100Mbit/s) interface Ethernet Ethernet, Profibue-dp
real-time path YES (requires V+ YES (VAL3 programme
modification Extensions) language) No No
(ALTER) update rate 16ms update rate 4ms
Noise NO figure for this

NO figure for this

NO figure for this

NO figure for this
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4.3.1 General characteristic of Staubli TX60 robot arm

Four different 6 degree of freedom robot arms were compared, and their main
parameters are summarized in Table 4.1. After the comparison between these
parameters, it can be found that the Denso and Kawasaki cannot meet the third
requirement (real-time path control) mentioned above so that both of them are not
suitable for this application. Both Staubli TX60 and Adept s650 meet all the
requirements, however, the Staubli has an increased motion range and payload,
moreover, it has a much faster update rate for the real-time path control(4ms vs
16ms). Thus, Staubli TX 60 was chosen for the application due to its better overall
performance, although it is considerably heavier. The configuration and performance

of the robot arm and control are shown in Appendix A 1.3.
4.3.2 General characters of Staubli CS8C controller

The Staubli CS8C controller (Figure 4.3) is a multi-processor system, including
emergency and safety stop channels, basic inputs/outputs, field bus interface
(DeviceNet, Profibus, CANopen, ModBus TCP client), Ethernet link, serial port and
programming logical controller (PLC). The field bus interface and PLC are not
originally installed on the controller, extension parts are needed for their usage. The
processor controls the robot arm through digital power amplifiers dedicated to each
axis of the arm, and serial ports, Ethernet link and field bus are available for
communication with the controller. The robot is programming using ‘high-level’
VAL3 language and it also can be programmed using IEC61131-3 standard PLC
languages such as: IL, SFC, FBD LD and ST when a PLC is integrated into the
control system. The Control instructions can be sent to the controller via the MCP
(Manual Control Pendent) or from a PC connected via the Ethernet link. The
software development environment on the PC is called Staubli Robotics Studio (SRS)
which contains all the tools available to develop and maintain robotics applications.
There are three working modes for controlling the robot: manual mode, local mode
and remote mode. In this application, local mode was selected and the robot is
programmed using VAL3 language, in which the PC controller connects to the robot
controller via Ethernet and after acquiring and processing the data from sensors, the
PC transmits the real-time calculated coordinates to the robot controller. The VAL3

98



program then control the robot motion according to these coordinates information.

More details of the CS8C controller are provided in Appendix A 1.3.
4.3.3 Ethernet communication

As mentioned above, a 100Mbit/s Ethernet communication via a twisted pair
network cable was chosen for its higher bandwidth, since data transfer rate are
critical for real time control of the application. Ethernet also makes the system more
flexible for the further extension, since the controller can be connected to a local area
network (LAN) via Ethernet. The content, reliability, size and speed of a network
communication rely on a protocol. The term TCP/IP actually refers to the Internet
Protocol Suite which is set of communications protocols used for the Internet and
other similar networks. It is named using the Internet Protocol (IP) and Transmission

Control Protocol (TCP), as they are two of the most important protocols in this

standard.
Table 4.2 Five-layer TCP/IP protocol
Layer 1 Physical RS-232, 10BASE-TX,100BASE-TX
Layer 2 Link Network interface and device driver
Layer 3 Network IP,ICMP,IDMP
Layer 4 Transport TCP,UDP
Layer 5 Application Telnet,FTP,RCP,etc.

Table 4.2 demonstrates a five-layer TCP/IP protocol. The lowest layer is the physical
connection with the network hardware like the network card, cable etc. The Link
Layer contains communication technologies, it is responsible for decoding the
signals from the network wires, passing this data to the network layer, and encoding
data from the above layer. This is where the device driver resides. The Network
Layer provides communication methods between multiple links of a computer and

facilitates the interconnection of networks. It primarily contains the Internet Protocol,
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which defines the fundamental addressing namespaces used to identify and locate
hosts on the network, and decides where to send the data. This layer makes no
guarantee the data will get there or not, only where to send it. The transport layer
provides transmit of data flows for the network using different protocols (TCP, User
Datagram Protocol (UDP)); and this is where a guarantee of reliability may be made.
The application layer is the highest layer, and is where the user typically interacts
with the network. This is where the web browser, telnet client, IRC, FTP, or other
software resides.

Table 4.3 A sample Ethernet frame

B Destination address
Ethernet Header
Ethernet Source address ]
data (Link layer)
Length of Ethemnet frame
IP data — Misc. Protocol data
S o IP Header
TCP data— ource IP address
(Network layer)
Destination TP address
—
Source port number
S— TCP Layer
Destination port number
(Transport Layer)
Misc. Protocol data
Application data o
) Application Layer
(i.e. HTML web page data)

The unit of data on a network is called a ‘packet’, which contains both the headers
and the data. Table 4.3 illustrates a sample Ethernet frame. This is a packet that has
gone from the link layer, all the way to the application layer. It can be seen that each
layer treats almost all of the information from the previous layer as data, just adding
its own headers which contain a combination of checksums, destination and origin
address, protocol identifier and state information. Figure 4.18 illustrates a FTP
connection via Ethernet, which is a typical example of TCP/IP application. Once the
client computer has finished the connection to an FTP server via an Ethernet LAN,
the client can specify information in the application layer. This information is then
passed down to the transport layer, where a header is added. After this, it is passed to
the network layer and encapsulated in an IP frame. Finally, it reaches the Link layer
that transmits it across the physical layer. On the other end of the cable, the server

acquires the information through the Ethernet card and driver, and the data is passed
100



up to IP, then TCP and finally to the application layer, the FTP program in the server.
At each layer a new communication may be generated, which can only be
understood by the same layer in the other machine. For example, if the TCP layer
detected an error in the data received, it will transmit a request back to the other

machine to re-send the packet without passing the bad data to the FTP layer.

Application Layer FTP Client FTP Server
! !
Transport Layer TCP 4 - - —T P —P pro Eo_c_o_l J— TCP
! !
Network Layer P 4_“—[?_[:)_rrft_0_c?1_“* P
! !
Link Layer Ethernet Driver |q_ fE ,ﬂle,rfl? t,p,r,o EO,C? 1, »| Ethernet Driver

Figure 4.18 FTP ‘client-server’ connection via Ethernet.

This application uses the same method for communication with the Staubli CS8C
controller, the only difference is in the application layer as illustrated in Figure 4.19.
The Client is the QNX PC controller and the Server is the CS8C robot controller.
The client and server programs are developed on these two controllers accordingly.
The ‘binary data’ type is employed to encapsulate the command data transmitted
from PC to CS8C, as this instruction type increases the performance of the controller
by reducing encoding and decoding time. The IP address of the QNX is set to
‘192.160.0.10” and the CS8C is ‘192.168.0.254°.
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Application Layer QNX Client CS8C Server
! !
Transport Layer TCP - - :I P ? e chfofl -~ TCP
! !
Network Layer P e - ___IE,P_r?t?E?l____., P
! !
Link Layer Ethernet Driver |q_ ZE' ,ﬂie,rfl?tfr? ED,C? 1, | Ethernet Driver

Figure 4.19 connection between QNX and CS8C controller via Ethernet.

Internet socket is used to establish the Ethernet communication between these two
controllers. More detail on the socket connection is provided in Chapter 7. The
remainder of this section concentrates on checking the data update rate between the
two controllers once the connection has been established. The CS8C controller is
multi-tasking in order to run the real-time path control instructions, so that the
update rate is equivalent to the time period between these synchronous tasks. In
order to obtain an optimal time period, a series of tests were conducted to check the
timing of data transmission between the PC and the robot controller. Figure 4.20
outlines the test procedure. Although time could be saved if the robot controller does
not reply to the PC during the data transmission, in this application, the robot
controller is required to reply to the PC request once it completes receiving the data
in each loop to guarantee the communication between the control PC and the robot
controller is keep connected. The tests were carried out by simulating the data

transmission in the real environment, which involved the following setup procedure:
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PC controller

CSEC controller
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i Create Socket, : i Create Socket, :
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! conmection ' ! connection '

Start loop Start loop
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Client sending data
server receiving data ¥
0 T B » Recy -+
v Client receiving data v
server sending data
Recy 1ttt Send

.

Record current
time and
calculate

message time

Establish the same data update rate on both the PC and the robot controller,

Endloop

Yes

Exit

No
Endloop

Figure 4.20 Timing test for data exchange.

for example, 4ms.

Create an independent QNX thread which can record the actual time periods
during the data transfer process to ensure there is no interference from the
threads that carry out other system tasks. Multiple threads are employed in
this application to run several different tasks in parallel, which more
efficiently use the resources of the QNX system and improve the real-time
performance. For example, during this test, both force and position sensor,
time counting and data exchange are controlled using different threads:
forcethread(), positionthread(), timingthread() and datathread(), so that they

103




run independently. The time period is defined as the time consumed for one

cycle of the data exchange between the PC to robot controller.

e Run the system as if it were performing a real TMS experimental procedure,
and record the time periods. All the control threads on the PC are running, to
ensure the test carried out under real conditions, and the tasks on robot
controller also executed. The passed message consisted of a data field of 50

bytes, as the maximum data sent from the PC will not exceed this.

The test was established to send data from the PC to the robot controller using a 4ms
update rate. A number of time periods have been recorded (Figure 4.21). It can be
seen that the actual time intervals only vary by 1ps, thus making for a stable
communication. This clearly shows that the actual time intervals are stable, and the
4ms update rate is achieved. Hence, the transmission rate of 4ms was adopted as it is
the highest speed that can be achieved by the robot controller.
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4.0002 T T T T T
1 1 ] 1 :
399981 | i : 1 4
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39996 i i i ]
Time (s), oo, |} | i i ' i
’ . " i R
1 1 Iy [
399921 1 i h 'y -
P ¥ | |
3 900 B R S AN O A T R T
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Number of cycles

Figure 4.21 Time intervals with 4ms setup.

4.4 Force sensor systems

An ATI F/T force transducer and a pneumatic collision sensor are incorporated in the
system; both are mounted between the robot tool flange and stimulation coil. The
force sensor is used to monitor and regulate the contact force between the subject’s
head and coil in real-time. The pneumatic collision sensor is employed in the system
to detect a mechanical overload if the robot encounters an obstruction, and can
generate a signal to stop the robot and absorb the crash energy when an

unpredictable error occurs with the force/torque transducer.
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4.4.1 ATI force/torque sensor system

The force sensor system comprises an ATl Mini40 F/T transducer, an ATI DAQ
interface power supply (DAQ-IFPS) (ATI, US) and a PowerDAQ PDL-MF (UEl,
US) data acquisition system, as illustrated in Figure 4.23. The transducer is a six axis
force and torque sensor that can measure the force and the torque about X, Y and Z
direction (Figure 4.22).

(a) F/T Mini 40 (b) Force and Torque Vectors on Transducer

Figure 4.22 Applied Force and Torque Vectors on Transducer.

The transducer is a compact, rugged, monolithic structure that converts force and
torque into analog strain-gauge signals. These anolog signals are then amplified by
the DAQ-IFPS and converted by the data acquisition system into 16-bits resolution
at 500Hz. The PC then receives these transducer load information through the DAQ
driver, and further converted to usable force and torque data using F/T software and
transducer calibration data. A power supply unit is used to supply the power to the
transducer, and raw power is converted to #45VVDC by the DAQ-IFPS before it goes
to the transducer.
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information Composite loading

(low-level voltages) information
. (High-level voltages)
ATI Mini40 ATI interface
transducer electronics PowerDAQ PDL-MF
« DAQ card
+5VDC
A
Raw power
Digital information

Power supply

PC controller

Figure 4.23 Outline of the force system[AT]I, 2010].

The PDL-MF DAQ card is a 50k Samples/s, 16-bit PCI multifunction data-
acquisition card. It provides 16 single-ended or 8 differential A/D channels, two 12-
bit analog outputs, 48 digital 1/0 lines and three 24-bit counter/timer lines. It
connects with the ATI interface circuit using differential signal connections (Figure

4.24), to provide common-mode rejection and can achieve better results than single
ended connection.

shielding (connecied to connector shells)

Signal Name Wire Color N AIND
| ] AING
9 SGO Output V)
/06\ 18___SGO Reference | N AIN1
QQ——O o SG1 Output | [ AIN9
o 17 | Reference AV
29——0 o SG2 Output green N\ AN2
o 16 SG2 Reference green/white [ T amnio
SG3 Output blue \J
2§_'°c° 15 5G3 Reference 1 N AIN3
231 5 5G4 Ouiput I I YT
14 SG4 Reference Vi
AGnd/AlGnd 22 4 5 Output / N AIN4
13 SGH Reference qrey/white 11 AIN12
2L \Y%
A AING
20 | red U AIN13
red/white
1>f\L . unused  AING
wJwisted  unused AIN14
pairs
unused  AIN7
PS/IFPS Connector unused  AIN15 |
black Analog Input Gnd
av
5V PDL-MF DAQ

5VDC Power Supply

Figure 4.24 Differential Connections to a Data Acquisition System[AT]I, 2010].
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Figure 4. 25 shows the sequence to obtain the force and torque data. A calibration
file which contains the specified transducer stiffness calibration matrix is loaded to
the system, and it must match the serial number of the transducer. The DAQ system
is then configured by setting up the sampling rate (500Hz), number of channels (6
channels). Once the configuration is complete, biasing is carried out if needed, which
is used to store a voltage reading to be subtracted from subsequent readings and
effectively "zeroing" the transducer output to remove tooling weight. Finally, the
digital data from the data acquisition system is converted into forces and torques
using ATIDAQ ‘C’ library.

Start ]
l

Load a calibration file

l

Configure the DAQ system

Yes

No Do biasing

l

Convert the digital data into

¥\ forces and torques using
ATIDAQ ‘C’

l
= )

Figure 4. 25 Steps to obtain the force and torque.

Tests were carried out to check the output of the force sensor with the robot arm
switched on and off respectively. Samples of biased force and torque data were
recorded without any loading on the sensor. Figure 4.26(a) illustrates the sensor
output with the robot arm switched off. The root mean square (RMS) of the force
error in the X and Y axes is about #0.03N, whereas in the Z axis is about #0.1N.
This is because the sensitivity of the force sensor in Z axis is triple of the other axes

(Appendix Al1.6.3). Slight effect was introduced by switching on the robot arm
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(Figure 4.26(b)) especially in Z axis. The maximum RMS in Z axis is about #0.14N.
There is no clear difference found in the torques between these two conditions, as the

sensitivity of the torque is much smaller than the force.
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(a) Robot arm switched off (b) Robot arm switched on
Figure 4.26 Force and torque data without loading.
4.4.2 Pneumatic collision sensor

A pneumatic collision sensor (RAD's Ultimatic™, Module U4618) is employed in
the system for mechanically detecting if the robot has encountered an obstruction
(Figure 4.27). It can generate a signal to stop the robot and absorb the impact energy

if a fault occurs with the robot, or the subject’s head collides with the coil.

Air pipe connected to a tank

Cable connected to controller

Figure 4.27 Pneumatic collision sensor (RAD's Ultimatic™, Module U4618).
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There are several advantages in using pneumatic collision sensors:

e The force (and torque) resistance of the pneumatic collision sensor can be
easily adjusted using an air pressure regulator to set different load levels as

the different application.

e The switch sensitivity of collision sensor is also adjustable, with the amount
of deflection determined by the user according to the system requirements.

The switch sensitivity can be set from 0.64mm axial compliance to 2.5mm.

e It also can be used as compliance device rather than a collision sensor (Figure
4.28). A mechanical piston absorbs the crash energy without releasing air
from the unit, which prevents tooling sag caused by loss of air pressure and

also prevents compressed air from being released into the environment.

. i
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ROTATIONAL COMPLIANCE | | COMPRESSIVE COMPLIANCE

Figure 4.28 Compliance adjustment features [RAD, 2009].

The operating principle of the collision sensor is to establish the minimal points of
contact required to restrain all degrees of freedom in normal operation. When a
collision occurs, external forces upset this balance thereby allowing angular
(rotational), or compressive compliance. This motion opens a normally closed

switch and transmits a signal to the robot’s E-stop or controller. A cross-section
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through the sensor is illustrated in Figure 4.29. A piston provides resistance and
crash energy absorption; if the force applied on the piston exceed the resistance,
the normally closed switch inside the sensor opens and an E-stop is triggered

within 2-6 ms.

Piston provides resistance
and Crash Energg Absorption.
No air escapes during a collision

Unit is Dynamically
Variable between
10 and 90 psi —

Adjustment screw to change the
amount of movement in the unit before
the switch is opened

NC Micro
-switch

Figure 4.29 Cross section through the collision sensor [RAD, 2009].

In this application, the switch cable of the sensor is connected to an E-stop of the
robot controller, and the air line (Figure 4.27) is connected to an air reservoir via a
precision pressure regulator. The output of the regulator is adjustable between 0 to
30 psi. The collision sensor was calibrated and the relationship between the
breakaway force and air pressure was established. The collision sensor is attached
on the ATI Delta (F/T3305) force transducer with no relative movement between
them. The force was applied along the Z axis of the force transducer, in the
direction shown in Figure 4.30(a). When the pneumatic sensor reaches its
limitation, the internal switch is opened and the force sensor stops the force
recording. The results are shown in Figure 4.30 (b), it can be seen that the
relationship between the compressive force and pressure is linear. A 10N
limitation is set for the contact force between the coil and the subject’s head; as
the TMS coil is approximately 2kg (20N), the regulator is pre-set to 17psi to give

a breakaway force of 30N.
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Figure 4.30 Calibration of the pneumatic collision sensor. (a ) Configuration for calibrating
the regulator and pneumatic sensor. (b) The relationship between the pressure and the
compressive force.

4.5 Definition of the tool centre point

The TCP (Tool Centre Point) is defined on the specific tool and the motion of the
manipulator coordinated to move this point through space. Normally, a TCP is
defined as the transformation from the tool flange frame to the tool centre frame,

so the robot movement and positions are made relative to the tool centre frame.

Figure 4.31 Assembly of robot end-effector.

In this application, a F/T transducer, pneumatic collision sensor and the TMS coil
(figure-of-8) were mounted on the robot as shown in Figure 4.31. Since precise
placement the coil is essential for the success of the TMS stimulation, the
accuracy of the calibration between the TCP and the tool flange need to be

carefully addressed. The TCP can be mathematically expressed as a
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transformation between a frame assigned at the coil centre and the tool flange. As
shown in Figure 4.32, the origin is defined at the geometric centre of the figure-
of-8 where the maximum magnetic field is induced. The coil is clamped to the
F/T sensor with the coil frame aligned to the tool flange frame. Three TCP

definition methods are introduced in the following section.

Figure 4.32 Left hand law is used to defined coordinate system (view from beneath of the
coil ). The X-axis of coil frame aligned with the handle of the coil.

4.5.1 TCP definition by teaching a reference point

The most common method used to define the TCP is by teaching a reference point

using the following steps:

e A physical pointer whose length is accurately known is used to teach the

reference point.

e A reference point should be defined in the workspace. This point needs to be
carefully selected in order to easily identify the major axis (x-y-z) directions

so that the resultant tool transform can be aligned properly.
e Mount the pointer to the tool flange and calculate the tool transformation Hg .

e Teach the reference point by applying the transform between the tool flange

and pointer. The transform between robot base and the reference point H§

can be obtained through H and H7 (Figure 4.33).
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HE
i Base

Figure 4.33 Transformations after teaching the reference point.

e Remove the pointer and mount the coil to the tool flange. Place the coil and

ensure the TCP of the coil is at the reference point (Figure 4.34).

/8

Reference
point

Figure 4.34 TCP of the coil make a contact with the reference point (the corner).

e Finally, the TCP transform can be calculated using Eq. (4.3).
Hp =(H?) " *He 4.3)

where HJ is obtained by the pointer tool and H- can be obtained by the robot

forward kinematics.
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4.5.2 TCP definition using sphere equation

The distance along the tool X-Y-Z axes between the robot tool flange and the tool
centre is constant, if the tool centre is considered as the origin of a virtual sphere.
The robot flange is always a point on the surface of this sphere. In this way, the
position offset of the robot flange and the tool centre point can be calculated by

solving the following equation:
(x—a)*+(y-b)’+(z-c)*=r? (4.4)

where a,b,care the origin of the sphere (position of the tool centre) and I is the

radius.

The equation can be easily solved by teaching at least 4 non-linear points. This is
done by jogging the TCP contact against a fix point such as the tip of a nail with 4
different orientations. The movements should be made with respect to the tool
frame, which ensures the movement is on the surface of the sphere. This method
calibrates the tool centre without teaching any reference points and it is somewhat

easier to carry out than the first method.
4.5.3 TCP definition using the tracking system

In the third method, the TCP is defined using the Polaris tracking system. A
special ‘pointer’ tool (Figure 4.35) is used to define the TCP with respect to the
position sensor frame. A coordinate system is assigned to the tip of pointer. In this
way, the tip can be used to teach the coordinates of a point. To carry out the TCP
definition using this method, the transformation from the position sensor to the
robot base frame needs first to be established. More information on how to
calibrate the position sensor with robot base coordinate system is given in the

following chapter
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Figure 4.35 Definition the TCP with a pointer.
There are several steps to describe the TCP definition:

® Carry out the coordinate system registration between the position

. T
sensor and robot base coordinate system Hy .

® Record the coordinates of the coil centre using the position sensor by

pointing the tip of the pointer at the coil centre, from which the

transformation H can be obtained.

Tracking system
frame

Coil frame

Flange frame

Hf

Robot base frame

Figure 4.36 Transformations used for defining the TCP.
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® Transformation from the flange frame to coil frame H¢ is calculated
usingH , HZ and HE (Figure 4.36).
The calibration was carried out using all three methods by repeating each test

twenty times to obtain a mean and standard deviation, as illustrated in Figure
4.37.
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(a) Offset in X axis (b) Offset in Z axis

Figure 4.37 Calibration results using the three methods.

The recorded differences between the three methods were less than 0.05mm in
both X and Z axes, but the technique using the sphere equation is the most
straightforward way of defining the TCP, and for this reason it was employed in

this application.

4.7 Summary

This chapter has presented the design of the robotic TMS system, and two major
modes of control: Pre-operative acquisition and Tracking mode. A Staubli TX60
robot arm is adopted for manipulating the coil and an optical position tracking
system (Polaris Spectra) is used to monitor the position and orientation. A 6 axis
ATI F/T mini40 force system is employed for force sensing and a PC is used to
collect and process the force and position data from the sensors, and transmit
them to the Staubli robot controller via an Ethernet link, which has an update rate
of 4ms. Passive reflective tools are designed and used along with the position
sensor in the system, with an accuracy of 0.4mm. The TCP is defined using
sphere equation as it provides the best accuracy.
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CHAPTER 5

COORDINATE SYSTEM REGISTRATION

This chapter focuses on coordinate system registration. In order to track and
compensate the movement of a subject’s head, the position and orientation of the
subject’s head with respect to the robot base/tool coordinate system should be
determined. A Polaris tracking system is used to establish the robot and subject’s

head coordinates system, and involves three key steps:

e Establish the relative position and orientation between the coordinate system
of the passive tool which is mounted on the end-effector and the robot arm
tool centre coordinate system.

e Use the passive tool to define the subject’s head coordinate system so that the

head movement can be tracked.

e Determine the relationship between the robot base/tool coordinate system and
the subject’s head.
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5.1 Hand-eye calibration

The calibration methodology used in this application is derived from hand-eye
calibration in visual servo systems, as illustrated in Figure 5.1. Hand-eye calibration
is normally the calibration between the end-effector of a robot arm and a camera, or

cameras mounted on it.

Robotic Camera
manipulator

Hand

World
Base

Figure 5.1 Hand-eye configuration of a visual servo system [Dornaika and Horaud, 1998].

Since it is not feasible to obtain an accurate relationship between the gripper and
camera by direct measurement, a mathematical method yields a matrix equation of
the form AX = XB is proposed by Shiu and Ahmad [1987], where A describes the
position and orientation of the coordinate system which is normally assigned to the
robot wrist relative to itself after an arbitrary motion. B describes the position and
orientation of the camera coordinate system after an arbitrary motion, and X is the
transformation between the camera frame and the relative robot link frame (Figure
5.2). In this way, the relative position and orientation between the robot hand and the
camera or between the robot base and the camera can be mathematically calculated
by solving the matrix equation: AX = XB. Various generation, extension base on the
equation were presented afterwards [Daniilidis, 1999, Dornaika and Horaud, 1998,
Strobl and Hirzinger, 2006].
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Figure 5.2 Finding the mounting position of a camera by solving a homogeneous transform
equation of the form AX = XB [Shiu and Ahmad, 1987].

5.2 Implementation of hand-eye calibration

The method proposed for coordinate systems registration in this study is inspired by
the hand-eye calibration method used in visual servo systems, and as there is no
camera system used in this application, the Polaris tracking system is an equivalent
component used for guiding the motion of the robot and locating an object in the
space. Because of its size, the position sensor cannot be mounted on the hand of the
robot, in which case the passive tool is mounted on the coil which has a local
coordinate system assigned to it. In this way, the tracking sensor is fixed in the robot
work space, and the relationship between the robot base and position sensor frame

can be determined after the calibration between the passive tool and coil frame.

Figure 5.3 demonstrates the coordinate frames used in the application. The following

is a list of definitions for the homogenous transformation matrix:

H¢ defines the coordinate transformation of the coil coordinate system relative to

from the fixed robot base coordinate system.

H FC, defines the coordinate transformation of the passive tool local coordinate system

relative to the coil coordinate system.
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HTP defines the coordinate transformation of the tracking system coordinate system

relative to the passive tool local coordinate system.

H{ defines the coordinate transformation of the robot base coordinate system

relative to the tracking system coordinate system.

Passive tool local
frame

A
Coil frame ‘ » ! E

Tracking system \

frame

Base frame

Figure 5.3 All coordinate systems and transformations used in the calibration process.

For these coordinate systems and the transformations illustrated in Figure 5.3, H¢
can be obtained by computing the robot’s forward kinematics, HTP can be measured

by the tracking system, and H E and H{ are the required transformations. According

to the Shiu-Ahmad matrix equation AX = XB described previously, in this
application, a set of data for matrices A and B can be obtained by two distinct

positions which result in an arbitrary robot movement (Figure 5.4). X is the required

transformation: H,f as illustrated in Figure 5.3.
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Position i

Position |

Figure 5.4 Robot moves from position i to position J , matrix X is the desired transformation.

In order to specifically analyse the transformation, a simplified form of Figure 5.4 is
illustrated in Figure 5.5, and to locate the coil with respect to the tracking system
frame, the transformation X has to be known at any instant. Base on the
homogeneous transformations defined by Coil(i), Coil(j), Tool(i) and Tool(j) in the

figure, X can be found by formulated the equation
TAX =X'B (5.1)

where Y A is the position and orientation of the coil relative to itself after the robot is
moved from position i to position j. "B is the position and orientation of the
passive tool relative to itself after the robot is moved from position i to position j,

and X is the transformation from the coil to the passive tool frame.
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Coil(j)
Figure 5.5 Transformations of the system when robot moves from position i to j .

One equation can be obtained from the homogeneous transformations defined by
Base, Coil(i) and Coil(j):

THE=HZ"A (5.2)

And another equation can be obtained from the homogeneous transformations
defined by Sensor, Tool(i) and Tool(j):

'Hy ="B'H{ (53)

where 'HZ is the transformation from the robot base frame to the coil frame when

the robot is located at position i, and 'H¢ is the one at position j . iHTP is the
transformation from the passive tool frame to the tracking system frame when the

robot is located at position i, and jHTP is the one at position j .
The transformation matrices A and B, can be calculated as below:

"A=(HZ) T HC (5.4)

"B="Hy (H)™ (5.5)
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where HZcan be obtained from the robot forward kinematics, and Hy is directly

measured by the position sensor. X is the only unknown transformation for locating

an object in the space, as shown in Figure 5.5.

5.3 Solutions for the Shiu-Ahmad homogenous matrix equation

AX = XB

Studies have been conducted by Shiu and Ahmad [1989] and Tsai et al.[1989]
independently to solve the homogenous transform formulation AX = XB . Tsai’s
method has been shown to be more robust [Wang, 1992]. It has been proven in both
papers that the solution to an equation of the form AX = XB has one degree of
rotational freedom and one degree of translation freedom. Hence, in order to obtain a
unique solution for the equation, at least two sets of data for matrices A and B
(three robot positions) need to be acquired initially. This can be achieved by two
consecutive movements of the robot arm, and more robot positions can be used to
obtain an increased set of data to improve the accuracy of the solution. Furthermore,
the compulsory condition to ensure uniqueness is that the inter-position rotation axes

are not co-linear for different pairs of stations. This means that if there are two sets

of data Arand A,, the axes of rotation of A and A, are neither parallel or anti-
parallel to one another. Two different solutions for the calibration, inspired by Tsai-
Lenz’s method, have been presented in the following sections. The first method
using the equation AX = XBiis referred to Tsai-Lenz method [Tsai et al., 1989], and
the second method using the equation '"HX='HYB is referred to DH method
[Horaud and Dornaika, 1995].

5.3.1 Calibration using Tsai-Lenz method

The purpose for solving the equation is to decouple the rotation part from the
translation part, and allow the translational part to be obtained, once the rotational
part is initially calculated. The homogenous matrix equation AX = XB can be

expressed in terms of a 4 x 4 homogenous matrix below:
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I:QA TA I:QX TX _ RX TX I:QB TB
o 1/|l0 1|0 1]|l0 1 .9
where R is the 3x3 rotational matrix and T is the 3x1translational vector. After

multiplying , it becomes

(5.7)

RiRe RTx+T,] [ReRs RyTz+T,
0 1 10 1

Equating right and left sides, the rotational and the translational components are

separated, and the problem reduces to the solution of two simpler equations as below:

R.Rx =R¢Rg (5.8)
RaTy +#T, =R, Ty + Ty (5.9)

Several steps have been introduced in this application in order to find the solution of
Egs.5.8and 5.9:

1. Build the matrices A and B . Consecutive robot movements should be
carried out initially using Egs.5.4 and 5.5 to calculate the value. At least two
sets of data are required (two robot movements) to obtain a unique solution

for the matrix equation.

2. Represent the rotation parts using the angle-axis representation from the
Rodrigues formula in order to simplify the calculation. A Cartesian

coordinate rotation can be considered as a rotation of a unit vector (n;,n,,n;)

by an angle @ [Rogers and Adams, 1989]. The 3x3rotational matrix R is
given by:
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n’+(@-n’)cos®  nn,(l-cosd)-n,sind nn,(L-cosd)+n,sind
R=|nn,(L-cos@)+n,sin@  n’+(1-n?)cosd  n,n,(l-cosd)-nsind| (5.10)
nn,(L-cos@)+n,sind n,n,(1-cosd)+nsind  n;+(1-n7)cosd

One of the eigenvalues and eigenvectors of R must be 1 and the rotational

axis respectively, since by definition, R is a rotation around the rotational

vector A=(n,,n,,n,) , and obviously :
A=RA (5.11)

thus A is an eigenvector (or principal vector) and its corresponding
eigenvalue is 1. From Eq.(5.10), the rotation matrix could be represent by a
vector and an angle Aand &, and A can be defined using the Rodrigues

formula:
.0 : :
A:25|n§(n1,n2,n3) 0<6<pi (5.12)

In this way, Ris a function of A:

R= (1—@” WL%(AAT +a - Skew(A)) (5. 13)
0 -A A
where Skew(A)=| A 0 —A |and & =,/4—|A|2 .
-A A O

. Form a function of A, (Eq.5.14) for calculating the axis/angle of the

rotational part:

Skew(A, + A)A, = A, — A, (5. 14)

By using the axis/angle representation A,, A, and A; and two significant

lemmas (Eq.5.15 and Eq.5.16) proved by Tsai et al. [1989] below:
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(AA+AB)XAXI:AA_AB (5. 15)
axb=Skew(a)b (5. 16)

A

where A :—XZ, and aand b are vectors.
\/4_‘AX‘

4. Substituting A, and A; obtained from step one into Eq.5.14 and

approximating AX' using Singular Value Decomposition (SVD).

5. Compute Ry . A, can be obtained by Eq.(5.17) , and substituting Ay into
Eq.(5.13), Ry is obtained.

— 2AX

A, =T (5.17)
,/1+\AX \

6. Finally, the translational part T, can be computed by substituting Ry into

Eq.(5.9).
5.3.2 Calibration using DH method

The homogenous matrix equation AX = XB is widely used for hand-eye
calibration. Another matrix equation can also be used to solve the calibration, and
has the form 'HX='HYB [Horaud and Dornaika, 1995]. It is generated by
introducing the transformation Y in place of X used in the form of AX =XB.
Because of the linear relationship between Y and X, the new equation has the same
properties. Further details are introduced below.
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Figure 5.6 Two robot position iand j , matrix Y is the desired transformation.

From Figure 5.6, Y is defined as the transformation from robot base frame to the

passive tool local frame in position j, which allows X to be written as a function of

Y :

X =("HZ)™Y (5. 18)

substituting equations 5.4 , 5.5 and 5.18 into 5.1 yields:
(HS)'Y='HEY'B (5.19)

this can be written in terms of 3x3rotational matrix and 3x1translational vector

such that:
i Rg ITBC RY TY — j R(lz3 J.TCB RY TY RB TB (5. 20)
0 1 0 1 0 1 0 1 0 1

equating the right and left sides, the problem only requires the solution of two

equations as follows:
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'RSR, ='RER, R, (5. 21)
(Re—"ROTy ="RER Ty +' T’ -'Tg (5. 22)

since there is a linear relationship between X and Y , equations 5.21and 5.22 can be

expressed as a function of X :

'ReR, ='RER, R, (5. 23)
(iRBC _jRg Ty :jRg RXTB+jTCB_iTBC (5.24)

hence, the problem reduces to find the solutions to Eq.5.23 and 5.24. Comparing
Eq.5.23 with Eq.5.8, it can be noted that there is no difference within the rotational
parts, however, there is a significant difference in the translational part. Using
Eq.5.24, the translation is calculated from two independent robot positions but there

is no need to address the relationship between two consecutive motions of the robot.

The AX =XB form used a combined rotation R, and translation T, , but the

relationship of two consecutive robot movements affect the calibration accuracy
significantly if a degenerate motion occurs. The major steps for solving the rotational
part of the new form equation are similar to Tsai-Lenz method as follows:

1. Build the matrices A, B, 'H and ng. Consecutive robot movements

should be carried out initially using Eg.(5.4) and (5.5). At least two robot

movements are required to obtain a unique solution for the matrix equation.

2. Represent the rotation parts using quaternion. As illustrates in Appendix 1.5,

rotational matrix R, and R; can be expressed using quaternion

Qa :(ao’aiiazlas)T :(ao’a)T and Qg == (bO’blibz’bs)T = (bo1b)T-

3. Transform Eq.(5.23) in terms of quaternion representation. Eq.(5.23) is
equivalent to Eq.(5.8), and is written in the form:
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Q,*Qx =Qy *Qg (5. 25)

Eq.4.25 can be further transformed to [Wehage, 1984]:

(Qu—Qs)Qy =0 (5. 26)

0 -—-a, a
N _ _ b _b 3 2
where QA=[a° 2 A} : QB=[ ° A} ,d=| a, 0 -a|and

a a)l+a b b,l+b
-a, 0
0 —-b, b
b=| b, 0 —h
-b, b 0

4. Compute R, . Q, can be obtained by solving Eq.(5.26) using least square or

SVD (singular value decomposition), and then transform it to matrix Ry .

5. Compute T, . The translational part is computed by substituting R, into

Eq.(5.24).
5.4 Calibration experiment

In order to evaluate and select which of the previously described techniques is suited
for this application, a calibration experiment was carried out to compute the

homogenous transformation from the coil coordinate system to the passive tool local

coordinate system H§ . Also to obtain the homogenous transformation from tracking

system coordinate system robot base coordinate system Hg , and finally to compare

the resulting errors.
5.4.1 Method of error checking

As illustrated in Figure 5.7, a relationship for the homogenous transformation matrix

can be found using:
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HS *Hg *Hf *Hg =1 (5.27)

Passive tool local
frame

Robot amm

I —h
———

Tracking system \

frame
I Base frame

) :

Figure 5.7 All coordinate systems and transformations in the calibration process.

Hy

Once Hy and H} are obtained by the calibration, H¢ can be obtained by:
HE =(HT )" (HE ) % (HE ) (5. 28)

HZ can also be calculated by the robot forward kinematic equations, which is
referred as 2H®. Since there is no absolute Hy to compare, an error check can be

made using HZ which is calculated from the function of HE(Eq.5.28). The error in
calibration between the robot and the tracking system can be obtained by comparing
HCB and ?H¢Z. It can be observed from Eq.5.28 that the error obtained by this method

includes the position tracking error (0.4mm) and the positioning error of the robot
(0.02mm).

Setting ?H g as the reference, the root mean square (RMS) variation can be calculated

using:
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n_||?H B (rotation) —H 2(rotation
ROTATION s =1\/2 e ) Hl )| (5. 29)
n

1 M

?H¢& (translation) —H E(translation)”
M

TRANSLATION =1\/Z (5. 30)
nyT
where the rotation and translation part of HZ and 2H2 have been separated to

calculate the separate rotation and translation RMS variations. N is the number of
calibrations conducted for checking the error and M is the number of elements of

the matrix or vector.
5.4.2 Experimental procedure of the calibration using Tsai-Lenz and DH method
The following steps were carried out for the experiment:

1. Fix the position sensor in the work space and mount the passive tool on the
end-effector of the robot (Figure 5.8). The robot movement should be

restricted to be within the measurement volume of the Polaris system.

2. Move the robot arm to 2n (n>2) different positions, using N positions for

calibration and the others for error checking. At each position, record the

transformation*HZand Hy .
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Movable
stand

Position
seneor

Figure 5.8 Experimental setup. The position sensor is mounted on a movable stand, and a
passive tool is mounted on the robot end-effector.

3. Compute HS using both Tsai-Lenz and DH methods with the data from

position 1 to N collected in the previous step. Next, calculate H; at each

station (1to N ), and take an average of the values.

4. Calculate the transformation HZ using Eq.5.28, and compare the results with

?Hrecorded in step 2 to evaluate the error.

5.4.3 Results and conclusion

Table 5.1 presents the results of a calibration sequence carried out with different
number of robot positions. As mentioned previously, the error of the calibration
includes both the error of the tracking system and the positioning error of the robot.
It can be noticed from the table that for 13 positions, the translational error is
0.55mm, but the error of the tracking system is claimed to be 0.4mm, which
indicates that the calibration has an accuracy better than 0.2mm.
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Table 5.1 Errors of calibration

DH method Tsai-Lenz method

Number of

. Error in rotation Error in translation Error in rotation Error in translation
positions

(rad) (mm) (rad) (mm)

3 0.0402 1.7143 0.044 3.76

5 0.043 1.5665 0.046 3.9221

7 0.018 0.694 0.023 2.6804

9 0.015 0.5932 0.018 1.74

13 0.016 0.5493 0.015 1.42

15 0.015 0.5502 0.016 1.45

As illustrated in Figure 5.9, both the rotation and translation RMS values are
decrease to a minimum after 10 positions. It can be observed that the rotational error
with five positions is slightly increased in both methods because of degenerated
motions. However, the translational error is different; the error of the Tsai-Lenz
method is also increased, while the error of the DH method is still decreased. These

results verify the better performance of Eq.5.24 which uses two independent robot

position to calculate the translation but not a combined rotation R, and T,. The

combined rotation and translation of A used for calculating the translational part can

accumulate the errors to the translational part.
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Figure 5.9 RMS error in rotation and translation with two difference form equations
respectively.

It can be seen that the accuracy of both methods are significantly improved
compared with the direct measurement using a reference frame. And the
experimenter can adjust the Polaris system to obtain a better view for the system, as

the re-calibration is easy to carry out with the methods. The distribution of the error
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obtained from DH method is studied in the x-y plane (Figure 5.10), and shows as

random data points collected in the x-y plane (150*200mm), The results shows that

the error is randomly distributed in the space.
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Figure 5.10 Distribution of the error in translation Rtrans (mm) and rotation Rrotas (radians).

5.4.4 Practical consideration

The number of robot positions used in the calibration significantly affects the

accuracy in this system configuration. There are two other factors that can

significantly affect the accuracy of the calibration, regardless which algorithm is

used. The first is the inter-position rotation angle, i.e. the rotation angle generated by

the rotational part of transformation A . Figure 5.11 presents the rotational and

translational errors of a 7 position calibration using different inter-position rotation

angles. It can be seen that the magnitudes of both the rotational and translational

errors are proportional to this angle. Hence, in order to obtain better accuracy, the

inter-position rotation angle should be made as large as possible when moving the

robot between positions.

135



ROTATION RMS ERROR

0 50 100 150
Inter-position rotation angle (degree)

TRANSLATION RMS ERROR

0 1 1 J
0 50 100 150

Inter-position rotation angle (degree)

Figure 5.11 Rotational and translational errors with different inter-position rotation angle.
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Figure 5.12 RMS error in translation and rotation with same robot movement but different
distance between the tool and position sensor.
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Another factor that affects the translational error is the centre distance between the
passive tool local coordinate system and the centre of the Polaris Spectra tracking
system. As illustrated in Figure 5.12, if the robot movements are obtained at a
shorter distance, accuracy is improved. Note that this distance does not affect
rotational error.

5.5 Coordinate systems registration in TMS system

The transformations between the coordinate systems of the robot arm and the
tracking system have been addressed in previous sections. This section provides a
further description of the relationship of all the coordinate systems with the subject’s

head coordinate system introduced.

Tracking system frame

Passive tool local
frame

Robot base frame

Figure 5.13 Coordinate systems and transformations in the robotic TMS system.
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Figure 5.13 shows all the coordinate systems and key transformations in the robotic
TMS system. Most of the definitions of the transformation matrices have been

presented in previous section with the exception of:

H,ﬁ defines the coordinate transformation of the head coordinate system relative to

the passive tool local coordinate system.

H:,defines the coordinate transformation of the head coordinate system relative to

the tracking system coordinate system.

H > defines the coordinate transformation of the head coordinate system relative to

the robot base coordinate system.
5.5.1 Definition of the subject’s head coordinate system

To monitor and track the movement of the subject’s head, a coordinate system must
be assigned, using a passive tool fixed on the subject’s head. In this way, the local
coordinate system of the passive tool can be used to define the head coordinate
system. The Polaris system is used to track the relationship between the robot arm

and head coordinate systems.
5.5.2 Transformation between passive tool and head coordinate systems

The transformation from the passive tool and head coordinate system is obtained in
order to establish the relationship between the robot arm base/tool and the head

coordinate system (Figure 5.14).
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Tracking system frame

Passive tool local
frame

Figure 5.14 Transformations between passive tool and head coordinate system.

Using the tracking system, the transformation can be easily obtained via the

following equation:
HE =H7 *H] (5.31)

furthermore, the transformation from robot base coordinate system to head

coordinate system H,. can be calculated by:
Hy =HZ*Hg *H} (5.32)

5.6 Summary

This chapter has presented and evaluated two techniques for coordinate system
registration based on the methodology of Tsai-Lenz and DH. The accuracy of
calibration of the DH method using the transformation equation 'HX ='HYB was
found to give improved accuracy over the Tsai-Lenz method, and was subsequently
adopted for use in this application.
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CHAPTER 6

DESIGN OF A COMBINED POSITION AND FORCE
CONTROLLER

This chapter presents the position and force control methods used in the real-time
tracking mode of the system. Position control algorithms used to track a moving
object with an external position sensor are proposed. Furthermore, a combined
‘hybrid’ position and force controller is developed. Most conventional hybrid
position and force controllers were developed for moving the manipulator on a fixed
but constrained surface, which requires hand mounted sensors to obtain the force
feedback and encoders attached to the driving motors of the manipulator for position
feedback [Raibert and Craig, 1981]. However, moving objects are tracked by the
robot arm in this application, and an external position sensor is required to track this
movement. This requires the position and orientation feedback to be transformed
from the position sensor frame to the robot frame. In addition, the force control not
only deals with the small force perturbations, but also compensates for the subject’s
movement in its controlled direction. The position control strategy is addressed as

follows.
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6.1 Position tracking control strategy

The control strategy for position tracking is composed of two interlinked processes.
The first one tracks the movement of the subject’s head to obtain and update the
continuous estimation of the new position and provide this information to the robot
controller. The other is to control the robot motion according to the tracking process.
Following the pre-operative acquisition, the system will perform the tracking by

running these two processes simultaneously.

As discussed in Chapter 4, the tracking mode is activated after determining the
stimulation site. This ensures that the coil centre point and the stimulation site on the
subject’s head coincide at the moment when tracking starts. The position of the

stimulation point with respect to the head coordinate system can be represented by
the relative transformation HHP between the passive tool local frame and the head

frame at this moment (Figure 6.1). In this way, the relative transformation Hﬁ

should be kept constant to ensure the coil is maintained at the location of the
stimulation site even when the subject’s head moves. As shown in Figure 6.1, if the

coil is in position and reaches the desired site when the subject’s head is at position 1,

the transformation H|; at this point is obtained using Eq.(6.1).
H. =H *H] 6. 1)

Assuming the subject’s head moves to position 2, I-]f. should equal H/, in order to

ensure the coil is still maintained in the same relative position and orientation. Since

the transformation from the tracking system to the head coordinate system ZHL IS
changed, the transformation from the passive tool to the tracking system frame HTP

. . P .
should also make the corresponding change in order to ensure H,, remains

unchanged.
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Position 1 Position 2

Coil frame

§

Figure 6.1 Changes in transformations when subject moves from position 1 to position 2.

Robot base frame

As described above, the tracking function can be represented as HTP , such that:
F(H7'Hy HY) =HY —Hi¥H] (62)

where {F}is defined as the function, the transformation HTP is the variable to be
controlled, whilst the variable iHL is obtained in real-time using the tracking

system and H|; is a constant transformation.

Furthermore, the transformation HTP can be converted into a function with respect to

the robot kinematic transformation, then F becomes a function of H¢ :
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F(HSHE HY) =(H

) H(HE) #(Hg) —Hy *(HL) ™ 6.3)

where H¢ is the transformation of robot forward kinematics, and HPCand H_ are the

matrices obtained from the coordinate systems registration.

A control method (i.e. PID control or fuzzy logic control) can also be introduced,

where, if « denotes the control method, the equation becomes:

H7

F(HSHE HD =a((He)  #(H) "+ (He) = Hi#(HD)) .4

—>©—>

Coordinate
system
transformation
and motion

pose
calculation

B
Hg CS8C o
Robot >
B controller
Position feedback The ball
Passive tool New pose of
le—

the ball
(head)

A

Figure 6.2 Control structure of the tracking system.

The control structure is shown in Figure 6.2. The tracking system updates the current

position of the subject’s head (the ball in the figure) and the system uses the

positional (and orientation) changes to calculate the new robot position.

6.2 The combined force and position controller

6.2.1 The conventional hybrid controller

The conventional hybrid force and position controller [Raibert and Craig, 1981] has

two complementary sets of feedback loops for separated control of position and force

(Figure 6.3), each with its own control law and sensor feedback which must be

transformed from the sensor’s coordinate system to the robot’s coordinate system

before the position or force errors are calculated.

143



Coordinate
transform

Y

1-S

Position
control law and

| coordinate
transform

Force control
law and

coordinate
transform

Coordinate

transform

Encoders

Force
sensor

A

Figure 6.3 Conceptual organisation of conventional hybrid controller [Raibert and Craig, 1981].

The actuator control signal can be expressed as Eq.6.5:

where:

7=A(SxF)+B(1-S)xX,)

7 is torque applied on the actuators;

F, and X, are force error and position error respectively;

S is the compliance selection matrix.

(6.5)

A and B are force and position compensation functions respectively;

A compliance selection matrix is used to specify which axes are under force control

(indicated by S, =1) and which are under position control (indicated by S, =0). For

example, if there are three degrees of freedom and S =0

axis is controlled by position while the others are controlled by force.

1

o O O

0
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6.2.2 The combined force and position controller

The hybrid force and position control method is normally employed on manipulators
with joint-mounted position sensors and wrist-mounted force sensors. In this system,
an additional external position tracking sensor is used to track a moving object in all

six axes rather than following a trajectory on a fixed object.

! PC controller :
. P F
N —

| Coordinate - Qe
B £ 1, | systems Xy * i ;"’Ei |
: transformation o r| obo
i b — . i'| controller

and motion '

Position feedback
P
Passive tool New pose | TZ

pose +—| ofthe ball |+

Figure 6.4 Combined position and force controller.

The combined control system is shown in Figure 6.4. Position control is applied
along the unconstrained axes of the robot tool coordinate system, while force control
is utilised along the constrained axes (Z axis with respect to tool frame). There are
two main external loops within the control system: the position sensor and force
sensor feedback loops, from which the desired position of the robot is computed, and
then transmitted to the robot controller. The control equation for the combined

position and force controller is given by as Eq.6.6:

Xy =a(d-S)xF)+B(SxF) (6:6)

where X is the desired position, F,is the force error and P, is the position error. S is
the compliance selection matrix which is used to select which axes are position or
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force controlled. T,,T,,T,in Figure 6.4 are transformation matrices used to ensure

the coordinates are registered in the same coordinate system. « and /3 are force and

position control laws respectively. A Pl control law is adopted in this application and

the functions of position and force control are written as:

p(t) = (L- S)(Kp P (1) + Kpy [ P () 67)
f(t) = S(Kep (1) + Ky, [ F () (6.8)

where:

Ke, Ky are proportional and integral force feedback gains;

Kep, Ky are proportional and integral position feedback gains;
the force and position errors are computed using:

F=F-F (6.9)
P=P-P (6. 10)

F is the force measured using the force sensor, P is position and orientation
measured by the position sensor, F, is desired force, P, is desired pose. In this

application, the motion of the Staubli robot is controlled with respect to its tool
coordinate system, so that the calculated coordinates have to be converted to with

respect to the tool coordinate system.

6.3 Introduction of experimental plan

Experiments were carried out to examine the proposed control method. The relative
position changes of both passive tools were used to evaluate the performance of the
tracking control, as they were both collected by the position sensor and this can
ensure the data was recorded in the same conditions. The major experiments were
designed as follows: first of all, preliminary tests on position control were firstly

conducted to verify the proposed position tracking algorithms. Tests were designed
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to track the trajectories of a XY table, and optimal gains of position control were also
obtained, which can be further used in the combined position and force control. The
second experiment was to establish the ‘optimally’ gains for force control using both
constant gains and gain scheduling method to demonstrate the advantages of the gain
scheduling method. Finally, the combined position and force controller was tested in
terms of disturbance occurs in XY plane, X,Y and Z axes, and orientation axes to
demonstrate the behaviour of the proposed controller and the interaction between the
axes controlled either by force and position controller.

ITAE = =jt|e(t)|dt (6.11)
0

P1 controller was applied on both position and force controlled axes, as the derivative
term of a PID controller proved too sensitive to noise. Full factorial tests were
carried out to find the regions of the gains, and the responses of the system with
these gains were also evaluated and verified using the integral of time multiplied by
absolute error (ITAE). This criterion is frequently used for gains tuning and
evaluating the response of a controller [Seborg et al., 2006], with the best response

corresponding to the minimum ITAE (Eg.6.11). Since it is not practicable to use
r =0, the convention is to choose a value of 7 sufficiently large so that e(t) for

t > zis negligible. z =5seconds was used in the tests, which is enough to cover the
period of system response. More details of these experiments are in the following

section.

6.4 Preliminary testing of the position tracking method

Experiments were designed to test position tracing algorithms using a proportional-
integral (PI) controller; the derivative term of a PID controller proved too sensitive

to noise from the position sensor. The controller output is given by:

p(t) = (Koo P, (1) + Ky [ P, ()ct) (6.12)
where: Ko, K, are the proportional and integral feedback gains; P, is position error.
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Although the lack of derivative action makes the system slower to reach the set point
and to respond to perturbations than a well-tuned PID system, it makes the system
more stable, which is more important in this application. An existing X-Y table (top
left of Figure 6.5) was used to move the tracked objects and provide disturbance
motions to the robot arm during the tests. The table had a travel range of 0 to 300
mm in both axes, and incorporates two single-axis PDX15 stepper drives (Parker
Hannifin Ltd.). The PDX15 drive incorporates an RS232C-programmed indexer,
which features a complete range of motion control commands using Digiplan's X-
Code command language. Through the user interface, the speed and trajectory of the
stepper motor can be controlled, to provide different conditions for testing the

behaviour of the proposed algorithms.

Robot follows the
passive tool’s movement

_________

Robot arm with passive tool
on the end-effector

I

Robot controller
CS8C

\
X-Y table with a passive tool

!

= e - -

= = - - - - -

PC1

fg

PC2

Figure 6.5 Structure of the test rig.

The test rig is illustrated in Figure 6.5. One passive tool was mounted on the X-Y
table, and another was mounted on the robot end-effector to establish the relationship
between the table and the robot end-effector. PC1 was used to independently control
the movement of the X-Y table. The Polaris position sensor tracks the movement of

the X-Y table by monitoring the position of the passive tool. PC2 was used to
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generate the updated robot position using the tracking algorithms to maintain the
relative position between the robot end-effector and the X-Y table. During the
experiment, the relative position changes of both tools were used to evaluate the
performance of the tracking control methodology. Tests were initially conducted to
establish the relative position and orientation between both tools after the coil was
placed at the start position. The system then initiates the tracking by moving the X-Y
table.

1. Tracking performances with different gains

The tests were carried out to establish the optimal proportional and integral gains to
minimise tracking error. Full factorial tests were carried out to find the regions of
both gains, selected results were demonstrated here to show the system performance.
The robot arm was first moved to the start position and then the relative position and
orientation of both tools was recorded. The X-Y table was commanded to move
along the X axis for 50mm at a speed of 20mm/s. The effect of different proportional
gain is illustrated in Figure 6.6. The system response is improved by increasing the

proportional gain (Figure 6.6 (a) and (b)), and the ITAE is reduced to 11.33mm-s?
with Ky, =0.021, K, =0.015. With a further increase in Ky, =0.03, the lag is
minimised but there is a significant oscillation of the robot (Figure 6.6(c)). In
addition, the ITAE rises to 16.8mm-s?, which indicates that the system is becoming

less stable at these gains. The position error of the system in steady state is

consistently about 0.8mm once it reaches the steady state.
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Figure 6.6 Changes of trajectories of both passive tools with different proportional gains. Blue
curves are the trajectory of the tool mounted on the X-Y table and red curves are that of the
tool on the robot arm.

Figure 6.7 (a)-(c) demonstrate the system’s behaviour at different integral gains.

Figure 6.7 (a) shows the response to the disturbance motion where K, =0.021,

Kp =0.004; it can be seen that with the smaller gains, the responsiveness is slow

(ITAE of 21.53mm-s’). When a larger integral gain is employed (Figure 6.7(b)),

ITAE is reduced to 18.95mm-s®. Some perturbations occur with further increase in
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K, from 0.015 to 0.02 and the ITAE becomes t013.19mm-s®, which is increased

compared with K, =0.021, K,, =0.015 (Figure 6.7 (c) and Figure 6.6(b)).

Position change in
X axis (mm)

Position change in
X axis (mm)

Position change in
X axis (mm)

75

[4)]
o

N
(&)

ITAE=21.53

= Time (s) B

(a) System behaviour with K, =0.021, K, =0.004

75

50

25

ITAE=18.95

i0.8mm .

T

w

2 Time (s) 4 2

(b) System behaviour with Ko, =0.021, K, =0.012

75

[4)]
o

N
&)

ITAE=13.19

2 Time (s) 3 4 5

(c) System behaviour with K, =0.021, K, =0.02

Figure 6.7 Changes of trajectories of both passive tools with different integral gains. Blue curves
are the trajectory of the tool mounted on the X-Y table and red curves are that of the tool on the

robot arm.

2. Performance at different speeds

Using the best combination of gains (K, =0.021, K, = 0.015) from previous tests,

it was necessary to establish how the speed of the X-Y table affects the system
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response. The experimental procedure was the same as previous, but the X-Y table
was moved along the X axis over a range of 10-80mm/s for 100mm. The
performances of the method at different speeds are illustrated in Figure 6.8. It can be
seen that the robot has a better response when the table is moving at speeds less than

30mm/s (ITAE is round 11mm-s?), with a progressive deterioration in ITAE with

increasing speed ( ITAE increases to 29.8mm-s* at 80mm/s).

35 ¢
30 |
25
20

15

ITAE (mm*s?)

10

5 -

0 1 1 1 1 J
0 20 40 60 80 100

Speed (mm/s)

Figure 6.8 System performance at different speeds. The error bars show the standard
derivation.

It can be seen from the test results that if the gains are too low, the control action of
the system is poor when responding to system disturbances, which results in a less
responsive controller and reduced tracking performance (Figure 6.6(a)). In contrast,
a higher gain results in a more responsive controller, however, the system can
become less stable if the gains are too high (Figure 6.6(c)). The response of the

system is affected by the speed of the disturbances. The system can track the X-Y

table’s movement with an ITAE of around 12mm-s*when the speed is less than
40mm/s (Figure 6.8), however, the ITAE increases significantly when the speed was
more than 40mm/s. The speeds recorded for head movements are generally less than
20mm/s (Chapter 3), and thus the gains Ko, =0.021, K, =0.015 are suitable for
these tasks, and they are selected for the control. The steady state error of the system

is about 0.8mm; this error includes the error of the coordinate system registration
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which is about 0.6mm. Therefore, the error of the control method should be better

than 0.3mm.

6.5 Testing of the combined position and force controller

Tests were undertaken in order to establish the performance and behaviour of the
combined force and position controller, to check the feasibility of the control method
with regards to stability, accuracy and any interaction between the position and force
control loops. In these tests, the force controller is applied on the Z axis of the tool
coordinate system and the position controller is applied on the other five axes.

6.5.1 Head motion simulator

A six degrees of freedom (DOF) PUMA 560 robot arm was used to manipulate an
indoor football and provide disturbance motions or reaction forces during the tests.
The football has a thick, soft fibrous skin and was mounted on the wrist of the
PUMA to simulate the subject’s head (Figure 6.9).

Figure 6.9 Test rig for the combined position and force controller.

The base of the PUMA robot arm was mounted on the floor at an appropriate
distance from the Staubli robot in order to provide a suitable range of movement for
both robots. The TMS figure-of-eight shaped coil is mounted on the Staubli robot

and the F/T force sensor is placed between the coil and robot tool. Passive tool2 is
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attached to the ball to define its coordinate system, and tooll is mounted on the coil
to establish the relationship between the ball and coil. The Polaris position sensor is
fixed on the wall of the working cell to track the motion of the two passive tools. An
independent PC is connected to the PUMA robot controller via an RS232 serial

connection over which commands can be transmitted.

Since the application involves force control, the overall contact ‘environment’
stiffness was measured. This was established by moving the end-effector of the
Staubli robot in the Z axis and making contact with the ball on the PUMA robot
without force feedback. The PUMA robot was maintained stationary throughout this
procedure, and contact force and position coordinates were recorded during the

movement.

Figure 6.10 Staubli robot moves down and makes contact with the ball.

The Staubli robot was moved 1mm in 10 increments (0.1mm per step), and 10 force
data were recorded at each step. The relationship between displacement and force is

illustrated in Figure 6.11. The mean force at each position is plotted and the error bar

shows the standard deviation. The calculated contact stiffness K is 10.2N/mm.

Note that this is the effective stiffness of the overall system and includes both arms,

the ball and coil.
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Figure 6.11 Relationship between the force and deflection in the Z axis. Error bars show the
standard deviation.

6.5.2 Experimental design and results

Experiments were carried out to examine the proposed position-force control method.
The relative position changes of both passive tools were used to evaluate the
performance of the tracking control, as they were both collected by the position
sensor and this can ensure the data was recorded in the same conditions. To simulate
a disturbance motion, a speed of up to 20mm/s is programmed in the PUMA robot,
which is faster than the general speed of movements of a human (Chapter 3). As
preliminary test on position control has been conducted previously, four major tests
were designed in this section: the first test is step response test on Z axis to establish
the ‘optimally’ gains for force control. Test 2 shows the limitation of force control
using constant gains. Gain scheduling method is proposed and tested in Test 3 to
establish a set of optimal gains. Finally, the combined position and force controller
was tested in Test 4 in terms of disturbance occurs in XY plane, X,Y and Z axes, and

orientation axes.
Test 1: Step response test

The purpose of this test was to ‘optimally’ tune the proportional and integral gains
for the force control when the ball was stationary; the force was applied along the Z

axis of the coil frame. A force set point of 2N was selected for the force control. Full
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factorial tests were carried out to find the regions of both gains, selected results were

demonstrated here to show the system performance.
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Figure 6.12 Effect of proportional gain on force step response.
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Figure 6.12 illustrates the step response for varying proportional gains Ky, with a
fixed integral gain K =0.002. It can be observed that the rise time improves with
increasing gain. With K, =0.012, insomuch that rise time is of the order of 1.2

seconds, with a steady state error of 0.4N. When K =0.02, the response is

oscillatory (Figure 6.12(c)), with a large initial overshoot, enters a limit cycle, and is
deemed close to being unstable. The ITAE of more different proportional gains are

illustrated in Figure 6.13, and it can be seen that the response is ‘optimised’ when
Ke =0.012, and the value increases after this as the system response becomes less

stable.

The step responses for different integral gains K, are illustrated in Figure 6.14.
With K =0.001 (Figure 6.14(a)), the rise time is about 2 seconds without
overshoot; the mean force error in the steady state is less than 0.4N. However, when
Kg is increased to 0.004 there is a significant overshoot with no further
improvement in rise time or steady state error (Figure 6.14 (b)). The minimum ITAE

value is obtained when K, =0.002, and it increases gradually with the increment of

Ky (Figure 6. 15).
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Test 2: Force control with disturbance input using constant gains

This test was carried out to establish the tracking performance of the force controller,
when the ball is moved along the Z axis a prescribed distance at varying velocity.

The force control set point was again fixed at 2N, and the ‘optimised’ gains of
Ke =0.012 and K, =0.002 were used. The sequence was as follows: first, the coil
was moved to a position close to the ball (but not in contact), and then the force

control established. Once the contact force had reached the steady state, the PUMA
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robot moved the ball 10mm (the distances recorded for head movements are
generally around 10mm (Chapter 3)) towards the Staubli robot in the Z direction (as
the red arrow shows in Figure 6.16(b)) at a speed of 20mm/s and then was moved

back to the same start position at the speed.

Staubli robot

Simplified
e

Ball T

Z axis
X axis
PUMA robot
Y axis
@) (b)

Figure 6.16 PUMA moves the ball in Z axis. (b) is a simplified picture from (a).
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Figure 6.17 Force control with constant gains K, =0.0012 K, =0.002.

Figure 6.17 shows the trajectory and contact force of the Staubli robot. It can be seen
that the force increases to >30N when the ball is moved towards the Staubli robot,

and contact is totally lost when the ball is moved away from the coil. From this it can
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be deduced that the response of the force controller is totally inadequate, as the
maximum velocity of the Staubli robot appears to be restricted to approximately

1.5mml/s, as evidenced by its finite velocity over the time period 7-14 seconds.

In order to improve the responsiveness of the system, an increased proportional gain

Kg =0.025 was set for the same test. Figure 6.18 illustrates the force control

responses to disturbance input with constant gains K, =0.025, K, =0.002, in

which a faster responsive time was achieved. When the PUMA was moved towards
the coil, the contact force increased to 5N (an error of 3N) and the time taken to
accomplish the movement was reduced to 0.5s. However, when the PUMA moved
away from the coil the contact force was reduce to around 0.5N (contact lost in some
occasion). Note that even in the steady state an oscillatory perturbation in the contact

force is present as a consequence of using an increased gain.
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Figure 6.18 Force control with larger constant gains.
These results indicate that force control using constant gains lead either to a less
responsive or a less stable force response, thus this is inadequate for the force control
in the application. In order to improve the performance of the force control, gain

scheduling method is proposed as follows.
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Test 3: Force control using gain scheduling

Gain scheduling is an effective way of controlling systems whose dynamics change
with the operating conditions. There is conventional gain scheduling (CGS)
[Shaohua et al., 1997], fuzzy gain scheduling (FGS) [Zhao et al., 1993], neural
network gain scheduling (NNGS) and neural fuzzy gain scheduling method(NFGS)
[Shaohua et al., 1997]. NNGS and NFGS utilize the learning capabilities of the
neural network or fuzzy neural network so that the controller can schedule the
control parameters without prior knowledge of the changing dynamic conditions.
These are sophisticated methods and may involve extensive computation to estimate
the control parameters, which may result in a slow system response. Zakaria is
working on the force control using the NFGS [Zakaria, expecting submit in 2012].
This application focuses on the design of CGS force control; a schematic diagram of
the CGS control system is illustrated in Figure 6.19. The main advantage is that it is
easier to implement and the parameters can be adjusted easily in response to the
changing dynamics, as the parameters are pre-defined and no parameter estimation is
required during the control process. One major disadvantage of CGS is that the
parameter change may be rather abrupt across the region boundaries, which may

result in unstable performance across the transition regions.

Operating conditions

| Gain Scheduler

Control parameters

Input

¥
> Output
Controller Robot arm .

v
L

Figure 6.19 Conventional gain scheduled system.

The proposed CGS method involves changing K, as it has a major influence on

response to a disturbance input, while K, has limited effect (described in following

section). The equation for the gain scheduling method is expressed as:
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Kep oc f(Ky, T,E(T)) (6. 13)

where K is the proportional gain, K is the stiffness of the system, T is the period
of one loop and E(T)is the force error. K, and T can be considered fixed with

respect to the system. The force error E(T) s divided into several intervals, and Ke

is determined accordingly. In order to simplify the process of tuning the gain K,

Eq.6.14 is used to establish the relationship between all the gains, once the force

error intervals are confirmed.

Ko (N) =Ko (-1 + K, *K (n-1) N=123---- (6. 14)

where Kg(n)is the gain used for the n™ interval, n is the number of intervals. K_

is the gain used to calculate the K, (n) . K (0) is the gain obtained when the
system is in the steady state. Table 6.1 presents an example of the gains with
K. =0.1, with an interval chosen as 1N. This is estimated by multiplying the

resolution of PUMA, to the stiffness: 0.1mm*10.2 N/mm=1.02N, and is the smallest

force change when the PUMA robot moves one step.

Table 6.1: An example of gain scheduling for force control

Fe Kep
0.5<|F,|<15 0.0132
15<|F,|<25 0.01452
25<|F,[<35 0.015972
35<|F,|<45 0.017569
45<|F,|<55 0.019326

5.5<|F,| 0.021259

The gain scheduling method is first tested on the stationary ball. The sequence is: the
Staubli robot was initially driven by the force set point of 2N, after attaining the

steady state, the force set point is increased to 10N. The force response of the system
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was evaluated using both the integral of time multiplied by absolute error (ITAE)

and integral absolute error (IAE). Different values of K, with K (0)=0.012 and

Kg =0.002 were used in the test, and the gains are illustrated in Tables 6.2.

Table 6. 2: Gain scheduling for force control

E K When KeWhen | K, when K When K When
: K.=02 | K=025 | K=03 | K =035 | K =04
0.5<|F,|<15 0.0144 0.015 0.0156 0.0162 0.0168
15<|F|<25 | 001728 | 001875 | 0.02028 | 0.02187 0.02352
25<|F[<35 | 0020736 | g0p3438 | 0026364 | 0029525 | 0.032928
35<|F|<45 | 0024883 | 0020297 | 0034273 | 0.039858 | 0.046099
45<|F,|<55 0.02986 | (036621 | 0.044555 | 0.053808 | 0.064539
5.5<|F,| 0.035832 | (0045776 | 0057922 | 0.072641 | 0.090354

The system response is shown in Figure 6.20(a)-(e) respectively. Figure 6.20(a)

illustrates the system response when K, =0.2, the system rise time is about 0.5
second which is significantly faster than that with the constant gain method. In
addition, no overshoot occurs after it reached the steady state. As the gain K,
increases to 0.25, a faster response (0.2 seconds) is obtained and slight overshoots

appear when K, =0.3and K, =0.35, but the system returns to a steady state quickly

after this (Figure 6.20 (c) and (d)). Any further gain increases (K, =0.4in Figure

6.20(e)) causes even more overshoot.
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Figure 6.20 Force response of the system with different Kc .

ITAE was calculated for the time interval [0,1], as force error changed significantly
with the increment of time during this period; IAE was calculated for time interval

[1,5] where the system is in steady state (Table 6.3 and Figure 6. 21). It can be seen
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that the value of ITAE is 0.7118 N - s?when K_=0.2, and the value is decreased to

about 0.4 N -s®where K. =0.25 and K, =0.3. The smallest value of ITAE is

obtained when K, =0.35, and it increases to 0.7034 N -s*when K_ =0.4, as the

overshoot contributes to the ITAE. The IAE has a similar behaviour with these

different gains. A bigger value (1.9919 N -s) is obtained with K, =0.2 , and the

smallest value of IAE is attained when K, =0.3 (Figure 6. 21).

Table 6.3 ITAE and IAE of the system force response with different chhen the ball is

stationary
K. 0.2 0.25 0.3 0.35 0.4
2
ITAE(N -S%) | 07118 0.3958 0.4056 0.2181 0.7034
(from 0-1s)
IAE(N -s) 1.9919 1.6152 0.5937 0.6102 0.575
(from 1-5s)
25
2 -
15 .
@ ITAE
1 H |AE
i [
0.5 S
*
0 1 1 1 1
0 01 02 03 04

Figure 6. 21 ITAE and IAE using different KC.
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Figure 6.22 System response on the moving ball with different gains.
The previous test suggests that both K, =0.3 and K, =0.35could be the optimal

gain for control. In order to confirm it, the system was then tested using the gain

scheduling force control at a set point of 2N on the moving ball, with proportional
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gains from Tables 6.2 and constant integral gain of K. =0.002. The Staubli robot

was moved into contact with the stationary ball, and a contact force of 2N

established. The PUMA robot was then moved towards the coil at a speed of 20mm/s.
The actual contact forces were recorded during the movement for different K gains.
Figure 6.22 illustrates the system responses to the moving ball. As illustrated in
Figure 6.22(a), for a low value of gain K, =0.2 the system response is relatively
slow. As motion begins, the contact force increases to 12N, and then gradually
reduces and is maintained at 5N. When the gain K, is increased to 0.25 (Figure
6.22(b)), a faster response is obtained and the force attempts to stay constant at 4N

after a quick rise at the beginning. When K_is set to 0.3 as in Figure 6.22(c), the

system response is similar to K, =0.25. Further gain increases (K, = 0.35in Figure
6.22(d)) cause greater oscillation during the movement, and the system becomes less

stable and large amplitude vibrations occur when K, =0.4 (Figure 6.22(e)). The
ITAE against K, is shown in Table 6.4 and Figure 6. 23. Initially the value is
decreased with the increment of K., and a minimum value of ITAE is 39.14 N - s?
when K, =0.3. After this point, the ITAE value starts to increase again and it
reaches 50.54 N - s?when K_ =0.4. The trend of the ITAE values is consistent with

the results found previously.

Table 6.4 System responses with different gains

Kc 0.2 0.25 0.3 0.35 0.4
iITAg(N -sz) 54.51 41.9 39.14 44.26 50.54
__ 65
% 55
Z
-— 35 1 1 ]
0 0.2 0.4 0.6
KC
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Figure 6. 23 ITAE using different K_.

Same test as test 2 was carried out using gain scheduling method. The result is
illustrated in Figure 6.24. Compared with the results shown in Figure 6.18, the
maximum force error reduces to 5N when the ball moves towards the coil, and the
system returns steady state after the ball stops. This indicates the improvement on
force control using the gain scheduling method.
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Figure 6.24 Force control in Z axis using gain scheduling method.

Test 4: Combined position and force control

This test was designed to demonstrate the behaviour of the proposed controller and
the interaction between the axes controlled either by force and position controller.
Force control is applied on the Z axis using the gain scheduling method with

K, =03, whereas the remaining five axes are position controlled with
Ke =0.021, K,, =0.015.

1. Disturbance occurs in XY plane

In this test, a disturbance was applied in the position controlled directions. The

control force was set to F; =2N. The PUMA robot moves the ball in the XY plane
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(red arrow in Figure 6.25) a distance of 10mm at a speed of 20mm/s. Longer
distance can be achieved and found the performance is consistent, results of longer
distance is in Appendix 2. 10mm is used here because the distances recorded for

head movements are generally around 10mm (Chapter 3).

Staublirobot

Ball

Z axis

X axis

PUMA robot \

Y axis
Figure 6.25 PUMA moves the ball in XY plane.

The trajectory of the Staubli robot and the resulting force response is shown in
Figure 6.26. The position of the Staubli robot changes along the X-Y axis as it tracks
the movement of the ball, however, there is also a slight perturbation in the Z axis
(less than 0.5mm) with the force control attempting to maintain the 2N contact force.
Regulation of the contact force is seen to be good during the steady state, however,
there is a noticeable disturbance whilst the ball is moving. There is no change in

orientations during the movement.
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Figure 6.26 Behaviour of position and force controller with the position disturbance input.

A comparison of the trajectories of the ball and coil is shown in Figure 6.27. Whilst
this demonstrates that both profiles match, there is a noticeable lag of 150-200ms
between them. This is better than the 300ms reported in Richter’s study [Richter L.
et al., 2010]. The average root mean square (RMS) error during the movement is

around 2.4mm, and the average RMS error in steady state is around 0.8mm.
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Figure 6.27 Comparison of changes of trajectories between the Staubli robot and ball. The error
display on the picture shows the mean error during the movement and in steady state
respectively.

In order to further evaluate the tracking capability and the interaction between the
force and position controlled axes, the ball was moved around a circular path of
10mm diameter in XY plane, whilst attempting to maintain a contact force of 2N.
The trajectories of both the ball and the coil are shown in Figure 6.28; the blue line is
for the ball and the red line for the coil (Staubli robot). The Staubli robot (coil) tracks

the circular movement of the PUMA (ball), with a marginal movement in the Z
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direction. The average RMS error is 2.68mm during the movement which is slightly

larger than the previous test. The steady state error is around 0.8mm.

-
o

1 Ball
Caoil

Change in X axis
(6]

0.8mm

0 1 1 1 [

3.5 4 45 5 55
tl)15 T T T
x
[
> 10} .
= +
% 5 Fiom
% 3.5mm
c
O 0 1 1 L

35 4 45 5 55

—_

[
—_

Change in Z axis
o
e
3
3
—p
o
)
3
3

w
(6]
o
I
w
o
w
w

Force (N)
o N A OO
é 1 .

3.5 4 45 5 5.5
Time (s)

Figure 6.28 Profiles of trajectories when the disturbance is a circle. The error display on the
picture shows the mean error during the movement and in steady state respectively.

The performance of the combined position and force controller on a long
displacement is shown in Figure 6.29. A disturbance was applied in the position

controlled directions. The control force was setto F, =2N. The PUMA robot moves

the ball in the XY plane (red arrow in Figure 6.25) a distance of 100mm at a speed of
20mm/s. The system behaviour and performance are similar to the previous test
using 10mm. The position of the Staubli robot changes along the X-Y axis as it
tracks the movement of the ball, however, there is also a slight perturbation in the Z
axis (less than 0.5mm) with the force control attempting to maintain the 2N contact
force. The averaged RMS error during the movement is around 2.4mm and reduced

to 0.8mm in steady state, which is consistent to previous tests.
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Figure 6.29 Trajectories when the system deals with 100mm displacement in X and Y axes. The
error display on the picture shows the mean error during the movement and in steady state
respectively.

2. Disturbance occurs in X,Y and Z axes

Previous tests have tested the response to the disturbances in the XY plane, this test
was designed to evaluate the tracking performance when moving in all three
directions, again with a set force of 2N in the Z axis. The experimental procedure
was similar to the previous tests, but with the ball being moved a distance of 10mm

in the X, Y and Z axes simultaneously at a speed of 20mm/s (Figure 6.30).
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Figure 6.30 PUMA moves the ball in 3 direction simultaneously.
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Figure 6.31 Combined position and force control with a desired force of 2N. The error display
on the picture shows the mean error during the movement and in steady state respectively.
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Figure 6.31 illustrates the tracking performance for both position and force, when the
ball is moved along a straight line in Cartesian space. The trapezoidal trajectories in
X and Y (top two figure) clearly illustrate the tracking performance, with an
averaged position error of 2.5mm during the movement. This compares with the Z
axis where it reduces to 1.8mm, and which is influenced by the combined position
and force control. The desired 2N contact force is only maintained during the
stationary dwell period. When the ball is moved towards the coil the contact force
has a maximum force error of 4N with significant perturbations. In contrast, when
the ball is moving away from the coil the contact forces appears to drop to zero

which implies contact is lost and becomes intermittent.
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Figure 6.32 Circular path in 3D space.

Another test using a circular path of 20mm diameter (around 10mm in each axes,
which is consistent to previous test) in Cartesian space (Figure 6.32) for the ball to
test the tracking capability and the interaction between the force and position control
of the system. The desired force was again set to 2N. The top three profiles show that
the Staubli robot is able to track the movement along a curve in Cartesian space. The
force increases to 6N at the beginning of the movement and is maintained around 4N
until a change in direction occurs in the Z axis when it drops close to ON. Stable

force control is only achieved once motion has ceased.
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Figure 6.33 Position and force response to the 3D circle disturbance.

Another test was designed to evaluate the tracking performance when moving in all
three directions, again with a set force of 2N in the Z axis and the ball moves a
distance of 10mm in the X, Y and Z axes simultaneously at a speed of 20mm/s. The
system behaviour again is consistent (Figure 6.34), with a similar profile and RMS

errors (2.5mm during the movement, 0.8 in steady state). These results indicate the

system performance is not affected by the movement of the distance.
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Figure 6.34 Trajectories when the system deals with 100mm displacement in X,Y and Z axes.
The error display on the picture shows the mean error during the movement and in steady state
respectively.

3. Disturbance in rotational axes

The previous tests were performed with a displacement disturbance but no change in
orientation. This test was established to demonstrate the system behaviour when
there was an orientation change. An orientation disturbance of the ball induces both
changes in position and orientation to the coil, as the contact point to be maintained
is not the tool centre point (TCP) of the PUMA robot (Figure 6.35) and the
coordinate systems of both robots are not aligned. The TCP of PUMA was defined
as the centre point of the tool flange which is about 40mm below the bottom of the
ball.
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Figure 6.35 TCP of the PUMA robot.

The desired force was set to 2N, the PUMA robot was rotated through an angle of 10
degrees about its Y axis of the base frame, at a speed of 1rad/s. As illustrated in
Figure 6.36, the top three profiles show the change in the X, Y and Z axes, the
middle figure is the force response and the rest of them show the orientation about
the X, Y and Z axes. Since the relationship is not linear between the movements of
the ball and coil, the Staubli robot makes its movement in five directions in order to

track the movement of the ball, and the maximum force error is about 2N.
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Figure 6.36 System behaviour when there is an orientation disturbance input. . All rotation axes
are with respect to coil frame.

Since the relationship is not linear between the movements of the ball and coil, the
changes in positions recorded by the position sensor for the ball and coil are not
linear. This makes the error check for orientation more difficult to be performed than
that of position. In order to conduct the error check, a test was carried out by aligning
the Z axis of the PUMA robot with that of the Staubli robot, and a rotation of 10
degree was made about the Z axis. The trajectory of the coil is shown in Figure 6.37,
the coil rotates about the Z axis and there is no noticeable effect on the other

directions. The error of the rotation is about 0.5 degree in steady state.
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Figure 6.37 Trajectories of the Staubli robot followed by a rotation input about the Z axis. All
rotation axes are with respect to coil frame.

6.5.3 Practical considerations

The following practical considerations were encountered in the course of the above

experiments:

1. Effect of K, on force behaviour when using gain scheduling method
In this application, the gain scheduling method only adjusts the proportional gain
K . Although the integral term K, has an effect on accelerating the system to the

steady state and reducing the steady state error, limited effect has been found when it
is applied to the moving object. A similar test was carried out using procedure of test
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3, with K, =0.35and K =0.002, K, =0.005 K =0.01 respectively. The force
responses are illustrated in Figure 6.38. A noticeable difference is that the contact
force increases to 8N with a larger K, as motion begins (Figure 6.38(c)). The rest

behaviour of these three responses are similar, which gradually reduces and is

maintained at 5N. The ITAE values confirm that they have similar responses, which
is 39.14 N-s? ( K, =0002), 39.19 N-s* ( K, =0.005), 39.26 N-s?
(Kg =0.01).
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Figure 6.38 System force response using different KFI .

2. Effects of K, K;,; on the interaction between position and force control

Test 4 has shown that the position control has a slight effect on the force controlled

axis. This section discusses how the gains used for position control affect the
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interaction. Figure 6.39 illustrates the behaviour of the system when the PUMA

robot moves the ball in X direction at a speed of 20mm/s and the Staubli robot tracks

the movement with greater gains of K., =0.028, K, =0.02.
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Figure 6.39 System behaviour when the Staubli robot tracks the movement of the ball with a
fast response time.

It can be seen that the lag between the trajectory of the ball (blue line) and coil (red

line) was reduced compared with the response illustrated in Figure 6.26
(Kpp =0.021, K, =0.015 were used). However, there is a significant vibration in

the Z direction caused by the movement in the X direction and the maximum force
error reaches 7N with significant perturbations. Slight oscillation also occurs in the

Y axis during the movement by about 0.3mm. This result indicates that the greater
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gains used in position control can reduce the lag between the movements of the ball

and coil, however, the robot movement becomes unstable in Z axis.
3. Force response with different speeds

Another test was conducted using the method in test 3 with K, =0.35,K, =0.0015,

but with different speeds of 10mm/s, 20mm/s, 30mm/s, 40mm/s, 50mm/s and
60mm/s. The ITAE of the force responses with these speeds are illustrated in Figure

6.40. It can be seen that the robot has a better response when the ball is moving at

speeds less than 40mm/s (ITAE is around 40mm-s®), with a progressive
deterioration in ITAE with increasing speed. The reason is the limitation of the gain

scheduler is reached when the ball moves at a speed more than 40mm/s.
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Figure 6.40 ITAE of force response with different speeds. Error bars show the standard
deviation.

4. System behaviour with different desired force

Previous tests were carried out using a desired force of 2N. This section examines
the system behaviour with different forces. The experimental procedure was similar
to test 4, but the desired force was set to 5N and 10N respectively, at speeds of

20mm/s, 25mm/s and 50mm/s. The results are illustrated in Figure 6.41.
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Figure 6.41 System behaviour with different desired force.

The top three curves of Figure 6.41(a) demonstrate the trajectory of the coil, and the
bottom one is the force response of F; =5N . Compared with the coil’s trajectory in

Figure 6.31, there is no significant difference found in the changes of positions with
these two different force set points. In addition, the average RMS error of the

position during the movement is around 2.5mm (Figure 6.42), which is consistent
with the error found in test 4 when F, =2N . The force behaviours are also similar,

whereby the force increases when the ball moves towards the coil, and is decreased
when the ball moves away. However, with the larger force, the contact can be
maintained even at the speed of 50mm/s. This indicates the force response is faster

with a larger force set points. Figure 6.41(b) is the corresponding system response of
where F; =10N , and the force response is more stable compared with the smaller

force, where the contact between the ball and coil is never lost with this force.
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mean error during the movement and in steady state respectively.

The ITAE values of these three contact forces are illustrated in Figure 6.43, where
the ITAE decreases with the increment of the force. This indicates that the force
error of larger force set point is better than the smaller set point during the movement

and the system is more stable and faster when a larger force set point is used for

control.
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Figure 6.43 ITAE value of different desired forces. Error bars show the standard deviation.

5. System behaviour with different update rates

The ITAE of the force responses with different update rates were calculated using

K. =0.3, K5 =0.0015. The ITAE value of three update rates of 4ms, 8ms and 16ms

are illustrated in Figure 6.44. It can be seen that lowering the update rate of the
control system leads to reduced system performance. The ITAE is 40 N -s* with the
fast rate of 4ms, and this value is significantly increased to more than 90 N - s® when

the update rate is set to 16ms.
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Figure 6.44 ITAE value of different update rate.
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6. System behaviour of tracking natural movements
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Figure 6.45 System behaviour with natural data.

The disturbance motions used in previous tests are all predefined movements. This

section tracks the natural movements of a subject using the combine position and
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force controller. Twenty positions and orientations were randomly selected from the
subject’s movement data captured in Chapter 3, and they were input into the PUMA
robot to simulate the natural movement. The PUMA robot moved the ball randomly
between these predefined points. System behaviours are illustrated in Figure 6.45;
there are both position and orientation changes during the movement, the trajectories
of the robotic tracking are a combination of the behaviours addressed in previous
tests. The trajectories of the robotic tracking follow the predefined trajectories with a
maximum RMS error of 2.6mm in position and 1.3 degree in orientation, which is
consistent to previous tests. In addition, the trajectories of manual tracking are also
illustrated in the figure, it is obtained by manually following the natural movement.
It can be seen that it is difficult for the experimenter to manually maintain and refine
the position and orientation when the PUMA robot moves. The error in position and
orientation are significantly worse than the robotic TMS system, and different
trajectory of the manual tracking is obtained with different experimenter, and it also

varies from time to time with the same experimenter.

6.6 Summary

A combined position and force controller is proposed to track movements of moving
objects. In this application, an external position sensor and wrist-mounted force
sensor are used to control a Staubli manipulator using external real-time path control.
The controller is proposed to control all six axes of the manipulator, where the Z axis
of the coil frame is force controlled and the remaining is position controlled.
Experiments were carried out and the results show the controller has the capability to
track the position and orientation disturbance in any axis. In this application, the
force response cannot be satisfied using the force PI controller with the constant
gains as it introduces either slow force responses or instabilities to the system
(Figure 6.17 and Figure 6.18). For this reason, the gain scheduling method is applied
in the system for force control, and the force response is significantly improved
using the gain scheduling method, which has a maximum force error of 4N during
the movement and the ITAE of a period of 5 seconds is around 40 N -s*. The
performance of the combined controller has been evaluated. The RMS error of the

position during the movement is around 2.5mm and reduces to 0.8mm in steady state.
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This performance is not only affected by the control gains, but also different control
force and speed of the movement. Figure 6.43 shows the controlled force set point of
2N, which makes the force control more challenging in this system. In addition, it is
found that the update rate has a significant effect on the system performance (Figure
6.44), and this application is limited by the update rate of the robot controller which
is 4ms as maximum. In conclusion, although more work should be done to improve
the performance of the combined position and force controller, it can control both the
position of the coil and the contact force, which has met the robotic system has
shown the significant advantage over the hand-held TMS system. The next chapter

will discuss the software design of the system.
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CHAPTER 7

SOFTWARE DESIGN

Previous chapters have discussed the major techniques employed in the robotic TMS
system. This chapter presents the development of the software requirements which is
a key component of the system since the realization and integration of all the
techniques described previously depend on appropriate software design and
integration. The QNX real-time operating system is employed for the control PC due
to the excellence of its microkernel structure and inter-process communication
mechanism. The software can be divided into two parts according to the different
controller requirements. The major part is developed on the QNX real-time control
PC using C++; a modular approach was adopted to match the functions of the system.
A user interface was also built up using PhAB application builder to provide the
experimenter with a user friendly interface to communicate with the system. The
other software component is built on the CS8C robot controller using the VAL3
programming language. A real-time motion control function called ALTER is
applied in order to externally control the robot movements. An Ethernet connection
that communicates via TCP/IP socket is established between the two controllers for

exchanging information.
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7.1 QNX real-time operating system

Since several tasks are required to running simultaneously on the PC, an appropriate
operating system is essential to ensure the robust and performance of the robotic
system. The QNX operating system (full name: QNX Neutrino operating system)
implements the standard POSIX API; version 6.4.0 is employed in this application.
It provides for multi-tasking, multi-threads, priority-driven pre-emptive scheduling,
with fast context-switching that are essential ingredients of a real-time system. More
details of QNX system is in Appendix 2.1.

7.2 VAL3 Robot Language

The VAL3 (Staubli) robotic programming language is employed with the CS8C
controller, and is a high level robot programming language. The VAL3 language is
integrated as a part of the robot control system and it combines the basic features of a
standard real-time high-level computer language with functionalities that are specific
to the control of an industrial robot. The VALS3 language uses an easy to understand
syntax and clear instruction set. The control applications can be written on the
Manual Control Panel (MCP) or on a PC in a specific development environment and
downloaded to the robot controller. VAL3 can continuously compute the trajectory,
which allows complicated motions to be quickly executed and reduces the
complexity of the overall system. More details on how to programming with VAL3
are in Appendix A 2.3. The tracking scheme requires the robot’s movement to be
controlled in real-time so that the robot can immediately track the subject’s head
movement. The real-time motion control function integrated in the Staubli robot
controller is called ALTER. It allows the geometrical transformation (rotation and
translation) applied to a robot path to be immediately effective. This feature makes it
possible to modify a nominal path with external sensors (position and force sensors
are employed in this application). There are six main instructions used in this

application:

o alterBegin():initialize the alter mode for the alterable path being executed.
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e alterEnd(): exit the alter mode and make the current move not alterable any

more.

e alterMovej():register an alterable joint move command.

o alterMovel():register an alterable linear move command.

e alterMovec():register an alterable circular move command.
e Alter(): specify a new alteration of the alterable path.

The ALTER mode initiated with alterBegin() terminates with an alterEnd()
command. When the end of an alterable path is reached, the ALTER mode remains
active until alterEnd() is executed. The ‘altered’ coordinates are defined in the frame
or tool specified with the alterBegin() instruction. When a frame is used as reference,
the path modification is with respect to the world frame of the robot. This mode must
be used when the deviation of the path is known or measured in the Cartesian space.
When a tool coordinate frame is used as reference, the path modification is relative
to the tool frame. This mode must be used when the deviation of the path is known
or measured relative to the tool centre point (TCP). The alterEnd() instruction is
needed to specify how to terminate the ALTER mode, either before the nominal
move is complete, so that the next non-alterable move can be sequenced without stop;
or after, so that it remains possible to move the arm with ALTER while the nominal
move is stopped.

The tool is used as the reference frame in this application, and programming consists

of following steps:

e Use alterBegin() enable the ALTER mode, and select the ALTER mode that
relative to the tool frame.

e Define the nominal path which is programmed as standard moves with

alterMovej(), alterMovel() and alterMovec() instruction.
e Specify a deviation to the nominal path with alter() instruction.

e End the alteration with alterEnd() if the alteration is finished.
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The ALTER command must be synchronized with the communication period so that

the path modification can continuously respond to the subject’s movement. This is

achieved using synchronous VAL3 task with taskCreatSync() instruction which has

a maximum update rate of 4ms.

7.3 Design of the software system

There are following major requirements proposed for design of the software system:

Deterministic operation. Since the most important property of the software
system is to ensure the safety of the subject, it is necessary to design the

software with predictable behaviour during the running time.

Tolerance to system faults. Unpredictable system faults occurring during the
stimulus operation may be of critical consequence to the subject’s safety, for
example: the communication between the host computer and the tracking
system could disconnect; or the power of the tracking system could be lost
during operation. The software system should respond immediately to these

faults.

Module-style-design. The overall software system should be divided into
modules with each module handling a specific task. This method can help
reduce a complex problem into simpler ones, and it because easier to identify

the origin when faults occur.

Optimal time plan of data acquisition. The robotic TMS application requires
the latest data of the position and orientation of the coil and subject’ head.
The update rate should be as quick as possible, however, the rate is

constrained by the performance of the hardware.
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7.3.1 Overview of the software system

The architecture of the software system is illustrated in Figure 7.1. The position and
force data are acquired and processed by the QNX control PC, and the ‘ALTER’
trajectory is transmitted to the robot controller to guide the robot movement.

Polaris Spectra Force
(Position sensor Transducer
and passive tool)
3
Force data Data request
Packed position data API Command command
| Pre-operative acquisition i Hybrid Controller
i Calibration module i Position system control )
i | Automatic ‘hot-spot’ finder | % *
| : Force system control
! | Manual ‘hot-spot’ finder i v
! i Tracking Image viewer
QNZX control PC
Ethernet communication
Communication task ALTER task Calibration task Emergency Stop
CS8C Robot Controller

1

Robot Arm

Figure 7.1 Software architecture.

There are three main modules integrated in QNX control PC: Pre-acquisition module,
hybrid controller module, and image viewer. The pre-acquisition module is
developed for the pre-operative mode of the system, it consists of three functions:
calibration, manual ‘hot-spot’ finder and automatic ‘hot-Spot’ finder. The hybrid
controller module is the fundamental section in the system, and comprises three units:
position sensor system control, force sensor system control and tracking units. The
position and force sensor system control units provide the parsed position and force
data to other modules. The tracking unit incorporates the tracking control algorithms

proposed in Chapter 6, and generate the trajectory of the robot arm according to the
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hybrid position and force controller. The image viewer module is used for displaying
the MRI images of the subject. In addition, it can also display the current stimulation

position after the registration of the MRI image and the real head of the subject.

Robot in ready P
position

S: Successful 5 ¢
F: Failure Initialization of Polaris F

Y:Yes system
N:No
s 4

Tnitialization of Force
sensor

Sy
Coordinate system F
registration

s 4

Create the socket and
request the connection

!

Manual/Auto,

“hot-spot”
finder?

Auto

v
Automatic “hot-spot™ Manual “hot-spot™
finder finder

Define the
relative
transformation?

Start the force and
position tracking

¥ v

Experiments
finished?

 J
Robot emergency stop

Figure 7.2 System operating sequence.

194



The operating sequence of the system is illustrated in Figure 7.2. The robot starts
with a ready state, followed by initialization of the position tracking system and
force sensor system. The initialization includes establishing communication, setting
baudrate, sampling rate, channel numbers, passive tools. If the initializations are
successful, the coordinate system registration is carried out. Several consecutive
movements are made by the robot arm to establish the registration and
transformations are calculated once these movements have finished. After
registration, the ‘hot-spot’ (stimulation site) is established, using either the manual or
automatic mode. In the manual mode, the system enables “tele-operation” so that the
experimenter can grasp and position the coil manually to find the ‘hot-spot’. The
latter mode is selected, once the robot has been initially positioned by the
experimenter, and initiates the automatic finder routine. Once the ‘hot-spot’ is
defined, the relative transformation between the coil and ‘hot-spot’ should be
recorded, and the tracking mode runs until this experiment finished. If any
component failure is detected during the tracking, the robot will be stopped
immediately.

The CS8C robot controller receives information from the PC to guide the robot
movement or modify its position. It has four major tasks to accomplish, namely
communication, calibration, ALTER and emergency stop tasks. The communication
task sets up the Ethernet communication and talks with the PC via socket. All
information sent from the PC to CS8C is received and parsed by this task. The
calibration task is used for collecting sets of robot positions and orientations to
format the equation and finally obtain the transformation between the position sensor
and the robot base frame. The ALTER task is used to control the robot motion in
real-time. Finally, the emergency stop task detects any system faults and stops the
robot immediately. The communication and ALTER task are created as synchronous
tasks since they have to be scheduled at regular periods of 4ms for data acquisition
and motion control. The other two tasks are asynchronous tasks, the emergency stop
task are set at the highest priority to ensure the safety. The flow chart for the
operating sequence of these four tasks is illustrated in Figure 7.3. To begin with, the
robot arm is commanded to a ready position. The calibration task is then called if
calibration has not been carried out. Once the calibration is complete, the socket link
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is initialized; and the communication task will keep listening at the port until there is
a connection request. After the connection is successfully established, the port can
received the data sent from the PC and the ALTER task can initiate the robot
movement. If any failure takes place during this process, the emergency stop task is
called, and system stops immediately. If there is no failure, the system keeps running

until the experiment finished. Finally, the robot returns to the ready position.

> | Fobot in ready position |

L ‘ Call emergency stop task }Qi

Does it need
calibration?

4‘ Call calibration task

-;I Establish the socket link ‘

‘ Listening the socket ’17
3: Successful
F’:_Ffulu.re Is there a
Y Yes connecting
N: No

request?

Accept the connection I—’
| s

Is there any
updated data?

4

4% Receive the data I

5
A 4 F

‘ Alter the robot movements |

Finished?

Return to ready position

Figure 7.3 Flow chart of the application running on the CS8C.
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7.3.2 Serial communications in QNX operating system

Serial communications in QNX is required for the Polaris system which is controlled
through a RS232 interface. QNX considers the serial ports as device files, thus a
serial port can be accessed by simply opening the corresponding device file. Each

serial port on a QNX system has one device file (files in the /dev directory)

associated with it; the device file of the serial port used in this application is

/dev/ser0Q. Since a serial port is a file, the open() function is used to access it, such as:

fd = open("/dev/ser0", O RDWR | O NOCTTY) ;

The open option O_RDWR indicates that the port is open for both reading and
writing. The O_NOCTTY flag tells QNX that this program does not want to be the
"controlling terminal™ for that port. If this is not specified, any input (such as
keyboard abort signals) would affect the process. write() and read() function are

used to transmit and receive data respectively:

n = write (fd, "ABC\r", 4);
size read = read( fd, buffer,sizeof( buffer ) );

The write() function returns the number of bytes sent or -1 if an error occurrs. When
the port operates in raw data mode, each read() call will return the number of

characters that are actually available in the serial input buffers. If no characters are
available, the call will block (wait) until characters come in, which means that
reading data from the serial port will freeze the execution of the program. In order to
resolve this problem, the port should be always set to non-block mode before the
data acquisition procedure, carried out by setting the O_NONBLOCK option when
opening the serial port:

fd = open("/dev/ser0", O RDWR | O NOCTTY| O NONBLOCK) ;
The close() function is used to close the serial port:

close (fd) ;
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tcgetattr() and tcsetattr() are the two major functions to get and set terminal
attributes, such as baud rate, number of data bits, parity, stop bits etc.
A termios structure is used to contain all of the serial options in QNX. An example is
listed as follows to configure the baud rate of the serial port to 9600, eight (8) data
bits, no (N) parity bit, and one (1) stop bit.

/******************

struct termios tio; //define termio structure
speed t speed; //define serial speed
//8,n,1

tio.c cflag &=~CSIZE;

tio.c _cflag &=~CSTOPB;

tio.c cflag &=~PARENB;

tio.c cflag &=~ IHFLOW;

tio.c cflag &=~OHFLOW;

tio.c _cflag |=CS8|CLOCAL|CREAD;

//8,n,1

speed=B9600;

rc = cfsetispeed(&tio, speed)//Set the input baud rate in a termios
structure

rc = cfsetospeed(&tio, speed);//Set the output baud rate in a

termios structure

rc = tcsetattr (fd, TCSANOW, &tio) ;

/******************

Since an API command: “TX” is required to be sent to the Polaris system
continuously to acquire the latest transformations of the passive tools, a “FD handler”
is setup using PtAppAddFd() in order to efficiently coordinate the transmit and
receive data via the serial port. An “FD handler” is a function that is called by the
main event loop when an 1/O port is ready for input or output. This means whenever
data is waiting in the receive buffer of the serial port, a function will be called
automatically, the data then can be read and parsed. On the other hand, when the data
read is completed and the port is ready to transmit, a TX function is called
automatically. In this way, transmit and receive data can be executed at an optimal

speed without consuming more system resource.
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7.3.3 Ethernet communication using socket

The communication between the QNX PC and CS8C robot controller is established
via Ethernet link using a socket, which provides an endpoint for bidirectional inter-
process communication. There are two widely used socket types, namely, stream
sockets and datagram sockets. Stream sockets treat communications as a continuous
stream of characters, while datagram sockets have to read entire messages. Each uses
its own communications protocol. Stream sockets use TCP (Transmission Control
Protocol), and datagram sockets use UDP (Unix Datagram Protocol). However, the
CS8C robot controller only supports TCP, and uses the client server model. As
illustrated in Figure 7.4, these terms refer to the two inter-communication processes
in which the client, connects to the other process, the server, typically to make a
request for information. The server in turn typically offers its services to the client,
which needs to know the existence and the address of the server, however the server
does not need to know the address of the client prior to the connection being
established. Once a connection is established, both sides are able to send and receive

information to each other.

The steps involved in establishing a socket on the server side are as follows (Figure
7.4):

e Create a socket with the socket() system call;

e Bind the socket to an address using the bind() system call. For a server socket
on the internet, an address consists of a port number on the host machine;

e Listen for connections with the listen() system call;

e Accept a connection with the accept() system call. This call typically blocks

until a client connects with the server;

e Send and receive data;

Socket closed once the communication thread is quit.

The steps involved in establishing a socket on the client side are as follows (Figure
7.4):
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e Create a socket with the socket() system call;

e Connect the socket to the address of the server using the connect() system

call;
e Send and receive data.

e Socket closed once the communication thread is quit.

Server
Socket
> Bind
Client l
Socket Listen
¢ Establishing connection
+ Connect + > Accept
l Client sending data l
server receiving data
Send > Recy -
l Client receiving data l
server sending data
Recv + Send
Client sending an end l
v message
Close Socket I » Recv
v
Close Socket

Figure 7.4 TCP socket flow diagram.

Here the QNX PC is used as the client (which makes requests), and the CS8C robot
controller is set as the server (which responds to the requests). On the CS8C robot
controller, the socket can be configured as client or server mode directly via the
control panel. The server socket is activated in the CS8C each time a VAL3 program

uses it, and is deactivated when the instruction clearBuffer() is called. In VAL3, The
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sio type is used to link a VAL3 variable an Ethernet socket connection. There are

two instruction types used to control the socket:

sioGet ():Reads a single character or an array of characters from the socket and
returns the number of characters read. The reading sequence stops when the data
array is full or when the input reading buffer is empty. For an Ethernet socket
connection, sioGet first attempts to make a connection, if a timeout for input
communication has been reached, sioGet returns -1. If the connection is active, but
there are no data in the input reader buffer, sioGet waits until data is received or until
the end of the waiting period has been reached.

sioSet():Writes a character or an array of characters to the socket and returns the
number of characters written. For an Ethernet socket connection, sioSet first tries to

make a connection if there is no active connection.
7.3.4 Calibration module

The calibration module is designed as part of the software system so that calibration
can be easily carried out if the position of Polaris Spectra tracking sensor has
changed prior to starting the TMS stimulation session. The software module is
designed in two parts (Figure 7.5): the first part collects the robot positions, and the

other solves the transformation equation 'HX='HYB .

Calibration Module

Robot position collection for
building equation: 4X = XB

Solution of equation: AY = AB

Figure 7.5 Calibration module: robot position collection and solution.
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The operator interface of this module consists of five buttons (Figure 7.6). The top
button opens the communication port between the robot controller and QNX PC. The
next three buttons are used to successively command the robot to do consecutive
movements, and to record the positions and orientations of the robot with respect to
its base frame and corresponding positions and orientations of the passive tool, with
respect to the tracking system frame. Seven positions are recorded by the system,
and are used for building Eq. (5.19). The ‘cali’ button is used to build and generate
the solution to Eq.(5.23) and Eq.(5.24).

{5y | = Calibrationl [ = 3%

‘ Open Port

| Get Posl

| Get Pos2

|
|
|
] Get Pos3 |
l

] cali

Figure 7.6 Control window of calibration module.

Singular Value Decomposition (SVD) method is used to analyse the solution of Eq.
(5.23) since it is more accurate than the least squares method for linear optimization.

For a given matrix M e R™" decomposition is given by:
M=UYV' (7.1)

where

e U is a mxn matrix with orthogonal columns; the column vectors of U are

the left singular vectors of M :

e > isa Nxn diagonal matrix with non-negative values; the diagonal values of

2. are the singular values of M :
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e VTis a nxn orthogonal matrix; the column vectors of V' are the right

singular vectors of M .

The SVD can be used to solve the linear equation Ax = b with higher accuracy than

the least squares method. This is equivalent to minimization of the squared norm of

||Ax—b||2. The SVD of Ais given by A=U XV' where U e R™"with its columns

being orthogonal and Vv is an orthogonal matrix; and there are: U'U =1__ and

nxn

V'V =1__. Y is a diagonal matrix with positive or zero elements on its diagonal. In

nxn *
addition, for any vector Vv, a norm-preserving property for an orthogonal matrix M

gives the norm :

[Mv] = v] 7.2

hence:

min(|Ax — b|") oc min(||Ax b))
= min(|U £V "x - bf) (7.3)
= min([ZV " x-Ub])

substituting Y =V 'Xand z =UTbto Eq.(8.3), it becomes Yy = zand can be written
like:

§1 Zl
& Z,
. y :
Ev "z
Y,
fn : zn
5 =l (7.4)
0 yn—l N
z I
0
0 Z

The solution of the linear equation is:
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yi =z 1¢ (7.5)

and the final result is given by:

X =Wy (7.6)

here Eq.(5.23) is a linear equation of the form Ax =0. Thus the minimization of

| Ax| needs to be carried out, and a constraint has to be imposed on X to ensure
x=0. Hence, the problem reduces to that of finding X which minimizes ||Ax|

subject to x| =1.
Hence :

|AX|=|u ZVT¥| ==V (7.7)

substituting y =V 'xto Eq. (7.7), the problem becomes the minimization of [ y|

subject to |y| =1; where X is a diagonal matrix with elements in descending order,

thus the minimal solution is Yy = (0,0,---,0,1)T, and X is equal to the last column of

Vv using Eq. (7.6).
7.3.5 Hybrid controller module

This module comprises three submodules: force sensor control, position sensor
control and tracking submodules. The force and position sensor system control
submodules are used to obtain the force and position data from the sensors; and parse
the data for further use. The tracking submodule is designed to utilise the data for
tracking control using the combined force-position control method previously
described in Chapter 6. These are controlled by three different threads, the purpose
of which is to ensure the independency of each submodule functions. By using
multi-threads, the sensors can continuously update the data, and the processed data
can be transferred to the robot controller for further use. In this way, the data

transferred to the robot is the most up to date, which ensures both the performance
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and safety of the whole system. The algorithms for the tracking submodule are

described in Chapter 6.

F/T Mini
40Transducer

i

PowerDAQPCI Card

1l

PCI bus interface of
QNX PC

DAQcontrol K> | PowerDAQDLL <:> Power DAQ Driver

Transducer control — Data Buffer

Fy

]
]
|
Data process i
!
]
]

Figure 7.7 Structure of force sensing control application.

. Force sensor control submodule

The structure of the force sensing control submodule is illustrated in Figure 7.7, and
comprises three parts: DAQ device control, transducer control and data process. The
DAQ control application communicates with the DAQ PCI board via the PowerDAQ
API (UEI, Inc, US), which is integrated into the PowerDAQ dynamic-link library
(DLL). The PowerDAQ API includes a set of functions that allow user applications
to get board-specific information, such as model, serial number and interrupt request
(IRQ) line. These API can manipulate the PCI card through the DAQ driver. Data is
transferred from the board through the PCI bus and stored in the user-level buffer.

The following steps are used to obtain a set of analog data from the force transducer

through the DAQ card and convert them into force and torque values.

1. DAQ card initialization, using the following steps:
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e pd_find_devices() is used to establish communication with the card,
the number of channels, scan rate, input range, input mode can be

configured.

_PdAlInReset()is used to reset the board.

_PdAInSetCfg() is used to set up the configuration.

_PdAInSetChList()is used to set up the Channel List.

_PdAInEnableConv() is used to enable conversions.
e PdAInSwStartTrig() is used to issue the software-based Start trigger.

Transducer configuration, including: setting the calibration file, force and
torque units, and tool transformation. The following ATI ‘C’ library

functions are used to achieve the configuration;

e createCalibration - Loads calibration information for a transducer
from a calibration file.

e SetToolTransform - Performs a 6-axis translation/rotation on the

coordinate system of the transducer.
e SetForceUnits - Sets the units of force output.
e SetTorqueUnits - Sets the units of torque output.

Configured the board to collect analog samples as required using the on
board timer or a program loop using _PdAInGetSamples().

Bias() function are used to store a baseline reading (zero the transducer).

. The ConvertToFT() function is used to convert another array of voltages into

forces and torques, and bias reading will be subtracted automatically.
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Figure 7.8 Software structure of position sensor system.
o Position sensor system control module

The structure of Polaris system control module is illustrated in Figure 7.8. The
position sensor is located in the working cell, and the passive tools are mounted on
the subjects or the robot arm. APl commands are available, and a serial
communication function is designed to transmit APl commands and receive data
from the position sensor. Tool definition files are loaded in the position sensor
before acquiring the data from it and the sensor returns the different tool identifiers
according to these files. After the positional and orientation raw data for these
passive tools is acquired and buffered, they need to be further parsed into position
and orientation data according to the number of tools. These separated data packets

are then saved in the different buffers that are ready for use.
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Figure 7.9 Flow chart for configuring the Polaris system.

The flowchart (Figure 7.9) illustrates the configuration process of the Polaris system.

The system is initialized using the instruction INIT to ensure that it has the correct

configuration, including firmware revisions and the characterized measurement

volumes for which the position sensor has been calibrated. Once the system is

successfully initialized, it reports the port handles that need to be freed using PHSR

01. A port handle is assigned to a tool definition file; the position sensor identifies
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the tool definition file through the corresponding handle. If there are port handles
that have been previous used, PHF is used, otherwise, PHRQ is directly used to
request the port handles. The command PVWR is then used to assign the tool
definition files to the port handles. Once the tool definition files are loaded
successfully, the system is required to report the port handles that need to be
initialized and enabled using PHSR 02 and PHSR 03 respectively. Commands PINIT
and PENA are used to initialized and enable the reported port handles in order to
track the tool. Finally, the command TSTART is used to start the tracking.

Part 1&2 Part 3 P/aI\T4 Part5 Parté Part 7

I |
0102+08126+02988-02040+04568-031514+043184-117696+02981000000710000227A
00003F84

Part 8 Part 9

Figure 7.10 An example of the data packet returned by the position sensor.

The information returned by the position sensor is raw data, and an appropriate
function is designed to parse and process the information according to the unique
structure of the data. An example of the returned data is illustrated in Figure 7.10.

All are hexadecimal characters, and the packet is divided into 9 parts:

1. Number of handles - 2 hexadecimal characters that indicate the number of
port handles for which transformations are returned. In the example, the

number of handle is 01, this indicates only one tool transformation is returned.

2. Handle Number which indicates the port handle whose transformation

follows (‘02’ in the example).

3. Tool rotational component, given in quaternion format of g =(q,,q,,d,.d,),

each 6 characters long including a sign, and an implied decimal in the
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position X XXXX. The rotational part is
g = (+0.8126,+0.2988,—-0.2040,+0.4568) in the example.

4. X,Y and Z translational component of the tool (unit: mm) with respect to the
global coordinate system, a signed 6 decimal digits with an implied decimal
point in the position XXXX.XX. In the above example, the translation of the
tool is T =(—315.14,+431.84,—-1176.96) .

5. An error value for the tool transformation. This RMS value, given in mm, is
the result of the least squares minimization between the marker geometry in
the tool definition file and data from the tool's markers measured by the
system. It includes a sign, and 5 decimal digits with an implied decimal in the
position X.XXXX, in the example is +0.2981.

6. Status of the tool, indicating whether the tool is out of volume, partially out
of wvolume, or missing. It also indicates whether the port handle
corresponding to each tool is enabled and initialized. It comprises 8
hexadecimal characters (32 bits), and each bit represents a status. In this
example the port status (00000071) indicates that the tool is occupied,
initialized, enabled, and out of volume. More detail of the bit field is given in
Appendix 2.4.

7. Frame number for each tool transformation. The frame number is
incremented by 1 at a rate of 60 Hz. The frame counter starts as soon as the

system is powered on.

8. System status, which indicates the system errors. It contains 4 hexadecimal
characters (16 bits), no system error (0000) is reported in the example. Detail
of the bit field is in Appendix 2.4.

9. A 16bit Cyclic Redundancy Check (CRC) value calculated by the system. It

is used to check and ensure the returned value is correct.

Since each part of the raw data has a fixed length, the information can be parsed

using a pointer, which points to the start address of the buffer used to store a packet.
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Each part then can be parsed using the start address of its buffer. A nGetTransforms()

function was developed as shown in Appendix 2.5.

o State machine of the tracking control module
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Figure 7.11 State machine of the tracking module.

A state machine is designed to ensure the system tracking control is always in a
predictable configuration and to make the software deterministic. Several key states
of the tracking control module are defined in the state machine as shown in Figure
7.11:
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System is ready to start. This state is established after the robot arm is in the

ready state and there is no problem with the hardware of the system.

Communication established state — established if the host computer
successfully connects to the sensors with correct configuration of

corresponding communication types.

Sensors initialized state — Entered if commands for initializing both force and
position sensors have been successfully completed. This is to ensure the

configurations of both sensors are determined successfully.

Sensors activated state — Sensors must be activated before they can capture
data. Therefore, this state is entered if the initializations are accomplished

successfully.

Tracking mode state — The system enters this state if both sensors are

activated and commands to begin tracking is successfully executed.

Update transformation — This state updates the transformation and entered
once the tracking mode is initiated and sensors have received the
corresponding scan data.

7.3.6 Software Design of Image module

The image module displays the preoperative scans obtained from MRI or CT scans,

and is used to assist the experimenter to obtain a view of the subjects' brain. After

appropriate coordinate system registration between the subjects’ head and the image

frame, the output can be extended for planning and guiding the placement of the coil,

and must meet the following requirements:

Support popular medical image formats.

Display both the scanned image and stimulation position. In order to give a
straight forward visualization to the experimenter, this application not only
displays the images but also displays the current stimulation position on the

image.
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e Coordinate registration. In order to find the current stimulation position on
the image corresponding to the real head, a registration function needs to be

integrated into the module.

e Communication interface. This provides for communication with other

modules in the system.

In this application the DICOM and Analyze image formats, which are the most
common formats, are used to store the scans. The Digital Imaging and
Communications in Medicine (DICOM) format, produced by the National Electrical
Manufacturers Association (NEMA), is the most common format used for storing
medical scans, and support the viewing and distribution of medical scan images,
such as MRI, CT scans. A single DICOM file contains both a header and the image
data (Figure 7.12). The header is used to store information about the patient's name,

image dimensions, and pixel spacing, etc.

Header:

Patient’s name
Image position
Image orientation

Imagefile:
Pixel values

Private fields

Figure 7.12 DICOM file structure.

The Analyze format is employed to normalize the scans for multi-dimensional
display. Unlike the DICOM format, one data item of Analyze format comprises two
files: the actual data in a binary format, with the filename extension .img, and
another file (header with filename extension .hdr) with information about the data
such as voxel size and number of voxel in each dimension. The format of the image
file contains uncompressed pixel data for the images in one of several possible pixel

formats:

e 1 bit packed binary (slices begin on byte boundaries).
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e 8 bit (unsigned char) gray scale.
e 16 bit signed short.

e 32 bit signed integers or float.

e 24 bit RGB, 8 bits per channel.

The header file describes the history of the pixel data and dimensions, including

three substructures:

e Header_key describing the header.
e Image_dimension for describing image sizes.
e Data_history which is optional.
These are represented as a structure (in ‘C’) and shown in Appendix 2.6. Based on

each format, a programme can be written to decode and view the image in QNX.

_________________________ Communication
i Analyze formatreader | interface

A

Coordinates of the
real head

Coordinates
registration

Image coordinate
capture

S

h 4

i Simulation position |
! display

Figure 7.13 Image module structure.

The image module is designed according to the above requirements with the

structure as shown in Figure 7.13. Since both Analyze and DICOM format readers

are available, the first task is to establish which format the file supports, after which
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the images are displayed on the monitor using the corresponding reader. If the user
needs to display the current stimulation position, the coordinate registration should
be carried out in advance. This can be achieved by registering the coordinates of the
image and the corresponding coordinates on the subject’s head, using the position
sensor and integral pointer. The image coordinates are captured using a mouse by
overlaying the positions on the displayed image. After registration, the stimulation
position, i.e. the current coil centre position, is displayed as a yellow point on the
Image as shown in Figure 7.14.

&= My Application il = Ci'%|

Load a MRimage

I Load image ]

[ ool |

Figure 7.14 MRI image viewer. The picture in the viewer is a 2D image, and the yellow point
indicates the current stimulation position of the head. The coordinates of the point (the origin is
the left upper corner of the image) are (230,45,16). The Z-coordinate depends on the slice
number of the image that is loaded.

The ‘Procrustes analysis’ method is applied to the image registration. This is a
statistical shape analysis method that used to determine linear transformation
(translation, orthogonal rotation, reflection and scaling) of the points in a matrix to
conform them to the points in a target matrix. The criterion is to minimise the sum of
squared errors of two sets of points. Suppose there are two objects made up from a

finite number of N points in p dimensions, are called landmark points. Two
representative matrices are X =(X;,X,,*=-X.) and Y =(¥;, ¥,,*Y,), where X.and Y,

(i=(1---n)) are vectors in p dimensional space. If X =(X,X,,---X,)is the target

matrix, the orthogonal rotational matrix Aand a translational vector b are used to
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match the points in Y =(Y;, Y, - Y,)to X =(X,X,,~--X,) and can be obtained by

minimizing Eq.(7.8).

n n_p
D=3~ Ay b =33 3y (=) "9
i=1

i=1 j=1

The rotational and translational part can be found separately. The translation part is

obtained by centring the two matrices by calculating the mean values of the columns

in the matrices. Denoting Z, = Ay, +Db, Eq.(7.8) can be written as:
n n n n
07 =3~ Ay b = Y- = D o+ e -2 k-2 )

to minimise D in Eq.(7.9), |X —z| =0, thus the translational vector is found by:
b=x- Ay (7.10)

after subtracted the corresponding mean from each column of X andY , the

remaining problem is to find the rotational matrix, and thus Eq.(7.8) becomes to:

D= 3. - Ay’ =trace((X ~YA)YX ~YA)")

=trace(XX ") +trace(YAATY) — 2trace(X "YA) = trace(XX ) +trace(YY ") — 2trace(X 'YA)
(7.11)

since A is an orthogonal matrix, then AA" =1 .

In Eq.(7.11), only the last term is dependent on A, and this should be maximized to

minimise D. In order to obtain A using this condition, a symmetric matrix of

constraints by %A can be defined, then the problem becomes to maximize Eq.(8.12),

r :trace(XTYA—%A(AAT -1)) (7.12)

we calculate the first derivatives of Eq.(7.12) with respect to matrix A using the

following lemmas:
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;
trace(AAA") = izp:imi i a,a., otrace(AMA ) _ Zp:ﬂ,,kakj + Zp:lmiamj —
k=1 m=1

m1id  kd 0a;

.
otrace(AAA") _9AA
oA

and lemmas:

p.n
trace(BA) = Zzbjiaﬁ’ 6”%(8'6‘) = bji — atracz(BA) _g
j=1 i=l ii

ij
we then equate the first derivatives of Eq.(7.12 ) with respect to matrix A to 0. Thus,

YTX =AA (7.13)

The SVD introduced in the previous section is applied to solve Eq.(7.13).
Transforming Eq.(7.13) with SVD, then becomes:

YTXXTY = AAATA — (UXVH)VZU)=A*— UX*U)=A"—>
A=UXUT (7. 14)

by substituting Eq.(7.14) to Eq.(7.13) A can be found by,

UXV ' =UYU'A— uv'=a

where U and V are px p orthogonal matrices.

Having obtained both the translational and rotational parts, the procedure for

establishing registration is as follows:
e Load the MRI images in the application.

e Use the Polaris tracking pointer to identify a desired location on the subject’s
head and record the coordinates with respect to the head coordinate system.

The coordinates of the corresponding point on the image are recorded.

e Repeat previous step until sufficient points have been collected.
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e Use the Procrustes method to complete the registration.

7.4 Summary

This chapter describes the software design of the robotic TMS system. A modular
approach has been adopted; the functionalities are all designed as a module and
integrated as a complete software system. The key features of QNX including
microkernel, IPC, threads and PhAB have been introduced, and based on these
properties, the control modules were designed using a multi-threads approach. The
corresponding user interfaces were also designed using PhAB. The VALS3 robot
language is also described, along with the ALTER (real-time motion control

function). The conclusion and future work are presented in the following chapter.
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CHAPTER 8

CONCLUSION AND FUTURE WORK

Transcranial Magnetic Stimulation (TMS) is an important technique for investigating
human neurophysiology and has the potential to be a routine treatment tool for
various neurological and psychiatric disorders, a robotic TMS system is developed to
hold and place the stimulus coil to improve the accuracy of the stimulation results
and the comfort of the subjects. The emphasis of this work is placed on the
development of the architecture of a robotic TMS system; different techniques are
integrated into the system to realize the basic but necessary functionalities to assist
the physiologist accomplish the TMS experiments. This chapter is the final chapter
of the dissertation and summarises all the research work presented, including the
achievements, along with discussions for future work that would enhance the

performance of the system.

8.1 Conclusions

The hypothesis of this research was that it should be possible to develop a robotic
TMS system to conduct TMS experiments. It should be able to position and hold the

stimulus coil over a fixed location and at a fixed orientation on the unconstrained
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head of the subject; and the robot should be able to track both small head movements
and maintain a small contact force between the head and coil. This goal has been

achieved as follows:

A prototype robotic TMS system has been developed to cope with some of the
disadvantages in the current hand-held system. It is an integration of three
subsystems: force sensor, position sensor and the robot system. It also integrates
several techniques to accomplish the specified tasks, including coordinate system
registration, position control using external position sensor, combined position and

force control using real-time path control.

To establish the adequacy of the design of the robotic system for the general
procedures of TMS, a series of preliminary TMS experiments were conducted on
real subjects using the hand-held system. In addition to familiarize the procedure and
obtain an understanding of the problems experienced in setting up a manual TMS
system, these experiments also aim to investigate the difference between Chinese
and Caucasians on various parameters measured from responses to TMS. The results
provide the first objective evidence that there are differences between TMS
measurements across different racial groups, supporting anecdotal accounts from
several laboratories. The subject’s movements in terms of movement volume and
speed, in addition to the contact force were addressed in the experiment. It was found
that the movements were relatively small during the stimulation session, within a
300*300*300mm cube.

The operating procedure was planned for the robotic TMS system: first of all, system
initialization, including initialization of the sensor and robot systems. Second, the
stimulation site is defined using the robotic system. Thirdly, robot tracks both the
force and movement during the stimulation session. Finally, robot arm returns to
start position after experiments finished. Two operating modes are designed for the
system based on the TMS procedure, a pre-operative acquisition mode and a tracking
mode. Pre-operative acquisition mode is designed to fulfil the first two experiment
procedures mentioned above, and the tracking mode is used during the stimulation
session. The stimulation site is manually established by the neuroscientist in most of
current TMS systems, and is a convenient method used by experienced
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experimenters. A real-time force control algorithm allows the experimenter to
manually manipulate the TMS coil. Using this ‘tele-operated” mode, the operator can
search for and acquire the desirable stimulation site just as they do with the current
manual TMS equipment. In addition, an automatic or image based ‘hot-spot’ finder

has also been integrated in the system.

Another key task in pre-operative acquisition mode is the registration between the
coordinate systems of Polaris Spectra system and robot arm. A calibration was
initially carried out for the Polaris position sensor, and the RMS accuracy was found
to be 0.41mm and RMS repeatability was 0.057mm for both tools used in this
application. A mathematical method yields a matrix equation of the form AX = XB
along with its generated equation of the form HX =HYB are applied for the
coordinate system registration. They were both experimentally validated in a series
of tests and precise calibration. It has been demonstrated that the latter equation has
better performance (around 0.55mm in translation) than the former one (around
1.45mm in translation) since the movements used to construct the equation are more

independent.

After coordinate system registration, the robot movement can be guided by the
external position sensor. A position tracking algorithm has been developed and
validated during the test, so that a moving object can be tracked using an external
position tracking system using the ALTER real-time path control available in VALS.
Furthermore, a wrist mounted force transducer was used to achieve the combined
position and force control during the stimulation session. An adaptive combined
position and force control architecture was developed based on a hybrid position and
force control method [Raibert and Craig, 1981]. In this application, the controller is
applied to tracking a moving object rather than following a trajectory on a fixed
surface. A gain scheduling PI controller was implemented to the combined position
and force control architecture, and its performance was validated during the
experiments. It has been shown that the proposed method can be used to compensate
the subject’s motion during the stimulation session. Furthermore, other control
methods can also be applied in the proposed control architecture, which allows it to

be extended or improved. The test result has shown that the system has met the
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specifications proposed in Chapter 3. And it also showed the significant advantage
and more accuracy of the robotic system over the hand-held TMS system (Figure
6.45).

An open architecture software control system along with a user interface was
developed to integrate all the subsystems, using a real-time operating system, QNX
6.4.0. The code was designed to be portable so that each module of system can be
easily integrated into other systems, and external software modules can also be easily
adopted into this system for extension. A VAL3 application was designed for the
CS8C robot controller to accomplish the robot movement, as a supervisory control
from the QNX PC via TCP/IP communication. The real-time path control protocol
ALTER is used to control the motion of the robot arm, and it has been demonstrated

that it can control the robot motion according to the tracked object’s movement.
A summary of achievements is as follows:

e This study creates the first objective evidence that there are differences
between TMS measurements across different racial groups. According to
these results, it would be unsafe to use normative data on these measures
gathered from healthy volunteers in a single racial group to diagnose
abnormality in a wider range of patients. Furthermore, gathering normative
data in heterogenous populations without consideration of race will increase
the variability in the measures and hence reduce their sensitivity to detect
abnormality.

e The subject’s movements in terms of movement volume and speed, in
addition to the contact force were addressed for the TMS experiment.

e Design of a prototype robotic TMS system to assist the neuroscientist to
conduct experiments, including hardware, software design, and operational
procedures of the robotic TMS system.

e Application and evaluation of both equations: AX = XB and HX = HYB for
the coordinate system registration between a robot arm and an optical
position tracking system, and the latter demonstrates better performance.

e Development of a combined position and force robot control architecture

using an external position and force sensing.
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e Application of a gain scheduling Pl force controller within the proposed
position and force control architecture for simultaneous tracking of both the
contact force and displacement of a moving object.

e Portable control system development, using a pseudo-RTOS for integration

of new sub-systems.

8.2 Future work

A Staubli industrial robot has been used in this application, and whilst there are
obvious advantages in terms of robustness of software and hardware designs are
implicit, and it is a cost effective solution. However, there is one significant
disadvantage of employing an industrial robot in a medical application: safety.
There are two major reasons for this. Firstly, the industrial robots are capable of very
high speeds, which can cause serious injury to a subject if an unpredictable collision
happens. Secondly, although the robot arm has a large workspace, the workspace is
not flexible enough to include all possible stimulation targets for TMS for a static
position of the head. For example, it is impossible to stimulate the central prefrontal
cortex and the occipital cortex in one session without changing the subject’s position.
On the other hand, the large workspace includes useless points for TMS stimulation
and some of these points lie inside the subject's body. This is an inherent safety
problem and increases the risk, because extra work needs to be done to ensure the
robot does not move to such positions and collide with the subject. Although
appropriate software design can mitigate the risk, improvements of hardware is the
most security method to solve the problem. Robot with spherical structures (Figure
8.1) proposed by Lebosse et al.[2007] and Ramrath et al.[2007] are more suitable
solutions for the TMS application. The spherical workspace is matched to the
spherical surface of the subject’s head, which can efficiently reduce the risk. Up to
now, both systems have not been completed yet, and the performance is an open
question. The limited resources did not allow to design and build a robot ourselves,
for the future, it is better to seek the collaboration with one of the group to make a
purposed-build TMS robot.
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(a) (b)

Figure 8.1 The CAD model of the robots. (a) is the model designed for TMS proposed by
Lebosse et al.[2007]. (b) is the model designed by Ramrath et al.[2007] for Stereotactic Surgery.

The CS8C robot controller has a maximum update rate of 4ms, which limits the
performance in terms of real-time. This can be improved using PC-based motion
controller (Servotogo, SIMOTION, etc), in this way, the CS8C robot controller can
be replaced by the QNX PC controller which has excellent real-time performance.
Furthermore, the system is also simplified as only one PC controller is needed for the
control. The position sensor used in this application has a highest tracking speed of
60Hz, which also limits the performance of the system. Tracking systems such as:
optotrak (NDI, Waterloo,CA) and aucc track 500 (Atracsys, Ch. De) can achieve a
fast update rate of 4000Hz. If a faster robot controller along with a sensor with
higher tracking speed are employed in the system, the real-time performance of the

system could be significantly improved.

There is no learning capability in this current system. The system presented a
combined position and force control architecture to adopt different control methods.
The gain scheduling PI controller is employed in the work, and the gains were tuned
by experiments. Adding a learning capability to the position and force controller is
an important improvement for the robot system to enable the robot to perform its
task better, and help it adapt to any changes in its environment. There are several
examples of learning paradigms applied to hybrid vision/force controller using fuzzy
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control and neural networks [Kumar et al., 2011, Hsu and Fu, 1995, Visioli et al.,

2010].

8.3 Presentations and publications

1.

Presentations

Y1, X. Presentation of Design of a robotic transcranial magnetic stimulation
system. On 4™ IEEE conference on CIS&RAM. Grand Copthorne Waterfront
Hotel, Singapore,28-30 June, 2010.

Y1, X. Presentation of Differences between Han Chinese and Caucasians in
Transcranial Magnetic Stimulation Parameters. On Conference of British
Society for clinical neurophysiology. Salford royal hospital, Manchester, 4™
March , 2011.

Publications

Yl, X. & BICKER, R. 2010. Design of a robotic transcranial magnetic
stimulation system. Conference on Robotics, Automation and Mechatronics
(RAM), 2010 Singapore. IEEE, 78-83.(Withdraw in 2011 for prepartion of
patent application)

Y1, X., FISHER, K. M., LAI, H. M., BICKER, R. & BAKER, S. N. 2011.
Differences between Han Chinese and Caucasians in Transcranial Magnetic
Stimulation Parameters. Clin Neurophysiol, (Under review).
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Appendix 1

This section gives some features of the Polaris Spectra system and the tools. The
information is adapted from the Passive Polaris Spectra User Guide, Polaris Tool
Design Guide and Polaris Spectra Tool Kit Guide. Since these features are important
during the developing process of the system, the information is included here for

completeness.
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A 1.1 Determining the segment angle

There are two methods for determining the segment angle. The one is to use the 3D
coordinates of the markers, the other is to use the segment lengths.

Table A 1.1 determining the segment angle using segment lengths

To Determine the Segment Angle: Example:

1. The segment angles are given by A, B and C. The segment lengths are as shown:
Segments A and B meet at the desired
segment angle.

Desired Angle Desired Angle

C=7715 mm

I3

Use the law of cosines to determine the ren? 4+ cc2 77 &2
le Segment angle = acos| M|
segment angle. g g T 2e50e55

‘a’+B-ch

Segment angle = acos| ———— Segment angle =
g = L 2eAeB |

|
=]
.U1
=
]
=

Table A 1.2 determining the segment angle using 3D coordinates
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To Determine the Segment Angle:

Example:

L

The 3D marker coordinates are given by (x1, 1. z1),
(x2,v2,2z2), and (x3, v3, z3) for markers 1, 2 and 3,

The 3D coordinates are as shown:

respectively.
(x2,y2,22) (44.5,11.3, 19.8)
Desired Angle Desired Angle
(x1,y1,21) (x3,y3, z3) (0,0,0) (45.4,628,0)
2. Use the 3D coordinates of the three markers that Dot product = (0—44.5) » (454 —44.5)
define the angle to determine the dot product. L (0—113)e(62.6—-11.3)
+(0-19.8)«(0—0)
Dot product = (x1 —x2) # (53 -x2)
Fiyl—-v2)e(vi-v2)
) ) Dat product = —239 .49
+(zl—-2z2)»(z3-22)
3. Determine the maximum dot product magnitude. Maximum dot product magnitude =
, J0-445) +(0-113)°+(0-19.8)°
Maximum dot product magnitude = , _ _ 5
q’."(x]_ —xljz— r}l _.};2:'2 ~(zl —22,12' . *.,'I["S.‘]- -44 5 +(626-11.3) +(0-198)
o J(x3-x2)2+ (y3-v2)2 +(z3-z2)? _
N3 -x2)2+ (y3 -y2) (23 -22) Maximum dot product magnitude = 2737.94
4. Use the dot product and the maximum dot product N lized d g _-239.49
magnitude to determine the normalized dot product. ormahized dof procuct = 273794
Normalized dot product = —0.087

Normalized Dot Product =

Dot product
Maximum dot product magnitude

(¥

Use the normalized dot product to calculate the
segment angle.

Segment angle = acos(normalized dot product)

Segment angle = acos(-0.087)

Segment angle = 95027
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A 1.2 Tools specifications

A121Tool1l
&
#
=
\ - ‘
é’;
marker D
marker A marker C
55.00 mm
marker B
Specifications
Geometry X (mm) ¥ (mm) Z(mm)
Marker A 0.00 (.00 0.00
Marker B 0.00 2859 41.02
Marker C 0.00 (.00 88.00
Martker D 0.00 -44 32 4043
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A 1.2.2Tool 2

(lie

(lie

/RN "~ marker C

marker A

Specifications

Geometry X (mm}) ¥ (mm) z (mm})

Marker A 0.00 0.00 0.00

Marker B 0.00 4738 2899

Marker C 0.00 0.00 8010

Matler D 0.00 -15.36 3536

243



A 1.3 Robot characteristics

A 1.3.1 Robot specification

MODEL TX60
Characteristics
Maximum load 9 kg
Nominal load 3.5kg
Reach (between axis 1
670 mm
and 6)
Number of degrees of 5
freedom
Repeatability - SO
+0,02 mm
9283
Axis 1 (A) +180°
Axis 2 (B) +127,5°
. Axis 3(C) +1425°
Motion range
Axis 4 (D) +270°
Axis 5 (E) +133.59-122.5°
Axis 6 (F) +270°
Maximum reach between axis 1 and 5 (R. M) 600 mm
Minimum reach between axis 1 and 5 (R. m1) 190 mm
Work envelope _ i
Minimum reach between axis 2 and 5 (R. m2) 189 mm
Minimum reach between axis 3 and 5 (R. b) 310 mm
Axis 1 4359s
Axis 2 4109s
) Axis 3 5407s
Maximum speed _
Axis 4 9959s
Axis 5 10657s
Axis 6 14459s
Maximum speed at
. 8 m/s
load gravity center
_ o Axis 5 0.325 kg.m’
Maximum inertias _ .
Axis 6 0.1 kg.m
Weight 51.4 kg
Brakes All axis
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A 1.3.2 Motion range and demesions ( Unit : mm)
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A 1.3.3 Work envelope ( Unit : mm)

774 21
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A 1.3.4 Twist ( Unit : mm)
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A 1.3.5 Components locations

ABZ Starc Fieldbus

PWR + DIG

RPS ARPS RSI

' T1 PS1-PS2 '

Filter

D1 D2 F1-F3  $1

249



ABZ ABZ Encoder board ABZ Encoder board

ARPS | Auxiliary Robot Power Supply (logical veltages) Auxiliary Robot Power Supply (logical voltages)

BIO Basic Inputs Cutputs Basic Inputs Outputs

BRE Brake Release Board Brake Release Board

BRK Brake Brake

cop Arm Encoder Arm Encoder

CPT Computer Computer

DIG Digital part of the amplfier Digital part of the amplifier

DOOR | Door contact Door contact

sl Dual Sensor Interface board in Arm Dual Sensor Interface board in Arm

EV Solenocid valve Solenocid valve

FAN Fan Fan

Figldbus | Figldbus Figldbus

IC Interconnect Cable Interconnect Cable

LSW Limit Switch Limit Switch

MCP Manual Control Pendant Manual Control Pendant

MCPES |Manual Contrel Pendant Emergency Stop Manual Control Pendant Emergency Stop

MOT Maotor Motor

PSM Power Supply Module (power voltage) Power Supply Module {power voltage)

PWR Power part of the amplifier Power part of the amplifier

REGEN | Regeneration resistance Regeneration resistance

RPS Robot Power Supply Robot Power Supply

RSI Robot Safety Interface Robot Safety Interface

51 Main switch Main switch

STARC | Staubli Advanced Robaot Control Staubli Advanced Robot Control

Th Thermo Sensor Thermo Sensor

UESA User Emergency Stop User Emergency Stop

UESB User Safety Stop User Safety Stop

USEREN| User validation User validation

WS Working Modes Selection Control Panel Working Modes Selection control panelWorking
Modes Selection front panel

WMSES | Working Modes Selection Emergency Stop Wiorking Modes Selection Emergency Stop

A 1.3.6 Signal connections

The input/output signals are connected via the connectors located on the front

panel of the controller.
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4 3 13 F2 2 5127 11 6

2: Connector for MCP

3: Fast Inputs/Outputs

4: Connection with cell (emergency stop, door etc.)
5: Digital 1/0O options

6: Ethernet links

7: Serial links

9: USB links

10: Anti-static wrist strap

11: Optional encoder input

12: CAN output for Scara robot

13: Connector for WMS front panel

14: Optional fieldbus board
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A 1.3.7 MCP and WMS

MCP (manual control pendent) can be used to enable power supply and control its

movments.

e e s X e e s X
Yoo

Q) W =) & T

WMS ( working mode selection mode) is used for select the working mode of the
robot. There are three working modes: manual mode, local mode and remote

mode.

A 1.3.8 Three demension of the robot controller
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A 1.4 Geometrical information of the coil
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A 1.5 Quaternions

This section gives some properties and operation of quaternions. The information is
adapted from http://en.wikipedia.org/wiki/Quaternion and [Conway et al., 2004].

Since these features are essential during the developing process of the system, the

information is included here for completeness.

Irish mathematician Sir William Rowan Hamilton initially induced quaternions in
1843 and applied to mechanics in three-dimensional space. They can be used in both
theoretical and applied mathematics, especially for calculating three-dimensional

rotations. The algebra of quaternions is often denoted by H (for Hamilton).
A quaternion g can be represented by the following:
q=a,+ai +a,] +ak
where a,, a,,a,,a; are real numbers, ai +a,] +ak is the imaginary part which

can represent a vector in 3D space. It is also write as: q=(a,,(3,,8,,8;))

The properties of the imaginary components are as followed:

==k =1

If there is aq =b, +b,i +b, ] +b.k , the multiplication of two quaternions is as:

q* p= (boao _blal _bzaz _b3a3) +T(b0a1 + blaO +b2a3 _baaz)
+J(b,a, —ba, +b,a, +b,a,) +k(b,a, +ba, —b,a +b,a,)
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And the multiplication operation is not commutative.

A conjugate quaternion of q is given as followed:

q'=a,-ai-a,]-ak

Which has the same real part but negated imaginary part.

The norm of a quaternion is defined like:

* * 2 2 2 2
ldl=+aa" =v/a'a=ya,’ +a +a," +a,
And a multiplicative inverse of a non-zero quaternion is

g9 _a
la| g

Therefore, if the quaternion is a unit quaternion whose norm |q|=1, the inverse of

the quaternion equals to its conjugate q'=q".

As we know, a rotation in two dimensions can be defined with the multiplication of

two unit complex numbers. Similarity, a multiplication of two unit quaternion can

used to model a rotation in three dimensions. Since a point t = (t,,t,,t,)in 3D space

can be represented by a purely imaginary quaternion, the rotation of this point about

a rotation axisI with angle @ can be defined as multiplication of the quaternions.

If define two quaternions:

gq= (cosg, r *sing)
2 2
q. = (O’t)

Hence
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g, =999 =099’

Where g, is the point after rotation, and q is a unit quaternion.

The matrix notation for last equation is

' 2 2 2 2
t | |a,+a —a,—-a; —2a,a,+2aa, 2a,3,+2a3a, t,
t,|=| 2a@,+2a8, a -a +a,-a, —2a,a +2a,a, |*[t,
' 2 2 2 2
t, -23,a, +2a,8, 28, +2a,8, a;-a —a,+a;| |t

This also shows the conversion from a quaternion to a rotation matrix.

The following equations for converting a rotation matrix to a unit quaternion:

;5 O]

=
N

O 0 O
=

O X0 O
N
N

O 0 O
N
w

If a homogenous matrix R= , We can obtain

9]
[
3]
N
3]
w

o
o
o
|
[

a, :i%\/Rll+ R, + Ry, +1

_ R32 — R23
%= 4a,

a = R13 — R31
P 4a,

a = R21 — RlZ
P 4a,
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A 1.6 Dimensions of components of force sensor system

A 1.6.1 Dimension of DAQ power supply

R4.8
17.8 [

=

__j

I

'\ Allow 80mm clearance
beyond faceplate for
connector mate and cable

177.8 —
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A 1.6.2 Dimension of the transducer
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A 1.6.3 Properties of the transducer

Sl (Metric)
Fx,Fy Fzt Tx,Ty, Tz
Sl-20-1 +20N +60 N +1 Nm 2NV 6 N/V 0.1 Nm/V
Sl-40-2 +40N +120 N +2 Nm 4 NV 12 NV 0.2 Nm/V
SI-80-4 +80 N 1240 N +4 Nm 8 NV 24 NV 0.4 Nm/V
Analog Output Range

A 1.7 Method of creating a tool definition file for the passive tools

The tool definition file of a passive tool is created and characterized using NDI 6D

Architect software. This appendix introduces the steps to make a tool definition file.
Step 1: select tool type and method

When the characterization wizard started, the following dialog appears. This first
screen acts as a portal to the rest of the wizard’s functionality. Tasks and procedures
that the wizard will guide through are the customized according to the kind of tool

that are characterizing.

Welcome to the Characterization Wizard

This wizard guides you through the process of characterizing a tool. Please begin by choosing the appropriate tool classification
and the method you wish to use to produce the tool's rigid body definition

Tool Classification

Folaris
@ Passive Tool
' Passive MultiFaced Tool
" Active Tool
€ Active Wireless Tool

Aurora
€ Dual Sensor Coll, BDOF Tool
¢ Dual Sensor Coil, Dual SDOF Tool
" Single Sensor Coil Tool
' Sensorless Tool

Rigid Bady Definition Method

@ Cellection System Settings...

€ Engineeting Data
" Previously Collected Data Files

[ Refresh Connection

i Please ensure that the system iz powered on and connected to your computer.
You may also ieview the system's communication settings before continuing.
The NDI 6D Architect will attempt to connect to the system in the next step
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1. Inthe Tool Classification section, select the type of Passive tool.

2. In the rigid body definition method section, select the type of Engineering
Data.

3. Click next.

Step 2: Enter tool parameters

Once the type of tool have been chosen, the characterization wizard will ask to
define the basic tool parameters including a part number, a manufacturer name, and
serial number setting. These parameters become part of the tool definition file when

it is produced at the end of the characterization procedure.

=
i Tool Parameters
Flease define the bool properbes.
 Tool Desciption
Pait Murnber: Ipmhel
Manutacturer: IND” Resision: |1 ﬂ
Serial Munber Settings
T ool Teps: Frooe =~
: j LUate [mmdaddvweyl: | 4/20/2007 +
Teal Subtype: | Femavable Tip =
. - Sequence Number: IU _Ij
Marker Tupe: |NDIE|30Ac:tNe Marker - ceramic j
Enharced Tiacking Algaithm Tool Tracking Parameters
Pl admum Markar Ange: =il degrses
™ Lack omusing anly 2 markers inimum Mumber of harkers ,3—
™ Unigue geomelry tracking M asirum 30 Errar 2 mm
Bestom to Defauts |
Cancel
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A e

Enter the user-specified Part Number for the tool.
Enter the Manufacturer Name for the tool.
Enter the Revision Number for the tool.

From the drop-down list provided, select an appropriate type:

Tool Type Description

Reference A tool whose local coordinate system is used as a frame of
reference in which other tools are tracked

Probe A commonly used tool with a tip. meant to be used as a
pointer
Button Box/Foot Switch A markerless tool meant to be used as a switch or a foot pedal.

This option is not available for passive tools.

Software Defined Select this option if you want your application software to
identify and acknowledge the tool type instead of storing this
information on the tool’s SROM device

Microscope Tracker A special type of reference tool, usually attached to a
MICIoscope
Calibration Device A special type of reference tool used to verify the calibration

of an instrument’s tip location, and possibly the instrument’s
diameter and vector

Isolation Box A special type of tool that maintains electrical isolation
between the tool and the Tool Interface Unit

C-Arm Tracker A special type of reference tool generally attached to
fluoroscope devices

GPIO Device A device that incorporates four configurable input/output
lines.

From the drop-down list provided, select the appropriate Tool Subtype.
This selection is made according to the kind of tip the tool has:

Undefined, Fixed Tip, or Removable Tip.

Select the Marker Type used in the design.

Set tracking constrains for the tool using Tolerance Parameter below:
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Setting Description

Maximum Marker Angle The maximum angle that the marker can be facing away
tfrom the Position Sensor. This field will accept an integer
between 0 and 90. The default value for passive markers is
90°; the default value for active markers is 60°. Note that
increasing the default setting will affect accuracy.

Minimum Number of Markers The number of markers per face that must be detected before
an NDI measurement system can return a transformation.
This field’s default value is 3. Note that you can also enter 0
for a markerless tool.

Maximum 3D Error The maximum difference (in millimetres) between the
marker’s expected and measured positions. If the 3D error
for a marker exceeds this value, its measurement data will
not be used to calculate the tool’s transformation. This field
will accept any floating point value between 0.05 and 10,
with a default of 0.5.

8. Click Next.

Step 3: Produce a rigid body definition with engineer data

This step is to create the rigid body definition according to the dimensions of the
rigid body, and they can be input to the wizard directly, and click next.
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8 Engineering Data Entry

Pleaze define senzor coil postions and onertstions sther by snlering the values marualy, o by lpading them from another ool definition file.

— Sersor Coil Postion: and Orientaticn: ———————————— "
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Step 4: Align the local coordinate system of the tool

This step in the characterization process is to ensure the tool’s local coordinate
system is correctly aligned. The coordinate values can be entered manually, and the
wizard also provides a graphic representation of each axis and origin value entered to

help to review the adjustment.
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1. Click Manual Transformation.

2. In the translation section, use the coordinate fields provided to translate
the origin  of the local coordinate system.

3. In the Rotation section, used the fields provided to rotate the local

coordinate system.

SN

. Click apply once it finished and click next.
Step 5: Complete the characterization

There are several selections for final tasks before the characterization process
complete. If nothing is selected, the wizard closes and the software populates the

main window with the tool definition file.
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Appendix 2

This section describes some features of programming using both QNX and VALS3.
Since these features are important during the developing process of the system, the

information is included here for completeness.

A 2.1 System architecture of QNX

The architecture of the system consists of a microkernel and optional cooperating
processes as shown in Figure A2.1. It acts as a kind of "software bus" that the
optional cooperating processes can dynamically plugin/plugout OS modules
whenever they are needed, which ensures the small size of the OS. The microkernel
implements only the key services such as threads, signals, message passing,
synchronization, scheduling and timer services; additional functionality is
implemented within these cooperative processes. Compared with other OS, QNX
Neutrino can achieve a unique degree of efficiency, modularity and simplicity,
which relies on two fundamental features: microkernel architecture and message
based inter-process communication (IPC). The microkernel and IPC adopted in this

application are briefly described in the following sections.

QNX 4
file CD-ROM
manager file Flash
manager file

Process Qanagasy

manager DOS file NFS file
manager manager J

Neutrino
microkernel L i
@ Software bus g
Qnet
Photon Character Application network

GUI manager {anadep
manager

TCP/IP CIFS file

manager manager
Mqueue
manager

Figure A2.1 QNX Neutrino Architecture[QNX, 2008].
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A 2.1.1 QNX Neutrino Microkernel

The kernel is the heart of any operating system. In some systems, e.g. Windows, the
kernel comprises so many functions that for all intents and purposes, in this way it
becomes the entire operating system. The QNX Neutrino microkernel implements
the core POSIX features used in embedded real-time systems, along with the
fundamental QNX Neutrino message-passing services. It is a tiny kernel, and there
are only several objects contained within it: thread, dispatch, timer, pulse, vector,
channel and connection (Figure A2.2). Channel and connection objects are two
special objects adopted by QNX, such that message passing is not directed from
thread to thread but directed towards channels and connections. A thread that wishes
to receive messages first creates a channel; another thread that wishes to send a
message to that thread must first make a connection by attaching to that channel. In
this way, the message passing is more efficient since the connection and channel

have been determined and there is no need to decide where to send the message

again.
Microkernel

Thread 3 —>» Thread
Sched

—— > Connection
Synch
Signal ——> Dispatch
_—>
Message
Channel > Timer

) >

Timer Vector
—_—>
Clock —>» Channel
_—>
Interrupt

—— > Pulse

Figure A2.2 QNX Neutrino Microkernel[QNX, 2008].

The QNX kernel (unlike the kernels of other OS which comprise numerous functions)
lacks a file-systems and several other services that are normally expected of an OS.

QNX only support a few key services. These high-level service routines operated at a
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higher level and manipulate the contained objects which run at lowest level of the

microkernel, as follows:
e Thread service for threads management and creation.
¢ Signal service for software and hardware signals management.
e Synchronization service for synchronizing relative threads.

e Message passing service. The microkernel handles all messages between all

threads throughout the entire system.
e Scheduling service which is used to schedule the threads for execution.
e Timer service for providing various timer services.
e Process management service.
A 2.1.2 Inter-process Communication

Inter-process Communication (IPC) plays a fundamental role in the transformation
of QNX Neutrino from an embedded real-time kernel into a full-scale POSIX
operating system. IPC is used to connect these optional cooperating processes to the
microkernel. Message passing is the primary form of IPC in QNX Neutrino, and is
implemented in three function: MsgSend(), MsgReceive() and MsgReply(). It works
as a “server-client” connection, in which the state of a client thread in the send-

receive-reply transaction works in the sequence illustrated in Figure A2.3.

SEND
blocked
A
/

Client doesa Y Server does a
MsgSend() / N\ MsgReceive()

4

/

Client does a
MsgSend()

REPLY
blocked

Server does a
MsgReply() or
MsgErrar()

Figure A2.3 State of a client thread in the send-receive-reply transaction[QNX, 2008].
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e The thread is in the READY state if it can use the CPU.

e If the client thread calls MsgSend(), and the server thread has not called
MsgReceive(), the client thread becomes SEND blocked. Once the server
thread calls MsgReceive(), the client thread’s state will be changed to REPLY
blocked, which means that server thread has receive the message and must

reply. When the server calls the MsgReply(), the client becomes READY.

e If the client thread calls MsgSend(), and the server thread is already blocked
on the MsgReceive(), then the client thread skip the SEND blocked state to
REPLY blocked immediately.

e If the server thread fails, exits, or disappears, the client thread becomes
READY with MsgSend() indicating an error.

A server thread only has two states (Figure A2.4), and the server is normally waiting

to receive a message from a client in a typical server loop.

Server does a
MsgRepiy() or

II,—f' T
\ \Ms gError()

Client does a
MsgSend()

RECEIVE
blocked =

Server does a
MsgReceive()

Server does a |
MsgReceive() —

Figure A2.4 State of a server thread in the send-receive-reply transaction[QNX, 2008].
e Thethread is in the READY state if it can use the CPU.

e If the server thread calls MsgReceive(), and no other thread has been sent to it,
then the server thread becomes RECEIVE blocked. When another thread

sends to it, the server thread becomes READY.
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e If the server thread calls MsgReceive(), and another thread has already sent to
it, then MsgReceive() returns immediately with the message, and the server

thread does not block.
e If the server thread calls MsgReply(), it does not become blocked.

From the working sequence of the message passing, it can be established that this not
only allows threads to pass data to each other, but also provides a method of
synchronizing the execution of several threads. Take the client thread for example,
after the client thread calls the MsgSend(), the client thread will not be executed until
it receives a reply from the server. This ensures the server thread can fully execute
all the necessary commands before the client thread continues, and the microkernel

is able to schedule all threads as efficiently as possible according to their state.
A 2.1.3 Threads scheduling

Since there are several algorithms within the application to execute concurrently,
multi-threads are applied to achieve the concurrency. These threads are tightly
coupled; the communications and synchronization is achieved using the IPC
mechanism mentioned above. Furthermore, every thread is assigned a priority. The
thread scheduler selects the next thread to run by looking at the priority assigned to
every thread that is READY (capable of using the CPU), and the thread with the
highest priority is selected to run. Figure A2.5 shows the ready queue for five threads
(B-F) that are READY. Thread A is currently running. All other threads (G-Z) are
BLOCKED. Threads A, B, and C are at the highest priority, so they will share the
processor based on the running scheduling algorithm of the thread. The OS supports
a total of 256 scheduling priority levels, and the threads on the ready queue are
ordered by priority. The ready queue is actually implemented as 256 separate queues,
one for each priority. Most of the time, threads are queued in a FIFO order in the

queue of their priority. The first thread in the highest-priority queue is selected to run.
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Figure A2.5 The ready queue of threads|QNX, 2008].

A 2.1.4 Photon Application Builder (PhAB)

The user interface for this application is built using Photon Application Builder
(PhAB), which is a visual design tool that generates the underlying C and/or C++
code to implement the user interface. PhAB can be used for designing and creating
modules (e.g. windows, menus, dialogs, and icons), and widgets (e.g. buttons and
labels). It also helps to create widget callbacks, special resources that connect a
widget to the application's code or link a widget to a PhAB module. The main user
interface built using PhAB is illustrated in Figure A2.6, each button links to the
corresponding callback, and text widgets are used for displaying the information of
the system. Details of building an application with PhAB are described in Appendix

2.2.
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Figure A2.6 Design of the user interface.

A 2.2 Building an application using PhAb

The following steps are used to build applications with PhAB:

different role assigned to each of them. PhAB provides several module types:

Number
widget used
to display
coordinates
information

Step 1: Create modules. The primary building blocks to construct an application user
interface in PhAB are called modules, with buttons placed on the module, as shown
in Figure A2.6). One or more modules can be employed in an application, with a

e window--normally used for the application's major activities. A typical

application has one main window that opens when the application starts up;
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e dialog--allows the application to exchange information with the user;
e menu--presents commands to the user;

e picture--can be used in different ways. For example, you can use a picture to
provide a convenient database of widgets or to change the contents of an

existing module;

Step 2: Add widgets. Once a module is created, widgets are placed in it, by clicking
on the appropriate icon in PhAB's widget palette, then clicking where to put on the
module. PhAB provides several types of widgets including: display or edit values
(e.g. labels, text, and multiline text); present choices (e.g. lists, comboboxes, and
groups); display graphics (e.g. bitmaps, images, lines, rectangles, ellipses, and
polygons) ; display scrolling areas (e.g. scrollbars and scrolling containers) initiate
actions (e.g. buttons that contain text or images). A widget can also be customized

by setting its attributes and resource.

Step 3: Attach callbacks. Callbacks are used to define how the application works.
Every Photon widget supports several callback types. A code functions can be
attached to a widget, and the widget invokes the code function whenever the

conditions of the callback are met.

Step 4: Generate code. Once the modules, widgets and callbacks are completed, it is
ready to generate and compile code to turn the application design into an executable

application.

Step 5: Run your application. After the codes are generated, compiled, and linked to

the application, it can be executed.

Step 6: Repeat any previous step. It is possible to change the interface, attach

callbacks, and regenerate the code.

A 2.3 VAL3 programming
A 2.3.1 Variable types in VAL3 programming

VAL3 support the following simple types:
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e bool type: for Boolean values (true/false)

e num type: for numeric values

e string type: for character strings

e dio type: for digital inputs/outputs

e aio type: for numeric inputs/outputs (analog or digital)

e sio type: for serial ports inputs/outputs and Ethernet sockets
VAL3 language also supports the following structured types:

e trsf type: for Cartesian geometrical transformations

e frame type: for Cartesian geometrical frames

e tool type: for robot mounted tools

e point type: for the Cartesian positions of a tool

e joint type: for robot revolute positions

e config type: for robot configurations

e mdesc type: for robot movement parameters
A 2.3.2 Programming with VAL3

The VAL3 language comprises seven key components: applications, programs,
libraries, data types, constants variables (global data, local data and parameters) and
tasks. An application is a self-contained software package in VAL3 for controlling
the robot and 1/O associated with a controller. It is similar to the concept of ‘project’
in visual C++, and the first step is to create an application to control a robot arm. An
application usually comprises following elements: a set of programs, a set of global
data, a set of libraries and a set of tasks. The global data is the variables used by all
programs; and libraries are the external instructions and variables used in the

application.
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A program is a sequence of VAL instructions to be executed, which is the
fundamental element in an application. The programs are used to group sequences
of instructions that can be executed to control the robot and inputs/outputs of the
controller. A program consists of the following elements:

e The sequence of instructions: the VAL3 instructions to be executed.
e A setof local variables: the internal program data.
e A set of parameters: the data supplied to the program when it is called.

A task is a program that is running. An application can have several tasks running
such as: an arm movement task, a user interface task, communication tasks and so on.

A task is defined as follows:
e aname: atask identifier that is unique in the library or application.
e apriority: a task sequencing parameter.
e aprogram: a task entry (and exit) point.
e astatus: running or stopped.

Tasks can run asynchronously or synchronously. The taskCreat() instruction is used
to create asynchronous tasks and taskCreatSync() for synchronous tasks.
Synchronous tasks are required to be scheduled at regular periods of time for data
acquisition or device control. They are executed in the sequencing cycle by
interrupting the current asynchronous task between two VAL3 lines. When the
synchronous tasks have finished, the asynchronous task resumes. The sequencing of

the VAL3 synchronous tasks obeys the following rules:

1. Each synchronous task is sequenced exactly once per period of time

specified at the task creation.

2. At each sequence, the system executes up to 3000 VALJ3 instruction lines. It
shifts to the next task when an instruction line cannot be completed
immediately. In practice, a synchronous task is often explicitly ended by

using the "delay(0)" instruction to force the sequencing of the next task.
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3. The synchronous tasks with same period are sequenced in the order in which

they were created.

A VALZ3 variable or constant type is a characteristic that allows the system to control

the applications and programs that can use it. The VAL3 language divides the

variables and constants in to two major types: simple types and structured type. All

the VALS3 constants and variables have a type. This enables the system to run an

initial check when editing a program and hence detect certain programming errors

immediately. More details of the types are given in Appendix 2.2. Once the

definitions of variable types, programs and tasks of the application are clarified, the

application can be built using the following steps:

Build an application with the application manage on MCP. It can be seen
from Figure A2.7, four elements (libraries, global data, programs and
parameters) are included in the application. The io library is compulsory for
controlling the inputs/outputs of the controller. The parameters are global
parameters and include the unit of speed, unit of length, IP address of the
Ethernet port used in the application.

i 75
—flpplication manager
-lal3d applications

—Libraries

io
+Glohal data
—-Programs
+start
+stop
+Parameters

Cmd. Exp. Clo. Rld. Open New Save|]

Figure A2.7 Application manager.

Define the global data in the global data element such as the maximum speed

of the robot arm, a reference point in world space etc.

Create the new programs in the programs element according to specific
application. Local variables and parameters can be defined in a program and

every program can be called from another program. In addition, a program
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can be used as a task if the taskCreate( ) instruction is used to define the

program.

e Load the application onto the controller.

A 2.4 Automatic ‘hot-spot’ finder module

This section was developed by Prof. Stuart Baker, and is included here for
completeness. The software module for automatic ‘hot-spot’ finder comprises three
main sections: 3D points collection, ellipsoid fitting and Bayesian inference search
algorithm (Figure A2.8).

3D points collection

!

Ellipsoid fitting

|

Bayesian inference
Search algorithm

Automatic ‘hot-spot’ finder

Figure A2.8 Components of the automatic ‘hot-spot’ finder

The control user interface is illustrated as (Figure A2.9), which runs as a sequence.
First of all, the 3D points from the Polaris are collected with respect to the subject’s
head coordinate system and the points prepared for use in the next step. Once the 3D
points collection is completed, ellipsoid fitting using the ‘Down-hill” simplex
method is carried out to map the head surface. Finally, the Bayesian inference search

algorithm is applied to finder the ‘hot-spot’.
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—— Stop collection
Point3 Slmplex

Start hefinder
Foint4
Stop hsfinder

Figure A2.9 User interface of automatic ‘hot-spot’ finder

The tool used for collecting the 3-dimemsional points is called a pointer, which
consists of four markers and a metal tip. Once the system begins collecting data, the
experimenter holds the pointer and uses the tip to pass across the subject’s scalp until
sufficient points are collected. All the points are random points distributed on the

subject’s head, and the data is saved in a single file (*.txt).

Figure A2.10 The pointer used in the test
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A 2.5 Detailed information of the system and port status

System status has 4 hexadecimal characters (16 bits) and the Bit field is:

bit 0 System communication synchronization error

bit 1 Too much external IR.

bit 2 System CRC error

bit 3 Recoverable system processing exception.

bits4and 5 | Reserved

bit 6 Some port handle has become occupied

bit 7 Some port handle has become unoccupied

bit 8 Diagnostic pending

bit 9 Temperature (system is not within operating temperature range)
bits 10 to 15 | Reserved

Port status has 8 hexadecimal characters (32 bits) and the Bit field is:

bit 0 Occupied

bit 1 Switch 1 closed

bit 2 Switch 2 closed

bit 3 Switch 3 closed

bit 4 Initialized

bit 5 Enabled

bit 6 Out of volume

bit 7 Partially out of volume

bit 8 Algorithm limitation (processing requires more buffer than is available)
bit 9 IR interference (a large bright IR object)

bits 10 and 11

Reserved

bit 12

Processing exception (same as tool information bit 7 in reply option 0002)

bit 13 Reserved

bit 14 Fell behind while processing (same as tool information bit 3 in reply option
0002)

bit 15 Data buffer limitation (too much data; for example, too many markers)

bit 16 to 31 Reserved

A 2.6 Code for parsing the raw data

int nGetTransforms()

{

Char *pszTransforminfo = NULL; //define the pointer
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[* Parsing Routines */
pszTransforminfo = m_szLastReply;

nNoHandles = uASCIIToHex( pszTransforminfo, 2 ); /* Get number of handles */
pszTransforminfo+=2;

for (inti=0;i<nNoHandles; i++)

{
nHandle = uASCIIToHex( pszTransforminfo, 2 );
pszTransforminfo+=2;

m_dtHandlelnformation[nHandle]. Xfrms.ulFlags = TRANSFORM_VALID;
[*get rotation and translational parts*/
bExtractValue( pszTransforminfo, 6, 10000.,&m_dtHandlelnformation[nHandle].Xfrms.rotation.q0 )

bExtractValue( pszTransforminfo + 6, 6,
10000.,&m_dtHandleInformation[nHandle].Xfrms.rotation.gx )
bExtractValue( pszTransforminfo + 12,
6,10000.,&m_dtHandlelnformation[nHandle].Xfrms.rotation.qy )
bExtractValue( pszTransforminfo + 18,
6,10000.,&m_dtHandlelnformation[nHandle].Xfrms.rotation.qz )
bExtractValue( pszTransforminfo + 24, 7,
100.,&m_dtHandlelnformation[nHandle].Xfrms.translation.x )
bExtractValue( pszTransforminfo + 31, 7,
100.,&m_dtHandlelnformation[nHandle]. Xfrms.translation.y )
bExtractValue( pszTransforminfo + 38, 7,
100.,&m_dtHandlelnformation[nHandle].Xfrms.translation.z )
bExtractValue( pszTransforminfo + 45, 6,
10000.,&m_dtHandlelnformation[nHandle]. Xfrms.fError ) )

pszTransforminfo+=51;

[*get frame number...*/
m_dtHandlelnformation[nHandle].Xfrms.ulFrameNumber = uASCIIToHex( pszTransforminfo, 8 );
pszTransformInfo+=8;
pszTransformInfo++; /*for the carriage return*/
} /* for */

} /I* nGetTransforms */

A 2.7 ‘C’ structure of the Analyze head file

/* ANALY ZEtv Header File Format
*

* (c) Copyright, 1986-1995

* Biomedical Imaging Resource

* Mayo Foundation

*

* dbh.h
*
* databse sub-definitions
*/
struct header_key /* header key */
{ I* off + size */
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int sizeof hdr/*0+4*/

char data_type[10]; /* 4 + 10 */
char db_name[18]; /* 14 + 18 */
int extents; /* 32 + 4 */

short int session_error; /* 36 + 2 */
char regular; /* 38 + 1 */

char hkey_un0; /* 39 + 1 */

}; /* total=40 bytes */

struct image_dimension

{ I* off + size */

short int dim[8]; /* 0 + 16 */
short int unused8; /* 16 + 2 */
short int unused9; /* 18 + 2 */
short int unused10; /* 20 + 2 */
short int unused11; /* 22 + 2 */
short int unused12; /* 24 + 2 */
short int unused13; /* 26 + 2 */
short int unused14; /* 28 + 2 */
short int datatype; /* 30 + 2 */
short int bitpix; /* 32 + 2 */
short int dim_unQ; /* 34 + 2 */
float pixdim[8]; /* 36 + 32 */
/*

pixdim[] specifies the voxel dimensitons:

pixdim[1] - voxel width
pixdim[2] - voxel height
pixdim[3] - interslice distance
...etc

*/

float vox_offset; /* 68 + 4 */
float funusedl; /* 72 + 4 */

float funused2; /* 76 + 4 */

float funused3; /* 80 + 4 */

float cal_max; /* 84 + 4 */

float cal_min; /* 88 + 4 */

float compressed; /* 92 + 4 */
float verified; /* 96 + 4 */

int glmax,glmin; /* 100 + 8 */

}; I* total=108 bytes */

struct data_history

{ I* off + size */

char descrip[80]; /* 0 + 80 */
char aux_file[24]; /* 80 + 24 */
char orient; /* 104 + 1 */

char originator[10]; /* 105 + 10 */
char generated[10]; /* 115 + 10 */
char scannum[10]; /* 125 + 10 */
char patient_id[10]; /* 135 + 10 */
char exp_date[10]; /* 145 + 10 */
char exp_time[10]; /* 155 + 10 */
char hist_un0[3]; /* 165 + 3 */
int views /* 168 + 4 */

int vols_added; /* 172 + 4 */

int start_field; /* 176 + 4 */

int field_skip; /> 180 + 4 */

int omax, omin; /* 184 + 8 */

int smax, smin; /* 192 + 8 */
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¥
struct dsr

{

struct header_key hk; /* 0 + 40 */
struct image_dimension dime; /* 40 + 108 */
struct data_history hist; /* 148 + 200 */
}; /* total= 348 bytes */

[* Acceptable values for datatype */
#define DT_NONE 0

#define DT_UNKNOWN 0
#define DT_BINARY 1

#define DT_UNSIGNED_CHAR 2
#define DT_SIGNED_SHORT 4
#define DT_SIGNED_INT 8
#define DT_FLOAT 16

#define DT_COMPLEX 32

#define DT_DOUBLE 64

#define DT_RGB 128

#define DT_ALL 255

typedef struct

{

float real;

float imag;

} COMPLEX;
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