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Abstract

Diamond is a radiation-hard material with a wide band-gap which is typically electrically

insulating. A wide range of diamond-based material is available, including natural gem-

stones and synthetic diamond manufactured by chemical vapour deposition (CVD) and high

pressure and temperature (HPHT) techniques. The wide band-gap and electrical insula-

tion properties mean that defects introduced by irradiation and plastic deformation, during

growth or otherwise, may exist in more than one charge and/or electronic-spin state. Of

these, defects with unpaired electrons give rise to characteristic spectroscopic signatures in

electron paramagnetic resonance (EPR) experiments. In favourable situations these spectra

provide chemical specificity, defect symmetry, effective spin-state, and wave function char-

acter (such as sp hybridisation), and when combined with temperature effects can yield data

relating to thermal stability (for example binding and migration energies) and temperature

dependent symmetry effects.

Recent advances in quantum chemical simulation allow for reasonable accuracy in sim-

ulated hyperfine interaction (HFI) tensors (electron-spinand nuclear-spin interactions). In-

deed, many assignments for EPR centres are tentative in nature. Where the proposed model

yields calculated hyperfine values that differ substantially from those measured, in addition
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to refuting the current model, an examination of a wide rangeof candidate defects may

lead to more realistic models. Defects observed in natural and synthetic diamonds provide

a finger-print of their differing growth conditions, as well as the thermal and mechanical

processes they have experienced.

A challenge that has existed for decades in the effort to produce diamond suitable for

electronics is in overcoming the difficulty in production of low resistivity n-type material.

N, a dopant one might naively assume would be effective, undergoes a significant structural

relaxation, rendering it a very deep donor at aroundEc − 1.7 eV. Phosphorus is a better

candidate since the substantial difference in atomic radius relative to the host suppresses

large structural relaxations associated with nitrogen. However, with a donor level at around

0.6 eV below the conduction band, it has a low ionisation fraction at room temperature.

This thesis presents the results of calculations performedwith the ab initio modelling

(AIMPRO) code. The initial stages studied the stability, defect symmetry, Kohn Sham or-

bitals and the hyperfine interaction of di-nitrogen substitutionals diamond. Analysis was

then conducted of nitrogen pair defects relating to published theoretical and experimental

models of W24, N1, W7, M2, N4 and M3 electron-paramagnetic-resonance centres in dia-

mond in which pairs of nitrogen donors are separated by different numbers of intervening

host sites, both in ionisedS = 1/2 and neutralS = 1 forms. Using density functional tech-

niques, these models are confirmed, but in order to do so for the N4 centre, for example, it is

shown to be essential that extremely low energy reorientation takes place. Charge exchange

and chemical re-bonding effects also provide an explanation for the distinct forms of the

S = 1 neutral configurations observed.

Other proposed models were then considered, including a detailed analysis of the hyper-

fine interactions for muonium centres, including the effects of vibration. This was combined

with the experimental examination of N-containing diamond, where muon-spin relaxation

experiments suggest a strong interaction between N-aggregates and the implanted muon.

Structures made from two arrangements of pairs of substitutional nitrogen and oxygen

showed no direct evidence for the involvement of the oxygen.The proposed model for N3

broadly agreed with experimental results but not for the OK1centre.
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Despite its high ionisation energy, the n-type dopant of choice in diamond is currently

phosphorus. Chemical vapour deposited diamond can be grownwith high concentrations

of P, and the substitutional donor has been characterised via a number of experimental tech-

niques including electron paramagnetic resonance. Substitutional P undergoes a Jahn-Teller

distortion at low temperature, where the EPR tensors reflecta tetragonal symmetry. Other

P-containing EPR centres have also been detected but their structure remains uncertain.
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CHAPTER

1

Introduction

1.1 Introduction

First principle calculations have been used to study the properties of a variety of point

defects in diamond. First principle or ab initio means that no experimental data has been

used as input. The only experimental input data has been usedis the atomic numbers of the

atoms are modelled. In this work the calculations are performed using density functional

theory (DFT) implanted in AIMPRO code. AIMPRO has the ability to calculate various

experimental observables such as hyperfine interactions, activation energy, vibration modes

and electrical levels. This enables us to compare theoretical values against experimental

ones, which can give an understanding of what is going on experimentally.

Unique properties such as high hardness, high thermal conductivity and high carrier

mobility make diamond a very interesting material in terms of high power, speed, pres-

1
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sure and temperature applications in addition to the gemstone market. This interest has

increased since developments in the synthesis of diamond via high pressure, high tempera-

ture (HPHT) and chemical vapour deposition (CVD) techniques. Point defects play a major

role in changing the thermal and electrical conductivitiesand colour properties of diamond,

which could affect its performance in semiconductor applications. On the other hand point

defects such as boron can be successfully grown in diamond toproduce p-type semicon-

ductors [15]. However the lack of shallow donors to produce n-type semiconductors make

it difficult to produce p-n junctions to be exploited in electronic devices. Nitrogen is the

most common impurity in natural and synthetic diamond, and natural diamond is classified

according to nitrogen content. Nitrogen is a relatively deep donor with a level at 1.7 eV

below the bottom of the conduction band [16]. With a donor level at around 0.6 eV below

the conduction band [17], phosphorus is a good candidate, but ionisation fractions do not

reach appropriate levels at room temperature. One promising field is the use of diamond for

quantum computing by using the nitrogen-vacancy centre [18].

Hydrogen can be incorporated along with other impurities during CVD diamond growth.

Hydrogen can passivate donors or acceptors, which could lead to difficulty in producing

electrically active p-types. There is a little informationabout hydrogen defects in diamond.

Mounium can be considered as an isotope of hydrogen and the moun spin relaxation (µS R)

technique can help us to understand hydrogen in diamond. In order to study the proper-

ties of diamond it is crucial to understand the defects involved. One powerful technique is

electron spin resonance (EPR), which has the ability to determine the chemical species that

have unpaired electrons and its symmetry, which can be calculated by AIMPRO code.

1.2 Properties of Diamond

Diamond is composed of pure carbon. Carbon is the sixth element in the periodic table,

which has four electrons in its valence orbital (group IV) with an electronic ground-state

configuration (1s2)2s22p2. The structure of diamond requiress and p atomic orbitals to

form tetrahedralsp3 hybridisation, and to form four-fold coordination with other C atoms.
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This hybridisation appears in methane, ethane, and so on. Diamond has very strong C-C

covalent bonds with relatively short bond lengths (1.54 Å) and the C-C-C bond angles are

109.47◦. Furthermore, the strong covalent bonding between carbon atoms make diamond

the hardest natural material on the earth, defining 10 out of 10 on the Mohs scale developed

by the mineralogist Frederich Mohs in 1812 which tests unknown minerals against one of

ten standard minerals by measuring which scratches the other. The hardness value also

depends on the crystal orientation, with a value of 137 GPa for the (100) face and a value

of 167 GPa for the (111) face [19].

a0

Figure 1.1: Conventional unit cell of diamond, wherea0 is the lattice constant.

Diamond has a two-atom basis at (0 0 0) and (1
4

1
4

1
4), which can be considered as two

interpenetrating face-centred cubic (fcc) lattices, where one lattice is shifted diagonally
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by one-quarter of the lattice constant. The diamond structure shown in Fig. 1.1 shows a

conventional unit cell which contains eight C atoms, wherea0 is the lattice constant with

a value of 3.566 Å at room temperature [20], giving diamond the atomic density (8a3 ) ≈

1.76x1023 atom per cm−3. The natural abundance of12C and 13C are 98.9% and 1.1%

respectively.

Diamond is an indirect, wide-band gap insulator with a band-gap of 5.47 eV at room

temperature [20]. The top of the valence band atΓ-point and the bottom of the conduction

band at≈3
4 towards the X-point in the Brillouin zone, as indicated in Fig. 1.2(a). Diamond

is often also viewed using the conventional unit cell (Fig. 1.1) which has a simple cubic

structure. The Brillouin zone of a simple-cubic lattice is also simple-cubic, as shown in

Fig. 1.2(b).

Diamond has several unique properties, such as its thermal conductivity. This is be-

lieved to be highest in natural diamond where thermal energyis transmitted quickly due

to low atomic mass and strong covalent bonds. Conductivity in the range of 8.95 - 23

W/cm.K at 300 K [21] depends on the concentration of impurities such as nitrogen [22],

and also depends strongly on temperature [23]. This value compares favourably with those

of silicon at 1.48 W/cm.K and of copper at 4.01 W/cm.K (both at 300 K). Diamond has

optical transparency in the near ultraviolet, visible, andinfrared spectra. This remarkable

property provides uses in many optical applications. The p-type semiconductor does exist

naturally in diamond type IIb (see section1.3) due to boron impurities. However this type

is very rare and commercially very valuable due to its blue colour from the presence of

boron. The majority of natural diamonds are brown in colour [24], however, high-pressure

high-temperature (HPHT) treatment techniques can changedbrown diamonds [24–26] to

colourless or the more valuable fancy yellow colour.

1.3 Classification of Diamond

Several impurities have been confirmed in diamond which turnits colour brown, yellow

red, pink, green or blue. However the origin of the colour of diamonds is still not com-

CHAPTER 1. INTRODUCTION



1.3. CLASSIFICATION OF DIAMOND 5

(a)

x

y

z

Γ

Λ

Σ

∆

L

K W

U

X

X
X

(b)

x
y

z

Γ

Λ

∆X

R

M

T

Z

S

∑

Figure 1.2: The First Brillouin zone of (a) an FCC lattice (b)an SC lattice, with

high symmetryk-points marked.
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(a) (b)

(c)

Figure 1.3: Schematics showing the calculated structures of nitrogen defects in

diamond. (a) C-centre, (b) A-centre, and (c) B-centre. Blueand grey atoms are

nitrogen and carbon respectively. Horizontal and verticaldirections are approxi-

mately [110] and [001] respectively.

pletely understood. Because of the dominance of nitrogen impurities, natural diamonds are

classified into two types according to nitrogen content.

1. Type I: contain high concentrations of nitrogen. Some diamond of type I exhibits a

yellow colour, which is known to arise from nitrogen impurities [27].

CHAPTER 1. INTRODUCTION
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• Type Ia: those which contain nitrogen in an aggregated form. About 98% of

natural diamond is this type, again is divided to two sub-groups according to

two different forms of nitrogen aggregation.

– IaA: contains nitrogen in A-centre form (Fig. 1.3 (b)) with two nitrogen

atoms the nearest neighbours.

– IaB: contains nitrogen in B-centre form (Fig. 1.3 (c)) with four nitrogen

atoms surrounding a vacancy.

• Type Ib: contain nitrogen as isolated impurities which are sometimes labelled

as C-centres (Fig. 1.3 (a)), where natural diamond containsless than 0.1 % of

this type.

2. Type II : contains no nitrogen or low level (< 1-2 ppm [28]) which is undetectable by

infrared or ultraviolet absorption measurements.

• Type IIa : rare in natural diamond and usually colourless.

• Type IIb : also very rare in nature, containing boron impurities. Dueto the

absence of donors such as nitrogen, the boron can produce a p-type conductor.

Boron is known to be responsible for a blue colouration [29].

1.4 Defects in Diamond

Diamond contains both point and extended defects. Point defects are the result of a few

atoms or vacancies which are in irregular arrangements in the structure of the lattice, and

extended defects involve more atoms or vacancies which may be arranged in one or more

directions, such as platelets, inclusions, twins, stacking faults and dislocations.

1. Point defects: Point defects could be intrinsic (self-interstitial defects or vacancies)

atoms, interstitial foreign impurity atoms or substitutional foreign atoms. Nitrogen

and boron in addition to the ubiquitous impurity of hydrogenare the most common

point defects in diamond because of their relatively similar size compared to carbon.

CHAPTER 1. INTRODUCTION
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Electron paramagnetic resonance (EPR) is one of the most significant spectroscopy

techniques which can detect an enormous number of point defects in diamond. Ni-

trogen and nitrogen-related defects in addition to muoniumare studied in detail in

subsequent sections in relation to hyperfine interaction techniques.

2. Extended defects: these are defects extended in one, two or three dimensions.They

can be considered as a line defect like dislocations, a planedefect like stacking faults

and platelets, or a volume defect like clusters of vacanciesor any different volume in

the structure. Extended defects are created by both intrinsic or extrinsic impurities.

1.5 Diamond Synthesis

Because of its unique properties and commercial value as gemstones, attempts to synthesise

diamond started as early as the 1800s, when it was discoveredthat diamond forms from

carbon. The first known successful attempt was in 1955 when diamond was grown using

a high pressure high temperature technique [30]. Two methods of growing diamond are

summarised below.

1.5.1 High pressure high temperature (HPHT)

The first attempts to grow diamond in the 1950s were by GeneralElectric, using the HPHT

technique which recreates the conditions that produce natural diamond in the earth of depths

of approximately 200 km. This process needs about 5 Gpa of pressure and thousands of

degrees Celsius (typically 5 Gpa and 2000◦C) to convert graphite to diamond. In addition

to the appropriate pressure and temperature, a solvent catalyst was found to be essential

to complete the conversion. Different sizes and qualities of diamond can be synthesised

depending on pressure and temperature conditions and upon time, since diamonds take

millions of years to form naturally underground. Fig. 1.4 shows a schematic design for the

production of HPHT synthetic diamonds.
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Seed Crystal
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Figure 1.4: Schematic setup of a system for the production ofHPHT synthetic

diamonds.

1.5.2 Chemical vapour deposition (CVD)

CVD [31] is a very common method for growing diamond films where, in contrast to HPHT,

a temperature between 800-1000◦C and approximately atmospheric pressure are needed.

CVD has recently gained prominence because a technique to grow relatively high areas of

high quality single crystals has been achieved which can be exploited in diamond technol-

ogy. H2 is usually uses as an etchant to prevent the formation ofsp2-bonds and the gas

always contains sources of carbon such as methane CH4 compounds (with a typical ratio of

1% in H2 gas). This is dissociated at low temperatures and pressuresto decompose the car-

bon atoms onto an appropriate substrate heated to between 800-1000◦C to form diamond

type Ib, which contains a single nitrogen as result of the presence of nitrogen in the gas.

Usually, due to the inappropriate temperature and pressure, aggregations of nitrogen do not

occur in CVD diamond.

A microwave beam is often used to create plasma in order to obtain the right condi-

tions for the decomposition, and the ionisation can also be achieved thermally using a hot

CHAPTER 1. INTRODUCTION
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Substrate

Diamond Film

Plasma

H2 , CH4

Figure 1.5: Schematic setup of a system for the production ofCVD synthetic

diamond. (hot filament for example can be used instead of plasma for ionisation)

filament. The growth rate varies depending on area. For an area less than 1 cm2 growth

is about 1 mm/h, however the quality of film increases with decreasing growth rate. Fur-

thermore the type of substrate determines whether single- or poly-crystal can occur. Single

crystal diamond is obtained when the substrate is made from single crystals of diamond,

and polycrystalline diamond is obtained when the substrateis made of silicon, tungsten or

molybdenum. Fig. 1.5 shows a design for the production of CVDsynthetic diamond.

1.5.3 Applications of Diamond

In additional to commercial purposes as gemstones, diamondis used in industrial applica-

tions as an abrasive, in sawing, grinding and cutting tools,as a result of its hardness and

wear resistance. Recently, due to its low thermal expansioncoefficient and thermal con-

ductivity, diamond has been used in heat dissipation devices [32]. CVD techniques give

the ability to deposit diamond on substrates such as glass, water filters and cutting tools to

produce a protective coating. Diamond can also be used in radiation detectors and X-ray

dosimeters [33].

Diamond is currently also being exploited in optical and electronic applications, because

CHAPTER 1. INTRODUCTION



1.6. THESIS SUMMARY 11

it is optically transparent over a large wavelength range due to a large band gap (∼5.5

eV). Its hardness has also been used for radiation windows where high energy and extreme

mechanical and thermal loads are operated [34]. Also quite recently, diamond has been used

for so-called quantum information [35] by performing spin operations from point defects in

diamond such as nitrogen-vacancy complexes.

1.6 Thesis Summary

The thesis is divided into three parts. Each part is subdivided into chapters.

1.6.1 Part I: Theoretical Framework

Chapter 2 - Background theory andAIMPRO modelling package

This chapter explains the background theory that has been used to solve the many-body

Schrödinger equation, starting with the Born-Oppenheimer approximation, and presents a

review of approximations using the wave function-based approach to solve the problem.

Then the discussion proceeds to the ab initio method densityfunctional theory, which made

noticeable advances in terms of calculation accuracy. The exchange-correlation term ap-

proaches, such as the generalised gradient approximation,are also discussed, followed by

pseudopotential approximation which replaces the motion of the core electrons of an atom

and its nucleus. Finally electron paramagnetic resonance and hyperfine interaction are de-

fined.

An extended discussion is then given of the implementation of quantum mechanical

density functional theory (DFT) using the ab initio modelling programme called AIMPRO.

This includes the supercell approach, Brillouin zone sampling, basis set, self-consistency,

and vibration modes.
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Chapter 3 - Modelling of experimental observables

This chapter links density functional theory with experimental techniques. This enables us

to compare the calculated and experimental values of the physical properties of the material.

1.6.2 Part II: Applications

Chapter 4 - Nitrogen-pair paramagnetic defects

Electron-paramagnetic-resonance centres of nitrogen pairs separated by different numbers

of intervening host sites, both in ionised,S = 1/2, and neutralS = 1 forms are reviewed

using density functional techniques. The hyperfine interaction are discussed in details, an

additional to the activation energies in this chapter.

Chapter 5 - Muonium and hydrogen in nitrogen-aggregate containing diamond: the

muX centre

Hydrogen is involved in electrically active defects in CVD diamond, and muonium, via

µSR, can provide useful characterisations of the configurations adopted by H atoms in a

crystalline material. This chapter presents the results ofa computational investigation into

the structure of the MuX centre proposed to be associated with nitrogen aggregates.It

is found that the propensity of hydrogen or muonium to chemically react with the lattice

makes the correlation of MuX with nitrogen aggregates problematic, and suggest alternative

structures.

Chapter 6 - Nitrogen-oxygen pairs in diamond: the N3 and OK1 EPR centres

This chapter presents the results of density functional simulations of N-O pairs in diamond,

reviewing them in the light of the experimental evidence. Also presents the analysis of

other structures proposed for the EPR spectra, based upon nitrogen-multi-vacancy centres

and nitrogen decorating titanium-vacancy complexes, and show that none of the current

models are entirely plausible.
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Chapter 7 - Calculated hyperfine interaction parameters forP-containing point de-

fects in diamond

This study present the results of density functional simulations of P-containing point de-

fects, focusing on the hyperfine interactions of unpaired electrons with theI = 1/2 nucleus

of 31P. It is shown that the calculated magnitudes for distorted Pare consistent with ex-

perimental values, and present predictions for complexes of P with itself, lattice vacancies,

nitrogen, hydrogen, boron and oxygen.

1.6.3 Part III: Conclusions

Chapter 8 - Summary

This chapter summarises the work presented in the thesis.
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1.7 Abbreviations and Acronyms

The following abbreviations and acronyms are used within this thesis.

AIMPRO Ab Initio Modelling PROgram.

CVD Chemical Vapour Deposition.

DFT Density Functional Theory.

EPR Electron Paramagnetic Resonance.

GGA Generalised Gradient Approximation.

HFI Hyperfine Interaction

HGH Hartwigsen-Göedecker-Hutter.

HK Hohenberg-Kohn.

HPHT High Pressure High Temperature.

KS Kohn-Sham.

LDA Local Density Approximation.

MP Monkhorst-Pack.

µSR Muon Spin Relaxation.

NEB Nudged Elastic Band.
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CHAPTER

2

Background Theory and AIMPRO

Modelling Package

2.1 Introduction

This chapter gives a brief discussion of the theory applied in this work, then outlines the

important elements of the computer code used in this thesis.This code is called AIM-

PRO [36–38] (Ab Initio Modelling Program), which enables usto apply the DFT theory to

problems in diamond.

16
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2.2 The Many Body Problem

The many body Schrödinger equation for a system of interacting electrons and nuclei is

given as:

Ĥ = T̂e + T̂n + V̂e+ V̂n + V̂en (2.1)

whereT̂e, T̂n correspond to the kinetic energy of the electrons and nucleirespectively.V̂e,

V̂n andV̂en are electron-electron, nuclear-nuclear and electron-nuclear interaction potentials

respectively. Using atomic units, i.e.~ = e= me = 4πǫ0 = 1, the Hamiltonian will be:

Ĥ = −1
2

N
∑

i=1

∇2
i −

1
2

∑

k

1
Mk
∇2

k +
1
2

∑

i, j

1
|r i − r j |

+
1
2

∑

k,l

ZkZl

|Rk − Rl |
−

∑

i,k

Zk

|r i − Rk|
(2.2)

wherer andR are the positions of electrons and nuclei respectively,Mk are the nuclear

masses, andZl is the charge of thel-th nucleus. The equation̂HΨ = EΨ is complicated and

cannot be solved directly in such a form; however several approximations can be used to

obtain a solution.

2.3 Born-Oppenheimer Approximation

This approximation [39], which is also known as the adiabatic approximation, essentially

depends upon assuming that due to the large mass of nuclei compared to the mass of elec-

trons, the motion of electrons is much faster than that of nuclei. So the electron movement

can be considered in a fixed field of nuclei. This simplifies theequation 2.2 to the electron

Hamiltonian:

Ĥ = −
1
2

N
∑

i=1

∇2
i +

1
2

∑

i, j

1
|r i − r j |

−
∑

i,k

Zk

|r i − Rk|
(2.3)

2.4 The Hartree Approximation

The Hartree approximation [40] considers the many electronwave functionΨ as a product

of single electron wave function by neglecting the antisymmetric requirement; and there-

fore:
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Ψ(r1, r2, ...., r N) =
N

∏

i=1

ψi(r i) (2.4)

whereψi(r i) are normalised and satisfy one-electron equations

−
1
2
∇2ψi + Viψi = Eiψi (2.5)

where the potential will be:

Vi(r ) =
∑

k

− Zi

|Rk − r i |
+

∑

j,i

∫ |ψ j(r ′)|2

|r − r ′|
dr ′ (2.6)

This simple approximation is not accurate enough for most modern calculations, hence

a better approximation is needed.

2.5 The Hartree-Fock Approximation

The main problem with the Hartree wave function is that it is not antisymmetric. This can

be rectified by writing:

Ψ(r1, r2...., r N) =
1
√

N!
(−1)PP̂(ψ1(r1)ψ2(r2)........ψN(r N)) (2.7)

whereN is the number of electrons andP is the permutation operator that interchanges the

electron labels.

This may be expressed as the Slater determinant:

Ψ(r i) =
1
√

N!

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ψ1(r 1) ψ1(r2) · · · ψ1(r N)

ψ2(r 1) ψ2(r2) · · · ψ2(r N)
...

...
. . .

...

ψN(r1) ψN(r 2) · · · ψ3(r N)

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(2.8)

Exchanging any two electrons changes the sign of the determinant, and if two electrons

have identical spin and position, the determinant will be zero. This ensures thatΨ is anti-

symmetric and obeys the Pauli exclusion principle. The Hartree-Fock method [41] has been

used in quantum chemistry and gives reasonable results for atoms and many molecules.
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However, in solids these calculations are relatively complicated and do not include cor-

relation energy, which represents Coulomb repulsion due tothe motion of the individual

electrons.

2.6 Density Functional Theory

Density functional theory (DFT) makes use of the one-to-onerelation between a non-

degenerate ground state wave function and electron density. This concept was initially ap-

plied by Thomas and Fermi in 1927 [42,43] and later proved by Hohenberg and Kohn [44]

and Kohn and Sham [45] respectively.

2.6.1 Hohenberg-Kohn theorems

The non-degenerate ground state wave function of a many-electron system in an external

potentialV̂ can be uniquely determined by its electron charge density, which means one can

use the electron density as a basic variable instead of the many-electron wave functions. To

see this, start by considering the Hamiltonian for two systems:

Ĥ1 = T̂ + Û + V̂1 (2.9)

Ĥ2 = T̂ + Û + V̂2 (2.10)

whereT̂ andÛ are the kinetic and electron interaction energy operators,andV̂ is the ex-

ternal potential. Now, assume that there are two different potentials,̂V1 andV̂2, which give

rise to two ground state wave functionsψ1 andψ2 respectively where both have the same

charge densityn(r ). It is quite clear that these two ground states wave functions are not

equal (ψ1 , ψ2). The energy of the first and second systems are:

E1 = 〈ψ1|H1|ψ1〉,E2 = 〈ψ2|H2|ψ2〉. (2.11)

By applying the variational principle one obtains two inequalities

E1 < 〈ψ2|H1|ψ2〉 (2.12)
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and

E2 < 〈ψ1|H2|ψ1〉 (2.13)

These two inequalities can be written in term of external potentials.

E1 < 〈ψ2|H1|ψ2〉 = 〈ψ2|T + U + V1|ψ2〉 (2.14)

= 〈ψ2|T + U + V2|ψ2〉 + 〈ψ2|V1 − V2|ψ2〉 (2.15)

Now, E2 = 〈ψ2|H2|ψ2〉, so we have,

E1 < E2 + 〈ψ2|V1 − V2|ψ2〉 (2.16)

Similarly,

E2 < E1 + 〈ψ1|V2 − V1|ψ1〉 (2.17)

Then by using a universal functionalF[n] introduced by HK:

E[n(r)] = F[n(r )] +
∫

V(r )n(r )dr (2.18)

The Eq. 2.16 will be:

E1 < E2 +

∫

(V1 − V2)n(r )dr (2.19)

Similarly,

E2 < E1 +

∫

(V2 − V1)n(r )dr (2.20)

By adding together these inequalities, we get an impossibleresult.

E1 + E2 < E2 + E1 (2.21)

So the assumption thatn(r ) = n′(r ) must be wrong, and henceV1 is a unique function of

the densityn(r ) and therefore the Hamiltonian can be established by the density.

Hohenberg and Kohn [45] wrote the total energy as:

E =
∫

V(r )n(r )dr +
1
2

∫

n(r1)n(r2)
|r 1 − r2|

dr1dr2 +G[n] (2.22)
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where the second term is called the Hartree energy andG[n] contains all electron-electron

effects beyond this. However Hohenberg and Kohn failed to give asufficiently accurate

formula forG[n].

2.6.2 The Kohn-Sham approach

The Kohn-Sham theorem [46] suggests thatG[n] is separated into two parts:

G[n] = Ts[n] + Exc[n] (2.23)

whereTs[n] is the kinetic energy of a non-interacting system of electrons which has the

same density as the real system andExc[n] is the exchange and correlation energy.Ts[n]

can be treated in the same way as the Hartree-Fock wave functions. For a non-interacting

system ofN electrons,

n(r ) =
N

∑

i=1

|ψi(r )|2 (2.24)

where theψi are called the Kohn-Sham wave function. The kinetic energy function can be

therefore written as

Ts[n] = −
1
2

N
∑

i=1

∫

ψi(r )∇2ψi(r )dr (2.25)

Then the Kohn-Sham wave functions are constrained to be normalised:

∫

|ψi(r )|2dr = 1 (2.26)

By using Lagrange multipliersǫi and following the variational principle:

∂

∂ψ∗i (r )















E −
∑

i

ǫi

∫

|ψi(r )|2














= 0 (2.27)

This leads to the Kohn-Sham equation

−
1
2
∇2ψi(r ) + Veff(r )ψi(r ) = ǫiψi(r ) (2.28)

CHAPTER 2. THEORY



2.6. DENSITY FUNCTIONAL THEORY 22

whereVeff(r ) is an effective potential that can be written as

Veff(r ) = V(r ) +
∫

n(r ′)
|r − r ′|

dr ′ +
∂Exc[n]
∂n(r )

(2.29)

2.6.3 The exchange-correlation functional

Several approximations have been made to avoid the problem of the unknown exchange-

correlation energyExc. The most common are the local density (LDA) and generalised

gradient (GGA) approximations.

Local Density Approximation (LDA)

One of the most common approximations is the local density approximation (LDA) [45,47,

48] in whichExc can be obtained by using the homogeneous electron gas formula.

The exchange-correlation energy is assumed to be local, andcan be separated into ex-

change and correlation parts:

Exc[n↑, n↓] = Ex[n↑, n↓] + Ec[n↑, n↓] (2.30)

In a homogeneous gas the exchange function can be written in form [47]:

Ex[n↑, n↓] = −
3
2

(

3
4π

)
1
3 (

n
4
3
↑ + n

4
3
↓

)

(volume) (2.31)

For an inhomogeneous system we form the LDA as

Ex[n↑, n↓] = −
3
2

(

3
4π

)
1
3
∫

(

n
4
3
↑ (r ) + n

4
3
↓ (r )

)

dr (2.32)

The correlation term is more complicated, but a formula has been developed [48]. The

local density approximation would give good results in areas where density varies slowly.

Even in areas where density changes very quickly, the local density approximation may give

reasonable results. However it tends to underestimate, forexamples ionisation energies and

band gap while overestimating binding energies.
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Generalised Gradient Approximation (GGA)

In order to move beyond LDA [45, 47, 48], an approximation forestimating the exchange-

correlation energy is the generalised gradient approximation (GGA). This considers a first

order expansion ofExc in the charge density, and includes terms depending on|∇n| [49,50].

The GGA has achieved greater accuracy compared to LDA, and generally produces

better total energies, binding energies, bond lengths and angles. Both of the latter are un-

derestimated in the band gap. In the case of inhomogeneous electron gas, an improvement

was made by adding a factor to the Exc functional in local density approximation (LDA).

This factor includes derivatives of the charge density (gradient of electron density) at a cer-

tain point in addition to the normal function of density at the same point represented by

LDA. With this factor, the GGA is thus:

Exc[n(r )] =
∫

n(r )εxcFxc[n(r ),∇n(r ),∇2n(r ), ....]dr (2.33)

2.7 Pseudopotentials

Applying density functional theory to systems with a large number of electrons still leaves

a demanding calculation. In solid-state physics and the physics of atoms and molecules,

the properties of electrons and the chemical bonds between atoms are almost entirely de-

termined by the valence electrons of the atoms, where core electrons create a screening

potential orpseudopotentialacting upon the valence electrons. To achieve this simplic-

ity we replace the Coulomb attraction of the nuclei by a pseudopotential which is felt by

valence electrons and describes the interaction with the core electrons and nucleus (see Fig-

ure 2.1). The presence of the core states would make the totalenergy much larger, giving

rise to a need for greater accuracy in energy calculations. Furthermore, the core electrons

are very localised and force valence states to oscillate rapidly near the nucleus. This require

a large number of basis functions (see section 2.10) to describe the system.

In order to calculate certain interactions, such as hyperfine interaction, the core electron

wave functions need to be reconstructed [51, 52]. Throughout this project the Hartwigsen,

Goedecker and Hutter (HGH) pseudopotentials [53] were implemented in AIMPRO.
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rc r

V
Vpseudo

pseudo
 

ΨΨ

Figure 2.1: Schematic illustrating the pseudo-wave function (top) and the pseudo-

potential (bottom) core electrons. The cut-off radius rc indicates the defined region

at which point the systems must match. The pseudo-wave function and potential

are plotted with a brown line whilst the true all-electron wave function and core

potential are plotted with the red lines.

2.8 Supercell Approach

Periodic boundary conditions have been used in this method.All systems are modelled

using a unit cell which has infinite repetition in all directions. The boundary conditions

applied satisfy Bloch’s theorem. The supercell method overcomes the problem of defect-

surface interaction which would occur if a finite cluster wasused to model a defect in a

solid. The cell size is crucial in the supercell method, since the defect may interact with

its images in other unit cells if the number of atoms is not large enough to give sufficient
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separation between defect and repeated image.

2.9 Brillouin Zone Sampling

The calculation of quantities such as total energy or chargedensity within the supercell

framework requires an integration or averaging over the Brillouin zone. For example, a

charge density may be determined at a certain value ofk:

nk(r ) =
∑

n

fnk|ψnk|2 (2.34)

where fnk is the occupancy of the band at wave vectork. The total charge density is then

given by the integral:

n(r ) =
Ω

(2π)3

∫

nk(r )d3k (2.35)

where the integral is over the 1st BZ.

In practice, the integral is approximated as

n(r ) =
N

∑

i=1

winki(r ) (2.36)

where the pointski can be chosen according to a number of schemes [54, 55] andwi is the

wighting factor which corresponds to the number of equivalent k-points tok-pointsi.

To solve Kohn-Sham equations, a number ofk-points are chosen in the Brillouin zone.

By averaging over them allows the density at each point to be obtained. However conver-

gence is not easily verified by increasing the number ofk-points.

Another scheme suggested by Monkhorst and Pack [56] uses a set of specialk-points

defined by three integersI , J, andK. The integersI , J, andK define a grid ofI × J × K

points in reciprocal space:

K(i, j, k) =
2i − I − 1

2I
g1 +

2j − J− 1
2J

g2 +
2k− K − 1

2K
g3 (2.37)

where g1, g2 and g3 are the unit-vectors of reciprocal space andI , J, andK ≥ 1. When

I=J=K the scheme is referred to asMP− I3.
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2.10 Basis Sets

Cartesian Gaussian type orbitals are used in AIMPRO as a basis upon which expand the

Khon-Sham orbitals. Each Cartesian Gaussian orbital is centred at an atomic siteRi and is

given by the form:

φi(r) = (x− Ri,x)
n1(y− Ri,y)

n2(z− Ri,z)
n3e−β(r−Ri )2

(2.38)

wherenα ≥ 0, s, p or d-like orbitals correspond to
∑

nα = 0, 1 or 2 respectively, andβ is a

constant for each function. There are a number of advantagesover other basis functions in

that they are localised and can decay rapidly away from the centre of the atom. In addition,

integrals involving them can be found analytically. Another advantage is that the product

of two Gaussian orbitals is a Gaussian function, which meansthat the integrals can be

evaluated much more quickly.

2.11 Self-Consistency Approach

As described in section 2.6.1, the Kohn-Sham equations mustbe solved for self-consistency.

Self-consistency is the process by which charge is redistributed around the system until a

minimum energy is obtained, as a result producing an accurate simulation of the charge

distribution in a real system. The first guess of the charge density coefficients is taken from

the neutral atoms, then the charge density is taken from the result of the previous calculation

during structural optimisation. For a better guess, the newcharge density is taken by linearly

combining the previous input and output charge density. So,once a potentialV is generated

from the input densityn(r ), it is used to solve KS equations (Eqs. 2.24 and 2.28), which

give rise to a new output densityn′(r ). This process continues until the charge density and

the total energy between the two sets converge, so that the difference of total energies in the

self-consistency process should be smaller than a certain value (generally is 10−4a.u.).
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2.12 Structural Optimisation

To determine the minimum energy configuration of the atoms, or, in other words, to opti-

mise the structure geometrically, the forces on each atom must be determined. These can be

calculated once the self-consistency charge density is obtained, as described in the previous

section. Once the forces are determined, in order to obtain the minimum total energy, the

atoms are moved along the force direction. This can be achieved by several techniques.

Within AIMPRO the conjugate gradient method [57, 58] is applied. This method depends

on determining the direction from the force components of the previous and current itera-

tions. It cannot be guaranteed that the minimum energy obtained by this method will be the

global minimum, but could be local. To try avoid such that as much as possible, one should

starting with several randomised configuration.
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3

Modelling of Experimental Observables

3.1 Introduction

Density functional theory has the ability to calculate a large number of experimental ob-

servables. Modelling techniques can help to explain experimental results, and this is very

important in making comparisons between measured and calculated values.

In this chapter, a brief explanation is given of how some of the experimental techniques

relevant to the work presented in this thesis were modelled.These include the diffusion

method, vibrational modes, electrical levels and electronparamagnetic resonance.

28
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3.2 Diffusion Method in AIMPRO

AIMPRO employs several methods to determine the activationenergy for the diffusion or

reorientation of a defect. The nudged elastic band (NEB) [59,60] is used in this work. This

finds the saddle point and the minimum energy path between initial and final structures

(which must be known). The method works by optimising a set ofimages along the path

between known initial and final points. Each image is connected to the previous and next

images and corresponds to specific positions of the atoms along the path. The constrained

optimisation on each image is formulated by adding the spring forces along the direction

of the band between images and then minimising the forces acting on the system. A mod-

ification of the NEB method is used to allow the highest energyimage to climb towards

the saddle point. Only the highest image is relaxed with the climbing constraint. If the

maximum energy image is very far from the saddle point, different spacings on either side

of the saddle point will be created.

Throughout this thesis a minimum of five images is used, and optimise the barrier so

that image-forces are less than 0.01 atomic unit and the saddle-point energy changes by less

than 1 meV. Due to the computational cost, the barriers are obtained using cubic unit cells

of side length 2a0, unless specified otherwise. In specific cases the examination of the effect

of cell size on barrier height was done and yielded satisfaction that the smaller cell yields

values within 10’s of meV of the larger.

3.3 Vibrational Modes

A local vibration mode is a defect vibration in which only a small number of nearby atoms

move significantly that is, it is localised at the defect. AIMPRO provides a calculation of

vibrational modes which can be compared with that are measured experimentally by using

infra-red absorption spectroscopy or Raman scattering techniques. This method enables us

to detect whether a defect is infrared or Raman active due to atomic vibrations, where the

former is active if it yields a change in the dipole of the bondwhile the latter is active if it

yields a change in polarisability.
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To obtain a vibration mode, force constants are required. These are derived from second

derivatives of energy with respect to position. Starting from a self-consistent converged

system, an atoma is shifted from its equilibrium position along thel direction (l= x, y or

z) by an amountε. The self-consistent density is recalculated at this new position. Atomb

will then feel the forcef +mb(l, a) along them direction. Then atoma is moved by−ε giving

rise to a new force on atoma of f −mb(l, a). From this process, the second derivative can be

calculated by:

Φla,mb =
f +mb(l, a) − f −mb(l, a)

2ε
(3.1)

The dynamical matrix is then found as

Dla,mb =
Φla,mb√
MaMb

(3.2)

whereMa and Mb are the masses of atomsa andb. Eigenvalues of this matrix give the

vibrational frequencies squares:

D.U = ω2U (3.3)

whereD is dynamic matrix, U contains the normal modes andω are the frequencies.

In chapter 6 the Vineyard [61] method is used to calculate theattempt frequency in an

Arrhenius law with a diffusion barrierEa.

ν = ν0 exp(−Ea/kBT) (3.4)

whereT is temperature, andν0 attempt frequency. This method depends on the many-body

normal mode approach. The attempt frequency can be calculated by taking the ratio of the

product of theN normal frequencies of the entire crystal at the starting point to the product

of N − 1 normal frequencies of the crystal when it is constrained tobe at a saddle point.

ν0 =

N
∏

p=1

νe
p/

N−1
∏

p=1

νs
p (3.5)

whereνe
p andνs

p are frequencies for the equilibrium and saddle point configurations, respec-

tively.
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3.4 Electrical Levels

One characteristic of impurities in semiconductors is thatthey often introduce levels in the

band gap. The electrical level of a defect corresponds to theelectron chemical potential

position when two charge states of the defect have the same energy. The donor and the

acceptor levels are labelled (0/+) and (−/0), respectively. Two methods have been used to

evaluate the electrical levels of a defect throughout this thesis.

3.4.1 Marker method

This method is empirical and uses a well known defect level asa reference to estimate

the energy level of the system under study, simply by calculating the difference in donor

(0/+) or acceptor (−/0) of structure level under study and the donor or acceptor level of

the reference. The ionisation energy is represented by the energy difference between the

neutral and charged structures:

∆Ed(0/+) = Ed(0)− Ed(+) (3.6)

Then the calculated donor level can be given by:

(0/+)d = ∆Ed(0/+) − ∆Er(0/+) + (0/+)r (3.7)

where∆Er(0/+) is the calculated ionisation energy of the reference defect.

One of the advantages of this method is that there is a cancellation of errors in the two

calculated values∆Ed and∆Er , so the (0/+)d is often much more accurate than either of

them.

3.4.2 Formation energy method

This method depends on the formation energies of charged andneutral defects where both

should be of the same supercell size.
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E f (X, q) = Et(X, q) −
∑

i

µi + q(Ev(X, q) + µe) + αM
q2

Lǫ
, (3.8)

whereEt(X, q) is the total energy of the system,µi andµe are the chemical potentials of the

atoms and electrons, respectively,Ev is the energy of valence band top in the defect cell,

and the last term is called the Madelung correction or the correction for periodic boundary

conditions. Usually this term is the monopole interaction but could also be a multipole

interaction.αM is the Madelung constant, L is a lattice parameter, andǫ the permittivity of

the material.

3.5 Electron Paramagnetic Resonance

Electron paramagnetic resonance (EPR) [62] is a technique which detects chemical species

that have unpaired electron(s), and its use has identified a large number of centres in semi-

conductor materials. EPR is used successfully to study the microscopic structure and sym-

metry of defects.

In diamond the electronic structure of each carbon atom can be divided into the core

electrons and valence electrons (with (1s2)2s22p2 configuration). The latter are involved in

the chemical bond, however the former are not. Diamond structures are created whensand

p orbitals form tetrahedralsp3 bonds forming four-fold coordinations with other C atoms.

In perfect crystals, diamond acquires no net magnetic dipole moment as the number of

spin up electrons is the same as spin down electrons. Furthermore with perfect directional

bonds no orbital dipole moment can be obtained. By introducing a defect into the crystal,

a level may be created associated with an unpaired electron in the band gap, which makes

the structure EPR active. However in the case ofS = 0 defects are EPR is inactive can be

ionised thermally or optically. Depending on the position of the Fermi level, the donor and

acceptor levels can either donate or accept an electron respectively, leaving the structure

EPR active.

When an atom or molecule with an unpaired electron (where netspin is non-zero) is

placed in a magnetic field, the spin of the unpaired electron can align either in the same
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direction or in the opposite direction as the external field.This gives rise to what is known

as theZeeman effect. These two electron alignments have different discrete energies and

the application of a magnetic field to an unpaired electron lifts the degeneracy of the±1
2

spins of the electron. This creates distinct energy levels for the unpaired electrons, making

it possible for the net absorption of electromagnetic radiation in the form of microwaves to

occur. To obtain an intense and constant microwave frequency, the sample is located in a

microwave cavity with a variable applied magnetic field until resonance absorption occurs.

Electromagnetic radiation with frequencyν gives rise to two different energy levelshν. The

total angular momentum of a free paramagnetic ion is:

J = L + S (3.9)

whereL is the electron orbital angular momentum andS electronic spin moment. The

orbital angular momentumL is simply due to system current loop.

I =
−eω
2π
= −eν (3.10)

which gives rise to a magnetic dipole moment,µL

µL = −µBgLL (3.11)

µB is the Bohr magneton and equalse~/2mec, andgL=1 is called thegL factor associated

with L .

The electron spin moment leads to a second and predominant contribution, as for most

defects in solids the orbital angular momentum is quenched.

µS = µBgSS (3.12)

gS = 2.0023 is called thegS factor associated withS, so the total magnetic dipole moment

will be:

µ = µS = −µBgSS (3.13)

The Hamiltonian describes the interactions of the magneticfield.

H = −µ.B (3.14)
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Due to spin-orbit interaction (λL .S) the small term∆g should be added togS.

g = gS + ∆g (3.15)

∆g represents the departure ofg from the isotropic free spin electron valuegS=2.0023

which depends on the orientation of the magnetic field applied with the crystallographic

axis, so the Hamiltonian becomes:

H = −µBS.g.B (3.16)

MIMS 
   

−1/2 +1/2

−1/2 −1/2

+1/2 −1/2

+1/2 +1/2

HYPERFINE
TRANSITIONSTRANSITION

ZEEMAN

hν0 = gµBB t1t2

Figure 3.1: Schematic shows energy levels of a system withS = 1/2 andI = 1/2

in applied magnetic field.

A degenerate level splits as shown schematically in Fig. 3.1(left split), where the energy

splitting induced by the Zeeman effect is:

∆E = −µBgB (3.17)

Experimentally this is seen by varying the B field until the Zeeman splitting matches

microwave radiationν0, given an optical absorption.
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B =
hν0

gµB
(3.18)

When the applied field irradiates the sample at the resonant frequencyν0, transitions

are induced in which unpaired electrons parallel to the fieldbecome anti-parallel, and vice

versa, which give the absorption and emission processes. Incases of equal probability no

net absorption or emission can be detected. However the lower level population is increased

as a result of spontaneous emission and also spin lattice relaxation. The population ratio is

governed by the Boltzmann distribution:

nupper

nlower
= exp

(

−
∆E
kBT

)

(3.19)

wherenupperandnlower are the number of paramagnetic centres occupying the upper and the

lower energy states respectively,kb is the Boltzmann constant, and T is the temperature in

Kelvin.

3.6 Hyperfine Interactions

The previous section dealt only with an external magnetic field interacting with an unpaired

electron spin. In the case of a nucleus with spinI , 0 present in a region of unpaired

electron spin, so-called hyperfine interaction must also beconsidered in the spin Hamilto-

nian. As a result of the local field of the nuclear spin at the electron, there will be (2I+1)

orientations of nuclear spin in a magnetic field, all of whichcorrespond to different energy

levels. The right side of Fig 3.1 shows the interaction betweenS = 1/2 andI = 1/2, which

gives rise to two transitions (t1 andt2) according to selection rules∆MS = ±1 and∆M I = 0.

These two transitions combined with Zeeman splitting (the mid line) give rise to the EPR

spectrum shown in Fig 3.2. If the KUL1 EPR centre is taken as anexample, it is identified

as a neutral silicon split vacancy defect [63]. So, in the presence of29Si (S = 1/2), 28Si

(S = 0) and30Si (S = 0) in the material, three lines would be observed: the centered main

line from 28Si and30Si and a single pair of satellite lines from29Si. The interaction between
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Magnetic Field (mT)

29Si
29Si

28Si and30Si

310 311 312 313 314 315 316

Figure 3.2: Schematic of EPR spectra for an unpaired electron S = 1/2 interacting

with nuclear spinI = 1/2 .

an unpaired electron magnetic momentµe and any nuclear magnetic momentsµN in the

vicinity of the unpaired electron is given by isotropic and anisotropic parts:

Aiso =
2µ0

3
geµBgNµN|Ψ(0)|2 (3.20)

and

Aaniso=
1
4π
µ0geµBgNµN

[

3(I .r )(S.r ) − r2(I .S)
r5

]

(3.21)

where|Ψ(0)|2 is the wave function of the electron at the nucleus (r = 0) andI andS are

the nuclear and electron spin operators,µ0 is the permeability of vacuum,ge is the electron

g factor, µB is the Bohr magneton, andgN is the gyromagnetic ratio of the nucleus and

µN is nuclear magneton.r is the distance between the electron and the nucleus. Now, by

integrating over the wave function, the Hamiltonian will be:
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HHF = S.A.I (3.22)

The hyperfine tensorA could be isotropic or anisotropic as defined in Eq. 3.20 and

Eq. 3.21 respectively, and also could be axially symmetrical, or diagonal with two compo-

nentsA‖ andA⊥. In this case the Hamiltonian can be written as:

H = A⊥(IxSx + IySy) + A‖IzSz = (Aiso − Aaniso)S.I + 3AanisoSzIz (3.23)

whereA‖ = Aiso + 2Aaniso andA⊥ = Aiso − Aaniso. A‖ andA⊥ can be written as functions of

the spin density:

Aiso =
8π
3
µ0

4π
geµBgIµnρspin(r) (3.24)

and

Aaniso=
1
4π
µ0geµBgIµn

∫

ρspin(r)
3cos2(θ) − 1

2r3
d3r (3.25)

wherer is the electron coordinate andθ is the angle betweenr and the symmetry axis.ρ is

the difference between the electron charge densities of spin up and spin down, which can

be obtained from AIMPRO. The Hamiltonian with the additional term will be:

H = µBS.g.B +
∑

j

S.A j .I j (3.26)

The tensorA j contains information about the distance between the nuclear and electron

spins and the symmetry of the electron spin density. AIMPRO can calculate the tensorA j

and this can then be directly compared with experimental values. The hyperfine values can

give qualitative information about the symmetry and maybe the type of atoms involved.

Furthermore the positions of the nuclei can be obtained by comparison with the theoretical

values provided for various possible structures. The directions of theA tensor in some cases

refer to spherical polar coordinates, as shown in Fig. 3.3. Spherical-polar angles, (θ, φ) are

given withθ the polar angle relative to [001], and the azimuth from [100], quoted in degrees.

Hyperfine-interactions are modelled as outlined previously [51]. Briefly, this involves

the combination of pseudopotentials and reconstructed all-electron wave functions in the
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Figure 3.3: A spherical coordinate system with origin O.

core region [52, 64]. Reconstruction of the ion cores allowsus to calculate the hyperfine

tensor elements within a frozen-core all-electron wave function approximation, without the

computational difficulties associated with a full all-electron calculation. In the text also

presents simplified termsAs andAp for the isotropic and anisotropic components of a hy-

perfine tensor. In the case of axially symmetric tensors, these are give by (A‖ + 2A⊥)/3 and

(A‖−A⊥)/3, respectively, whereA‖ is the magnitude of the component along the axial direc-

tion andA⊥ that of the two components perpendicular to the axis. Where the symmetry is

only approximately axial,Ap is calculated usingA⊥ taken as the average of the two nearly

degenerate terms. In this thesis quotes hyperfine tensors calculated for13C and14N. In the

latter case, the15N values can be obtained from those of14N simply by multiplication by

−1.32, a factor given by the ratio of nuclear magnetic moments divided by the correspond-

ing nuclear spins. The calculated directions are unaffected by isotope. For the calculated

hyperfine interactions, an enhanced carbon wave function basis consisting of 28-functions

per atom is used to ensure a reasonable level of convergence.

CHAPTER 3. EXPERIMENTAL



3.7. MUON SPIN RELAXATION (µSR) 39

3.7 Muon Spin Relaxation (µSR)

Theµ in the acronymµSR is the Greek letter mu which stands for muon. From the acronym

µSR it can be recognised an analogy betweenµSR and electron spin resonance (EPR) and

nuclear magnetic resonance (NMR).µSR is a powerful experimental technique which de-

pends on implanted spin polarised muons in a material whose magnetic moment is 3.18

times higher than a proton. It gives rise to high microscopicsensitivity to probe magnetic

moment which allows knowledge to be gained of what is going oninside materials such as

semiconductors.

The muon was discovered in 1937 in cosmic rays. It has a mass about 200 times that

of an electron, and scientists consider negative muons as heavy electrons, whereas positive

muons are considered as light protons (9 times lighter than aproton).

The muon has a short lifetime of about 2.2 microseconds (2.2µs). They can be produced

using a particle accelerator, using high-energy protons toproduce pions, which then decay

in very short lifetimes of about 26 billionths of a second into muons and muon neutrinos

(antineutrinos). Beams of nearly 100% spin polarised muonswith the beam direction shot

into a material can be coupled to their local magnetic field environment via their spin. The

muons spin around the local magnetic fields in the material, and unstable muon decay relies

on the violation of parity into positrons (anti-electrons)emitted along the direction of muon

spin.

Positive muons can trap electrons and become the so-called hydrogen-like atom muo-

nium (Mu≡ µ+e−), which is considered chemically as a light isotope of hydrogen. Mu has

about Bohr radius and ionisation potential of hydrogen. Tables 3.1 and 3.2 respectively

illustrate the properties of muon compared to proton and muonium compared to hydrogen.

Muonium can be used by scientists to examine how hydrogen atoms react in materials

where hydrogen plays a big role in changing conductive behaviour. What is observed in

muon spin resonance spectroscopy is hyperfine coupling betweenµ+ and an electron, which

AIMPRO can calculate.
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Table 3.1: Muon compared to proton.

Property Muon (µ+) Proton (p+)

Mass (me) 206.768 1836.15

Charge (e) +1 +1

Spin 1/2 1/2

Magnetic moment (ratio) 3.18 1

Half-life (µs) 2.2 stable

Table 3.2: Muonium compared to hydrogen.

Property Muonium (Mu) Hydrogen (H)

Reduced mass (me) 0.995 0.999

Radius (Å) 0.531 0.529

Ionisation energy ( eV) -13.54 -13.59

3.8 Conclusion

The AIMPRO package can calculate many quantities which are of direct interest to an

experimentalist. The following chapter looks at a series ofmaterials problems in which the

exploitation of this theory can give a deeper understandingof defect physics.
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CHAPTER

4

Nitrogen-Pair Paramagnetic Defects

4.1 Introduction

As indicated in section 1.3, natural diamonds are classifiedby nitrogen content [65], with

type-Ia referring to those which contain nitrogen in an aggregated form, and type-Ib con-

taining N as isolated impurities (N0s), sometimes labelled as C-centres (Fig. 4.1(b)). Nitro-

gen aggregates are principally of A and B form, and the A-centre structure is illustrated in

Fig. 4.1(d). The driving force for aggregation is the reduction in energy concomitant with

the removal of carbon radicals associated with N0
s. Previous computational simulations have

shown that the formation energies per N atom of A and B centresare 2.0 and 2.9 eV lower

than that of a C-centre [66].

N0
s has been thoroughly characterised. It possesses an unpaired electron and is observed

as the P1 electron paramagnetic resonance (EPR) centre [67]. Analysis of the hyperfine
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(a)

N

(b)

+29%N

R

(c)

N

R

+40%

(d)

+42%
N

N

Figure 4.1: Schematics showing the calculated structures of nitrogen defects in di-

amond: (a) ionised C-centre (N+s ), (b) neutral C-centre (N0s), (c) negatively charged

C-centre (N−s ), and (d) A-centre. Labelled sites are N for nitrogen and R indicat-

ing the carbon radical or anion site. Horizontal and vertical directions are approxi-

mately [110] and [001], respectively. Percentages indicate the calculated extension

of the respective interactions over that of the host C–C bond-length. The transpar-

ent cylinders represent broken bonds.

interaction [67] with the13C and14N species in P1 suggests that 67% and 25% of the spin-

density are associated with the central C and N atoms respectively. This is consistent with

the band-gap orbitals being a carbon radical and nitrogen lone-pair (Fig. 4.2). The neutral
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and ionised forms also give rise to vibrational modes [68, 69] at 1344 cm−1 and 1332 cm−1

respectively.
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Figure 4.2: The Kohn-Sham band structure in the vicinity of the band-gap for the

P1 centre (N0s). Filled and empty circles show filled and empty bands respectively,

with the bands from the defect-free cell superimposed in full lines for comparison.

The energy scale is defined by the valence band top at zero energy (Ev = 0 eV).

The left and right panels show the spin up and down spectra, respectively. The path

of thek-points are illustrated in the Brillouin zone of a simple-cubic (Fig.1.2(b))

A-centres are also characterised by vibrational modes resonant with the diamond host

phonons and seen as broad peaks in infrared [70]. Indeed, thelabels A, B and C for different

forms of nitrogen in diamond originate from the labelling ofIR absorption bands. In con-

trast with C-centres, A-centres have only paired electronsand are EPR-inactive. However,

they may be photo-ionised (with an activation energy [71] of3.8 eV), and in the positively

charged state give rise to the W24 EPR spectrum [72,73].

In addition to ionised A-centres, fiveS = 1/2 EPR centres have been attributed to pairs

of N atoms, but these are separated by a number of interveninghost sites. The N1 [3, 4],
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W7 [6, 74, 75], M2 [7, 76], N4 [77, 78], and M3 [7, 76] EPR centres have models which

consist of substitutional nitrogen atoms at the second to sixth shells of neighbouring sites

respectively, as shown in Fig. 4.3. In contrast to W24, the ionised state does not require

illumination.

Configurations of nearby P1-centres adopting aS = 1 spin state have also been detected:

the NOC-1, NOC-2, NOC-3, and NOC-4 EPR centres [1]. Models for these centres are C-

centres at 4th, 7th (or 9th), and 10th shells for NOC-1, NOC-2, and NOC-3, while NOC-4 is

a superposition of spectra from more distant pairs.

N-pairs have previously been analysed as part of a broader study into the stability of

impurity pairs in diamond [79]. The present study focuses onthe expected hyperfine in-

teractions for the proposed dissociated, ionised nitrogen-pair models and, by analysing the

reorientation barriers, revises the models. Also the origin of cases ofS = 1 combinations

of nearby P1-centres is investigated. In so doing, it shouldbe possible to explain why only

some combinations are seen.

4.2 Methodology

All calculations were carried out using the density functional technique, implemented in

AIMPRO as described in chapter 2. The wave function basis of carbon is treated using fixed

linear-combinations ofs- and p-orbitals with the addition of a set ofd-functions to allow

for polarisation, with a total of 13 functions per atom. Nitrogen is treated using indepen-

dent sets ofs-, p- andd-Gaussians with four widths, yielding 40 functions per atom. The

charge density is Fourier-transformed using plane-waves with a cut-off of 350 Ry, yield-

ing well-converged total energies. Core-electrons are eliminated by using norm-conserving

pseudopotentials [53]. The lattice constant and bulk modulus of bulk diamond are repro-

duced to within∼1% (an overestimate) and 2% (underestimate) respectively of experimen-

tal values. The calculated direct and indirect band gaps agree with published plane-wave

values [80].

Generally 216-atom, simple-cubic supercells of side length 3a0 are used. This ensures
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Figure 4.3: Schematics showing shells of neighbours in diamond: (a) sites embed-

ded in the diamond lattice; with (b) showing only prototypical sites for each shell

of neighbours relative to the first nitrogen site, N1. The two types of seventh-shell

site are labelled 7a and 7b in accordance with Ref. [1].
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that the N atoms are closer to one another than to any of the periodic images. For tenth-shell

pairs, this is insufficient, and so a 256-atom cell with body-centred-cubic lattice vectors was

used here. In all cases of sampling the Brillouin-zone by using the Monkhorst-Pack scheme

[56], a sampling density of 0.64×10−3 Å−3 per point or better was used. The estimation of

error in the relative energies of different structures due to the Brillouin-zone sampling of

< 10 meV was also tested.

In this chapter the donor levels are obtained in comparison to N0
s with a level atEc −

1.7 eV [16].

4.3 Computation results

Substitutional nitrogen pairs at increasing distances aremodelled. In each case geometry,

electronic structure, electrical activity, reorientation barriers and, forS = 1/2 systems,

hyperfine interaction are investigated. For neutral pairs,from all combinations of pairs of

dilated N–C, one per N-site are optimised.S = 0 andS = 1 configurations have been

examined with the potential anti-ferromagnetic interaction where the two N-sites are of

opposite spin. Relaxation has also been initiated startingfrom N+s . . . N−s . Throughout this

chapter the notation is adopted where N-pairs in thenth shell (Fig. 4.3) are labelled NnN.

The energy convergence was examined for some structures by conducting comparisons

of thek-point, basis cell and cell size. Table 4.1 indicates the difference between the four

different sites in term of wave functions, the Brillouin-zone sampling using the Monkhorst-

Pack scheme, and supercell size. The results are shown to be satisfactory, with very close

values from the Monkhorst-Pack scheme with a uniform mesh of2 × 2 × 2 (MP222) and

4 × 4 × 4 (MP444), and between the two wave function bases of 13 functions per atom

(known in AIMPRO terminology asC44G*) and 22 functions per atom (in AIMPRO known

aspdpp).

Finally, the results are presented in order of increasing N–N separation.
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Table 4.1: Relative energies for different structures with different cell size (216 and

512), wave function basis (C44G* and pdpp) andk-points (MP222 and MP444).

The zero of energy is set to the A-centre (N1N).

Relative Energy (eV)

C44G* pdpp

MP222 MP444 MP222 MP444

Supercell size 216 512 216 512 216 512 216 512

N2N 3.29 3.29 3.29 3.29 3.29 3.29 3.29 3.29

N3N 3.26 3.26 3.26 3.26 3.25 3.25 3.25 3.25

N4N 3.75 3.78 3.75 3.78 3.75 3.78 3.75 3.78

N5N 2.42 2.41 2.42 2.41 2.41 2.40 2.41 2.40

N6N 3.68 3.69 3.68 3.69 3.68 3.68 3.67 3.68

N8N 2.19 2.18 2.19 2.18 2.15 2.14 2.15 2.14

Table 4.2: Hyperfine tensors (MHz) for14N and their six13C neighbours in

(N1N)+. Directions are indicated in parentheses using spherical polar coordinates.

Experimental data for W24 are taken from Ref. [2]. All calculated data are rounded

to the nearest MHz or degree.

Site A1 A2 A3 As Ap

Calculations

14N 156 (125, 45) 74 (57, 343) 74 (53, 103) 101 27

13C −13 (90, 315) −12 (9, 225) −8 (81, 45) −11

Experiment (W24)

14N 155.26 ‖ [111] 81.51 ⊥ [111] 81.51 ⊥ [111] 106.09 24.58

13C 12.3
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4.3.1 First-shell pairs and W24

N1N has been examined previously, and only the main points are reviewed here. The re-

laxed structure results in a significant dilation of the N–N distance relative to that of the

host C–C bond-length, as indicated in Fig. 4.1(d). All atomsare coordinated according to

their valence, and the band-gap is devoid of the partially filled states characteristic of the

nitrogen donor as shown in Fig. 4.4. Above the valence band top lies an occupied-state

associated with the nitrogen lone-pair orbitals. It may be noted in passing that there are

metastable forms of N1N containing a N–N bond and two carbon radicals. However, these

are> 4 eV higher in energy than the A-centre and are of no practicalimportance.

Photo-ionisation of N1N yields the W24 EPR centre [72, 73]. Ionisation is found here

to reduce the dilation of the N–N separation from 42% to 31%, but the N atoms remain

equivalent and the overall symmetry isD3d. The calculated hyperfine interactions for the N

atoms and their six equivalent carbon neighbours are presented in Table 4.2. The agreement

with experimental values is excellent, lending confidence both to the assignment of W24 to

the ionised A-centre, and the values presented below for thedissociated N-pairs. The sign

of As for 13C is not known experimentally, but can now be predicted to be negative.

The ease with which N1N is ionised may be estimated from two sets of data. As a purely

qualitative picture, the Kohn-Sham band-structure (Fig. 4.4) shows an absence of any bands

deep in the gap, which would be consistent with the need for illumination to ionise the A-

centre. A more quantitative approach is to calculate the ionisation level relative to a marker

system [81]: the donor-level of an A-centre is calculated tolie 2.0 eV lower than that of a

C-centre, locating it atEc − 3.7 eV. This hyper-deep level is in close agreement with the

experimental [71] value ofEc − 3.8 eV.

4.3.2 Second-shell pairs and N1

There are several meta-stable structures for N2N, but the lowest in energy exhibits a single

dilated N–C bond, shown schematically in Fig. 4.5. The on-site location for one N atom

may indicate that N2N adopts a N−s -C-N+s form. The next most stable structure is 0.5 eV
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Figure 4.4: The Kohn-Sham band structure in the vicinity of the band-gap for

(N1N). Symbols and scales are as indicated in Fig. 4.2.

higher in energy, withS = 1 and two dilated bonds.

The N1 EPR centre has been assigned to (N2N)+ [5]. In support of this, N2N was

found here easier to ionise than an A-centre, with a donor level at Ec − 1.9 eV. Then

mid-gap acceptors, such as vacancies [82], may ionise thesedefects without the need for

illumination. An effect of ionising N2N is a reduction in the broken N–C dilation from 41%

in the neutral charge state to 30% in the postive charge state. This is close to the calculated

reduction in the dilation of N−s to N0
s, supporting the view of the charge-transfer between

the N-sites in the neutral charge state of N2N.

The calculated hyperfine tensors for key atoms in (N2N)+ are listed in Table 4.3. Ex-

periments indicate hyperfine tensors for two non-equivalent nitrogen sites in N1, and the

agreement between the calculations and measurements is rather good. Additionally, spec-

tra for nearby13C sites have been reported [4, 5]. Perhaps surprisingly, thelarge hyperfine

interaction with the central carbon atom (C1, Fig. 4.5) is not one of them, but three more

remote types of neighbour are labelled I, II, and III. Table 4.4 lists the calculated values
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Figure 4.5: Schematics of N2N in diamond in the (a) neutral and (b) positive

charge states. Colours and axes are as in Fig. 4.1. (c) The Kohn-Sham band

structure in the vicinity of the band-gap for (N2N). Symbols, axes and scales are

as indicated in Fig. 4.1 and Fig. 4.2.

for the isotropic and anisotropic contributions of the hyperfine tensors for carbon sites as

labelled in Fig. 4.5. A good fit to experimental values [5] canbe made by assigning sites I,

II and III to (C2+C′2), C4 and C3, respectively.
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Table 4.3: Calculated hyperfine tensors (MHz) for14N and13C, for the sites iden-

tified in Fig. 4.5. Tensors are listed as in Table 4.2, and the experimental data for

N1 are taken from Ref. [3].

Site A1 A2 A3

Calculations

14N1 124 (55, 45) 80 (35, 224) 80 (90, 135)

14N2 −7 (90, 135) −7 (23, 45) −7 (67, 225)

13C1 408 (54, 45) 200 (90, 315) 199 (36, 225)

Experiment (N1)

14N1 126.36 (55, 45) 89.20 (35, 225) 89.22 (90, 135)

14N2 −8.33 (90, 135) −8.29 (20, 45) −7.88 (70, 225)

It is perhaps surprising that C2 and C′2 have numerically indistinguishable hyperfine ten-

sors, given that C2 has a N-neighbour, and the other does not. It should be noted that, for the

C4 sites in Fig. 4.5(b), if N2 is disregarded, there are an additional four sites symmetrically

arranged relative to the N1–C1 axis. However, the computed values ofAs andAp for the

four additional sites are around half that of C4, and as such should be distinguishable in

experiment.

The present assignment of13C-sites partially agrees with the interpretation of experi-

mental results. Due to the overall planar symmetry of the defect, the number of equivalent

sites can be only 1 or 2, and not 3. For the assignment of three equivalent13C in site-I, the

unique C2 and the two labelled C′2 in Fig. 4.5(b) would have to be combined. However, the

calculated values for these non-equivalent sites are numerically the same, and thus this as-

signment may be supported despite theC2 andC′2 sites being non-equivalent by symmetry.

The assignment of the experimental site III to the two C3 sites is also in accord with cal-

culations. However, type II sites have to be re-assigned to C4 from C5+C′5, for which very

small hyperfine interactions are found. This requires a change in the number of equivalent

C-sites from 3 to 2.
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Table 4.4: 13C hyperfine for sites in N2N (Fig. 4.5), and those obtained experi-

mentally for the N1 EPR centre, with labels and values taken from Refs. [4, 5].n

indicates the number of equivalent sites in each case.

Site As Ap n

Calculations

C1 269 70 1

C2 29 3 1

C′2 29 3 2

C3 −21 ∼ 1 2

C4 14 2 2

C5 −6 1 1

C′5 −6 1 2

Experiment (N1)

I 28.3 2.6 3

II 21.3 0.6 3

III 16.7 1.1 2

The reorientation barriers also have been examined, yielding 1.4 eV and 0.7 eV in the

neutral and positive charge states respectively as shown inFig. 4.6. The reorientation barrier

for N1, assigned to the positive charge state, has been measured experimentally [3,83] to be

0.4 eV. The apparently large difference between the calculated and experimental values is

mitigated by two factors. First, the calculation is classical, and quantum-mechanical effects

such as tunnelling would tend to lower the effective barrier. Indeed, the distance travelled

by the radical site is small and it remains on the same C atom throughout the process.

Secondly, there is only a single measurement of the activation energy, and the uncertainty

in the value is not clear. Given these factors, the agreementcan be viewed as tolerable.

It is shown later that the calculated activation energies for other N-pair configurations are

somewhat different from that for (N2N)+, and overall the trend in the energetics fits well
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Figure 4.6: The barrier of energy between (N− CN) and (NC− N) in neutral (red

line) and positive (black line) charge states.

with observation.

In summary, from combining the ground state structures, hyperfine interaction data,

ionisation energy and reorientation barrier, it is concluded here that the modelling agrees

with the assignment of N1 to (N2N)+, subject to the revision of the assignments for nearby

carbon hyperfine interactions and the number of equivalent sites.

4.3.3 Third-shell pairs and W7

The most stable structure found for N3N hasC2 symmetry and is shown in Fig. 4.8(a).

In contrast with N2N, each N-site has an associated broken N–C bond, which is favoured

in this case since the neighbouring carbon radicals form a partial pπ-bond as shown in

Fig. 4.7(a). The re-bonding renders it 0.5–0.8 eV more favourable than other metastable

structures.

The corresponding band structure is plotted in Fig. 4.8(c).Again, it contrasts with that
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Figure 4.7: Kohn-Sham functions for N3N between two neighbouring carbon rad-

icals: (a) partialpπ-bond, and (b) partialp∗π-bond.

of N2N (Fig. 4.5(c)), with both occupied and unoccupied bands lying well within the band-

gap. These roughly correspond topπ and p∗π combinations of the two C-radical sites, as

shown in Fig. 4.7(a) and (b) respectively.

Upon ionisation, one broken bond reforms, leaving a paramagnetic centre resembling a

perturbed P1 defect. ThisS = 1/2 complex has been assigned to the W7 EPR centre [5],

and in Table 4.5 the calculated hyperfine interactions are reported in comparison to the

measured values.

The agreement in both magnitude and direction for the N0
s component is good. Fur-

thermore, the directions for the ionised N site are reasonable, and the isotropic components

computed at 18 MHz agree well with the measured value of 15 MHz. It is concluded that

the calculations are consistent with the (N3N)+ model for the W7 EPR centre.

Loubser and Wright noted that for measurements between 77K and room temperature,

motional effects became important [75]. They interpreted their data in terms of a reori-

entation barrier of 0.24 eV±0.01 eV. The process of reorientation in the case of (N3N)+

is somewhat more complicated than for N2N, because there areat least three different re-

orientation reactions which result in a symmetrically equivalent product, as illustrated in

Fig. 4.9.
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Figure 4.8: Schematics of the N3N complex in diamond in the (a) neutral and

(b) positive charge states, with (c) showing the Kohn-Sham band structure in the

vicinity of the band-gap for (N3N). Symbols, axes and scalesare as indicated in

Fig. 4.1 and Fig. 4.2.

Barriers have been calculated in three cases. The lowest energy is path (i), at 0.18 eV,

with path (ii) activated by 0.40 eV. Trajectory (iii) is not favoured, with a route made up

from path (i)+(ii) or, equivalently, (ii)+(i) energetically preferred. It is therefore predicted
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Table 4.5: Calculated hyperfine tensors (MHz) for14N and13C, for the sites iden-

tified in Fig. 4.8. Experimental data are taken from Ref. [6].Notation is as in

Table 4.3. The motional averages are indicated as dynamic values forA, with the

two cases as indicated in the text.

Site A1 A2 A3

Calculations (static)

14N1 116 (125, 134) 77 (89, 45) 77 (35, 136)

14N2 20 (56, 74) 17 (116, 3) 17 (45, 303)

13C1 378 (55, 315) 179 (80, 52) 179 (37, 155)

Calculations (dynamic,C2)

14N1 68 (53, 46) 47 (131, 94) 47 (116, 338)

Calculations (dynamic,C2h)

14N1 60 (90, 45) 55 (2, 135) 47 (92, 135)

Experiment (W7)

14N1 121.39 ‖ [111] 86.00 ⊥ [111] 86.00 ⊥ [111]

14N2 16.01 (66, 71) 14.00 (123, 358) 13.58 (42, 313)

that reorientation will occur in two stages. The first activation involving path (i) results in an

average structure withC2 symmetry, similar to the structure in Fig. 4.8(a). At highertem-

peratures, path (ii) becomes accessible and the effective symmetry is raised toC2h. Since the

radical site is moving in this case (contrasting with N2N), the impact of quantum tunnelling

is likely to be reduced. The barriers proposed are in good agreement with the experimental

estimates, lending further support to the model.

Table 4.5 also lists hyperfine tensors where motional averaging is applied. Neither yield

values resembling the experimental values for W7, supporting the assignment to a static

geometry.

Finally, It is noted that, as with the N2N complex, the band-structure (Fig. 4.8(c)) is

suggestive of a donor level in the upper part of the band-gap,and the calculated donor level
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Figure 4.9: Schematic showing three modes for reorientation as discussed in the

text for (N3N)+. Colours and orientation as in Fig. 4.1.

for N3N is estimated to lie aroundEc − 2.1 eV. The increase in ionisation energy can be

traced to the stabilisation of the neutral system due to the partial pπ-bonding interaction

between dangling bond orbitals.

In conclusion, combining structure, electrical, motionaland hyperfine data, the calcula-

tions support the assignment of W7 to a static (N3N)+ structure.

4.3.4 Fourth-shell pairs and M2

Fourth shell neighbours lie along the cube directions. Two substitutional nitrogen atoms

paired in such a configuration are shown schematically in Fig. 4.10. As with N3N, it is

CHAPTER 4. NITROGEN-PAIR



4.3. COMPUTATION RESULTS 59

found that a structure maintaining two C-radicals is most stable. However, in this case there

is no single minimum energy structure.

TheC1h andC2 symmetry,S = 0 structures shown in Figs. 4.10(a) and (b) are within

50 meV of each other, with the planar structure being the moststable. Structure (c) in an

S = 1 state is the model for NOC-2, and this is calculated to be 60 meV higher in energy

than the diamagnetic form. This centre is discussed furtherin section 4.4.3. These energy

differences are small, and it is not clear which of these structures is the true ground state.

However, it can be noted that the case where the radical sitesare most distant is higher in

energy by 0.6 eV, in line with a general trend for increasing energy with separation of the

radical sites.

In the positive charge state, one N–C bond reforms. The non-equivalence of the N-

sites yieldsC1h symmetry, with the lowest energy structure shown in Fig. 4.10(d). The

N-centres weakly interact and the calculated donor level isestimated to lie approximately

0.1 eV deeper than that of N0
s (Fig. 4.11). This structure has been assigned to the M2 EPR

centre [7], and the calculated hyperfine tensors for (N4N)+ are compared to those of M2 in

Table 4.6. The agreement between the P1-like N-site hyperfine and experimental values is

reasonable, and although the values for the second N-site are somewhat overestimated, the

directions are in good agreement.

The reorientation of (N4N)+, transferring the unpaired electron between N sites, is found

to be activated by 0.3 eV as shown in Fig. 4.12. As with the (N3N)+ complex, reorientation

about a single N site is not preferred energetically (see Fig. 4.9). The calculations suggest

that, as the temperature increases, there should be a motional averaging from planar (C1h)

symmetry to a tetragonal (D2d) centre with equivalent N sites. The predicted hyperfine ten-

sors for the motionally averaged system are included in Table 4.6, and they do not resemble

the values determined for M2, supporting the assignment of the planar, static structure to

the experimental spectrum.
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Figure 4.10: Schematics of the N4N complex in diamond: (a) and (b) show two

forms of the neutral,S = 0 state; in (c) theS = 1 configuration is assigned to

NOC-2; and (d) the lowest energy structure is in the positivecharge state. Struc-

tures are presented as indicated in Fig. 4.1.

4.3.5 Fifth-shell pairs and N4

N5N relaxes to a planar defect (C2h symmetry), with the N sites separated by two recon-

structed C-sites as shown in Fig. 4.13(a). This is particularly stable since the two C-radicals

re-hybridise, forming a double-bond and rendering all atoms fully bonded. The central C–

C bond is calculated to be 13% shorter than the diamond C–C bond length, matching the
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Figure 4.11: The Kohn-Sham band structure in the vicinity ofthe band-gap for

(N4N). Symbols and scales are as indicated in Fig. 4.2.

relative C–C bond-lengths in ethene and ethane. Configurations where the carbon radicals

are arranged differently are considerably higher in energy. For example, where both are

perpendicular to the plane containing the N atoms, the totalenergy is 1.4 eV higher; such

geometries are therefore discounted.

Ionisation results in a reformed C–N bond, rendering the N-atoms non-equivalent. The

calculated donor level is around 0.9 eV below that of N0
s, lying deeper in the gap (Fig. 4.14)

than for the previous cases due to the significantpπ-bond stabilisation in (N5N)0.

The non-equivalence of the N atoms in (N5N)+ has implications when correlating it with

the N4 EPR centre, which is reported as having equivalent N atoms and no motional averag-

ing [5]. However, the calculated reorientation barrier is very low: just 40 meV (Fig. 4.15).

Therefore, even at low temperatures, (N5N)+ will rapidly reorient between equivalent struc-

tures, and the observed hyperfine interactions indicating equivalent N sites represent a mo-

tional average.

This model is borne out by the calculated hyperfine interactions, as listed in Table 4.7.
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Table 4.6: Calculated hyperfine tensors (MHz) for14N and13C, for the sites iden-

tified in Fig. 4.10(d). Experimental data are taken from Ref.[7]. Notation is as in

Table 4.3. The orientation of the centre has been chosen to match the experimental

data.

Site A1 A2 A3

Calculations (static)

14N1 112 (54, 45) 75 (90, 135) 75 (36, 225)

14N2 13 (38, 225) 12 (128, 225) 12 (90, 135)

13C1 374 (55, 45) 171 (35, 225) 171 (90, 315)

Calculations (dynamic)

14N 56 (90, 45) 50 (0, 90) 44 (90, 135)

Experiment (M2)

14N1 117.95 (54.7, 45) 84.48 - 84.48 -

14N2 7.1 (44, 225) 6.6 (134, 225) 6.6 (90, 135)

Here theA-tensors are presented as calculated for a static saddle-point structure where the

N-atoms are equivalent by symmetry, and those obtained fromaveraging theA-tensors of

(N0
s. . . C-C-N+s ) and (N+s -C-C. . . N0

s). The A-tensors for the saddle-point structure give a

poor fit with experimental values, whereas the motional average is in very good agreement.

From the calculations, it seems clear that motional effects are crucial in the understand-

ing of this centre.

Finally, it is noted that the C–C double bond in (N5N)0 leads to a high-frequency local

vibrational mode. This is estimated to lie at 1651 cm−1 with Ag symmetry within theC2h

point group. Thus it is Raman active and infrared-inactive,but it seems unlikely that the

concentration of this centre would be high enough to detect directly via the local mode.

In summary, invoking a dynamic averaging in the ionised formallows for close agree-

ment between the (N5N)+ structure and the N4 EPR-centre.
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Figure 4.12: The reorientation barrier of (N4N)+ between N sites.

(a) (b)

N

NR

R N1

N2C1

Figure 4.13: Schematics of the N5N complex in diamond in the (a) neutral and (b)

positive charge states. Colours and orientation are as indicated in Fig. 4.1.

4.3.6 Sixth-shell pairs and M3

N6N cannot have equivalent N atoms since there are no point group operations that can

map the N-atoms onto one-another, so that even under thermalaveraging, the N atoms will
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Figure 4.14: The Kohn-Sham band structure in the vicinity ofthe band-gap for

(N5N). Symbols and scales are as indicated in Fig. 4.2.
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Figure 4.15: The reorientation barrier of (N5N)+ between N sites.
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Table 4.7: Calculated hyperfine tensors (MHz) for14N and13C, for the sites identi-

fied in Fig. 4.13. Experimental data taken from Ref. [5]. Notation is as in Table 4.3.

Site A1 A2 A3

Calculations (static)

14N1 125 (125, 45) 80 (90, 315) 80 (35, 45)

14N2 59 (51, 225) 48 (90, 315) 48 (39, 35)

13C1 336 (125, 45) 159 (35, 45) 159 (90, 135)

Calculations (saddle point)

14N1 114 (125, 45) 78 (90, 315) 77 (35, 45)

Calculations (dynamic)

14N1 92 (54, 225) 64 (90, 315) 64 (36, 45)

13C1 169 (125, 45) 77 (35, 45) 75 (90, 315)

Experiment (N4)

14N 91.3 ‖ [111] 65.6 ⊥ [111] 65.6 ⊥ [111]

always be nonequivalent. In contrast to the N3N, N4N, and N5Ncentres, but in common

with N2N, (N6N)0 forms a (N−s ). . . (N+s) charge-transfer complex with a single dilated N–C

bond, as shown in Fig. 4.16(a). This structure may be stabilised in such a form because the

charge resides predominantly on the under-co-ordinated C site, which is geometrically close

to the ionised N site. The preference is marginal, however, with an anti-ferromagnetic com-

bination of N0
s(↑). . . N0

s(↓) being within 0.1 eV of the ground-state. This issue is considered

in section 4.4.3.

The calculated donor level (Fig. 4.17) for N6N is just 0.1 eV below that of N0
s, with

the lowest energy geometry shown in Fig. 4.16(b). The M3 EPR centre has been shown to

correlate [7] with this configuration of (N6N)+, and Table 4.8 lists the calculated hyperfine

tensors for comparison.

The barrier for the reorientation of (N6N)+ to transferring the unpaired electron to the

second N site (between Figs. 4.16(b) and (c)) is calculated at 0.4 eV, as shown in Fig. 4.18.
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Figure 4.16: Schematics of the N6N complex in diamond in the (a) neutral charge

state; (b) and (c) show two forms of positive charge states. Colours and orientation

are as indicated in Fig. 4.1.

All other orientations are found to be 0.10-0.15 eV higher inenergy, so at moderate tem-

peratures these alternative orientations would not be significantly populated, and one would

expect measured hyperfine tensors to reflect the minimum energy structure.

The overall agreement between M3 and the calculations for (N6N)+ is reasonable, but an

assignment could not be ambiguously made based solely upon these calculations. However,

it should be noted that of the six distinct structures formedby dilating single N–C bonds,

the one shown in Fig. 4.16(b), which therefore has the lowestenergy, yields the closest
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Figure 4.17: The Kohn-Sham band structure in the vicinity ofthe band-gap for

(N6N). Symbols and scales are as indicated in Fig. 4.2.

Table 4.8: Calculated hyperfine tensors (MHz) for14N and13C, for the sites iden-

tified in Fig. 4.16(b). Experimental data are taken from Ref.[7], notation is as in

Table 4.3, and the defect crystallographic orientation hasbeen chosen to facilitate

comparison with experimental values.

Site A1 A2 A3

Calculations

14N1 116 (55, 45) 76 (114, 117) 76 (135, 0)

14N2 9 (45, 180) 10 (132, 153) 10 (76, 75)

13C1 385 (54, 44) 187 (114, 116) 187 (135, 0)

Experiment (M3)

14N1 121.55 (54.7, 45) 85.90 85.90

14N2 5.1 (45, 180) 5.4 (133, 162) 6.0 (81, 81)
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Figure 4.18: The reorientation barrier of (N6N)+ between N sites.

agreement with the M3 EPR parameters. In addition, althoughthe magnitudes calculated

for the ionised N component are overestimated, the directions are in good agreement.

To conclude, although the assignment for M3 cannot be definitive, the calculations gen-

erally support the model proposed from the interpretation of experiment to a sixth-shell

N-pair.

4.3.7 Seventh-shell pairs

There are two types of site in the seventh shell: one set of 4 sites along〈111〉 directions,

and one set of 12 along〈511〉 directions. The 7a and 7b labelling of Nadolinnyet al. [1]

(Fig. 4.3) are adopted here, and the results for type N7aN arepresented first.

Several combinations of P1 centres for (N7aN)0 are indistinguishable within the energy

tolerances of the calculations in the present research. Thetwo lowest energy structures are

shown in Figs. 4.19(a) and (b), both of which areS = 0 and approximately degenerate in

total energy. TheS = 1 configuration of Fig. 4.19(b) is degenerate in energy with theS = 0
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ground state, and it may therefore be expected that this orientation should be the one seen

in experimental work.

According to previous studies [1], the NOC-3 EPR centre may arise from one of two

structures, and Fig. 4.19(c) shows their N7aN candidate. However, this geometry and spin

state is found to be 0.1 eV above the ground state configuration in this research, and around

35 meV above theS = 0 form of this geometry.
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R
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Figure 4.19: Schematics of the N7aN and N7bN complexes in diamond: (a) and

(b) show two energetically degenerate forms of N7aN; with (c) being the model

structure for NOC-3, and (d) shows the most stable structurefor N7bN. Colours

and orientation are as indicated in Fig. 4.1.
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Figure 4.20: Schematics of the N8N complex in diamond in the (a) neutral and (b)

positive charge states. Colours and orientation are as indicated in Fig. 4.1.

Turning to the second form of seventh neighbour pairs, the most stable N7bN structure

as shown in Fig. 4.19(d) isS = 0 which is at least 0.1 eV more stable than any other

orientation, in any spin state. The stabilisation of this particular form is most likely due to

a weak bonding interaction between the parallel radical orbitals.

Since no ionised centres have been assigned to either seventh shell structure, no hyper-

fine data is presented for them. However, it should be briefly noted that both forms have

ionisation energies close to that of isolated N0
s, and that in the ionised form a single broken

N–C bond remains.

4.3.8 Eighth-shell pairs

The N-pair defect in the eighth shell, in common with the firstand fifth shell pairs, repre-

sents a system for which all dangling bonds can be removed in the neutral,S = 0 state.

The structure is shown schematically in Fig. 4.20(a). The three-member ring is calculated

to yield a vibrational mode at around 1480 cm−1, with A1 symmetry in theC2v point group.

This is both infrared and Raman active but, as with N5N, it seems likely that the concentra-

tions would be too low for direct detection of this mode.
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Figure 4.21: The Kohn-Sham band structure in the vicinity ofthe band-gap for

(N8N). Symbols and scales are as indicated in Fig. 4.2.

The formation of the reconstruction yields an electronic structure close to that of the A-

centre, with no deep bands in the band-gap, and filled lone-pair orbitals around the valence

band top. This renders the ionisation of such a combination rather unlikely; the calculated

donor level for N8N (Fig. 4.21) is at 1.3 eV deeper than N0
s, and just 0.6 eV higher than that

calculated for the A-centre. It would therefore seem likelythat, as with the ionisation of the

A-centre to form W24 [73], the ionisation of N8N would be favoured only under optical

excitation.

Nevertheless, Table 4.9 presents the calculated hyperfine tensors for (N8N)+. The acti-

vation energy for the migration of the unpaired electron between N sites calculated using

a 216-atom supercell is rather low at 0.1 eV. As such, it is possible that, if observed, this

centre would present as aC2v symmetry defect with equivalent N atoms. Table 4.9 also

therefore includes the motionally averagedA-tensors for the N atoms and the two C atoms

that form the reconstruction in the neutral charge state.
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Table 4.9: Calculated hyperfine tensors (MHz) for14N and13C, for the sites iden-

tified in Fig. 4.20(b). Notation is as in Table 4.3.

Site A1 A2 A3

Static

14N1 113 (125, 45) 76 (35, 45) 76 (90, 135)

14N2 28 (55, 45) 25 (90, 315) 24 (35, 225)

13C1 376 (53, 225) 184 (90, 135) 184 (37, 45)

Dynamic

14N1 69 (57, 45) 52 (33, 225) 50 (90, 315)

13C1 223 (51, 225) 128 (39, 45) 125 (90, 135)

4.3.9 Ninth- and tenth shell pairs: NOC-3 and NOC-1

N9N is a candidate for the NOC-3 EPR centre. Indeed, the lowest energy structure was

found to be in accord with the model proposed for theS = 1 EPR centre shown in

Fig. 4.22(a). This may suggest that the ninth-shell pairingis more favourable as a model

than the seventh-shell as a model for NOC-3. However, other configurations and diamag-

netic forms are within 20 meV, and it is impossible to be certain which orientation or spin

state is the most stable. An assignment for NOC-3 cannot be confirmed purely on this basis.

The energies separating different orientations and spin-states in N10N are also very

small, with 30 meV covering all variants examined here. In particular, the model structure

proposed for NOC-1, shown in Fig. 4.22(b), is around 10 meV above what was found to

be the ground state structure. On the basis of the current simulations it is therefore not

possible to confirm or refute the proposition that NOC-1 has the specific form suggested in

Ref. [1]. All that may be concluded is that it is plausible that such a structure might result

in a paramagnetic defect.
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Figure 4.22: Schematics of the N9N and N10N complexes in diamond in the neu-

tral charge state. Colours and orientation are as indicatedin Fig. 4.1.

4.4 Discussion

4.4.1 Total energies

The calculated total energies as a function of increasing separation rapidly converge to a

value indistinguishable from that of two isolated P1 centres. Where there is a binding

energy (the energy of the pair being lower than twice the energy of a P1 centre), this reflects

a chemical passivity or the re-bonding alluded to above. In particular, the total energies

of N4N, N7aN, N7bN, N9N and N10N all deviate from the sum of twoP1 centres by less

than 0.1 eV. In line with the formation of additional bondinginteractions, N1N, N2N, N3N,

N5N, N6N, and N8N are bound by 3.6, 0.3, 0.3, 1.2, 0.1, and 1.4 eV respectively.

For the positively charged cases, N1N, N2N, N5N, and N8N are bound by 1.7, 0.2, 0.3,

and 0.2 eV respectively, with all other structures having a binding energy less than 0.1 eV.

Finally, it is noted that, for the 2+ charge state (for which the two N atoms were uni-

formly found to be on-site), there is a simple Coulomb repulsion which diminishes with

increasing distance. No pairs were found to be bound in the 2+ charge state.
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4.4.2 Electrical activity: why are the dissociated pairs inthe positive

charge state?
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Figure 4.23: Plot of the variation of donor (blue dashed line) with shell-number.

The zero of energy is fixed atEc, and the levels plotted as the ionisation energy

relative to this fixed point. The horizontal dot-dashed lineat −1.7 eV shows the

location of the donor level of isolated N0
s.

The N1, W7, N4, M2 and M3 EPR centres assigned to separated nitrogen pairs are

seen in an ionised state without the need for optical excitation. This may suggest that a

mechanism exists for the transfer of charge to some other site in the lattice. The types

of diamond involved are generally plastically deformed, and therefore it is plausible that

carbon radical sites associated with point or line defects are in proximity to the nitrogen.

It has been previously shown [84] that native defects containing dangling bonds, such as

vacancies and self-interstitials, give rise to rather deepacceptor levels which, in particular,

are lower in the band-gap than the donor levels of N0
s. In addition, vacancy aggregates

which have been linked to the brown colouration in this plastically deformed diamond are

linked with an acceptor level in the lower half of the band-gap [85].
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Fig. 4.23 shows the trend in the location of the donor level asa function of the shell-

number for the N-pair using the marker method [81]. The dips in the donor levels correlate

closely with the configurations which show the strongest chemical re-bonding effects, as

one might expect. Indeed, for those centres where all atoms are fully coordinated in the

neutral charge state, the donor levels lie relatively deep in the gap. This applies to N1N

and N8N and, to a lesser extent, N3N and N5N. For other separations the donor levels lie

in the upper part of the band-gap, close to that of the P1 centre, and are therefore prone to

ionisation in the presence of carbon dangling bonds.

It should be noted that the large structural changes in N8N systems mean that the second

ionisation level is predicted to lieabovethe first, rendering it thermodynamically unstable in

the positive charge state. Thus, even if this structure is present in the material, in equilibrium

it would only exist in EPR-inactive forms, but optical excitation may lead to populations of

the metastable positive charge state.

4.4.3 Ferro- vs anti-ferromagnetic interactions for neutral pair

For the neutral charge state, pairs of P1-centres might be thought to interact in one of two

ways: N0
s(↑). . . N0

s(↓), or N0
s(↑). . . N0

s(↑). Indeed, since diamond often favours a high-spin

state, the formation of paramagnetic pairs of P1-centres may be expected to be the norm.

However, observation [1] seem to show the contrary, and the question remains as to why

only three specific structures, NOC-1, NOC-2, and NOC-3, areseen in theS = 1 spin state.

The calculations in this study give an explanation for the absence of paramagnetic N2N,

N3N, N5N, N6N, N7bN and N8N:

• For N3N, N5N and N8N there is a chemical re-bonding which strongly stabilises the

S = 0 configuration over theS = 1.

• For N2N and N6N, charge exchange between the two sites yieldsN+s ...N−s complexes

which naturally favour theS = 0 configuration.

• For N7bN an exchange splitting of around 0.1 eV in favour of the S = 0 state is

obtained, which may be traced to a very weak bonding interaction between the radical
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orbitals. This is much weaker than N3N, N5N, and N8N as the sites are around 3Å

apart and not on neighbouring C atoms.

This leaves N4N, N7aN, N9N, N10N and more distant combinations, matching the

possible structures for theS = 1 EPR centres as proposed in Ref. [1]. Of these, N4N is

the closest pairing which may yield a low-lyingS = 1 state. Although it is found here

that the model for NOC-2 is around 60 meV above the lowest energy structure and spin

state, this is within the margin for error, and the model remains plausible. Indeed, it is

worth noting that the R2,S = 1 EPR centre corresponding to the [001]-split self-interstitial

possesses a diamagnetic ground state around 50 meV below theparamagnetic state observed

experimentally [86]. This ordering is also determined using computational methods similar

to those employed in this study [87]. Therefore, even if theS = 1 spin state is not the lowest

energy configuration, it is not clear that this is inconsistent with experimental work.

For the NOC-3 models, experimentation is unable to distinguish between N7aN and

N9N structures. The calculations suggest low energyS = 1 states for both configurations.

For N7aN, the ground state structure is not that proposed forNOC-3, whereas for the N9N

model structure for NOC-3 it is; although in both cases the margins of stability over other

configurations are small. Therefore the simulations marginally favour a N9N structure for

NOC-3, but the confidence level for such an assignment on the basis of these calculations

must be low.

Indeed, the energies separating different orientations and spin states of N10N are also

too small to draw any conclusions regarding NOC-1.

However, it is perhaps surprising that N7aN and N9N are not seen as separate centres,

whereas N10N does seem to be: all three cases are calculated to have more than one low

energyS = 1 configuration, and it is such a situation [1] that is the model for the average

spectra labelled NOC-4.

Despite the lack of specificity in the assignment of theS = 1 configurations, through

a combination of charge-transfer and chemical re-bonding,the calculations have accounted

for the absence of many structures.
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4.5 Conclusions

Density functional simulations of nitrogen pairs in diamond have largely confirmed the

atomistic models proposed for N-pair defects in diamond, with three important qualifica-

tions:

• For W24, it is predicted that the hyperfine interactions on the six equivalent carbon

neighbours are opposite in sign from that on the N atoms.

• For N1, a re-assignment is proposed of the hyperfine-interactions for near-by13C and

the corresponding numbers of equivalent sites.

• For N4, in order to render the N-atoms equivalent, a rapid reorientation between two

structures must be invoked, so that the low temperature EPR spectra are the result

of a thermal, or quantum-tunnelling average of two systems where the N-atoms are

nonequivalent.

In addition, values are predicted for the hyperfine-interactions at the carbon sites where the

majority of the spin-density is located. Indeed, it is somewhat surprising that at N1, W7,

N4, M2, and M3, this radical site has not been seen, even though in the case of N1 many

other carbon sites have.

Reasons have also been determined for close-by P1 centres not combining in magnet-

ically paired,S = 1 combinations. Several form chemical bonds favouring anS = 0 spin

state, or undergo charge transfer forming N−s . . . N+s pairs. Of the remaining nearby pairs,

generally an anti-ferromagnetic interaction, N0
s(↑). . . N0

s(↓) is favoured, or there is a very

small estimated exchange-splitting.

Finally, it is also noted that N5N and N8N species introduce high-frequency local modes

through the chemical reconstructions possible in the neutral charge state, and although the

concentrations may be small, this provides a potential route to the identification of N5N

in the neutral analogue of N4 and a second, highly stable formof N-pairing in the N8N

complex.
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5

Muonium and Hydrogen in

Nitrogen-Aggregate containing diamond:

the MuX centre

5.1 Introduction

In the past decade, the quality of single-crystal diamond grown from the gas phase has

reached levels suitable for use in electronics [88]. However, the incorporation of hydrogen

present in the growth gas leads to electrically active defects [51, 63, 89–93], and there is a

need to improve the understanding of H-containing point defects in diamond.

Muonium is a pseudo-isotope of hydrogen made up from a positive muon and an elec-

tron. Muon-spin-relaxation (µSR) experiments are sensitive probes of structure, and have
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been highly successful in determining the properties of H ina wide range of materials

[94–98]. For pure diamond, twoµSR centres, labelled normal and anomalous muonium,

relate to the tetrahedral interstitial site (MuT) and bond centred site (MuBC) respectively.

The former exhibits an entirely isotropic hyperfine interaction (3711±21 MHz), whereas

MuBC is comprised of a combination of a relatively small isotropic term, and an anisotropic

term along [111] (As = −205.7 MHz, Ap = 186.9 MHz) [95]. At low temperatures, both

MuT and MuBC can be observed, but the relative amplitude of MuBC increases between 350

and 800 K. This is explained in terms of an activated transition from MuT to a thermody-

namically more stable MuBC.

As described in Chapter 1, another impurity common in diamond is nitrogen. Un-

der geological conditions or high-temperature, high-pressure laboratory annealing, nitro-

gen migrates and forms aggregates. Of these, nearest-neighbour pairs (A-centres) and four

N-atoms surrounding a vacant site (B-centres) are particularly stable. Diamond contain-

ing aggregated N exhibits the MuX centre inµSR [99], but the structure of this form has

not been unambiguously identified. MuX exhibits less than axial symmetry, and the large,

isotropic hyperfine interaction is indicative of a chemically non-bonded muonium config-

uration: theµSR spectra are fitted to hyperfine parameters ofAs=4158±1500 MHz and

Ap=248±13 MHz. Note here the large error bar forAs.

Additional experimental studies indicate that muonium interacts with H2/H3 nitrogen-

vacancy complexes [100–102] produced under gamma-irradiation of type Ia natural dia-

mond followed by an annealing stage [103]. Theoretically, hydrogen (or muonium) in H3

represents a highly stable structure with the hydrogen atomchemically attaching to one of

the two carbon radical sites [91]. In material containing H2/H3, MuX is suppressed and

the diamagnetic fraction increased, which is interpreted as the H2/H3 centres trapping the

muonium [103].

This work presents the results of density functional simulations to assess the interpreta-

tion of the experimental data in the formation of MuX as a complex of muonium with either

an A-centre or a B-centre. Comments are also made about the interaction of muonium with

H2/H3, and some alternative structures potentially significant in the identification of MuX
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are examined.

5.2 Methodology

As was the case in Chapter 4, all calculations were carried out using AIMPRO as described

in Chapter 2. The wave functions are expanded in atom-centred Gaussian basis functions

with 22, 40 and 16 functions for C, N and H atoms respectively,and the charge-density

fitted to plane-waves up to 300 Ha. The optimised structures for point defects are obtained

by relaxing all atoms in supercells comprised from 216 host sites (simple-cubic lattice with

lattice vectors of length 3a0). For platelet structures, supercells made up from 256 host

sites in an orthorhombic configuration corresponding to lattice vectors [220]a0, [22̄0]a0 and

[004]a0, with the addition of 16 self-interstitials in the Humble form [66, 104]. To obtain

total energies, the Brillouin-zone is sampled using the Monkhorst-Pack scheme [56] with a

uniform mesh of 2× 2× 2 specialk-points. Electrical levels are obtained by reference to a

marker system [84].

5.3 Computation results

To confirm the accuracy of the computational scheme firstly the properties of muonium in

the MuT and MuBC configurations have been analysed.

5.3.1 Muonium in diamond

It was found that the T-site is 1.25 eV higher in energy than the bond-centred site, and that

the reaction T→BC is activated by 0.6 eV as shown in Fig. 5.2. These values areconsistent

with previous theory and experiment [95,105].

The calculated hyperfine tensors for the two sites are listedin Table 5.1. Previous studies

have suggested that vibrational motion of MuBC is important [106–108], and its impact

have also been estimated. The zero-point motion average wasperformed by evaluation the

probability of muon wave function at chosen positions when the muon is moved between
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(a) (b)

Figure 5.1: Schematics of (a) the Muonium in bond-centre (MuBC) and (b) the

Muonium in tetrahedral site (MuT). Vertical and horizontal directions are approxi-

mately [001] and [110] respectively. Grey and white atoms are C and H/muonium,

respectively.

the C-C bond and then add up the hyperfine interaction according to that. The probability

was calculated by using the trapezium method. Table 5.1 shows calculated hyperfine with

and without zero point motion. The resulting average reduces As by around 5% and the

anisotropic term by less than 1%. There is an 8% overestimatein the value ofAs for MuT.

However, this is somewhat mitigated if the value is considered relative to the calculated

value for free muonium, which is also overestimated. If the calculated value ofAs for MuT

is referred to thecalculatedvalue for muonium in a vacuum, rather than the experimental

case, a value off = 0.86 is derived, which is in closer agreement with the experiment.

Most importantly in the context of the current study, there is a clear qualitative difference

between MuT, where the muonium is non-bonded, and MuBC which chemically interacts

with a nearby atom. The errors between the modelling and the experiment reported in

Table 5.1 are typical of hyperfine calculations [105], and the analysis of theA-tensors for

MuT and MuBC is viewed as validating the present method.
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Figure 5.2: The barrier of energy between tetrahedral and bond-centred sites.

Table 5.1: Calculated hyperfine tensors of MuT and MuBC (MHz). f is the ratio

of the isotropic hyperfine interaction for the defect to thatfor muonium in vacuum

(4463 MHz).

MuT MuBC

As f As Ap

This study 4000 0.90 −276 232

Zero-point motion average of this study - - −260 231

Experiment [95] 3711 0.831−205.7 186.9

5.3.2 Muonium N-aggregate complexes

Two model systems [99] for MuX have been simulated for complexes of muonium with

an A-centre or a B-centre. The resulting optimised structures are shown schematically in

Fig. 5.3. It should be noted that both A- and B-configurationsare particularly stable because

all atoms are chemically satisfied. The addition of muonium (or hydrogen) may therefore
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be expected to result in the chemical passivity being interrupted.

(a) (b)

(c) (d)

Figure 5.3: Schematics of (a) the A-centre, (b) the B-centre, (c) the A-centre–

muonium complex, and (d) the B-centre–muonium complex in diamond. Vertical

and horizontal directions are approximately [001] and [110] respectively. Small

grey, large blue and white atoms are C, N and H/muonium, respectively. The

transparent cylinders in (c) and (d) represent broken bondsrelative to (a) and (b).

Experiments show that MuX has a large isotropic hyperfine interaction of the same order

of magnitude as MuT and free muonium, accompanied by a small anisotropic term not

aligned to a crystal axis. Therefore, if a complex of an A-centre or B-centre with muonium
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Table 5.2: Calculated hyperfine tensors of muonium-complexes with A- and B-

centres (MHz). The directions are indicate in spherical polar coordinates,θ de-

grees from thez− axis, andφ from thex-axis towardy in thexy-plane.

System |A1| θ φ |A2| θ φ |A3| θ φ

A-centre–µ −25 90 −45 3 20 45 95 110 45

B-centre–µ −92 90 135 −56 24 45 24 114 45

is a candidate for MuX, it must not have axial symmetry, and most probably will not involve

a covalent bond between the muonium and any other atom.

However, this is not what was found here. In both cases, even where the muonium

is initially placed in a non-bonding site in the environmentof the N-aggregates, there is a

spontaneous chemical reactionresulting in the production of a carbon radical some distance

from the muon. The equilibrium structures for A-muonium andB-muonium complexes

are shown in Figs. 5.3(c) and (d) respectively. Consistent with a chemical reaction, zero-

temperature binding energies relative to dissociation into the N-aggregate and interstitial

hydrogen/muonium are found for these complexes of 1.2 and 2.2 eV, whichis also in line

with the notion of N-aggregates acting as deep muonium trapsin N-containing diamond

[99].

The spin-density is strongly localised in the vicinity of the carbon-radical sites, leading

to small, highly anisotropic hyperfine-tensors for the muon, as listed in Table 5.2. They

are therefore completely inconsistent with MuX. To illustrate the origin of the small hy-

perfine interaction at the muon, a plot shows the localisation of the unpaired electron for

the B-centre-muonium complex in comparison to the well known P1 EPR centre which is

chemically analogous (Fig. 5.4). In the case of the P1 EPR centre, the amount of spin den-

sity on the N site is relatively small [67], and therefore thesmall values for the hyperfine

interactions for muonium can be readily understood.

Noting that MuT is a metastable configuration, it is possible that muonium may locate

at a metastable site within or close to an A- or B-centre. Therefore the hyperfine inter-
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(a) (b)

Figure 5.4: Unpaired electron Kohn-Sham functions for (a) B-centre–muonium

complex and (b) neutral substitutional nitrogen (P1 EPR centre). Orientation is as

in Fig. 5.3.

actions for a muonium–B-centre complex have also been obtained where the muonium is

constrained to not chemically react with the lattice. In onecase, the muonium is fixed by

symmetry to lie at the centre of the B-centre, and in the second approximately at a T-site

neighbouring the N-aggregate. Where muonium is centred in the core of the B-centre and

a Td symmetry constraint applied, there is a repulsive electrostatic interaction between the

high electron density associated with the lone-pairs and that in the muonium. Consequen-

tially the orbital containing the unpaired spin is driven upin energy relative to the case

of MuT where there is a much lower electron-repulsion. In the present simulations the un-

paired electron becomes delocalised (effectively the centre auto-ionises and the electron lies

in the conduction band), resulting in a small entirely isotropic hyperfine interaction of just

86 MHz.

In contrast, for a non-bonded muonium in an interstitial cage neighbouring the B-centre,

the electronic structure and localisation is practically indistinguishable from MuT, resulting

in a calculated value ofAs = 3962 MHz. Similar results are obtained for muonium in the

vicinity of an A-centre.

Substitutional nitrogen in diamond has a deep donor level atEc − 1.7 eV [16], whereas

A-centres have a donor level close to the valence band [71] and B-centres are thought to be
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electrically inactive [84]. It was found that the addition of hydrogen/muonium in the A- and

B-centres (in their equilibrium configurations, Fig. 5.3) produces deep donor levels. Using

the donor level of substitutional N as a marker [81], the donor levels areEc−0.9 eV andEc−

1.1 eV respectively for A-centre–muonium and B-centre–muonium. Note that the structural

relaxation found for the A-centre–muonium centre leads to adeeplevel rather than the

shallow level previously proposed [109]. However, in the previous study, the shallow level

corresponded to an on-axis structure which is found here to be only meta-stable.

5.3.3 Muonium in nitrogen-vacancy complexes

The H2/H3 centre is made up from an A-centre trapping a lattice vacancy. H2 and H3 are la-

bels for optical transitions, which are associated with thenegative and neutral charge states

respectively as shown schematically in Figs. 5.5 (a) and (b). The stability of hydrogen in the

H3 centre has been studied theoretically [84], and recentµSR suggests a strong muonium

interaction with these centres [103]. The calculations yield a single clear minimum en-

ergy structure where hydrogen/muonium is bonded to one carbon atom to tie off a dangling

bond. In the neutral charge state the unpaired spin is strongly localised on the remaining

carbon radical site in the vacancy (Fig. 5.5 (c)), and as a consequence of the localisation

the hyperfine tensor on the H/muon site is small:−62 MHz along [1̄10], −49 MHz at 8◦

from [001] and 90 MHz at 8◦ from [110]. In the negative charge state N2VH (Fig. 5.5 (d))

is EPR-inactive. In agreement with the interpretation of the experiment, an H2/H3 centre

would be expected to be a deep trap for muonium or hydrogen with a zero-temperature

binding energy of around 6 eV for both neutral and negative charge states.

5.3.4 Muonium in other sites

Simulations of N-aggregates and muonium have all resulted in exothermic chemical reac-

tions, leading to carbon radical sites and small, highly anisotropic hyperfine interactions

with the muons.

There remains the possibility that the MuX centre is not associated with the N-aggregates
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(a) (b)

(c) (d)

Figure 5.5: Schematics of (a) the H2-centre, (b) the H3-centre ((b) is chemically

identical to (a) the only different is extra electron on (a)), (c) the H2-centre–

muonium complex, and (d) the H3-centre–muonium complex in diamond. Ori-

entation is as in Fig. 5.3.

directly. In type Ia material there are other candidate structures. In particular, such dia-

monds also contain nano-cavities (aggregates of lattice vacancies) and platelets thought to

be made up from planar self-interstitial aggregates [66, 104, 110]. Both have open regions

that may trap the mobile muonium, and this would result in large isotropic components to

the hyperfine-interaction, consistent with the measured values for MuX.
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Figure 5.6: The barrier of energy for chemical reaction between the muonium and

the lattice in a V2N6 cavity.

To simulate nano-cavities one, two, five and eight carbon atoms in symmetric arrange-

ments were removed. The remaining under-coordinated carbon sites are replaced by ni-

trogen to produce a chemically passive void in the diamond lattice. The question specif-

ically addressed here is not whether or not these specific voids are responsible for MuX,

but to assess how large a cavity might need to be to achieve an isotropic component of the

hyperfine-tensor on the muonium as large as that observed in experiment. The values for

the hyperfine-tensors where the muonium is fixed at the centreof the voids are listed in Ta-

ble 5.3. It should be noted that the theoretical ratio, of isotropic terms,f ′, for a di-vacancy

gives the best agreement with the experimental ratio,f , for MuX, and larger voids result in

muonium indistinguishable, at least in the present calculations, from free muonium.

The stability of these non-bonded structures requires somediscussion. Hydrogen/muonium

in a V2N6 cavity has many metastable configurations, including the non-bonded case, and

several chemically reacted forms have similar structures to that seen for the B-centre (Figs. 5.3(d)

and 5.4(a)). It was noted above that the reactions of hydrogen/muonium with the A- and
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B-centres are spontaneous; that is, there is no barrier. In the case of the larger N-terminated

cavities the situation is closer to that for MuT, and a barrier exists for a chemical reaction

between the muonium and the lattice (Fig. 5.6). For V2N6 this activation energy is calcu-

lated to be 0.4 eV, and the reaction is exothermic by 1.2 eV. The chemically reacted forms

all have hyperfine interactions at the muonium site which aresmall and highly anisotropic.

Table 5.3: Calculated hyperfine tensors for muonium in a range of model cavi-

ties (MHz). f and f ′ are ratios ofAs to the experimental and calculated values

for free muonium respectively. The experimental values forMuX are shown for

comparison.

Model cavity As f f ′ Ap

V1N4 86 0.02 0.02 0

V2N6 4388 0.98 0.94 −12

V5N12 4650 1.04 1.00 0

V8N18 4695 1.05 1.01 1

MuX 4158 0.93 - 248

Perhaps a more favourable option for the site of MuX would be the self-interstitial

platelet, as this has a reasonably regular structure that may be expected to yield a non-axial

tensor. Fig. 5.7 shows four characteristic structures, where the combinations of five, six and

eight member rings are generated by the planar agglomeration of tetra-interstitials [66,104].

The lowest energy is found where muonium forms a three-centre bond between two carbon

atoms that make up a next-neighbour reconstruction in the pure carbon platelet (Fig. 5.7(a)).

The unpaired electron is highly localised and yields a muon hyperfine tensor more charac-

teristic of MuBC than of MuX (see Table 5.4).

However, in a form reminiscent of MuT there is a metastable configuration where muo-

nium resides in the open channel produced by the platelet, asshown in Fig. 5.7(b). The

hyperfine tensor for this structure is much closer in nature to MuX. However, the stability of

this site is marginal, and it tends to react with neighbouring carbon to form an anti-bonding

CHAPTER 5. THE MUONIUM CENTRE



5.3. COMPUTATION RESULTS 90

(a) (b)

(c) (d)

Figure 5.7: Schematics showing selected structures of muonium in the platelet

defect. The grey and white atoms are carbon and muonium, respectively. Vertical

and horizontal directions are approximately [001] and [110] respectively.

configuration close in energy, shown in Fig. 5.7(c), which does not yield agreement with

the hyperfine interactions of MuX.

However, the zero-point motion of a muonium species in the channel is expected to

be appreciably large. The difference in zero-point energy between chemically bonded and

non-bonded muonium in diamond has been estimated to be of theorder of 0.2-0.3 eV, com-
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Table 5.4: Calculated hyperfine tensors for muonium in a model platelet, (MHz),

for the structures presented in Fig. 5.7.

Structure As Ap Principal direction

(a) −289 157 [110]

(b) 4594 1 [001]

(c) 367 5 [111]

(d) −278 230 [11̄1]

parable to the energy difference between configurations (b) and (c). If, when vibrational

terms are included, the non-bonded form is more stable than (c), then it is possible that the

MuX centre is associated with non-bonded muonium in platelets.In real diamonds, platelet

structures are disordered, with nitrogen incorporated, and the amount of relaxation is af-

fected by the platelet size [111–114]. This variability in sites within the platelet may relate

to the uncertainty in the isotropic component of the hyperfine interaction reported for MuX.

Finally, it is noted that there are many other metastable structures for muonium chem-

ically incorporated into the platelet. All of these structures introduce deep electrical levels

similar to bond-centred hydrogen, and hyperfine tensors close to MuBC. In addition, the

energy for the case where the muonium is sited just outside ofthe platelet core (Fig. 5.7(d))

is 2.3 eV higher than the lowest energy state found here within the structure, showing how

the platelets represent trapping sites for hydrogen or muonium.

5.4 Discussion and conclusions

The small, anisotropic hyperfine-tensors for the ground-state configurations of complexes of

muonium with A- and B-centres mean that these centres are most probably not responsible

for MuX. However, this interpretation must be viewed in the contextof a number of issues.

First it has been suggested that some of the error in the estimate of the hyperfine-tensor

for anomalous muonium arises from the zero-point motion of the very light muon along the
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axis of the C–C bond [106–108]. Could zero-point motion for either of the complexes result

in agreement with the MuX parameters? This may be viewed as unlikely, since even in the

case of MuBC the effect of including motional averaging is a small perturbation, whereas

for either the A-centre–muonium or B-centre-muonium complexes the isotropic term must

increase by two orders of magnitude to match the measured values of MuX.

A second possibility is that MuX results from muonium in a region not directly within

the N-aggregates, but in an approximately tetrahedral cagein the immediate vicinity of

them. However, as indicated in section 5.3, the perturbation to the hyperfine-tensors of MuT

even in the T-sites immediately adjacent to the A- and B-centres is very small. Coupled with

the small binding energies in these chemically unreacted sites and barrier-less reactions

to form carbon radicals, it is not clear how near-by structures might be responsible for

MuX. However, this remains a possibility given the large uncertainty in the experimental

parameters.

A final possibility is that muonium is tunnelling rapidly between sites around the N-

aggregates. Indeed, such effects are thought to be present in the case of muonium in Zn-

doped GaAs [115], but if this were the case in N-containing diamond, it is not obvious

why the resulting hyperfine-tensor would be non-axial giventhe high symmetry of the two

nitrogen aggregates involved.

If MuX is not associated directly with A- or B-centres, then a possible explanation is

that MuX relates to different centres also present in type Ia diamond. Small voids yield

hyperfine-tensors close to muonium in vacuum, and possess barriers to chemical reactions.

However, it is unclear how the anisotropic component in sucha model can be explained,

and there is relatively little evidence for small, chemically passive voids. In contrast, the

evidence for the presence and structure of platelets in Ia diamond containing B-centres is

quite clear. Based upon the present calculations, a possible configuration for muonium

within the open channels of the platelets also has some merit, but again the identification of

the anisotropic term may be problematic.

In summary, although none of the models examined for MuX is a particularly good fit,

the calculations show that a simple configuration made up from an A-centre–muonium or
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B-centre–muonium complex is unlikely to be responsible. Tofurther investigate a potential

role for the platelet, it would be beneficial to explore the presence of MuX in material

containing only A-centres. If a direct interaction is taking place between muonium and

A- and/or B-centres, a centre with a small, isotropic hyperfine interaction with the muon,

would be expected to see.
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6

Nitrogen-Oxygen Pairs in Diamond:

the N3 and OK1 EPR Centres

6.1 Introduction

In isolated substitutional form, nitrogen is a deep donor [16] due to a strong chemical re-

bonding effect resulting in a dilated N–C ‘bond’, and it is possibly alsoan acceptor [84,

116]. N+s forms a tetrahedral structure with four equivalent carbon neighbours [117]. N0s is

associated with an unpaired electron, and this centre is responsible for the well known P1

electron paramagnetic resonance (EPR) centre [67]. Although nitrogen doped diamond is of

little value as an electrical conductor, it is of considerable interest for quantum-computing

[18].

Although combustion may indicate high levels of oxygen in natural diamond [118],
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there is little evidence for oxygen dispersed in the diamondlattice. A small number of

optical centres may be related to oxygen [119, 120], and there is speculation regarding

oxygen defects from EPR [121]. Unlike with nitrogen, the naturally abundant isotopes of

oxygen have no nuclear spin, and therefore are difficult to identify directly.17O, which has

a natural abundance of around 0.04%,doeshave a nuclear spin and ion implantation of

this isotope into diamond films has been performed [122]. However, the centres observed

after implantation are dominated by lattice damage where the oxygen may be trapped, and

these do not represent likely structures for oxygen in equilibrium. Of the EPR centres

described in this implantation study, a thermally stable centre labelled KUL12 is thought to

exhibit 17O hyperfine interactions at an axially symmetric centre withA‖ = −362 MHz and

A⊥ = −315 MHz.

The most detailed data for oxygen defects comes from atomistic simulations. On-site

substitutional oxygen (Os) yields two defect-related energy gap-states: ana1-state lying

in the mid-band-gap and at2-state close to the conduction band [123, 124]. An on-site

structure is metastable [124], with reconstructions to either divalent or trivalent oxygen

being favoured. For example, Os (S = 1) and O−s favour just two C-O bonds [124]. Os is

theoretically electrically active, with donor and acceptor levels atEc−2.8 eV andEc−1.9 eV,

respectively [124]. Since the acceptor level lies below thedonor level of Ns, in material

containing both types of centre one would expect charge transfer to occur.

Amongst the many tentative assignments for EPR centres to oxygen containing de-

fects [121], the two centres labelled N3 (not to be confused with the optical centre labelled

N3 [125]) and OK1 have been suggested to contain Os in association with Ns, with clear

evidence for nitrogen from the hyperfine interactions with14N [126,127], and possible cor-

relation with oxygen content [128]. At low temperatures both are planar (Cs symmetry),

but N3 is trigonal at 550◦C, which is interpreted in terms of motional averaging between

three symmetrically equivalent planar geometries.

One model for N3 is a nearest neighbour Ns–Os pair [8]. However, at least two other

models have been proposed: nitrogen neighbouring a di-vacancy [121], and Ns neighbour-

ing substitutional titanium [11]. OK1 has been assigned [9,126,129] to the atomic arrange-
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ment N–C–O (i.e.where substitutional N and substitutional O are separated by a single host

site), to substitutional nitrogen next to a lattice vacancy[127], a N–V–O complex [9, 121]

or to substitutional N bordering a Ti-vacancy complex [11].

Previously it has been shown [130] that N–O pairs favour a nearest neighbour config-

uration, being bound by 3.9 eV with respect to separated substitutional centres. Nearest

neighbour N–O pairs were also analysed by Lowther [131], butin that study the structure

seems to be axially symmetric and no analysis was provided for the assignment to the N3

EPR centre. It has also previously been found that the second-neighbour pair is around 3 eV

less stable than when the N and O impurities are adjacent, possibly casting doubt on the as-

signment of such a configuration to OK1. In this chapter the results of density functional

simulations are presented for the two N–O pair models for EPRcentres in diamond, and

their hyperfine tensors in comparison to the alternatives suggested in the literature for the

N3 and OK1 centres are critically assessed.

6.2 Methodology

All calculations were carried out as described in chapter 2.The charge-density was fitted

to plane-waves up to 300 Ha. C, O, N and Ti are treated using fixed linear-combinations of

s- andp-orbitals of four widths. One (four) set(s) ofd-Gaussians are included for C and O

(N and Ti) to accommodate polarisation. Generally 216-atom, simple-cubic supercells of

side length 3a0 are used, except for the calculation of reorientation barriers using climbing

nudged elastic bands [59, 60], where cubic unit cells of sidelength 2a0 are used due to

computational cost. Electrical levels are estimated by calculating the formation energies of

different charge states and determining the critical values of the electron chemical potential

[81].
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6.3 Computation results

The analysis of the models for the N3 EPR centre are first presented, followed in sec-

tion 6.3.2 by those for OK1.

6.3.1 The N3 EPR centre

N3 is anS = 1/2 EPR centre [8, 127, 132] commonly observed with other N-containing

centres. It hasCs symmetry at room temperature andC3v at 550◦C. A small nitrogen

hyperfine interaction suggests that the spin density is localised mostly some distance from

the N atom, and in particular is much smaller than that of N0
s [132]. An absence of any other

resolved hyperfine interactions points to other impuritiesinvolved, if any, possessing zero

nuclear spin. Thus, an Ns–Os model has several points in its favour. First, the minute natural

abundance of17O, the only radio-stable isotope with a non-zero nuclear spin, is consistent

with the absence of resolved hyperfine interactions at this site. Secondly, divalent oxygen

is consistent with a planar symmetry; and thirdly the location of oxygen could motionally

average to axial at elevated temperatures [8].

The proposedCs-symmetry structure is shown in Fig. 6.1(a). When the N and O are

constrained to lie on a common〈111〉 axis (C3v symmetry) the energy is 0.5 eV higher. This

is consistent with the low temperature symmetry and motional averaging observed. It is

noted that the bond-lengths of theconstrainedstructure are in good agreement with the

published data [131], suggesting that the analysis presented in that study may relate to this

high energy structure.

The electronic structure of the complex is a simple combination of the constituent parts.

The band structure for the planar geometry shows an occupiedband close to the valence

band top, chiefly made up from the Ns lone-pair, and a partially filled band around mid-gap,

mainly associated with the single carbon radical site. The states deep in the gap render the

Ns–Os both an acceptor and donor; the (−/0) and (0/+) levels are placed atEv + 3.7 eV

andEv + 1.5 eV respectively. Critically, the acceptor level lies close to butabovethe donor

level of Ns, consistent with such a centre being in the paramagnetic, neutral charge state in
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(a)

N

O

(b)

N V

V

(c)

N

Ti

Figure 6.1: Schematics of three structures proposed for theN3 EPR centre in

diamond: (a) Ns–Os, (b) NV2 and (c) Ns–Tis. Vertical and horizontal directions

are approximately [001] and [110] respectively. Impurities are as labelled withV

indicating vacant sites.

material containing Ns donors.

The calculated hyperfine tensors are also in reasonable agreement with experimental

values (Table 6.1): the calculated value of 27◦ from 〈110〉 agrees with the experimental

value within the quoted error bars for the measured value. The hyperfine interactions for

17O are also reported, although to-date there is no experimental data with which to compare
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them.

The next question concerns the motional averaging at 550◦C. The barrier to reorienta-

tion of 0.45 eV was obtained, via a slightly off-axis route. Classical reorientation rates,ν,

are governed by three key parameters: temperature,T, activation energy,Ea, and attempt

frequency,ν0, such that:

ν = ν0 exp(−Ea/kBT).

At 550◦C, the exponential term is 2×10−3, so for reasonable values ofν0 [61] one would ex-

pect axial symmetry at this temperature, consistent with observation. At room temperature,

N3 has planar symmetry. However, the exponential term in thereorientation rate at 300 K

is 3× 10−8, so based upon the Vineyard theory of attempt frequency, onemight still ex-

pect a trigonal symmetry, and so some doubt is raised regarding this assignment. However,

combining the energetics from previous studies [130] with the hyperfine and reorientation

data, it is concluded here that the calculations are broadlyconsistent with the assignment

of N3 to an Ns–Os pair, subject to the uncertainty in the temperature at whichmotionally

averaged axial symmetry should occur.

Given the qualified agreement between the Ns–Os model and experiment, the alterna-

tive structures proposed for N3 must now be considered. Since N-hyperfine is observed, any

model must contain nitrogen. One model, as shown in Fig. 6.1(b), is a nitrogen–divacancy

complex (NV2) [121]. Here an electronic structure was found which much more complex

than Ns–Os, with the five carbon-radicals combining to produce severaloccupied and un-

occupied bands in the lower half of the band-gap. By examining various charge states, an

acceptor level is found atEv+1.8 eV, with (NV2)− having a spin-triplet ground state, 0.4 eV

below the spin-singlet. The acceptor level in the lower halfof the band-gap means that it is

likely to be negatively charged in material containing N-donors.

A possibility remains that NV2 is in the−2 charge state, which is predicted to beS = 1/2

in line with the N3 centre, although the spin-quartet configuration lies just 0.1 eV higher in

energy. The second acceptor level is predicted to lie aroundEv+2.4 eV, so in Ns containing

material this charge state is plausible. Although a (NV2)2− may have the correct effective

spin for N3, a decisive objection to this model is that there is no obvious mechanism for the
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Table 6.1: Hyperfine tensors for14N, 17O and47Ti based upon the models for the

N3 centre depicted in Fig. 6.1. In each case the magnitude (MHz) precedes the

spherical-polar anglesθ andφ in parentheses, whereθ is relative to [001], andφ is

measured from [100] toward [010] in thexy-plane.θ′ is the magnitude of the angle

A makes with〈110〉 within the mirror plane. Experimental values are taken from

Ref. [8]. (s) and (d) indicate the values for static and dynamically reorientating

geometries respectively, as described in the text.

Site A1 A2 A3 θ′

Ns–Os, Fig. 6.1(a)

N (s) 5.0 (117,45) 3.5 (90,135) 3.6 (153,225) 27◦

O (s) -233.2 (127,225) -185.9 (143,45) -185.2 (90,315)

N (d) 5.0 (125,45) 3.5 (90,135) 3.5 (35,45) 35◦

O (d) -190.6 (125,45) -207.8 (90,135) -207.8 (35,45)

(NV2)0, S = 1/2, Fig. 6.1(b)

N -1.0 (67,45) -1.4 (92,315) -1.5 (157,45) 23◦

(NV2)1−, S = 1 Fig. 6.1(b)

N 0.0 (90,315) 0.1 (31,45) 0.8 (121,45) 31◦

(NV2)2−, S = 1/2 Fig. 6.1(b)

N 3.8 (90,315) 4.1 (10,45) 5.1 (100,45) 10◦

(NV2)2−, S = 3/2 , Fig. 6.1(b)

N -0.5 (90,135) -0.5 (145,226) 0.3 (125,45) 35◦

Tis–Ns, S = 1/2 Fig. 6.1(c)

N (s) 134.2 (49,45) 81.2 (41,225) 80.9 (90,315) 41◦

Ti (s) -4.9 (59,45) -0.6 (31,225) 2.9 (90,135)

N (d) 84.0 (125,45) 106.3 (35,45) 106.3 (90,135) 35◦

Ti (d) 1.3 (55,225) -0.7 (35,45) -0.7 (90,135)

N3 (Experimental data)

N (s) 4.28 3.12 3.12 26◦ ± 3◦

N (d) 4.4 3.8 3.8 35.2◦
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conversion from planar to axial symmetry at 550◦C.

Nevertheless, given the structural similarity between this model for N3 and a later one

for OK1, the calculated hyperfine tensors for NV2 complex are presented in Table 6.1. They

are in very poor agreement with N3, and exclude it as a viable model on both symmetry and

hyperfine tensor grounds.

Finally, a recent proposal is that N3 is a nearest neighbour substitutional Ti (Tis) and

Ns pair [11, 12], as shown schematically in Fig. 6.1(c). The evidence for the presence of

Ti comes mainly from x-ray phase analysis which shows that diamonds exhibiting N3 are

correlated with the presence of TiO2 [11, 12]. In order for the Tis–Ns model to proceed,

it is first necessary for the ground state structure to have planar symmetry, which is what

is found here; the relaxed structure is three-fold co-ordinated N0
s neighbouring on-site Tis.

The reorientation, which would lead to axial symmetry at sufficiently high temperatures,

is found to be activated by 0.9 eV, broadly consistent with the planar symmetry at room

temperature, and the axial symmetry at 550◦C of N3. However, the calculated hyperfine

tensors (Table 6.1), reflect the localisation of the spin-density close to the N-site and mag-

nitudes closer to P1 than N3. The agreement between the Tis–Ns model and experimental

values is very poor.

In summary, of the models proposed in the literature for the N3 EPR centre, only Ns–Os

is consistent with experiment, and even in this case the reorientation barrier may be viewed

as being rather low for a convincing assignment. Regrettably, a definitive model is not

possible with the currently available experimental data.

6.3.2 The OK1 EPR centre

OK1 is commonly seen along with N3 [8], and there are at least four proposed models.

One closely resembles the Ns–Os model for N3, but where the N and O are separated by a

host site (Ns–C–Os). Severalmetastablestructures are found here, based upon the relative

positions of dilated N–C and O–C bonds, of which one structure proposed [9,126,129] for

OK1 is shown in Fig. 6.2(b). This has the required planar symmetry, and as the N atom is

on-site it can be viewed as being ionised (N+s ). The oxygen is in a divalent co-ordination
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(a)

O

N

C1

C2

C3

C4

(b)

(c) (d)

(e) (f)

Figure 6.2: Schematic of Ns–C–Os complexes. Vertical and horizontal directions

are approximately [001] and [110] respectively. In each case the impurity on the

left is N and that on the right is O. The inter-nuclear interactions best described as

broken bonds are shown as transparent sticks, and covalent bonds as solid sticks.
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with two carbon neighbours, leaving two carbon sites unsaturated.

However, structure (b) is not the lowest in energy, albeit bya small margin. Structure

(a) is a different orientation chemically equivalent to structure (b) and is more stable by

around 70 meV. A third analogous structure, shown in Fig. 6.2(d), is 0.55 eV higher in

energy than the ground state. In principle another planar configuration with oxygen bonded

to C-atoms in the plane containing the two impurities could also be formed. However, it is

found that under these bonding conditions the substitutional N is in the neutral charge state,

generating a dilated N–C bond, as shown in Figs. 6.2(c) and (e), being 0.28 and 0.70 eV

higher in energy respectively than the ground state structure.

As with the nearest-neighbour pairing, the N-C-O complex isfound to be both a donor

and acceptor with levels located atEv + 1.7 eV andEv + 3.8 eV respectively, so the most

probable charge state in N-containing diamond is neutral.

The hyperfine parameters and relative energies for the N-C-Ostructural configurations

are listed in Table 6.2, but none of the static structures is agood fit to the observed14N

hyperfine interactions for OK1.

No motional averaging has been Experimentally observed up to at least 600◦C [9], so

another criterion that a model for OK1 must satisfy is that motional averaging must not

change the symmetry from planar up to such temperatures.

For the N-C-O structure, the reorientation found between (a) and the symmetrically

equivalent structure obtained by reflection in the (11̄0) plane is activated by just 0.4 eV, as

is the reorientation between structures (a) and (b). Although averaging between these three

geometries would result in a planar defect consistent with OK1, the simulated hyperfine in-

teractions averaged over (a) and (b) are not in agreement with OK1 (see Table 6.2). Indeed,

to obtain a14N hyperfine of sufficient magnitude it is necessary to mix in configurations

such as (c), where the N site is effectively in the neutral charge state (Table 6.2, average

over (a)–(c)). Including such structures is contrary to their relative total energies, and there-

fore it is concluded unlikely that a motional averaging of low-energy N-C-O structures is

responsible for OK1.

Based upon13C hyperfine data, Hillet al. [10] offered a revised structure for OK1 with
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Table 6.2: Calculated relative energies (Erel, eV) of 14N hyperfine tensors (MHz)

for structures in Fig. 6.2. In each case,θ andφ are given as indicated in Table 6.1,

θ′ indicates the directions ofA‖ with 〈110〉 for axially symmetric tensors. Ex-

perimental parameters for14N in OK1 are taken from ref. [9]. Where a range of

structures is indicated, the corresponding hyperfine tensors represent an average

over these geometries. For averages involving (a), both theform shown and its

symmetric equivalent reflected in the (11̄0) plane are included.

Erel A1 A2 A3 θ′

(a) 0.00 -1.2 (86,21) -1.6 (84,111) -1.7 (173,79) -

(b) 0.07 -2.0 (121,225) -2.5 (90,315) -2.6 (149,45) -

(c) 0.28 -89.8 (126,225) -63.1 (90,315) -62.9 (144,45) 36◦

(d) 0.55 8.6 (116,184) 8.3 (85,96) 08.1 (153,16) -

(e) 0.70 76.7 (123,45) 45.8 (90,315) 45.7 (33,45) 33◦

(f) 0.70 86.9 (122,45) 56.4 (104,305) 56.1 (36,15) 32◦

Motional averages

(a)–(a) -1.3 (94,225) -1.5 (90,135) -1.7 (4,225) -

(a)–(b) -1.5 (75,45) -1.9 (90,135) -2.0 (165,45) -

(a)–(c) -23.6 (127,225) -17.2 (90,135) -17.2 (127,225) 37◦

Experiment 21.66 15.48 15.19 25◦

the under-co-ordinated oxygen atoms out of the mirror planealong the lines of Fig. 6.2(e).

The calculatedA-tensors for these sites are listed in Table 6.3. Again, no single structure

yields quantitative agreement with the observed values of OK1. Averaging the low-energy

structures, (a) and (b), yields superficial agreement, but since the corresponding values for

14N are very poor, it is concluded that the balance of evidence is that the N-C-O model

for OK1 is probably incorrect. Nevertheless, noting that the 17O hyperfine interactions in

N-C-O complexes are rather large, theA-tensors for the structures in Fig. 6.2 are listed in
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Table 6.3: Calculated hyperfine tensors of13C in N-C-O complexes as shown in

Fig. 6.2 (MHz).θ andφ are given as indicated in Table 6.1,θ′ indicates the direc-

tions ofA‖ with [001] for axially symmetric tensors. Experimental values are from

Ref. [10].

Site A1 A2 A3

(a) C1 65.1 (127,43) 34.4 (103,304) 34.1 (40,18)

(a) C4 383.7 (125,314) 167.4 (94,46) 167.4 (35,322)

(b) C1 60.7 (127,45) 31.7 (37,45) 31.5 (90,315)

(b) C2 386.1 (126,225) 168.1 (144,45) 168.1 (90,135)

(c) C1 -362.8 (137,225) -189.4 (90,135) -182.0 (47,225)

(c) C4 383.1 (126,136) 171.0 (143,305) 170.2 (85,222)

(e) C4 8.1 (117,113) 5.2 (97,20) 4.9 (153,276)

(e) C3 399.8 (125,45) 183.9 (90,315) 183.7 (35,45)

(a)–(a) C4 193.5 (125,314) 83.7 (37,334) 83.4 (100,50)

(a)–(b) C4 128.6 (125,314) 56.4 (38,342) 55.1 (104,53)

(a)–(c) C4 192.3 (125,314) 85.1 (38,338) 84.0 (102,52)

Experiment

Ref. [10] 127 (129,141) 74 (139,306) 74 (97,45)

Ref. [11] 122.87 - 73.37 - 73.37 -

Table 6.4 in order to allow future comparison with experimental data, should17O enriched

doping be achieved.

Alternative models for OK1 must now be considered. One such model is the nitrogen–

vacancy [127]. However this model can be easily discounted on the simple grounds that

this structure is identified with other experimental spectra, as pointed out previously [11].

The next OK1-model to be examined is made up of a Ti–vacancy complex decorated by

a nitrogen atom [11], as shown schematically in Fig. 6.3(a).One advantage of this model

is the rather simple way in which the structure agrees with the observed symmetry, since

CHAPTER 6. NITROGEN-OXYGEN PAIRS



6.3. COMPUTATION RESULTS 106

Table 6.4: Calculated17O hyperfine tensors (MHz) for structures in Fig. 6.2, as

specified in Table 6.2.

A1 A2 A3

(a) -139.7 (130,326) -90.7 (73,251) -87.0 (45,359)

(b) -137.7 (114,225) -87.3 (156,45) -83.6 (90,315)

(c) -295.0 (90,135) -274.1 (178,210) -239.1 (92,45)

(d) 9.0 (45,87) 44.6 (90,177) 54.3 (45,267)

(e) -4.9 (34,225) 0.2 (56,45) 0.9 (86,315)

(f) 3.3 (122,127) 46.0 (135,359) 81.9 (61,57)

(a)–(a) -91.0 (74,45) -112.3 (17,225) -119.4 (92,315)

(a)–(b) -102.7 (50,225) -107.5 (84,135) -107.8 (41,45)

(a)–(c) -154.4 (89,135) -148.3 (168,225) -138.0 (102,45)

the N atom is locked in a substitutional location and any reorientation of the defect cannot

easily be allowed.

However, the calculated hyperfine interactions for this centre are in very poor agreement

with the observations (Table 6.5) for all three chemical species. The reason for the small

interaction on the N site, and the relatively large magnitude on the Ti, is rather simple. The

unpaired electron density is mostly distributed over the Tiand its five carbon neighbours.

The trivalent nitrogen atom is fully bonded, and the only source of spin density at this site

is due to polarisation of the valence states by the nearby unpaired electron, as seen in the

14N hyperfine tensors in the NV2 centre (see Table 6.1).

Based upon the calculated hyperfine values, it is concluded that the Ti–V–N model is

probably not correct for OK1. Perhaps more problematic thanthe hyperfine tensors is a

predicted acceptor level atEv + 1.6 eV, which means that Ti-V-N would be expected to be

in the EPR inactive (Ti-V-N)−, S = 0 state in material containing N-donors.

If the assignment to Ti is correct, then there are many other configurations containing

both Ti and N that would be consistent with OK1, at least at thelevel of structural symme-
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Figure 6.3: Schematics of models proposed for OK1: (a) the Tis–V–Ns and (b)

Ns–V–Os complex. Vertical and horizontal directions are approximately [001] and

[110] respectively.

try. The structure and hyperfine interactions for Ti, C and N in Tis-C-Ns (second-neighbour

substitutional pair) and complexes made up from interstitial Ti in the vicinity of substitu-

tional N have all been analysed. However, in all the structures examined, the spin density

generates hyperfine interactions at the Ti site that are too high.

The final model [9] studied here is an N-V-O complex. The ground state structure found

is shown in Fig. 6.3(b). The oxygen and nitrogen both adopt three-fold co-ordinated sites,

suggesting that the oxygen is ionised. Indeed, this is the structure found for the simple

oxygen-vacancy complex [124]. Therefore the carbonsp3 dangling bonds are occupied by

three electrons.

As was the case for the Ti-V-N complex, this leads to a small hyperfine interaction at the

N-site in comparison with OK1, as listed in Table 6.5. The possibility of a charged NVO

complex was also examined. The carbon radical sites render the complex both a donor

and acceptor, with the calculated donor and acceptor levelsat Ev + 1.1 eV andEv + 2.4 eV

respectively. In material containing nitrogen donors, it is likely that N-V-O would occur in

the negative charge state, and therefore it would not be in the correct spin-state for OK1.
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Table 6.5: Hyperfine tensors for the Ti-V-N and NVO complexes (MHz).θ and

φ are as indicated in Table 6.1,θ′ is the angleA‖ makes with〈110〉 within the

mirror plane for axially symmetric tensors. Experimental values are taken from

Refs. [8,11,12]

.

Site A1 A2 A3 θ′

Ti-V-N, Fig. 6.3(a)

N -0.4 (150,225) -0.2 (90,135) 0.2 (120,45) 60◦

Ti 26.8 (116,225) 10.1 (90,315) 9.5 (26,225) -

C1 46.7 (119,316) 17.0 (124,204) 16.7 (132,77) 119◦

C2 64.5 (120,317) 24.3 (150,127) 24.1 (86,44) 120◦

C3 25.9 (128,45) 8.9 (90,315) 7.9 (142,225) 128◦

(NVO)0, S = 1/2, Fig. 6.3(b)

N -2.6 (128,225) -2.3 (90,315) -1.9 (142,45) 38◦

C1 320.6 (123,315) 192.4 (85,42) 192.1 (34,305) 123◦

O 45.4 (139,225) 48.4 (90,135) 49.3 (131,45) -

(NVO)1+, S = 1

N 25.1 (51,225) 16.0 (90,135) 16.0 (39,45) 39◦

C1 218.6 (125,315) 106.5 (35,311) 106.1 (88,44) 125◦

O -11.2 (42,45) -7.8 (90,135) -7.6 (132,45) 48◦

(NVO)1−, S = 1

N -1.6 (50,00) -1.5 (120,298) -1.3 (125,52) -

C1 168.6 (124,315) 100.4 (34,304) 100.6 (85,41) 124◦

O -100.0 (129,306) -66.1 (115,194) -65.0 (49,260) -

Experiment

N 21.66 - 15.48 - 15.19 - 25◦

C Ref. [10] 127 (129,141) 74 (139,306) 74 (97,45)

C Ref. [11] 122.87 - 73.37 - 73.37 -

Ti A=1.55 -
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In the negative charge state the oxygen atom becomes two-fold coordinated, and an

additional carbon radical is formed. The spin-triplet configuration is more stable than the

spin-singlet by around 0.4 eV, but the magnitude of the hyperfine on the N atom is very

small, at variance with the OK1 centre. In the positive charge state a spin-triplet configu-

ration is around 0.3 eV higher in energy than the spin singletconfiguration, and although

there is superficial agreement with experiment (see Table 6.5), the location of the donor

level close to the valence band makes this charge and spin configuration unlikely.

It is therefore concluded that none of the current models forOK1 is a strong candidate.

6.4 Conclusions

The results of density functional simulations of candidatestructures for the N3 and OK1

EPR centres in diamond have been presented.

Of the configurations investigated, the most suitable candidate structure for N3 is Ns–

Os. The spin density is mostly associated with a carbon site relatively distant from the N

atom, consistent with the small hyperfine interactions calculated and observed. Additional

support for the model comes from the motional averaging fromthe planar to axial symmetry

activated by 0.45 eV, which is broadly consistent with an axial hyperfine interaction mea-

sured at 550◦C. The lack of any direct observation of oxygen remains a significant problem,

and a definitive assignment cannot be made at this time. However, the calculations allow a

more definitive rejection of other models such as Tis–Ns.

For OK1,noneof the proposed models yield hyperfine tensors in agreement with exper-

imental values. For Ns–C–Os, although a contrived combination of structural configurations

can yield a passing resemblance to experiment, this structure is 3 eV higher in energy than

the nearest-neighbour pair, and the evidence for the presence of oxygen is very weak. The

Ti-V-N and N-V-O complexes are similarly poor fits with experiment, and arealso rejected

these as candidates for OK1. It is concluded that a plausiblemodel for the OK1 EPR centre

in diamond remains to be found.

Finally, none of the calculated17O hyperfine interactions are in close agreement with
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the only known values from experiment, taken from the nearlyisotropic KUL12 EPR cen-

tre [122]. Indeed, of the centres analysed for this study, the closest in magnitude to KUL12

is the model structure for OK1, shown in Fig. 6.2(c), which does not have the correct axial

symmetry. Since KUL12 is seen in ostensibly nitrogen-free diamond which has been irra-

diated and annealed, it seems likely that KUL12 is a simple defect, possibly involving one

or more native defects, which are the topic of a future study.
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7

Calculated Hyperfine Interaction

Parameters for P-Containing Point Defects

in Diamond

7.1 Introduction

As described in chapter 1, A challenge in the effort to produce diamond for electronics

lies in overcoming the difficulty in production of low resistivity n-type material. Nitro-

gen undergoes a significant chemical structural relaxationrendering it a very deep donor at

aroundEc − 1.7 eV [16], whereas phosphorus undergoes a more modest Jahn-Teller distor-

tion. However, with a donor level at aroundEc − 0.6 eV [17], P also has a low ionisation

fraction at room temperature.
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Electron paramagnetic resonance (EPR) is a powerful experimental tool in the identifi-

cation of the microscopic structure for systems with unpaired electrons. Since phosphorus

naturally occurs with 100% abundance with a nuclear spin ofI = 1/2, hyperfine interac-

tions between unpaired electrons and P-nucleii provide a direct probe to the local symmetry

and localisation of spin density at the P site. Several EPR centres involving P have been

reported, including an assignment to substitutional P [133–136]. At temperatures below

around 30 K, EPR data suggest that Ps hasD2d symmetry [135, 136], corresponding to a

Jahn-Teller distortion found from first-principles modelling [13,137].

The evidence forcomplexesinvolving phosphorus is much less clear. The assignment

[14] of an EPR centre to a complex of P with N is based upon similarities to the N1 EPR

centre for which there is convincing evidence that the structure is a second-neighbour pair

of nitrogen atoms [3–5, 117]. Another complex likely to be formed in consists of a P-

vacancy pair (P–V). Theory predicts [124, 138] that P–V adopts the split semi-vacancy

structure with the P atom lying at the centre of a di-vacancy.The acceptor level of P–V

lies below the donor level of Ps, so one would expect them to be in the EPR-inactive,

negative charge state. This might explain the current absence of any evidence from EPR for

these complexes, which is in contrast to experimental observation split-vacancy complexes

involving sulphur [139] and silicon [63,84,124,140].

B impurity partners are also likely to produce EPR inactive complexes. However, P

complexing with itself, forming nearest or next-nearest neighbour pairs might be a candi-

date since theoretically such centres are energetically bound, and have donor levels above

the acceptor levels of P–V complexes [79,130].

This chapter presents the calculated properties of P-containing centres in diamond, plac-

ing particular focus upon the hyperfine interactions at P-sites and, where possible, compare

the calculated values with experimental observation.
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7.2 Methodology

All calculations were carried out as described in chapter 2.C, O, N and P are treated

using fixed linear-combinations ofs- and p-orbitals of four widths. One (four) set(s) of

d-Gaussians are included for C and O (N and P) to accommodate polarisation. Generally

216-atom, simple-cubic supercells of side length 3a0 are used, except for the calculation

of reorientation barriers. Electrical levels are estimated by calculating the formation ener-

gies of different charge states and determining the critical values of the electron chemical

potential [81].

7.3 Substitutional P

Although experimentally Ps is assigned to the tetragonal NIMS-1 centre at low temperature

(10s of K) [135], theoretically it is metastable under several types of Jahn-Teller distortion

[13,137].

For the on-site, tetrahedral defect there is a single electron in a triply degenerate (t2)

state, predominantly localised on the P atom and its immediate neighbours. A distortion to

trigonal (C3v) or tetragonal (D2d) splits the triplet intoa1 ande, andb2 ande respectively. In

a previous study [13] using methods similar to those employed here, three distinct structures

were identified in the largest supercells examined (PC511). The lowest energy tetragonal

form found previously is shown schematically in Fig. 7.1 with the wave function of the

unpaired electron. The total energies ofC2v, D2d andC3v structures were found to lie within

2 meV of each other and around 20 meV lower than the on-site version.

Geometrically, the distortions are extremely subtle, withthe C–P bonds being the same

length in theD2d andTd forms, and second-neighbour distances differing by just 0.02Å. The

simulated hyperfine tensors for different symmetries are listed in Table 7.1. Starting with

a comparison of the higher temperature, isotropic hyperfineinteractions. Comparison of

the on-site values with the room-temperature assignment toan isotropic centre [133,134] is

tolerable, and calculating the motional average of the three orientations of theD2d(2) struc-

ture yields an isotropic interaction only very slightly greater, at 101 MHz. The magnitudes
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Figure 7.1: Kohn-Sham iso-surface for the highest occupiedorbital of theD2d(2),

Jahn-Teller distorted configuration of substitutional P indiamond.

for the low energy tetragonal structures are in reasonable agreement with the low tempera-

ture hyperfine interactions, and in particular, the lower energyD2d(2) structure yields much

better agreement than the alternativeD2d(1) symmetry.

It seems therefore plausible based upon the accumulated data including structural dis-

tortions and hyperfine interactions that the NIMS-1 EPR centre is the phosphorus donor,

undergoing a Jahn-Teller distortion at low temperature to the particularD2d structure iden-

tified previously from density functional simulations [13].

Finally, neighbouring13C are also expected to yield information to specify the structure

of the phosphorus donor in EPR. For the experimentally relevant on-site andD2d structures,

the nearest carbon neighbours are equivalent and yield approximately isotropic hyperfine

interactions between 40 and 44 MHz.
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Table 7.1: Hyperfine tensor magnitudes (MHz) and directionsin spherical polar

angles for31P in substitutional P in diamond for different distortions. Symmetries

follow the labelling in Ref. [13].

Calculation Experiment

Symmetry A‖ A⊥ Symmetry A‖ A⊥

C3v 246 057 Isotropic [133] 119 119

D2d(1) 57 115 Isotropic [134] 114 114

D2d(2) 198 53 D2d [135] 241 48

Td 99 99 D2d [136] 246 51

7.4 Phosphorus–nitrogen pairs

Experimentally, the only other assignment is the monoclinic-I, S = 1/2 NIRIM-8 centre

to a charged P–N complex [14]. Ps–Ns pairs at nearest and second nearest neighbour sites

have simulated. The neutral charge state is EPR inactive, forming P+s–N−s , donor-acceptor

pairs, and both structures distort as shown schematically in Fig. 7.2, consistent with the

predicted [116] structure if N−s . (Possible structures with the C–N dilation in different di-

rections have been examined, and those shown are the lowest in energy by around 0.2 eV.)

The donor level for the nearest and the next-nearest neighbour pairs are estimated at 0.3 eV

and 0.5 eV lower than Ns, i.e. Ec − 2.0 eV andEc − 2.2 eV. In the overall positive charge

state, the phosphorus donor is ionised and most of the spin-density is associated with the

C-neighbour of neutral substitutional N. The calculated hyperfine tensors are listed in Ta-

ble 7.2. The agreement with NIRIM-8 is poor, but consistent with the calculated localisa-

tion of the unpaired electron in the vicinity of the carbon radical site. Indeed, the hyperfine

interactions for these centres are very similar to the P1-EPR centre arising from isolated N0s.

CHAPTER 7. PHOSPHORUS



7.5. PHOSPHORUS–BORON PAIRS 116

(a) (b)

Figure 7.2: Schematics of phosphorus-nitrogen complexes in diamond: (a) (P–

N)+ and (b) (P–C–N)+. In both cases the structures may be viewed as P+
s–N0

s pairs,

leading to the approximate axial symmetry for the dilated N–C bond. Horizontal

and vertical directions are [110] and [001] respectively.

Table 7.2: Calculated isotropic (As) and anisotropic (Ap) hyperfine interactions

(MHz) of 31P, the under-co-ordinated13C and14N in (P–N)+ and (P-C-N)+ com-

plexes in diamond. These should be compared with the experimental [14] values

for the monoclinic-I NIRIM-8 EPR centre, withAs = 98 MHz, andAp = 85 MHz.

(P–N)+ (P-C-N)+

As Ap A‖ A⊥ As Ap A‖ A⊥
31P 4 2 - - -39 4 - -

13C 230 74 378 156 235 54 343 181

14N 75 9 94 66 98 18 134 80

7.5 Phosphorus–boron pairs

P–B pairs have also been examined. In contrast to P–N, these donor–acceptor complexes

haveno gap statesand it is difficult to see how P–B pairs would be thermally ionised to
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(a) (b)

Figure 7.3: Schematics of phosphorus-boron complexes (a) The ionised (P–B)+

and (b) The ionised (P–C–B)+.

form an EPR active centre. However, in principle is should bepossible to generate non-

equilibrium EPR active structures made up from P+
s–B0

s or P0
s–B−s , perhaps under optical

excitation.

Perhaps surprisingly, it is found that P–B pairs are more stable at second neighbour sites

than nearest neighbours. The energy difference between nearest and next-nearest neighbour

configurations is just 0.15 eV, and in contrast to what will beshown for phosphorus–pairs

in section 7.8, there is no evidence in the calculations for direct bonding interaction in

the lower energy, second neighbour form. The marginal stability of P-C-B over P–B is only

weakly dependent upon charge state, with both positive and negative charge states favouring

second neighbour pairs by 0.19 eV and 0.31 eV, respectively.

The hyperfine interaction in the thermodynamically metastable charge states are listed

in Table 7.3. For the nearest neighbour pair in the overall positive charge state, the electron

spin is distributed over both impurity sites, whereas in thenext-neighbour configuration the

spin is more associated with the boron site, as one might expect for P+s–B0
s.

For the overall negative charge state the system resembles P0
s both in terms of the mag-

nitude and directions of the hyperfine interactions at the phosphorus-site.
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Table 7.3: Calculated hyperfine interactions for31P–11B complexes in diamond

(MHz). For axially symmetric (P–B)q centres,A‖ lies along [111]. For (P-C-

B)q complexes in diamond both magnitude and direction (θ, φ) are in terms of the

inclination,θ, with respect to [001] and azimuthal angle,φ, measured from [100]

towards [010] (degrees).

(P–B)q (P-C-B)q

q A‖ A⊥ A1 A2 A3

31P +1 58 21 13 (45,50) 1 (315,90) 0 (45,140)

31P −1 25 58 171 (45,90) 39 (0,0) 30 (135,90)

11B +1 −68 −73 -117 (225,34) -115 (135,90) -110 (45,57)

11B −1 41 40 0 (45,93) 0 (135,90) -1 (45,3)

7.6 Phosphorus–oxygen pairs

The structure of P–O pairs have also been examined. As with the P–B pairs, the neutral and

negatively charged P–O complexes favour a second-neighbour structure with low symmetry,

as shown schematically in Fig. 7.4(b). In the neutral chargestate, the nearest neighbour

form shown in Fig. 7.4(a) is favoured. Since there is likely to be an appreciable barrier to

conversion between first and second neighbour structures, the calculated donor and acceptor

levels are required for both types of defect. The donor and acceptor levels are calculated

to be at 2.8 eV and 3.7 eV from the valence band top in the nearest-neighbour pairing, and

at 1.9 eV and 3.7 eV in the second-neighbour case. Therefore in P-containing material, the

most probable charge state is negative, and as such is EPR inactive.

In the neutral charge state, the complexes may be consideredto be P+–O−, and one

would then expect most of the spin density to reside in the vicinity of the oxygen site. As

shown in Fig. 7.4, substitutional oxygen has neighbouring under-coordinated carbon sites,

and it is here that the electrical activity originates. The calculated hyperfine interactions are

listed in Table 7.4.
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(a) (b)

Figure 7.4: Schematics of phosphorus-oxygen complexes in diamond: (a) P–O

and (b) P–C–O. In both cases the structures may be viewed as P+
s–O−s pairs in the

overall neutral charge state. Horizontal and vertical directions are [110] and [001]

respectively.

Table 7.4: Calculated isotropic (As) and anisotropic (Ap) hyperfine interactions

(MHz) of 31P, the under-co-ordinated13C and17O in (P–O)0 and (P-C-O)0 com-

plexes in diamond.

(P–O)0 (P-C-O)0

As Ap As Ap

31P 1770 109 -7 1

13C 223 45 29 5

17O -62 20 -150 16

7.7 Phosphorus–vacancy complexes

Theoretically P can be readily incorporated into diamond asa complex with a lattice va-

cancy [124, 138], where P lies between two semi-vacancies. P–V is predicted to be a deep

CHAPTER 7. PHOSPHORUS



7.7. PHOSPHORUS–VACANCY COMPLEXES 120

acceptor, and thus a strong candidate for phosphorus-related self-compensation. In the

negative charge state P–V complexes are EPR inactive. However, under illumination the

complex might be photo-ionised to produce the EPR-active, neutral charge state, and in

anticipation of such an experiment the hyperfine tensors have been calculated for thisD3d

symmetry structure.

Since the centre has axial symmetry, there are two independent values, which are found

to be−119 MHz for the axial component, and−126 MHz for the two perpendicular compo-

nents, with the direction depicted in Fig. 7.5. The axial component on the P atom is directed

at 35◦ from [110].

Thus, it is predicted here that theA-tensor for31P in a neutral P–V complex is nearly

completely isotropic. The six neighbouring carbon sites are found to have almost axial

A-tensors withA‖ = 56 MHz andA⊥ = 26 MHz, the axes being around 3◦ from [111].

Figure 7.5: Schematic showing the P–V structure and the directions of the three

components of the hyperfine interactions at P and a neighbouring C site.
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7.8 Phosphorus pair

Previously it has been shown that P-impurities may be stabilised by the formation of second-

nearest-neighbour pairs [79]. The stabilisation may be viewed as arising from the formation

of an additional bonding combination of electrons in a fifth covalent bond between the P-

atoms in addition to those with the four neighbouring carbonatoms. In heavily P-doped

material, P-pairs may form, since the binding energy is intermediate between that of N-

and B-pairs [141], for which the binding is either sufficient or insufficient to overcome the

entropic and other temperature dependent terms in the free-energy, respectively.

The stabilisation of the centre and the formation of a bond between the P-atoms moves

the donor level of the pair deep into the band-gap. In the neutral charge state the complex

would be EPR inactive, but in the presence of deep acceptors (for example, those associated

with carbon dangling bonds in vacancy-related centres), the pairs would be expected to

become positively charged. Additionally, such deep centres can be photo-ionised to produce

EPR-active states, such as is the case in N-pairs and the W24 centre [71–73].

In the positive charge state the formation of a P–P interaction is weakened and the

spin density is distributed over the P-atoms and their carbon neighbours. The calculated

hyperfine interactions are listed in Table 7.5.

Table 7.5: Hyperfine interactions (MHz) of31P and13C for the sites indicated in

Fig. 7.6. The directions in parentheses are indicated in spherical-polar co-ordinates

with θ measured from [001] andφ from [100] towards [010].

A1 A2 A3

31P 12 (90,315) 14 (30,225) 159 (120,225)

13C1 107 (90,45) 109 (90,315) 141 (180,00)

13C2 68 (90,315) 68 (33,45) 86 (123,45)

13C3 25 (38,346) 27 (118,33) 35 (114,290)

13C4 -1 (90,45) -1 (9,135) 4 (81,315)
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P

C1

C2

C3

C4

Figure 7.6: Schematic showing the P-N-P structure and the directions of the three

components of the hyperfine interactions at P and a neighbouring C sites.

7.9 Conclusions

Calculated hyperfine interactions for substitutional P with D2d and Td symmetries yield

reasonable quantitative agreement with experimental values, and allow for increased confi-

dence in the sense of the Jahn-Teller distortion at these centres. P–N and P–C–N complexes

are predicted to have very deep donor levels, and this raisesquestions as to whether or not

one would expect the EPR active positive charge state to be present in n-type diamond. The

assignment of the NIRIM-8 centre to the P–C–N complex is doubtful, given the localisa-

tion of the unpaired electron and the small hyperfine interactions predicted for this centre.

The lack of a thermodynamically stable, EPR active charge state for P–B complexes means

that these will be difficult to detect even if present in the material. Finally, the hyperfine

interactions for P in P–V complexes have been calculated, and it is found that the hyperfine

interactions will be dominated by the isotropic contribution, similar to the S–V complex

assigned to the W31 EPR centre [139].
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CHAPTER

8

Summary

8.1 Summary

In this thesis the results was carried out using ab initio modelling code to determine some

of important properties of diamond such as hyperfine interaction, stability, electrical and

electronic structure. Conclusion has been drawn at the end of each application’s chapter. In

this chapter the important areas are reviewed.

Density functional simulations of nitrogen pairs in diamond have largely confirmed the

atomistic models proposed for N-pair defects in diamond, with two qualifications. (i) for

N1, it is proposed a re-assignment of the hyperfine-interactions for near-by13C and the cor-

responding numbers of equivalent sites. (ii) for N4, in order to render the N-atoms equiva-

lent a rapid reorientation between two structures must be invoked, so that the low tempera-

ture EPR spectra are the result of a thermal, or quantum-tunnelling average of two systems
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where the N-atoms are nonequivalent. Values are predicted for the hyperfine-interactions

at the carbon sites where the majority of the spin-density islocated. Indeed, it is somewhat

surprising that N1, W7, N4, M2 and M3 this radical site has notbeen seen, yet in the case

of N1 many other carbon sites have.

The hyperfine-tensors for complexes of muonium with A- and B-centres mean that these

centres are most probably not responsible for MuX. However, there are a number of ways

that the calculation must be viewed. First is that the calculations relate to a static structure,

whereas the experiment involves the motion of the constituents. Indeed, it has been suggests

that some of the error in the estimate of the hyperfine-tensors for anomalous muonium in

pure diamond arise from the zero-point motion of the very light muon along the axis of the

C–C bond [106–108]. It is might asked the question as to if motional effects for either of the

complexes can result in agreement with the MuX parameters. It seems unlikely since even

in the case of MuBC the effect of including motional averaging is a perturbation, whereas for

either of the two N-containing complexes with muonium, the isotropic term must increase

by two orders of magnitude to match the measured values of MuX.

A second possibility, given the large uncertainty in the experimental parameters, is that

µSR is resolving the muonium annihilation events in a region not directly within the N-

aggregates, but in an approximately tetrahedral cage in theimmediate vicinity of them.

However, the perturbation to the hyperfine-tensors of MuT even in the T-sites adjacent to the

A- and B-centres is very small, and the binding energies in these chemically unreacted sites

are also very small, so this interpretation seems unlikely to be correct. A final possibility

that it will be discussed is that muonium is tunnelling rapidly between sites around the

N-aggregates. Indeed, such effects are thought to be present in the case of muonium in

Zn-doped GaAs [115], but if this were the case in N-containing diamond, it is not obvious

why the resulting hyperfine-tensor would be non-axial giventhe high symmetry of the two

nitrogen aggregates involved.

There remains the possibility that the MuX centre is not associated with the N-aggregates

directly. In fact there are two good candidates for sites in material containing aggregated N.

In such diamond there is evidence for nano-cavities and planar self-interstitial aggregates,
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both of which have open regions to trap the mobile muonium, that would result in isotropic

components to the hyperfine-interaction, consistent with the measured values for MuX. Of

these, perhaps the more favourable option would be the self-interstitial precipitate, as this

has a reasonably regular structure that would yield a non-axial tensor. both of which have

favourable properties but also are imperfect fits to the experimental data.

Of the first row elements, it is perhaps most surprising that relatively little evidence

exists for the presence of oxygen in the form of distributed point-defects. The paramagnetic

centres labelled N3 and OK1 have been assigned to structuresmade up from two structural

arrangements of pairs of substitutional nitrogen and oxygen, but there is no direct evidence

for the involvement of the oxygen. The most plausible candidate structure for N3 is Ns–

Os. The small hyperfine interactions calculated consistent with observed. This show that

the spin density is mostly associated with a carbon site. Which could be interpreted as

the unpaired electron is further away than the nearest neighbour. The proposed model

nitrogen with di-vacancy for N3 centre is contrast with motional average that observed at

temperature more than 550◦C. The relatively accurate result for N–O nearest neighbour

is agreed with the experimental where with barrier about 0.45 eV there is possibility to

get motional average at temperature less than 550◦C. However, the calculations allow a

more definitive rejection of other models such as Tis–Ns. For OK1, the Ns–C–Os, Ti–V–N

and N–V–O complexes are similarly poor fits with experiment, and it is also rejected these

as candidates for OK1. It is concluded that a plausible modelfor the OK1 EPR centre in

diamond remains to be found.

Substitutional P withC3v gives quite a good fit compared to the experimental values

favouring the lower energy in D2d model for the Jahn-Teller system. The EPR centre called

NIRIM-8 is believed to be substitutional nitrogen at the next neighbour to P+, as it resembles

the N1 centre which is neutral nitrogen next to an N+ neighbour. P–N and P–C–N with very

deep donor levels have a small chance to be positively charged (and hence EPR active), and

combined with the hyperfine tensor values it cannot be confirmed that NIRIM-8 centre is

one of them. The same situation is found for P–B, P–C–B with nodonor levels in the band

gap. P–V, however, with deep acceptor level, is expected to occur theEPR inactive negative
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charge state. However, under illumination the complex might be photo-ionised to produce

an EPR-active form, for which characteristic A-tensor havebeen calculated.

It can be concluded that the ab initio modelling techniques have been successful as a

quantitative tool, and have proven to be given a good fit for several experimental result

assignments. This provides confidence in values obtained for cases where experimentally

based atomistic models yield hyperfine tensors in poor agreement with observation.

CHAPTER 8. SUMMARY
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