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ABSTRACT

Two approaches for removing multiple light scattering effects using the radiative transfer theory in order to improve the performance of multivariate calibration models have been proposed namely: partial correction of multiple scattering effects and full correction of multiple scattering effects. The first approach is applicable for predicting the concentration of a scattering-absorbing (particulate) component as well as the concentration of an absorbing only species. The second approach is applicable only for estimation of the concentration of an absorbing only species. Application of the first approach to a simulated four component system showed that it will lead to calibration models which perform appreciably better than when empirically scatter corrected measurements of total transmittance or total reflectance are used. The validity of the method was tested experimentally using a two-component (polystyrene-water) and a four-component (polystyrene - ethanol - water - deuterated water) system. The proposed methodology of partial correction showed significantly better performance than the empirically pre-processed direct measurements (total transmittance, total reflectance and collimated transmittance) in all experiments. The results of applying the full correction approach showed that despite all errors the performance of PLS calibration model built on the corrected bulk absorption coefficient was marginally better than the performance of PLS model built on uncorrected bulk absorption coefficient. Finally, the benchmarking analysis revealed that there is still a significant potential for an improvement in the prediction performance in the quantitative analysis of turbid samples.
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NOMENCLATURE

E – electric field, [N/C]
B – magnetic induction, [T]
H – magnetic field, [A/m]
D – electric displacement, [C/m²]
E₀ – constant vector of electric field, [N/C]
H₀ – constant vector of magnetic field, [A/m]
S – Poynting vector, [W/m²]
I – light intensity, [W/m²]
I₀ – intensity of incident light, [W/m²]
Tₜ – total transmittance, [%]
Rₜ – total reflectance, [%]
Tₙ – collimated transmittance, [%]
k – wave vector, [1/m]
t – time, [s]
v – speed of electromagnetic wave, [m/s]
c – speed of light, [m/s]
cᵢ – concentration of species i, [%]
cₚ – concentration of particles, [%]
N – complex refractive index
n – real part of complex refractive index
k – imaginary part of complex refractive index
m – ratio of complex refractive indices of particles and medium
p – phase function
g – anisotropy of light scattering or anisotropic factor
ĝ – anisotropic factor estimate
x – size parameter
R – particle radius, [m]
F – differential cross-section, [m²]
Θ – scattered angle
ϕ – azimuth angle
S_str – static structure factor
Vₜ – energy of inter-particle interactions, [J]
<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_p$</td>
<td>number density of particles, [1/m$^3$]</td>
</tr>
<tr>
<td>$P$</td>
<td>probability density function</td>
</tr>
<tr>
<td>$r$</td>
<td>distance, [m]</td>
</tr>
<tr>
<td>$s$</td>
<td>directional vector</td>
</tr>
<tr>
<td>$a$</td>
<td>albedo</td>
</tr>
<tr>
<td>$l$</td>
<td>path length, [m]</td>
</tr>
<tr>
<td>$A$</td>
<td>absorbance</td>
</tr>
<tr>
<td>$A$</td>
<td>matrix of absorbances i.e. matrix of absorption spectra</td>
</tr>
<tr>
<td>$a$</td>
<td>vector of absorption spectrum</td>
</tr>
<tr>
<td>$\bar{a}$</td>
<td>mean spectrum</td>
</tr>
<tr>
<td>$b$</td>
<td>regression coefficients in empirical pre-processing</td>
</tr>
<tr>
<td>$S$</td>
<td>matrix of absorptivities or absorption cross-sections</td>
</tr>
<tr>
<td>$s$</td>
<td>vector of absorptivities or absorption cross-sections</td>
</tr>
<tr>
<td>$C$</td>
<td>matrix of concentrations</td>
</tr>
<tr>
<td>$A_{cal}$</td>
<td>matrix of absorption spectra of calibration dataset</td>
</tr>
<tr>
<td>$C_{cal}$</td>
<td>matrix of concentrations of calibration dataset</td>
</tr>
<tr>
<td>$T$</td>
<td>scores matrix</td>
</tr>
<tr>
<td>$t$</td>
<td>vector of scores of one principal component</td>
</tr>
<tr>
<td>$P$</td>
<td>loadings matrix</td>
</tr>
<tr>
<td>$p$</td>
<td>vector of loadings of one principal component</td>
</tr>
<tr>
<td>$X$</td>
<td>data matrix</td>
</tr>
<tr>
<td>$y$</td>
<td>predictor variable</td>
</tr>
<tr>
<td>$w$</td>
<td>weights</td>
</tr>
<tr>
<td>$f$</td>
<td>objective function</td>
</tr>
<tr>
<td>$P_r$</td>
<td>projection matrix</td>
</tr>
<tr>
<td>$p_r$</td>
<td>projection vector</td>
</tr>
<tr>
<td>$e$</td>
<td>error vector</td>
</tr>
<tr>
<td>$A_p$</td>
<td>spectra of mixtures of absorbing only species</td>
</tr>
<tr>
<td>$M_R$</td>
<td>mean of particle radius, [m]</td>
</tr>
<tr>
<td>$d_R$</td>
<td>standard deviation of particle radius, [m]</td>
</tr>
</tbody>
</table>
Greek letters:

\( \lambda \) – wavelength, [m]

\( \lambda \) – vector of wavelengths

\( \varepsilon_0 \) – electric permittivity of a free space, \( 8.8542 \cdot 10^{-12} \) [C²/Nm]

\( \mu_0 \) – magnetic permeability of a free space, \( 4\pi \cdot 10^{-7} \) [Tm/A]

\( \varepsilon \) – electric permittivity, [C²/Nm]

\( \mu \) – magnetic permeability, [Tm/A]

\( \omega \) – angular frequency, [1/s]

\( \sigma_a \) – absorption cross-section, [m²]

\( \sigma_{ap} \) – absorption cross-section of particles, [m²]

\( \sigma_s \) – scattering cross-section, [m²]

\( \sigma_{ext} \) – total extinction cross-section, [m²]

\( \sigma'_s \) – average scattering cross-section of particles, [m²]

\( \mu_a \) – bulk absorption coefficient, [1/m]

\( \mu_{a,corr} \) – corrected bulk absorption coefficient theoretical, [1/m]

\( \hat{\mu}_{a,corr} \) – corrected bulk absorption coefficient estimate, [1/m]

\( \mu_{ap} \) – bulk absorption coefficient of particles, [1/m]

\( \mu_s \) – bulk scattering coefficient, [1/m]

\( \hat{\mu}_s \) – bulk scattering coefficient estimate, [1/m]

\( \mu_t \) – total extinction coefficient, [1/m]

\( \Omega \) – solid angle

\( \tau \) – optical depth, turbidity or total attenuation

Acronyms:

PAT – process analytical technologies

NIR – near infra-red

PCA – principal component analysis

PLS – partial least squares or projections to latent structures

LV – latent variable

MSC – multiplicative scatter or signal correction

EMSC – extended multiplicative signal or scatter correction
Nomenclature

EMSCL – extended multiplicative scatter correction with wavelength dependent logarithmic term
SNV – standard normal variate
OSC – orthogonal signal correction
OPLS – orthogonal projections to latent structures
RTE – radiative transfer or transport equation
PY-HS – Percus-Yevick-Hard-Sphere approximation
PSD – particle size distribution
RMSECV – root mean square error of cross-validation
RMSEP – root mean square error of prediction
IAD – inverse adding doubling
SQP – sequential quadratic programming
BFGS – Broyden, Fletcher, Goldfarb, and Shanno formula for Hessian updating
CHAPTER I

INTRODUCTION

Accurate estimation of concentrations of chemical components in turbid samples (e.g. suspensions, emulsions) using spectroscopic techniques is still an open-end problem that challenges chemometricians and other applied scientists [1]. Effective solution to this problem is of tremendous practical importance since it is encountered in many areas such as monitoring polymerization reactions [2-5], fermentation processes [6-8] and pharmaceutical production [9-14]. Therefore, research and development of spectroscopy based process analytical technologies (PAT) for on-line analysis of particulate (heterogeneous, multiphase) streams is more vital than ever. In order to be competitive companies have to meet increasing requirements for processes in all aspects, namely, product quality, yield, process efficiency, safety and environment. All these aspects fall into the domain of process control an inherent part of which is PAT. Thus, in order to hit higher and higher process control targets and to stay on the competitive edge progress in process analytical technologies is indispensable. To achieve high level advanced process control in these processes on-line analytical techniques for accurate estimation of concentrations of chemical components in particulate streams are usually essential. Spectroscopic techniques are preferable, because they are fast, cheap, compatible with fibre optics and multifunctional and virtually no sample preparation is required, but, building accurate calibration models is an issue. Acquisition of accurate calibration models and thus applicability of spectroscopic methods to turbid samples is hindered by nonlinear multiple light scattering effects that degrade conventional calibration models designed for bilinear systems and make extraction of chemical information from such samples challenging.

The main problem, in the quantitative analysis of turbid samples using the Near-infrared (NIR) spectroscopy, is that multivariate calibration models built on conventional spectroscopic measurements such as transmittance or reflectance are adversely affected by variations arising from multiple light scattering, because these variations are not necessarily related to changes in chemical information i.e. concentrations of chemical components. There are essentially two ways to deal with undesirable scattering effects in NIR measurements: remove/minimize them by means of empirical pre-processing or separate scattering effects from absorption using first principles i.e. by invoking light propagation theory such as the radiative transfer theory. In either case, the goal is to obtain
a measure of absorption per unit length, which is independent from variations in path length of photons that occur due to multiple scattering and linearly proportional to concentrations of constituents. Although a considerable progress has been made in the empirical scatter correction techniques they are not expected to solve the problem of multiple light scattering completely because they are intrinsically approximate. And while they may be sufficient in some practical situations they may not be able to accommodate the whole complexity of nonlinear multiple scattering effects in many situations. Therefore, research and development for application of the second approach for scatter correction in PAT is gaining impetus though no actual industrial applications have been reported yet to the best of our knowledge. The main measurement techniques currently used for deconvolution of absorption and scattering properties of a sample are time resolved, spatially resolved and integrating-sphere measurements.

1.2. AIM AND OBJECTIVES

The aim of this research was to develop new methodologies for estimation of chemical information in suspensions that gave better accuracy and robustness than the current methods based on empirical pre-processing techniques.

Objectives:

1. To show that the estimation of the concentration of a chemical species that (a) purely absorbs and (b) both absorbs and scatters light are two different types of problems from the point of view of multivariate calibration.

2. To consider two possible cases in estimation of concentrations of purely absorbing species: partial correction of multiple scattering effects and full correction of multiple scattering effects i.e. removing variations due to different path lengths of photons and removing variations due to different path lengths of photons as well as due to changes in particle size accordingly.

3. To separate multiple light scattering effects from absorption by means of the radiative transfer theory rather than empirical pre-processing:
   - To investigate the convergence conditions of the Inverse Adding-Doubling routine when the total transmittance, total reflectance and collimated transmittance measurements are used for the extraction of the optical properties of samples and to optimise it;
   - To investigate the sensitivity of the extracted scattering and absorption
properties of a sample to the error in the anisotropic factor $g$ and hence the possibility of fixing it at a constant value and using just two measurements, namely, the total transmittance and reflectance, for the extraction of the absorption part thus simplifying the extraction procedure.

4. To test the partial correction method in estimation of concentrations of both types of species (i.e. absorbing only and scattering absorbing) on simulated data to show the maximum theoretical improvement in the prediction accuracy possible using the given methodology.

5. To validate the partial correction method for estimation of concentrations of both types of species by applying it on experimental data and benchmarking the results (i.e. the prediction accuracy) with the best ones achieved using empirical pre-processing for scatter correction.

6. To investigate the impact of nonlinear variations in the absorption coefficient of particles (those are due to the variation in the particle size) on the performance of multivariate calibration models.

7. To test the full correction method in estimation of concentrations of absorbing only species on simulated data to show the maximum theoretical improvement in the prediction accuracy possible using this methodology.

8. To validate the full correction method for estimation of concentrations of absorbing only species by applying it on experimental data and benchmarking the results (i.e. the prediction accuracy) with the ones achieved using empirical pre-processing and the partial correction method too.

1.3. CONTRIBUTION

- The state of the art in the field of spectroscopic analysis of turbid samples has been reviewed;
- Two new methodologies for estimation of chemical information in suspensions have been presented;
- Possible issues in the inversion of the Adding-Doubling algorithm using nonlinear optimisation have been pointed out and the strategies for initial guesses together with optimal settings for nonlinear optimisation have been suggested;
- The effect of absorption coefficient of particles, which varies nonlinearly with particle size, on the multivariate calibration results have been analysed.
Multivariate soft modelling techniques for extraction of quantitative information from spectral data such as principal component analysis (PCA), partial least squares (PLS), target transformation factor analysis and multivariate curve resolution have become an integral part of the quantitative analysis in NIR spectroscopy and are widely reported in the literature [15, 16]. While they have been very successful in the quantitative analysis of homogeneous (non-scattering) liquid mixtures their performance in the quantitative analysis of turbid samples, in many situations, is still comparatively worse in terms of the accuracy and robustness. The culprit is nonlinear effects of multiple scattering of light that are not completely accounted for by current methods and techniques in the pre-processing step which is crucial in the quantitative analysis of turbid samples. Successful elimination (removal, correction) of these effects in the pre-processing step would allow us to achieve the accuracy and robustness of multivariate calibration models as good as in the case of homogeneous liquid samples.

There were few attempts to overcome the scattering problem without pre-processing, but the calibration models were of moderate accuracy and of very limited use i.e. suitable only for a very narrow operational region and their robustness was a big question [17]. To remove systematic effects in NIR spectra that are unrelated to changes in chemical concentrations, including light scattering effects, various pre-processing methods and techniques have been suggested. First and second derivatives were among the first pre-processing techniques used for baseline correction in spectra [18, 19]. Frequency analysis methods such as wavelet and Fourier transforms have also been used for baseline subtraction by removing a low frequency component from a signal [20]. Although these techniques may be effective in correcting simple baseline artifacts such as offsets and angles they are not adequate for dealing with complex light scattering problems. For example, there have been repeated attempts to use single spectroscopic measurements such as transmittance or reflectance pre-processed with first or second derivatives for estimation of concentrations of chemical components in the field of emulsion polymerization, where the sampled reaction medium is very complex (i.e. multiphase) resulting in complicated scattering effects [4, 21-24]. The results of the subsequent multivariate calibration models
were clearly unsatisfactory indicating that light scattering effects were not adequately corrected by the derivatives. One of the pioneering works on empirical light scatter correction was done by Geladi et al. [25]. They proposed an empirical pre-processing technique called Multiplicative Scatter Correction (MSC), which became perhaps the most widely used pre-processing method for NIR spectra since its introduction to the chemistry literature in the 1980s. MSC is based on the assumption that light scattering has as an additive and a multiplicative or scaling effect on the measured spectrum. It is also assumed that the scattering effects do not depend on the wavelength. The limitations and drawbacks of the MSC are: the regression procedure should be applied to the part of the spectrum that does not contain chemical information, i.e., the part which is only influenced by multiplicative light scattering, otherwise some of the relevant chemical information might be removed, and, the second assumption is generally invalid since the light scattering phenomenon is strongly dependent on the wavelength $\lambda$. Standard normal variate (SNV) coupled with de-trending (DT) [26] is said to be an alternative to MSC, although Dhanoa et al. demonstrated that MSC and SNV-DT are, in fact, linearly related [27, 28]. Different implementations of MSC such as piecewise MSC and loopy MSC have also been presented [29, 30].

A group of pre-processing methods revolves around the MSC concept. An extended form of the multiplicative signal correction (EMSC) was first suggested by Martens and Stark [31], which addressed the first limitation of the original MSC, but the knowledge about the spectra of pure components was required. To address the second drawback of the MSC Martens et al. added the wavelength dependent terms to the equation of the EMSC [32]. They modelled wavelength dependency using the second order polynomial. However, strictly speaking, the wavelength dependency of the scattering effects is not quadratic and it depends on the particle size parameter (i.e. the ratio of the particle size and the wavelength) e.g. for particles small comparing to wavelength the scattered intensity is inversely proportional to the $\lambda^4$ (Rayleigh approximation). Therefore, Thennadil and Martin suggested a different wavelength-dependent term for the EMSC and showed that it works better [33]. Recently, Ottestad et al. demonstrated how a limited amount of *a priori* information about spectral variability can be used in EMSC to improve scatter correction [34]. Thennadil et al. also proposed a physics-based EMSC, where the physics of light transport is incorporated to further improve the removal of scattering effects [35]. Chen et al. proposed yet another version of EMSC called Optical Path-Length Estimation and Correction (OPLEC) by the authors [36]. The advantage of it is that it does not require
knowledge about spectra of pure components. The inverse forms of MSC and EMSC has also been investigated but no tangible differences noticed [37, 38]. All techniques that are rooted in MSC involve a transformation about a spectrum that is representative of the scattering in all samples. So far, they make the most popular group of pre-processing techniques for scatter correction used in many applications [39-41]. A good review of the most common pre-processing techniques for near-infrared spectra is given by Rinnan [42].

Other pre-processing methods for correction of scattering effects in NIR spectra have evolved from orthogonal signal correction (OSC), introduced in 1998 by Wold et al. [43]. OSC is based on removing the part of the spectral data which is unrelated to the concentrations of interest. This concept has led to methods such as direct orthogonalization [44], orthogonal projections to latent structures (OPLS) [45, 46] and net analyte pre-processing [47] and direct orthogonal signal correction [48]. Svensson et. al. investigated six variations of OSC and concluded that the use of these methods does not necessarily lead to better predictive ability [49]. The benefits of OSC lay in the reduction of the number of PLS factors necessary to generate an acceptable model and the improved interpretability of these factors for further qualitative analysis, as interfering information is removed from the significant factors [50]. These given methods make an implicit assumption, in the spectral domain, that effects from the light scattering are orthogonal (or at least, at a significant angle) to spectral effects from chemical concentration changes.

An excellent comparison study of performances of different pre-processing techniques in correcting multiple scattering effects is given by Thennadil and Martin [33]. The following pre-processing techniques were compared: first derivative, second derivative, SNV, MSC, three different forms of EMSC, inverse signal correction, OSC and OPLS [27]. According to the results, the best performance of PLS model was attained using EMSC with the logarithmic wavelength dependency for pre-processing of spectral data.

Miller and Naes proposed a path length correction method in which a PCA model is generated from calibration samples of the same path length, after which the unknown samples are corrected by projecting them back onto the PCA calibration space [51].

Instead of pre-processing (i.e. linearising the original data) nonlinear scattering effects can be alternatively dealt with using mathematical models capable of modelling nonlinear relationships [52]. Nonlinear multivariate calibration models have been explored in other works [53, 54] and will not be discussed here.

As mentioned in the introduction, there are essentially two ways to deal with
undesirable scattering effects in NIR measurements: remove/minimize them by means of empirical pre-processing or separate scattering effects from absorption using first principles i.e. by invoking light propagation theory such as the radiative transfer theory. The most frequently used approach for scatter correction has been empirical pre-processing because of its simplicity. The second approach of separating scattering from absorption using radiative transport theory has been primarily developed in the field of biomedical optics for biomedical applications where high multiple scattering makes it difficult to perform reliable measurements [55-57]. The state of the art measurement techniques used for deconvolution of scattering and absorption properties include time-resolved [58-60], spatially resolved [61, 62], and integrating sphere measurements [63-66]. While an appreciable progress is made on the second scatter correction approach in the field of biomedical physics, very little work has been done on the applicability of it in the field of Process Analytics mainly due to complex measurements and theory required to extract the absorption and scattering properties of a sample. One of the few applications of this scatter correction approach for development of Process Analytical Technologies was reported by Abrahamsson et al. [67]. They applied it on pharmaceutical tablets and showed a significant improvement in the accuracy of predictions in comparison with direct application of Partial Least Squares regression on transmittance measurements. The methodology they used has several shortcomings: two instruments are required (time resolved and conventional spectrometer), diffusion approximation assumptions have to be met and the reduced scattering coefficient could not be measured beyond 1100 nm using their time resolved system (whereas the overtones of the organic compounds appear in the NIR region above 1100 nm) and therefore it had to be extrapolated for the higher wavelength region. It is worth noting, that attempts to correlate various features of photon time-of-flight distribution with the concentration of chemical species of interest (e.g. by fitting the final slope) without explicitly separating absorption and scattering have also been reported [68-70]. Since the authors did not benchmark their methods against some empirical pre-processing techniques (they benchmarked it only against the direct PLS) it is difficult to evaluate their performance.

In the following, methods that do not explicitly use the radiative transport theory for the extraction of the absorbance are briefly reviewed. Crowe et al. derived a relationship between the attenuation and the absorption of a turbid sample using the temporal point-spread function [71]. Once determined from the calibration dataset this relationship can be used for finding the concentrations of chemical species from turbidity
measurements in unknown samples. But, this relationship holds only if the scattering properties of unknown samples are the same as in the calibration set. In other words, this method can be used when only absorption of the turbid samples varies. Stockford et al. proposed to remove light scattering effects using polarization techniques [72]. However, extensive sample dilution is required, because of a low signal of polarized light, and signal-to-noise ratio is an issue. Recently, a new approach for correction of nonlinear effects of multiple scattering (i.e. variation in the path length of photons), based on the extraction of the absorption part from the photon time-of-flight distribution and correlation of it to the measured turbidity, have been reported by Leger [73]. This photon path length distribution correction method does have an important limitation, as the path length distribution has to be assumed for each sample, whether it is measured or estimated. Therefore it is suitable only for samples that have similar scattering properties.
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3.1. LIGHT PROPAGATION IN TURBID MEDIA

Two processes govern propagation of light (i.e. electromagnetic waves) in turbid/particulate media, namely, absorption and scattering. The former attenuates the energy of an electromagnetic wave turning it into other forms of energy such as heat while the latter redistributes it in different directions. Since absorption takes place everywhere within the absorbing material/medium the total amount of absorbed energy depends on the distances travelled by the photons in different absorbing materials, in other words, it depends on what distances and in what materials the photons travelled. Scattering, on the other hand, occurs only at the interface of different materials that is where the speed of an electromagnetic wave changes as it passes from one material into the other. Therefore, scattering depends on the contrast between the speeds of propagation of electromagnetic waves in different materials and the spatial configuration of their boundaries. Absorptivity, that is capacity to absorb electromagnetic radiation, and the speed of propagation of electromagnetic waves are material dependent properties.

Fundamentally, propagation of electromagnetic waves in any sort of medium is described by the Maxwell equations. Here, the two material dependent properties related to absorption and scattering are defined by the complex refractive index i.e. by the imaginary and the real part of it correspondingly. If values of the complex refractive index are known at every point in the space one can find how the incident electromagnetic wave will be scattered by the sample and the intensity of the resulting electromagnetic field at any point in the space by solving the Maxwell partial differential equations with appropriate boundary conditions. Thus, in the case of suspensions with spherical particles, the complex refractive indices of the medium and the particles and the size and the position of every particle in the sample should be known. However, in the real samples of suspensions the positions of the particles are constantly and randomly changing due to Brownian and other motions. Although the configuration of the particles does not matter under single scattering conditions when the suspension is sufficiently dilute such that particle interactions are negligible, under multiple scattering it plays an important role because now one must explicitly take into account that each particle is illuminated by light scattered by other particles as well as the incident light [74]. Thus, to model the measurement of light
multiply scattered by a random collection of particles one would need to solve the Maxwell equations for many particle configurations to obtain a reliable statistical average. However, this approach requires enormous computations and becomes prohibitively time consuming hence impracticable for larger groups of particles. In this case, the use of the so-called radiative transfer equation (RTE) [75] for modelling light propagation is far more practical than attempting to solve the Maxwell equations for large particle collections and usually provides results accurate enough for many applications. To solve the RTE one needs to know the bulk optical properties of a sample, namely, the bulk scattering coefficient, the bulk absorption coefficient and the anisotropic factor that define the amount of light scattered and absorbed per unit distance travelled and the angular distribution of it at each scattering event. The treatment of multiple light scattering can then be partitioned into three consecutive steps [74]:

1. Computation of the far-field scattering and absorption properties of an individual particle by solving the Maxwell equations.
2. Computation of the scattering and absorption properties of a small volume element containing a tenuous particle collection by using the single scattering approximation i.e. computation of the bulk optical properties; and
3. Computation of multiple scattering by the entire particle group by solving the radiative transfer equation supplemented by appropriate boundary conditions.

In spectroscopic analysis of turbid samples one is more often interested in the inverse problem e.g. extraction of the bulk optical properties of a sample or the size of spherical particles or the optical constants of materials (i.e. the complex refractive index) from various measurements of the field intensities. To obtain the bulk optical properties from the measurements only one step back is needed i.e. to solve the inverse radiative transfer equation. To determine the size of the particles or their complex refractive index one needs to do one more step back and find the inverse of the Maxwell equations.

3.1.1. Maxwell equations, Mie solution

Propagation of light in classical electromagnetic theory is described by the set of Maxwell’s equations, which for electromagnetic waves travelling in free space is as follows [76]:
where \( \mathbf{E} \) is the electric field, \( \mathbf{B} \) the magnetic induction and constants \( \varepsilon_0 \) and \( \mu_0 \) are the electric permittivity and magnetic permeability of a free space. Electric and magnetic fields are functions of time \( t \) and spatial coordinates. The first two are the key equations that explain how electromagnetic waves propagate i.e. the changing magnetic field induces the changing electric field and the changing electric field in turn induces the changing magnetic field, this way electromagnetic energy can be transmitted even in empty space. That light can indeed be considered as an electromagnetic wave phenomenon can be directly shown from the Maxwell equations by taking the curl of both sides of eq. (3.1). Then we have:

\[
\nabla \times (\nabla \times \mathbf{E}) = -\frac{\partial}{\partial t} (\nabla \times \mathbf{B})
\]

Using vector identities we can write the curl of the curl of \( \mathbf{E} \) as:

\[
\nabla \times (\nabla \times \mathbf{E}) = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E}
\]

Now, because the divergence of \( \mathbf{E} \) must be zero according to the eq. (3.3) the first term in the right hand side of eq. (3.6) vanishes, therefore substituting eq. (3.6) and (3.2) into the eq. (3.5) we obtain:

\[
\nabla^2 \mathbf{E} = \varepsilon_0 \mu_0 \frac{\partial^2 \mathbf{E}}{\partial t^2}
\]

where \( \nabla^2 \mathbf{E} \) is the Laplace operator of \( \mathbf{E} \), which denotes nothing but the second derivatives of \( \mathbf{E} \) in all directions:

\[
\nabla^2 \mathbf{E} = \frac{\partial^2 \mathbf{E}}{\partial x^2} + \frac{\partial^2 \mathbf{E}}{\partial y^2} + \frac{\partial^2 \mathbf{E}}{\partial z^2}
\]

Equation (3.7) is the differential vector wave equation. The same equation which describes mechanical and sound waves and the general form of which for a plane wave travelling in \( x \) direction is:
\[
\frac{\partial^2 y}{\partial x^2} = \frac{1}{v^2} \frac{\partial^2 y}{\partial t^2}
\]  
\hspace{1em} (3.9)

Where \( y \) is the displacement of the wave along the \( y \) axis, \( x \) is the distance and \( v \) is the speed of the wave. By comparing the eq. (3.7) with the eq. (3.9) we see that the speed of electromagnetic waves in vacuum, which is the speed of light \( c \), is:

\[
v = c = \frac{1}{\sqrt{\varepsilon_0 \mu_0}}
\]  
\hspace{1em} (3.10)

The analogous differential wave equation can be derived for \( B \) following the same steps. The fact that we can express the field of \( E \) and \( B \) in the form of the differential wave equation is very important meaning that the propagation of the electromagnetic field can indeed be described in terms of waves and so the solutions to the system of Maxwell’s equations are generally wave functions. This fact is the key to solving all scattering problems including Lorenz-Mie solution for scattering by spherical particles [77]. However, only certain electromagnetic fields, those that satisfy the Maxwell equations, are physically realisable. To give the conditions that must be satisfied by electromagnetic fields we shall briefly discuss the plane-wave solution.

For electromagnetic waves in matter the Maxwell equations take the following form [76]:

\[
\begin{align*}
\nabla \times E &= -\frac{\partial B}{\partial t} \hspace{2em} (3.11) \\
\nabla \times H &= \frac{\partial D}{\partial t} \hspace{2em} (3.12) \\
\n\nabla \cdot D &= 0 \hspace{2em} (3.13) \\
\n\nabla \cdot B &= 0 \hspace{2em} (3.14)
\end{align*}
\]

where \( H \) is the magnetic field and \( D \) is the electric displacement. Only the first two equations (3.11) and (3.12) are independent, equations (3.13) and (3.14) can be derived from them. These two independent vector equations are equivalent to six scalar differential equations (due to their partial derivatives with respect to three coordinates), whereas the number of unknown scalar functions is 12 (i.e. partial derivatives of the four unknown field vectors \( E, H, B \) and \( D \) with respect to three coordinates). Consequently, the number of independent equations is insufficient to obtain the unique solution for the unknown field vectors, therefore, the system of equations (3.11)-(3.14) is known as the indefinite form of the Maxwell equations [78]. To allow a unique determination of the field vectors the
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Maxwell equations must be supplemented by the relationships describing the effect of the material on the electric and magnetic fields. These constitutive relations are given by:

\[ \mathbf{D} = \varepsilon \mathbf{E} \]  
\[ \mathbf{B} = \mu \mathbf{H} \]  

where \( \varepsilon \) is the electric permittivity and \( \mu \) is the magnetic permeability. They depend on the material. These relationships provide six additional scalar equations thus making the total number of equations equal to the number of unknowns. By substitution of \( \mathbf{D} \) and \( \mathbf{B} \) for their respective constitutive relations in (3.11)-(3.14) we get:

\[ \nabla \times \mathbf{E} = -\mu \frac{\partial \mathbf{H}}{\partial t} \]  
\[ \nabla \times \mathbf{H} = \varepsilon \frac{\partial \mathbf{E}}{\partial t} \]  
\[ \nabla \cdot \mathbf{E} = 0 \]  
\[ \nabla \cdot \mathbf{H} = 0 \]

Electric and magnetic fields in the form of the plane waves can be written as:

\[ \mathbf{E} = E_0 \cos(\mathbf{k} \cdot \mathbf{z} - \omega t) \]  
\[ \mathbf{H} = H_0 \cos(\mathbf{k} \cdot \mathbf{z} - \omega t) \]

where \( E_0 \) and \( H_0 \) are constant vectors, \( z \) is the distance in \( z \) direction, \( \omega \) is the angular frequency and \( \mathbf{k} \) is the wave vector which may in general be complex:

\[ \mathbf{k} = k_r + ik_i \]

Using Euler’s formula time harmonic fields given in eq. (3.21) and (3.22) can be written as the real parts of their complex representations:

\[ \mathbf{E}_c = E_0 e^{i(\mathbf{k} \cdot \mathbf{z} - \omega t)} \]  
\[ \mathbf{H}_c = H_0 e^{i(\mathbf{k} \cdot \mathbf{z} - \omega t)} \]

whereby \( \mathbf{E} = \text{Re}(\mathbf{E}_c) \) and \( \mathbf{H} = \text{Re}(\mathbf{H}_c) \) (the subscript \( c \) denotes the complex representation). If all operations on time harmonic fields are linear (e.g. addition, differentiation, integration) it is more convenient to work with the complex representation. Hence, equations (3.17)-(3.20) can be written in the following form:
Substituting $k$ for its complex representation given in (3.23) in the equations (3.24) and (3.25) we get the following form of the plane waves for $E$ and $H$:

$$E_c = E_0 e^{-k \cdot z} e^{j(k \cdot z - \omega t)}$$  \hspace{1cm} (3.30)

$$H_c = H_0 e^{-k \cdot z} e^{j(k \cdot z - \omega t)}$$  \hspace{1cm} (3.31)

$E_0 e^{-k \cdot z}$ and $H_0 e^{-k \cdot z}$ are the amplitudes of the electric and magnetic waves and $\phi = k_r \cdot z - \omega t$ is the phase of the waves. The given electric and magnetic plane waves are compatible with the Maxwell equations if $k$, $E_0$ and $H_0$ are perpendicular to each other, that is:

$$k \cdot E_0 = k \cdot H_0 = E_0 \cdot H_0 = 0$$  \hspace{1cm} (3.32)

and the following condition is fulfilled:

$$k = k_e + i k_i = \frac{\omega N}{c}$$  \hspace{1cm} (3.33)

where $N$ denotes the complex refractive index and is given by:

$$N = c\sqrt{\varepsilon\mu} = \sqrt{\varepsilon\mu \over \varepsilon_0\mu_0}$$  \hspace{1cm} (3.34)

Since it is a complex number the following notation is used:

$$N = n + ik$$  \hspace{1cm} (3.35)

where $n$ and $k$ are the real and the imaginary parts respectively. The free space wave number is $\omega / c = 2\pi / \lambda$ where $\lambda$ is the wavelength in vacuum. The wave vector $k$ in terms of the real and imaginary parts of the complex refractive index is:

$$k = k_r + ik_i = \frac{\omega}{c} n + i \frac{\omega}{c} k$$  \hspace{1cm} (3.36)

Substituting $k_r$ and $k_i$ for $\omega n / c$ and $\omega k / c$ in eq. (3.30) and (3.31) the plane homogeneous waves of the electric field and the associated magnetic field, that are solutions to the
Maxwell equations given the aforementioned conditions are satisfied, have the following form:

$$E_c = E_0 e^{-\frac{2\pi k z}{\lambda}} e^{-\frac{i2\pi n}{\lambda} - \alpha} \quad (3.37)$$

$$H_c = H_0 e^{-\frac{2\pi k c}{\lambda}} e^{-\frac{i2\pi n c}{\lambda} - \alpha} \quad (3.38)$$

Thus the imaginary part of the complex refractive index determines the attenuation of the wave as it propagates through the medium whilst the real part determines the phase velocity $v = c/n$. $n$ and $k$ are often referred to as the optical constants of the material. The Poynting’s vector, the magnitude of which is the intensity of the radiation usually denoted as $I$, for a plane wave is given by:

$$S = \frac{1}{2} \text{Re} \left\{ \frac{E}{\sqrt{\mu}} \right\} |E_0|^2 e^{-\frac{4\pi k z}{\lambda}} \quad (3.39)$$

If we compare eq. (3.39) with Beer’s law:

$$I = I_0 e^{\mu_a z} \quad (3.40)$$

we see that the absorption coefficient $\mu_a$ is:

$$\mu_a = \frac{4\pi k}{\lambda} \quad (3.41)$$

So the rate at which electromagnetic energy is removed from the wave as it propagates through the medium is determined by the imaginary part of the complex refractive index.

A problem which is of particular interest in this work is absorption and scattering of a plane electromagnetic wave by a single spherical particle. The analytical solution to this problem is given by Mie [77, 79]. It allows us to compute the absorption cross-section $\sigma_{ap}$, the scattering cross-section $\sigma_s$ and the anisotropic factor $g$ for a particle of a certain radius at a certain wavelength given the optical constants (i.e. complex refractive indices) of the particle and the medium. A program developed by C. F. Bohren and D. R. Huffman was used for computing these optical properties using Mie solution [76], though it was implemented in MATLAB programming language. The required inputs to the Mie code are the ratio of the complex refractive indices of the particle and the medium:

$$m = \frac{n_p + ik_p}{n_m + ik_m} \quad (3.42)$$
where the subscript \( p \) stands for particles and \( m \) for medium, and the size parameter \( x \), which is equal to:

\[
x = \frac{2\pi R n}{\lambda}
\]  

(3.43)

where \( R \) is the radius of the particle. The absorption cross-section of a particle is found by integrating the scattered electromagnetic field \( E \) which is a function of \( m \) and \( x \) over the volume of the scatterer (i.e. particle) [80]:

\[
\sigma_a = \int \frac{k \cdot 2nk |E(r')|^2}{4\pi} d^3r'
\]  

(3.44)

The scattering cross-section \( \sigma_s \) may be summarized with the following expression [80]:

\[
\sigma_s = \int \int f(R) \cdot F(\theta, \phi, R, m, \lambda) \cdot S_{str}(\theta, V_T, \lambda) \cdot \sin \theta \cdot d\theta \cdot d\phi \cdot dR
\]  

(3.45)

where \( f \) is the fraction of particles of radius \( R \), which is a function of the particle size distribution, \( F \) is the differential cross-section which is a function of \( R \) and the complex refractive index \( m \), \( \theta \) is the scattered angle and \( \phi \) is the azimuth angle. Here \( F \) is computed using Mie solution. And finally \( S_{str} \) is the static structure factor; this factor is a function of the energy of inter-particle interactions \( V_T \) and represents the microstructure of suspension. For highly diluted systems the inter-particle interactions are negligible, and \( S \) is equal to 1. In the case in which these interactions are not negligible (e.g. dense particulate systems), \( S \) has to be taken into account. It can be described using the Percus-Yevick-Hard-Sphere approximation (PY-HS) or using the Twersky’s theory based on multiple light scattering theory [80]. The computed absorption and scattering cross-sections of individual particles can then be used to calculate the respective optical properties for a bulk of particles i.e. the absorption and scattering coefficients \( \mu_{ap} \) and \( \mu_s \). The bulk scattering coefficient is just the sum of the scattering cross-sections of the particles in a unit volume of a sample and so is \( \mu_{ap} \). Thus, for particles of the same size we have:

\[
\mu_{ap} = \sigma_{ap} N_p
\]  

(3.46)

\[
\mu_s = \sigma_s N_p
\]  

(3.47)

where \( N_p \) is the number density of the particles i.e. the number of particles per unit volume. If particles have different sizes then the bulk scattering (or absorption) coefficient is given by:
\[ \mu_s = \sigma'_s N_p = \sigma_{s,1} N_{p,1} + \sigma_{s,2} N_{p,2} + \sigma_{s,3} N_{p,3} + \ldots + \sigma_{s,n} N_{p,n} \]  

(3.48)

where \( \sigma'_s \) is the average scattering cross-section of particles. To get it in the explicit form let us divide both sides of the equation (3.48) by \( N_p \):

\[ \frac{\sigma'_s N_p}{N_p} = \frac{\sigma_{s,1} N_{p,1}}{N_p} + \frac{\sigma_{s,2} N_{p,2}}{N_p} + \frac{\sigma_{s,3} N_{p,3}}{N_p} + \ldots + \frac{\sigma_{s,n} N_{p,n}}{N_p} \]  

(3.49)

where \( N_{p,i}/N_p \) is a fraction of particles with radius \( R_i \) which depends on the particle size distribution (PSD). Equation (3.49) may be written in terms of the probability density function \( P \):

\[ \sigma'_s = \left( \sigma_{s,1} P_1 + \sigma_{s,2} P_2 + \sigma_{s,3} P_3 + \ldots + \sigma_{s,n} P_n \right) dR = \sum_{i=1}^{n} \sigma_{s,i} P_i dR \]  

(3.50)

Therefore, if the PSD is known the average scattering cross-section for poly-disperse particles can be determined from the following integral:

\[ \sigma'_s = \int_{0}^{\infty} \sigma_s P \, dR \]  

(3.51)

In the program for computing the optical properties of poly-disperse particles Gauss-Laguerre quadrature was used to find the given integral. This quadrature was chosen because it is designed to integrate functions from zero to infinity and thus naturally suits our problem.

The computed bulk optical properties of the particles \( \mu_{qp}, \mu_s \text{ and } g \) can in turn be used for modelling light propagation in the sample under multiple scattering using RTE to obtain the intensities of the transmitted and reflected fields. By following the reverse order one should be able to determine the particle size distribution and/or the complex refractive indices of the particles and the medium from the measured intensities of the transmitted and reflected light.

### 3.1.2. Radiative transfer theory

If the bulk optical properties of a sample are known light propagation in turbid media, neglecting any wave phenomena associated with light (e.g. diffraction, interference), can be modelled using the heuristic radiative transfer theory, where, light propagation is modelled by solving the full radiative transport equation [75, 81] given by:
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\[
\frac{dI(r, s)}{ds} = -\mu_t \cdot I(r, s) + \frac{\mu_s}{4 \cdot \pi} \int p(s, \hat{s}) \cdot I(r, \hat{s}) \cdot d\Omega
\]  

(3.52)

where \(I(r, s)\) is the specific intensity at the distance \(r\) from the source along the directional vector \(s\) \([W/m^2]\), \(\mu_a\) is the bulk absorption coefficient \([m^{-1}]\), \(\mu_t\) is the bulk scattering coefficient \([m^{-1}]\), \(\mu_t = \mu_a + \mu_s\) is the total extinction coefficient, \(p(s, \hat{s})\) is the phase function, which is a measure of the angular distribution of scattered light and \(\Omega\) is the solid angle. The radiative transfer equation describes the change in the intensity of light of a given wavelength as it travels through a sample in a certain direction.

The bulk absorption and scattering coefficients are proportional to concentrations of absorbing and scattering components respectively. For samples with multiple absorbing and scattering components the bulk absorption and scattering coefficients are the sums of the respective coefficients of individual components:

\[
\mu_a = \sum_{j=1}^{n_p} \mu_{a,j} = \sum_{j=1}^{n_p} \mu_{a,p,j} + \sum_{k=1}^{n_a} \mu_{a,k} = \sum_{j=1}^{n_p} \sigma_{a,p,j} \cdot c_{p,j} + \sum_{k=1}^{n_a} \sigma_{a,k} \cdot c_k
\]  

(3.53)

\[
\mu_s = \sum_{j=1}^{n_p} \mu_{s,j} = \sum_{j=1}^{n_p} \sigma_{s,j} \cdot c_{p,j}
\]  

(3.54)

where \(\sigma_{a,p,j}\) and \(\sigma_{s,j}\) are the absorption and scattering cross-sections \([m^2]\) of the particulate species \(j\), \(c_{p,j}\) is the concentration of the particulate species \(j\) expressed as number density i.e. number of particles per unit volume \([m^{-3}]\) and \(n_p\) is the number of different particulate species present in the sample. \(\sigma_{a,k}\) represents the absorptivity \([m^2/kg]\) of the purely absorbing species \(k\), \(c_k\) is the concentration \([kg/m^3]\) of the absorbing species \(k\) and \(n_a\) is the number of purely absorbing species present in the sample. It should be noted that the bulk absorption and scattering coefficients as well as the absorption and scattering cross-sections of the particles and the absorptivity of the purely absorbing species are all wavelength dependent. In equation (3.53) \(\mu_a\) has been split into two terms. The first summation represents the contribution from the particulate species and the second summation represents the contribution from the purely absorbing species.

The phase function \(p\) describes the angular distribution of scattered light at a particular wavelength. There are several phase functions that have been used among which the most common is the Henyey-Greenstein phase function:
\[
p(\theta, g) = \frac{1 - g^2}{\sqrt{(1 + g^2 - 2 \cdot g \cdot \cos \theta)^3}}
\]  

(3.55)

where \( \theta \) – is an angle between incident and scattered directions and \( g \) is the anisotropy factor. As we can see from the equations (3.52-3.55), at each wavelength, the RTE is defined by three variables \( \mu_a \), \( \mu_s \) and \( g \) referred to as the bulk optical properties.

There is no analytical solution to the radiative transfer equation, but it can be solved numerically using the following methods: Monte Carlo [82, 83], adding-doubling [64, 65], discrete ordinates [84] and Chandrasekhar’s X and Y functions [85]. Monte Carlo techniques have no limitations and so are valid for any radiative transport problem, but they are slow because of the statistical nature. The other methods are valid numerical solutions of the RTE under certain assumptions and therefore yield accurate results if those assumptions are satisfactorily met. Hence, the choice of the numerical method depends on the type of the problem. In this research work, the light propagation model which simulates samples with arbitrary scattering to absorption ratios, anisotropic scattering and mismatched boundaries (air-glass-sample) accurately and relatively fast was needed. The most suitable candidate in this case is Adding-Doubling. It works naturally with layered media and yields the total reflection and transmission of a sample readily. The total reflectance and transmittance can be accurately measured with a simple integrating sphere setup therefore the use of these measurements for the extraction of the optical properties of a sample is practical [65]. There are also a number of approximations to the radiative transfer like the diffusion equation [86, 87], Kubelka-Munk [88] or successive orders [89] that are easier to solve but they place restrictions on the values of one or more of the optical properties or are not sufficiently flexible in incorporating the necessary boundary conditions needed for turbid samples with mismatched boundaries [64].

3.1.2.1. Adding-doubling

The Doubling method was introduced by Van de Hulst for solving the radiative transport equation in a slab geometry [89]. The advantages of the adding-doubling method are that only integrations over angle are required, physical interpretation of results can be made at each step, the method is equivalent for isotropic and anisotropic scattering, and results are obtained for all angles of incidence used in the integration [90]. The disadvantages are that it is (a) slow and awkward to calculate internal fluences, (b) suited only to a layered geometry with uniform irradiation, and (c) necessary that each layer has
homogeneous optical properties. For determining optical properties using only reflection and transmission, internal fluences are not needed so (a) is not a problem. Items (b) and (c) place restrictions on the sample geometry i.e. the samples must be uniformly illuminated, homogeneous slabs of sufficient width so that light does not “leak” from the sides of the sample. The adding-doubling method is well-suited to iterative problems because it provides accurate total reflection and transmission calculations with relatively few quadrature points. The method is very fast for small numbers of quadrature points, and consequently iteration is practical.

In Adding-Doubling the following assumptions are made: the distribution of light is independent of time, samples have homogeneous optical properties, the sample geometry is an infinite plane-parallel slab of finite thickness, the sample has a uniform index of refraction, internal reflection at boundaries is governed by Fresnel’s law, and the light is unpolarized. A non-absorbing layer with a different index of refraction may be present at the boundaries (e.g. glass slide).

The doubling method assumes that the reflection \( R(\nu, \nu') \) and transmission \( T(\nu, \nu') \) of light incident at an angle \( \nu \) and exiting at an angle \( \nu' \) is known for one layer. The reflection and transmission of a slab twice as thick is found by juxtaposing two identical slabs and adding the reflection and transmission contributions from each slab. The reflection and transmission for a slab of an arbitrary thickness are calculated by first finding the reflection and transmission for a thin starting slab with the same optical properties and then repeatedly doubling the thickness of the thin slab until the desired thickness is reached. The starting/initial layer should be thin enough so that single scattering conditions can be applied. The reflection and transmission for the initial layer can then be found using diamond initialisation which is the best method according to Wiscombe’s results [91]. The required inputs are \( a \) (albedo), \( \tau \) (optical depth, turbidity or total attenuation) and the scattering anisotropy \( g \) if Henyey-Greenstein phase function is used eq. (3.55). Albedo is the following dimensionless quantity:

\[
a = \frac{\mu_s}{\mu_t} = \frac{\mu_s}{\mu_t + \mu_s}
\]

which tells us what fraction of the attenuated light is due to scattering or in other words which extinction mechanism is predominant absorption or scattering. The optical depth is also a dimensionless quantity showing how much of light is attenuated in a certain distance \( l \) travelled within the sample:
The Adding method extends the Doubling method to dissimilar slabs. Thus, slabs with different optical properties can be placed adjacent to one another to simulate layered media or internal reflection caused by differences in the index of refraction.

The implementation of the Adding-Doubling method for calculating the reflection and transmission of a turbid slab in a medium with a different index of refraction consists of the following steps:

- Choose quadrature scheme [64]
- Generate starting layer [92]
- Generate boundary layers [93]
- Double starting layer until desired thickness is reached [89]
- Add boundary layers to this [90]
- Calculate reflection and transmission [90]

A full guide on implementing Adding-Doubling method for solving the radiative transfer problem is given by Prahl [65].
3.2. MULTIVARIATE CALIBRATION

Multivariate calibration is the main tool in quantitative spectroscopic analysis i.e. in the prediction of concentrations of chemical components from spectral measurements. It is based on the fact that the measured absorbance of the sample is directly proportional to the concentration of the absorber (i.e. absorbing species), given by the Beer-Lambert’s law:

\[ A = -\ln \left( \frac{I}{I_0} \right) = \sigma_a \cdot c \cdot \ell = \mu_a \cdot \ell \quad (3.58) \]

where \( A \) is the absorbance at a particular wavelength (it is a dimensionless quantity), \( I_0 \) and \( I \) are the intensities of the incident and the attenuated light [W/m\(^2\)] and \( \ell \) is the path length travelled by the photons. Note, that \( \sigma_a \) and hence \( A \) are wavelength dependent. It is also assumed in multivariate calibration that the total absorbance for a sample with multiple absorbing species is the sum of the absorbances of those species:

\[ A = \ell \sum_{i=1}^{n} \mu_{a,i} = \ell \sum_{i=1}^{n} \sigma_{a,i} \cdot c_i = \left( \sigma_{a,1} \cdot c_1 + \sigma_{a,2} \cdot c_2 + \sigma_{a,3} \cdot c_3 + \cdots + \sigma_{a,n} \cdot c_n \right) \cdot \ell \quad (3.59) \]

The same assumption is made in equation (3.53). If this assumption is satisfied then each absorption spectrum represents a system of linear equations. For example, an absorption spectrum of a sample containing three absorbing species consisting of \( m \) wavelengths can be mathematically represented as given by:

\[
\begin{bmatrix}
\sigma_{a,1,1} & \sigma_{a,2,1} & \sigma_{a,3,1} \\
\sigma_{a,1,2} & \sigma_{a,2,2} & \sigma_{a,3,2} \\
\sigma_{a,1,3} & \sigma_{a,2,3} & \sigma_{a,3,3} \\
\vdots & \vdots & \vdots \\
\sigma_{a,1,m} & \sigma_{a,2,m} & \sigma_{a,3,m}
\end{bmatrix}
\begin{bmatrix}
c_{1,1} & c_{1,2} & \cdots & c_{1,k} \\
c_{2,1} & c_{2,2} & \cdots & c_{2,k} \\
c_{3,1} & c_{3,2} & \cdots & c_{3,k} \\
\vdots & \vdots & \ddots & \vdots \\
c_{p,1} & c_{p,2} & \cdots & c_{p,k}
\end{bmatrix}
= \begin{bmatrix}
\mu_{a,11} & \mu_{a,12} & \cdots & \mu_{a,1k} \\
\mu_{a,21} & \mu_{a,22} & \cdots & \mu_{a,2k} \\
\mu_{a,31} & \mu_{a,32} & \cdots & \mu_{a,3k} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{a,m1} & \mu_{a,m2} & \cdots & \mu_{a,mk}
\end{bmatrix}
\]

\[ (3.60) \]
For multiple samples this can be conveniently written in the matrix form as given in eq. (3.61). Therefore, the general problem in matrix notation is written as:

$$A = S \cdot C$$  \hspace{1cm} (3.62)

where \(A\) is the matrix of absorbance measurements, \(S\) is the matrix of absorption cross-sections (absorptivities) of pure chemical species and \(C\) is the concentration matrix. Now, we could find the concentrations of the species from the measured absorbances using ordinary least squares:

$$C = (S^T \cdot S)^{-1} \cdot S^T \cdot A$$  \hspace{1cm} (3.63)

if the absorptivities of pure components were known. Finding the matrix \(S\) requires the calibration step, which consists of collecting the absorbance measurements for a set of samples with known concentrations of species i.e. the calibration dataset, and then finding \(S\) via least squares:

$$S = A_{cal} \cdot C_{cal}^T \cdot (C_{cal} \cdot C_{cal}^T)^{-1}$$  \hspace{1cm} (3.64)

However, in order to obtain \(S\) the concentrations of all absorbing species must be known in the calibration samples. Often the concentration of only one or few components is of interest to us and so the determination of concentrations of the rest of the species in the calibration samples requires additional work which may be costly and sometimes impossible (e.g. in the quantitative analysis of oil which consists of millions of organic species). Alternatively, we can rewrite equation (3.63) as:

$$c = F \cdot A$$  \hspace{1cm} (3.65)

where matrix \(F\) stands for \((S^T \cdot S)^{-1} \cdot S^T\) and the small \(c\) denotes the concentration of one species, which is of interest. Now the objective is to find the matrix \(F\). But, in this case, we can calibrate it for just one germane component:

$$F = c_{cal} \cdot A_{cal}^T \cdot (A_{cal} \cdot A_{cal}^T)^{-1}$$  \hspace{1cm} (3.66)

Once the calibration step is done i.e. the matrix \(F\) is known, the concentration of the species of interest in the unknown samples can be found from the measurements using eq. (3.65).

This classic way of multivariate calibration is however often not applicable, because usually the spectra in the matrix \(A\) are highly correlated and therefore the
inversion of the matrix $\mathbf{A} \cdot \mathbf{A}^T$ is a problem. Calibration results are very sensitive to noise in the measurements consequently the calibration model is not robust. To overcome this problem multivariate modelling techniques such as Principal Component Regression or Partial Least Squares Regression are usually applied that decompose the matrix of measurements $\mathbf{A}$ into orthogonal components called principal components or latent variables that can then be used for building the regression model.

### 3.2.1. Partial least squares

The whole idea is to transform the measurement matrix $\mathbf{A}$, the columns of which are correlated, into a new matrix $\mathbf{T}$ (called the matrix of scores) with orthogonal (independent) columns that represent new uncorrelated variables (called principal components or latent variables) using the following linear transformation:

$$\mathbf{A} = \mathbf{T} \cdot \mathbf{P}$$  \hspace{1cm} (3.67)

The matrix $\mathbf{P}$ is called loadings and it represents a set of independent vectors. Equation (3.67) can be alternatively written as:

$$\mathbf{T} = \mathbf{A} \cdot \mathbf{P}$$  \hspace{1cm} (3.68)

The dot product means that scores are basically projections of the rows of matrix $\mathbf{A}$ onto the vectors given in $\mathbf{P}$ (taking into account that these vectors have unit lengths). Note, that the convention is to have the rows of $\mathbf{A}$ as samples and the columns as wavelengths (variables) i.e. the transpose of what have been used in eq. (3.61-3.66). Thus scores can be thought of as lengths of the projections of the samples onto the independent vectors given in the matrix $\mathbf{P}$.

In PLS directions of the orthonormal vectors of $\mathbf{P}$ are chosen such that the covariance between $\mathbf{A}$ and $\mathbf{c}$ is maximised i.e. the scores of the first latent variable have maximum correlation with concentrations. If we express the vector of scores as some unknown linear combination of $\mathbf{A}$:

$$\mathbf{t}_1 = \mathbf{A} \cdot \mathbf{w}_1$$  \hspace{1cm} (3.69)

where $\mathbf{t}_1$ is the scores vector of the first latent variable and $\mathbf{w}_1$ is the unknown vector called the vector of weights, then the optimisation problem can be formulated as find $\mathbf{w}_1$ such that the covariance $\mathbf{c}^T \cdot \mathbf{t}_1$ is maximised. Mathematically this can be written as:
\[
\max \left( (c^T \cdot t_i)^T \cdot (c^T \cdot t_i) \right) = \max (t_i^T \cdot c \cdot c^T \cdot t_i) = \max (w_i^T \cdot A^T \cdot c \cdot c^T \cdot A \cdot w_i)
\]
subject to the constraint \(w_i^T \cdot w_i = 1\)  

(3.70)

This constrained optimisation problem can be solved using Lagrange’s method of undetermined multipliers:

\[
\frac{\partial}{\partial w_i} \left( w_i^T \cdot A^T \cdot c \cdot c^T \cdot A \cdot w_i - \lambda (w_i^T \cdot w_i - 1) \right) = 0
\]

(3.71)

\[
(A^T \cdot c \cdot c^T \cdot A) \cdot w_i = \lambda \cdot w_i
\]

(3.72)

As one can notice from the eq. (3.72), \(w_1\) appears to be the eigenvector of the matrix \(A^T \cdot c \cdot c^T \cdot A\) and \(\lambda\) is the eigenvalue of it. The first eigenvector will have the largest eigenvalue meaning that the first latent variable will explain the most of the covariance between \(A\) and \(c\). Having obtained \(t_1\) we find the first loadings vector \(p_1\) from the least squares solution:

\[
p_i = (t_i^T \cdot t_i)^{-1} \cdot t_i^T \cdot A
\]

(3.73)

The next step is to find the relationship between the scores \(t_i\) of the matrix \(A\) and the concentrations i.e. solve \(c = t_i \cdot \alpha_i\) for \(\alpha_i\) again using regression:

\[
\alpha_i = (t_i^T \cdot t_i)^{-1} \cdot t_i^T \cdot c
\]

(3.74)

And finally compute the prediction errors in \(A\) and \(c\):

\[
E_A = A - t_i \cdot p_i^T
\]

(3.75)

\[
E_c = c - t_i \cdot \alpha_i
\]

(3.76)

Substitute \(A\) and \(c\) for \(E_A\) and \(E_c\) and repeat the iteration to find the next latent variable. The iterations are continued for as many latent variables as we need. The eigenvalues of the subsequent latent variables will gradually decrease explaining less and less of the covariance between the measured absorbances and the corresponding concentrations. How many latent variables we need to include into the calibration model is determined via the cross-validation procedure. The general objective of the cross-validation is to find the number of latent variables that gives the best prediction accuracy, which is evaluated using the root mean square error of cross-validation (RMSECV) statistical metrics. RMSECV is based on the prediction of the unknown samples to avoid the over-fitting. There are many
methodologies for cross-validation such as leave-one-out, random subsets, venetian blinds, contiguous block or boot strapping. The one used in this work was leave-one-out. To obtain a completely unbiased estimate of prediction error another set of totally ‘unseen’ data i.e. a test set, is used for prediction (if available), in which case the error metrics is called the root mean square error of prediction (RMSEP). Thereby, conventionally, the data is divided/split into the calibration set and the test set, but only if the number of samples (i.e. data points) in each set is sufficient (rule of thumb – more than 30). If the calibration set represents the whole population of samples well then RMSECV and RMSEP values should be statistically the same.

Partial least squares algorithm was originally proposed by Wold [94]. A detailed description of it and its statistical properties are also given by Geladi and Kowalski [95] and Höskuldsson [96].

3.2.2. Empirical pre-processing techniques

The pre-processing step is critical in the quantitative analysis of suspensions and turbid samples in general. This is because the nonlinear effects of multiple light scattering degrade the performance of the conventional multivariate calibration models such as PLS significantly since they are designed for bilinear systems. The objective of the pre-processing step is therefore to remove the nonlinear effects of multiple scattering and linearise the measurement matrix $A$.

A number of different empirical pre-processing techniques have been designed for removing various artifacts from the spectral data and they have been briefly discussed in the literature review. According to S. N. Thennadil’s extensive study on the performance of different pre-processing techniques [33] EMSC with logarithmic wavelength dependency did the best in correcting multiple scattering effects. Therefore, it was used as a benchmark in this work when evaluating the results obtained using the proposed new methodologies. Hence, a brief description of the basic MSC and two different forms of EMSC techniques is given here.

Multiplicative Scatter Correction. The basis of the Multiplicative Scatter/Signal Correction is the fact that the wavelength dependency of light scattering effects is different from that of chemically based light absorption. Therefore, following this heuristic argument, it should be possible to distinguish between absorption and scattering using data from many wavelengths. In MSC it is assumed that light scattering has an additive and a
multiplicative or scaling effect on the measured spectrum i.e. it moves the baseline and scales the spectrum. Accordingly, the spectrum of each sample can be written in a simple linear model of the following form:

\[ a_i = b_{0,i} + b_{1,i} \bar{a} + e_i \]  

(3.77)

where \( a_i \) is the spectrum of the \( i \)th sample and \( \bar{a} \) is the reference spectrum, which is usually taken as the mean spectrum of all samples. For each sample coefficients \( b_{0,i} \) and \( b_{1,i} \) are estimated by ordinary least squares regression. Coefficient \( b_0 \) represents the additive effect and coefficient \( b_1 \) represents the multiplicative or scaling effect of light scattering to the measurement. The residual spectrum \( e_i \) ideally represents the chemical information in \( a_i \). After the coefficients have been found the corrected spectrum for each sample is calculated as follows:

\[ a_{i,cor} = \frac{a_i - b_{0,i}}{b_{1,i}} = \bar{a} + \frac{e_i}{b_{1,i}} \]  

(3.78)

In summary, the scattering for each sample is estimated relative to that of the reference sample, and the spectrum of each sample is then corrected so that all samples have approximately the same scattering level as the reference sample. However, this technique for correcting for multiplicative light scattering is only reliable if the chemical variation between the spectra to be corrected and the reference spectrum is negligible, or alternatively, the regression procedure is only applied to that part of the spectrum that does not contain chemical information, i.e., the part that is only influenced by multiplicative light scattering. If the above conditions are not satisfied, then the estimated intercept and slope may contain information relating to the analyte of interest and hence this will be lost during the implementation of the correction procedure. A more detailed discussion about the limitations and the drawbacks of the MSC can be found in [31].

**Extended Multiplicative Signal Correction.** The aforementioned limitation of MSC can be addressed by adding the summation of absorptivities of the pure species present in the sample to the MSC equation as first proposed by Martens and Stark [31] if such information is available. Then, the variation in chemical information does not influence the coefficients \( b_0 \) and \( b_1 \) representing the scattering effects. Another drawback of the MSC is the assumption that light scattering effects are independent of the wavelength for a given sample. However, light scattering is a highly nonlinear function of the wavelength e.g. for small particles the scattered intensity is inversely proportional to the \( \lambda^4 \) (Rayleigh
approximation). Therefore, the basic form of EMSC [31] was further extended to account for the wavelength dependency of light scattering effects. Martens modelled wavelength dependency using the second order polynomial [32]. Thus, the measured spectrum is decomposed into the following terms:

\[ a_i = b_{0,i} + b_{1,i} \bar{a} + \sum_{k=1}^{n} d_{k,i} \sigma_k + b_{2,i} \lambda + b_{3,i} \lambda^2 + e_i \]  (3.79)

where \( \sigma_k \) is the absorptivity of the \( k \)th pure chemical species and the term \( b_2 \lambda + b_3 \lambda^2 \) is used for modelling the wavelength dependency of the scattering effects. The coefficients of this linear equation \( b_{0,i}, b_{1,i}, b_{2,i}, b_{3,i} \) and \( d_{k,i} \) are estimated by ordinary least squares regression. The corrected spectrum for each sample is then calculated as:

\[ a_{i,corr} = \frac{a_i - b_{0,i} - b_{2,i} \lambda - b_{3,i} \lambda^2}{b_{1,i}} \]  (3.80)

Strictly speaking the wavelength dependency of the scattering effects is not quadratic; it is a complex nonlinear function in the case of scattering by spherical particles given by Mie solution. Therefore, Thennadil and Martin used a different wavelength-dependent term for the EMSC [33]:

\[ a_i = b_{0,i} + b_{1,i} \bar{a} + \sum_{k=1}^{n} d_{k,i} \sigma_k + b_{2,i} \log \lambda + e_i \]  (3.81)

The reasoning behind using the logarithmic term is based on the aforementioned fact that for small particles the scattered intensity is inversely proportional to \( \lambda^4 \). In general, it is plausible that the scattering by particles can be expected to be approximately of the form \( \alpha \lambda^\beta \). Taking the logarithm of this term, since absorbance units are the basis of the analysis, leads to the ‘log’ term in equation (3.81). The correction in this case is given by:

\[ a_{i,corr} = \frac{a_i - b_{0,i} - b_{2,i} \log \lambda}{b_{1,i}} \]  (3.82)

As one can notice in eq. (3.79) and (3.81), the available information about the pure chemical species i.e. spectra of pure components can be included in both EMSC forms.
3.3. THE PROBLEM OF QUANTITATIVE NIRM ANALYSIS OF TURBID SAMPLES

A turbid sample is a heterogeneous sample that scatters light e.g. particles suspended in water. The problem in obtaining a good calibration model for turbid samples using conventional chemometrics stems from the fact that the measured change in absorbance or optical depth cannot be effectively correlated with changes in concentrations of chemical components because it is confounded with changes caused by light scattering. The problem is illustrated in figure 3.1. Figure 3.1 (a) represents case (a) where light passes through a homogenous liquid mixture. In this case, the photons only undergo absorption. Figure 3.1 (b) represents case (b) where light passes through a turbid sample (particles suspended in liquid) with particle concentration sufficiently low that the photons passing through the sample encounter a particle only once (single scattering).

Figure 3.1 (c) represents case (c) where the particle concentration is sufficiently high such that the photons encounter several particles i.e. undergo multiple scattering events before exiting the sample. Since the direction of the photons change during each scattering event, the total path length travelled by the photon before exiting the sample will be different from (greater than or equal to) the sample thickness. From the point of making measurements for estimating the concentrations of chemical components, it is desirable to choose a configuration that provides measurements proportional to the concentrations of the chemical components. In the absence of scattering, that is in case (a), since the attenuation of light passing through a sample is linearly related to the concentrations of chemical species via the Lambert-Beer law eq. (3.58), which for a sample containing $n$
absorbing chemical species is given by eq. (3.59), we can simply measure what fraction of the incident collimated beam of light is axially transmitted through the sample (this measurement is referred to as collimated transmittance \( T_c \) in this work). The path length travelled by the photons in this case is the sample thickness \( \ell \). In the presence of scattering, the total attenuation of the incident light is still linearly related to the concentrations of species via the modified Lambert-Beer equation:

\[
\tau = -\ln\left(\frac{I}{I_0}\right) = \ell \cdot \sum_{i=1}^{n} \sigma_{\text{ext},i} \cdot c_i = \left(\mu_a + \mu_s\right) \cdot \ell
\]  

(3.83)

where \( \sigma_{\text{ext},i} = \sigma_{a,i} + \sigma_{s,i} \) is the extinction cross-section with the scattering cross-section being non-zero for those species which are particles. But, measuring it (i.e. the optical depth \( \tau \)) in this case may not be trivial, because one needs to measure only the unscattered fraction of the transmitted light i.e. light that went straight through the sample. In case (b), \( \ln(1/T_c) \) is usually a very good estimate of \( \tau \) since \( T_c \) normally has only a very small component of the multiply scattered (diffuse) light in it. In case (c), measuring those ballistic photons that were neither absorbed nor scattered is a much bigger problem, because only a small fraction of light goes through the sample without being absorbed or scattered and it is difficult to separate them from the scattered photons. The accuracy of \( \tau \) approximated by simply using \( T_c \) measurement, in this case, strongly depends on the measurement set-up. Theoretically, there will always be a fraction of diffusely scattered light included in the \( T_c \) measurement. However, it depends very much on the distance between the detector and the sample and the size (i.e. the cross-sectional area) of the irradiating collimated beam. As the distance between the detector and the sample increases the amount of diffuse light reaching the detector is quickly decreasing (according to the inverse square law), whereas the intensity of the unscattered light, which remains collimated, ideally should not change. If the detector was placed in infinity only a very small part of the diffuse light would reach the detector i.e. only those few scattered photons that happened to exit the sample exactly along the axis of illumination i.e. in the direction of the detector. Hence, transmitted collimated light measured along the axis of illumination may have a relatively small diffuse component depending on the distance between the detector and the sample and the size of the illuminated area. Note that as the amount of scattering increases, an increasing amount of forward scattered light will be included in the \( T_c \) measurement. In cases (b) and (c), even though Beer’s law still applies and a sufficiently
accurate measurement for the total attenuation can be obtained, the situation is complicated by the presence of nonlinear scattering effects. The scattering cross-section of particles is a highly non-linear function of particle size and shape. Thus for the same concentration of the scattering species, two different particle sizes would lead to changes in the absorbance which need to be corrected when building multivariate calibration models.

In the first case, multivariate calibration is straight-forward because absorption varies only with concentrations of chemical components (the other two terms, the absorption cross section and the path length, are constant) and this relationship is linear (see eq. 3.59). Therefore partial least squares models, that are based on the assumption of linear relationship between the absorbance and concentrations of the species, usually give very good results. In the second case, however, two terms in equation 3.83 can vary: the concentrations and the extinction cross-section of particles (the path length of light is constant). In the third case, the concentrations, the extinction cross-section of particles and the path length of light can all vary. This leads to confounding effects in the estimation of concentration of chemical components in turbid samples which arise because different combination of values of concentration, path length and extinction cross-section can lead to the same measurement value of $A$ in equation (3.83). From the point of inverting the measurement value to obtain the concentration of species, since the contribution from these 3 parameters due to changes in particle size, shape and concentration cannot be distinguished from each other, it could cause potentially large errors in the estimated concentrations and thus will result in lack of robustness. In addition, these variations are nonlinear and therefore they degrade linear calibration models. This is true for any direct measurement since none of them is free from multiple light scattering effects. For instance, total reflectance or total transmittance measurements schematically shown in figure 3.1 (b) and (c). Since these measurements involve collection of light exiting from the sample in all directions, the average path length travelled by the photons is no longer equal to the sample thickness and it is not constant from sample to sample with the variation depending on the variation in the scattering properties of the sample which in turn depend on the particle size, shape and concentration. Thus, to obtain accurate calibration models for turbid samples, variations due to the path length and the absorption cross section of particles have to be corrected.

One can notice that a suitable quantity for multivariate calibration when dealing with turbid samples is $\mu_a$, which is a measure of absorption per unit length [cm$^{-1}$] and so it is independent of the path length travelled by photons. It can be extracted by solving the
RTE. However, it is still not free from nonlinear effects because of changes in absorption cross section of particles $\sigma_{ap}$, which is a nonlinear function of particle size and shape. Thus, $\mu_a$ has one nonlinear term $\mu_{ap}$ in the equation (3.53), which is related to and contains quantitative information about particles that absorb light. Therefore, estimation of concentrations of absorbing only species and estimation of the concentration of the scattering absorbing species i.e. particles, are two different problems from the point of view of multivariate calibration. In the first case, the quantitative information to be extracted from $\mu_a$ using multivariate techniques is in the linear term whilst in the second case it is contained in the nonlinear term. Therefore, the number of latent variables needed and the accuracy of the calibration models may differ depending on the case. Hence, the problem of extracting concentration of chemical species in a particulate system (suspensions or powder mixtures) can be classified into two groups, viz.: the extraction of information of a chemical species that (a) purely absorbs and (b) both absorbs and scatters light. Furthermore, in the case of absorbing only species, we could obtain a completely linear system, which would be perfectly suitable for multivariate calibration, if we subtracted the absorption coefficient of particles $\mu_{ap}$ from $\mu_a$. That is, theoretically, we could do one further step and remove/correct the nonlinear multiple scattering effects completely in that case. In the first step (extraction of $\mu_a$) we get rid of photon path length variations that predominate in all measurements in highly scattering media and in the second step (subtraction of $\mu_{ap}$ from $\mu_a$) we get rid of nonlinear variations in $\mu_a$ because of $\mu_{ap}$. So in this case, there are two options: to do the first step only, which we will call partial correction of multiple scattering effects or to do both steps, which we will call full correction of multiple scattering effects. Both approaches have been researched for the case of estimation of concentrations of absorbing only species in this work, one dealing with partial correction the other one with full correction of multiple scattering effects.
CHAPTER IV

METHODOLOGIES FOR REMOVING MULTIPLE SCATTERING EFFECTS

Since conceptually there are two possible approaches for removing multiple light scattering effects using the radiative transfer theory (RTE) in order to improve the performance of multivariate calibration models two methodologies have been proposed and experimentally verified in this work, namely: partial correction of multiple scattering effects and full correction of multiple scattering effects. The first methodology is applicable for predicting the concentration of a scattering-absorbing component as well as the concentration of an absorbing only species. The second methodology is applicable only for estimation of the concentration of an absorbing only species.

4.1. THE CONCEPT

4.1.1. Partial correction of multiple scattering effects: removing variations due to path length

As discussed in the previous chapter, the main source of variation in measured intensities in the multiple scattering regime is the path length of photons, see fig. 3.1 c.). In principle, this variation can be eliminated by extracting a measure of absorption per unit length i.e. the bulk absorption coefficient $\mu_a$, which is independent of the path length, using the radiative transfer theory. The concept of partial correction of multiple scattering effects for estimation of concentrations of chemical components in suspensions is presented in fig. 4.1. It is essentially a two step procedure: acquisition of the bulk optical properties and then extraction of pertinent chemical information from the bulk absorption coefficient.

At least three different measurements are needed to find the three unknown optical properties. The three measurements that were used for extraction of the optical properties were: total transmittance $T_t$, total reflectance $R_t$ and collimated transmittance $T_c$. To obtain the bulk optical properties from these measurements we need to solve the inverse radiative transfer problem. Although the single scattering approximation is easier to solve sample preparation requires extensive dilution, which may introduce significant errors and change the state of the sample. Therefore, it is preferable to use samples with higher concentration of particles in which case multiple scattering effects become significant and the full radiative transfer equation has to be solved. In this work the adding-doubling method was used to solve the RTE, which is an exact and relatively fast numerical solution well suited
for this type of the problem, as described in chapter 3. Successful applications of it to similar problems have been reported in a number of works [6, 66, 97-99]. The optical properties were obtained via nonlinear optimisation i.e. by repeatedly solving the radiative transfer equation using the adding-doubling method until the solution matched the measured reflection and transmission values. The details of the inversion procedure are given in chapter 5. A discussion on the inverse adding-doubling (IAD) can also be found in Prahl’s paper [64]. Before the data is fed to the IAD routine pre-screening and pre-processing steps may be done. These steps usually involve standard procedures such as detection and removal of outliers and filtering of noise i.e. smoothing.

Figure 4.1. Methodology for partial correction of multiple scattering effects.

Once the bulk absorption coefficient has been extracted one can proceed to multivariate calibration. An intermediate step, which may improve calibration results, is again data pre-screening and signal pre-processing. In this step, empirical pre-processing techniques such as extended multiplicative scatter correction, that transform the data, can be applied on $\mu_a$. They may improve calibration results i.e. the accuracy of predictions,
because $\mu_a$ may be subject to all sorts of baseline variations stemming from light losses, instrument drift etc. Although different multivariate calibration techniques could be used here for building a multivariate calibration model on the pre-processed bulk absorption coefficient PLS was chosen in this work as it is the most popular multivariate technique at present. Outliers may occur at this stage if IAD fails to converge to the right solution.

The same methodology can be applied to both cases i.e. estimation of the concentrations of non-scattering components and estimation of the concentration of the scattering absorbing component (i.e. particles). But, as discussed in chapter 3.3., the required number of latent variables in the PLS model and the accuracy of predicted concentrations may differ, because these two cases are different in principle from the point of view of multivariate calibration.

4.1.2. Full correction of multiple scattering effects: removing variations due to path length and particle size

The problem of quantitative analysis of absorbing only species in turbid samples can be further divided into two sub-problems: estimation of their concentrations when the scatterer (particles in our case) does not absorb and when it does absorb. In the first case, the absorption part is completely independent from changes in the physical properties of particles and medium such as size and real refractive index that change only the scattering part in this case and thus perfectly suitable for multivariate calibration since it varies only with concentrations of absorbing only species and this variation is linear. Therefore, only the first correction step, i.e. separation of absorption from scattering by extracting $\mu_a$ and $\mu_s$, is needed in this case. The second case is more complex because absorbing particles affect not only scattering but also absorption of a sample. And these effects are nonlinear functions of the particle morphology (size, shape and etc.) and the refractive index of a medium since they change both absorption and scattering cross-sections of particles ($\sigma_t$ and $\sigma_{ap}$) nonlinearly. When the number density and the size distribution of particles vary significantly variations in spectroscopic measurements of turbid samples are often dominated by the scattering. Extraction of $\mu_a$ allows us to circumvent the nonlinear scattering effects, but we are still left with some nonlinear effects in absorption due to nonlinear changes in the absorption cross-section of particles in this case. Therefore, in order to remove the nonlinear effects completely one should do one more correction step, that is, subtract the nonlinear $\mu_{ap}$ term from $\mu_a$. This would make $\mu_a$ linear with
concentrations of absorbing only species, which are of interest in this case. The full correction is actually the same as taking particles away from the medium, but using calculations based on light propagation theory rather than doing that physically.

Figure 4.2. Methodology for full correction of multiple scattering effects.
It is not a trivial task to get an estimate of $\mu_{ap}$. The two other optical properties of particles namely $\mu_s$ and $g$ are directly obtained using IAD (if we have just one scattering species), but $\mu_{ap}$ is an implicit part of the bulk absorption coefficient and so cannot be extracted directly. For spherical particles, $\mu_{ap}$ as well as $\mu_s$ and $g$ can be computed using Mie solution given the particle size distribution and number density (concentration) and complex refractive index. Since PSD and $N_p$ are unknown one has to find them first, by inverting Mie solution using the known optical properties, to be able to compute $\mu_{ap}$. Inversion of Mie solution is a renowned problem [100-113]. The fact which simplifies this problem in our case is that the goal is not to obtain an accurate particle size distribution. Even an approximate estimate of $\mu_{ap}$ and a subsequent correction may partly linearise $\mu_s$ and that may improve calibration results, which is our ultimate goal. The proposed concept of full correction of nonlinear scattering effects for estimation of concentrations of absorbing only species in suspensions is presented in figure 4.2.

Conventionally, values of $\mu_s$ at multiple wavelengths have been used for the inversion of Mie solution and acquisition of PSD [112, 113]. The objective function used in the nonlinear optimisation being the length of the error vector of $\mu_s$, see eq. (4.1). Where $\mu_s$ is the actual measurement and $\hat{\mu}_s$ is its estimated value. The scattering coefficient is usually measured in single scattering regime so the other optical properties are not available.

$$f = \sqrt{\sum_{i=1}^{n} (\mu_{s,i} - \hat{\mu}_{s,i})^2}$$  \hspace{1cm} (4.1)

The advantage of working with multiple scattering is that we can extract all three optical properties and they can be used as inputs to the inverse Mie. There are several possible objective functions. For example, one could use just $g$ or $\mu_s$ and $g$ (at multiple wavelengths) instead of $\mu_s$ in which case the objective function would be:

$$f = \sqrt{\sum_{i=1}^{n} (\mu_{s,i} - \hat{\mu}_{s,i})^2} + \sqrt{\sum_{i=1}^{n} (g_i - \hat{g}_i)^2}$$  \hspace{1cm} (4.2)

Although to extract accurate values of $g$ using IAD is a difficult challenge it is still worthwhile adding the length of the error in $g$ vector to the objective function. The logic is the same as in the least squares method, the more points we have to fit the better the estimated constants are likely to be. Nobody has reported the use of $g$ in the objective
function yet to the best of our knowledge.

In this work, a new way of including $\mu_a$ into the objective function, in order to maximise the use of the available information, is also described. This method is applicable when the absorbing only species that constitute the medium are known. Then, one can form a matrix $A_p$ made up of the spectra of pure components (i.e. absorbing only species) or mixtures of these components:

$$A_p = \begin{bmatrix}
\mu_{a11} & \mu_{a12} & \mu_{a13} & \cdots & \mu_{a1n} \\
\mu_{a21} & \mu_{a22} & \mu_{a23} & \cdots & \mu_{a2n} \\
\mu_{a31} & \mu_{a32} & \mu_{a33} & \cdots & \mu_{a3n} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\mu_{am1} & \mu_{am2} & \mu_{am3} & \cdots & \mu_{amn}
\end{bmatrix}_{m \text{ wavelengths}}$$

(4.3)

Columns of $A_p$, corresponding to spectra of pure components for instance, can be considered as vectors. These independent vectors span $n$ dimensional subspace, where $n$ is the number of pure components, in $m$ dimensional space, where $m$ is the number of wavelengths. Every spectrum of a mixture of these components must be in that subspace since they are all some linear combination of the columns of $A_p$ that form the basis of that subspace. For example, any spectrum of a binary mixture $a$ can be expressed as:

$$a = S \cdot c = \begin{bmatrix}
\sigma_{a11} & \sigma_{a21} \\
\sigma_{a12} & \sigma_{a22} \\
\sigma_{a13} & \sigma_{a23} \\
\vdots & \vdots \\
\sigma_{am1} & \sigma_{am2}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
c_2
\end{bmatrix} = \begin{bmatrix}
\sigma_{a11} \\
\sigma_{a12} \\
\sigma_{a13} \\
\vdots \\
\sigma_{am1}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
\vdots \\
c_2
\end{bmatrix} + \begin{bmatrix}
\sigma_{a21} \\
\sigma_{a22} \\
\sigma_{a23} \\
\vdots \\
\sigma_{am2}
\end{bmatrix}
\begin{bmatrix}
c_1 \\
\vdots \\
c_2
\end{bmatrix}$$

(4.4)

Where, $c$ is the vector of volumetric fractions of pure components. Note that $\mu_a = \sigma_a \cdot 1$ in case of pure components. Lower case bold fonts denote vectors and upper case bold fonts
denote matrices. Here, the subspace that the two column vectors form is obviously a plane and the spectra of all possible mixtures of these two components lie in this plane too. Now, if we put some particles into that mixture then the dimensionality of the measured absorption \( a \) would increase due to the nonlinear \( \mu_{\text{ap}} \) component, since \( a \) would be equal to \( a = \mu_{s1} + \mu_{s2} + \mu_{\text{ap}} \), and so its vector would be sticking out of the plane defined by the two absorbing only components, see illustration in fig. 4.3.

![Figure 4.3. Projection on to the plane defined by absorbing only components.](image)

The distance from the vector \( a \) to the plane represents the error due to uncorrected \( \mu_{\text{ap}} \). It is equal to the length of the error vector \( e \), which can be calculated as:

\[
e = a - p_r
\]  

(4.5)

Where, the vector \( p_r \) is the projection of the vector \( a \) onto the plane. The projection of the vector \( a \) onto the column space can be found using the projection matrix \( P_r \):

\[
p_r = P_r \cdot a
\]  

(4.6)

\[
P_r = S \cdot (S^T \cdot S)^{-1} \cdot S^T
\]  

(4.7)

For full derivation of the projection matrix refer to [114]. This error can be included into the objective function of the inverse Mie solution as a measure of how accurate the estimated \( \mu_{\text{ap}} \) and consequently the corrected \( \mu_a \) are at each iteration of nonlinear optimisation. The more accurate the estimated \( \mu_{\text{ap}} \), the more accurate the corrected \( \mu_a \) and the smaller the error is. When \( \mu_{\text{ap}} \) is determined accurately it is been completely removed from \( \mu_a \) and the error should be equal to zero (i.e. vector \( a \) should lie in the plane in the
given example). Note that spectra that are already in the column space of $\mathbf{A}_p$, i.e. spectra of mixtures of absorbing only species, will stay unchanged by the projection matrix $\mathbf{P}_r$, that is $\mathbf{P}_r \cdot \mathbf{a} = \mathbf{a}$ in the given example since the projection of the vector which is already in the plane onto the same plane is the same vector, which means that all vectors in that subspace are actually the eigenvectors of $\mathbf{P}_r$. This is a convenient way to measure the accuracy of the correction. Neither Mahalanobis distance nor some Euclidean distance is suitable for this purpose i.e. for measuring how close the corrected $\mu_a$ is from the subspace of absorbing only samples, because even if the estimate of the corrected bulk absorption coefficient $\hat{\mu}_{a,\text{corr}}$ was in that subspace the distance from the centre of mass would not necessarily be equal to zero, which it should be in this case. Thereby, in the proposed methodology, the error in the corrected $\mu_a$ is calculated as follows:

$$
\mathbf{e} = \hat{\mu}_{a,\text{corr}} - \mathbf{P}_r \cdot \hat{\mu}_{a,\text{corr}}
$$

Note, that not only the spectra of pure components can be used in the matrix $\mathbf{A}_p$, which would be equal to using the matrix $\mathbf{S}$, but spectra of mixtures of pure components too. The subspace of the pure components in both cases will be the same. We might well have the case when the absorption coefficients of pure species are not linearly additive at some absorption bands as will be seen in the four component experiment discussed in the chapters 6.2.2 and 7.4. Then the matrix of just pure components is not sufficient, because they do not span/define the whole subspace of spectra of all possible mixtures. In such cases, we can use methods like Principal Component Analysis to model approximately the variation in absorption spectra. But for that we need to collect absorption spectra of different mixtures. The extracted principal components, that are actually eigenvectors of the matrix of the spectra of mixtures, can then be used as columns in the matrix $\mathbf{A}_p$.

If we add the error vector $\mathbf{e}$ to the objective function (4.2) we get the following:

$$
f = w_1 \left( \sum_{j=1}^{n} (\mu_{s,j} - \hat{\mu}_{s,j})^2 \right) + w_2 \left( \sum_{j=1}^{n} (\hat{g}_j - \hat{g}_j)^2 \right) + w_3 \sum_{i=1}^{n} e_i^2
$$

(4.9)

where, $w_1$, $w_2$ and $w_3$ are the weights. In this way, all available information is used and so there is a higher likelihood to get a better defined global minimum than using just $\mu_s$, because the nonlinear optimisation will now have to fit all three optical properties of particles namely $\mu_s$, $g$ and $\mu_{ap}$ (indirectly). Values of $\mu_s$ and $g$ may be in a very different scale, therefore they were normalised to unit length so that they had equal weights in the
objective function. The length of the error vector \( e \) was about the same scale as of \( \mu_s \) and \( g \).

If needed the weight of each term in the objective function can be adjusted using additional multipliers \( w_1 \), \( w_2 \) and \( w_3 \). It is particularly useful when the extracted optical properties are of different accuracy. For example in our experiments, the accuracy of the extracted \( g \) was significantly lower than the accuracy of \( \mu_s \) therefore a lower weight was used on \( g \).

To further simplify the inversion of Mie solution we assumed that the form of the particle size distribution was also known. In many practical situations this assumption may be reasonable because approximate distributions are often known. The size of the latex particles that were used in the experiments followed the normal distribution. Thus, there were three unknown variables in the inversion, namely, mean and standard deviation of PSD and \( N_p \).

The first and the most crucial step in both methodologies is the extraction of the optical properties of a sample through the inversion of the radiative transfer equation using an appropriate set of measurements. Acquisition of accurate estimates of \( \mu_a \), \( \mu_s \) and \( g \) is not a trivial task. It requires specific measurements and inversion of a complex theory. The accuracy of predictions of concentrations of chemical species depends highly on the accuracy of this step. Hence, this is discussed in detail in the next chapter.
CHAPTER V

EXTRACTION OF OPTICAL PROPERTIES OF SAMPLES

5.1. INVERSE ADDING-DOUBLING ROUTINE

The three unknown properties that we are looking for in the inverse adding-doubling are albedo $a$ eq. (3.56), anisotropic factor $g$ and turbidity or optical depth $\tau$ eq. (3.57). Two of them $\tau$ and $g$ can in principal be measured directly. Optical depth $\tau$ can be approximately estimated by simply measuring the collimated transmittance $\tau = \ln(1/T_c)$. Anisotropy of scattering of light $g$ is a more complicated property to measure, because we need to measure the amount of scattered light at all angles, but it can be done with a special instrument such as a goniometer.

There are many possible sets of three or more different measurements for inversion of RTE using adding-doubling method, for example:

- Total transmittance $T_t$, total reflectance $R_t$ and $g$;
- Total transmittance $T_t$, total reflectance $R_t$ and $\tau$;
- Diffuse transmittance $T_d$ and diffuse reflectance $R_d$ measurements collected from different solid angles;
- Total transmittance $T_t$ and total reflectance $R_t$ measurements at different path lengths (i.e. $T_{t1}, R_{t1}, T_{t2}, R_{t2}$ and so on);

Theoretically, any set of at least three different measurements should give a unique solution. We have chosen the following set of measurements $T_t, R_t$ and $\tau$, because it is the simplest one to implement in practical situations e.g. all three of them can be measured in one go with a double integrating sphere [64].

In this case, by extracting $\mu_a$ and $\mu_s$ we determine how much of the measured total attenuation (i.e. turbidity), which is nothing but $\tau = \mu_t = \mu_a + \mu_s$ in the case of the unit path length, was due to absorption and how much due to scattering.

Because the adding-doubling method is not an analytical solution to the radiative transfer equation (it is an iterative numerical solution) calculating the inverse is not straightforward. One ought to resort to nonlinear optimisation in this case. The iterative procedure of the IAD consists of the following steps:

1.) Guess a set of optical properties, namely, $\mu_a, \mu_s$ and $g$;
2.) Calculate the total reflection and transmission using the adding-doubling method;
3.) Compare the calculated total reflection and transmission values with the measured ones;

4.) Change the values of $\mu_a$, $\mu_s$ and $g$ so that the error between the measured and calculated $R_t$ and $T_t$ is decreased (using nonlinear optimisation), and, repeat until they match.

Graphically this can be illustrated as shown in figure 5.1.

![Inverse adding-doubling routine](image)

**Figure 5.1. Inverse adding-doubling routine.**

Constrained nonlinear optimisation was carried out using ‘fmincon’ function from the Optimisation Toolbox (the 4th release) in MATLAB software (version 7.3.0.267). ‘fmincon’ offers two different optimisation algorithms: the subspace trust region algorithm based on the interior-reflective Newton method where each iteration involves the approximate solution of a large linear system using the method of preconditioned conjugate gradients, which is designed for large scale problems, and the Sequential Quadratic Programming (SQP) algorithm designed for standard medium scale problems [115]. The SQP method was opted for our inverse problem. SQP was originally developed by Han [116] and Powell [117] and is generally considered the most reliable and efficient
algorithm for nonlinear programming currently available.

In general, there are two main steps in optimisation: calculating the search direction and the length of the step (called the line search). In SQP, the search direction is determined using quasi-Newton method, which is based on finding the extreme of the quadratic function. A quadratic approximation (fit) for any function around some point $x$ is obtained using Taylor series i.e. by taking the first three terms of it:

$$y = f(x) + J(x) \cdot \Delta + \frac{1}{2} \Delta' \cdot H(x) \cdot \Delta$$  \hspace{1cm} (5.1)

where, $x$ is the vector of current values of variables, $J$ is the vector of first order partial derivatives of $x$ i.e. the gradient of $x$ (also known as the Jacobian), $H$ is the matrix of second order partial derivatives of $x$ (known as the Hessian) and $\Delta$ is the following vector of differences of $x$:

$$\Delta = \begin{bmatrix} \dot{x}_1 - x_1 \\ \dot{x}_2 - x_2 \\ \vdots \\ \dot{x}_n - x_n \end{bmatrix}$$  \hspace{1cm} (5.2)

where, $\dot{x}$ is the optimal solution that we are looking for. Having obtained gradients $J$ and $H$ through differentiation it is straightforward to find $\Delta$ and hence the optimal solution $\dot{x}$ from eq. (5.1) provided the initial solution $x$ is known. Differentiating eq. (5.1) gives:

$$\frac{dy}{dx} = J(x) + H(x) \cdot \Delta$$  \hspace{1cm} (5.3)

and setting it to zero and solving gives:

$$\Delta = \begin{bmatrix} \dot{x}_1 - x_1 \\ \dot{x}_2 - x_2 \\ \vdots \\ \dot{x}_n - x_n \end{bmatrix} = -H(x)^{-1} \cdot J(x)$$  \hspace{1cm} (5.4)

Thus, if the objective function is strictly quadratic the solution is found in one step. But if it is not then more iterations is required to find the solution. The vector $\Delta$ points to the direction of the steepest descent in the value of the objective function (the same direction the negative gradient is pointing to). Newton-type methods (as opposed to quasi-Newton methods) calculate $H$ directly and proceed in the direction of descent to locate the minimum after a number of iterations. Calculating $H$ numerically involves a large amount
of computation. Quasi-Newton methods avoid this by using the observed behaviour of \( f(x) \) and the gradient of it to build up curvature information to make an approximation to \( H \) using an appropriate updating technique. A large number of Hessian updating methods have been developed. However, the formula of Broyden, Fletcher, Goldfarb, and Shanno (BFGS) is thought to be the most effective [115]. The formula given by BFGS is:

\[
H_{k+1} = H_k + \frac{q_k \cdot q_k^T}{q_k^T \cdot s_k} - \frac{H_k \cdot s_k \cdot s_k^T \cdot H_k}{s_k^T \cdot H_k \cdot s_k}
\]  

(5.5)

where,

\[
s_k = x_{k+1} - x_k
\]

\[
q_k = J(x_{k+1}) - J(x_k)
\]

The Hessian, \( H \), is always maintained to be positive definite so that the direction of search is always in a descent direction.

The options and settings available in ‘fmincon’ nonlinear constrained optimiser are listed in the following table 5.1.

Table 5.1. Options and settings for medium scale optimisation in ‘fmincon’ optimiser, MATLAB software.

<table>
<thead>
<tr>
<th>Option name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>DerivativeCheck</td>
<td>Compare user-supplied derivatives (gradients of the objective function and constraints) to finite-differencing derivatives</td>
</tr>
<tr>
<td>Diagnostics</td>
<td>Display diagnostic information about the function to be minimized</td>
</tr>
<tr>
<td>DiffMaxChange</td>
<td>Maximum change in variables for finite differencing</td>
</tr>
<tr>
<td>DiffMinChange</td>
<td>Minimum change in variables for finite differencing</td>
</tr>
<tr>
<td>Display</td>
<td>Level of display, e.g. displays output at each iteration</td>
</tr>
<tr>
<td>FunValCheck</td>
<td>Check whether objective function values are valid e.g. displays an error when the objective function returns a value that is complex, infinity or not a number.</td>
</tr>
<tr>
<td>GradObj</td>
<td>Gradient for the objective function defined by the user (optional)</td>
</tr>
<tr>
<td>MaxFunEvals</td>
<td>Maximum number of function evaluations allowed</td>
</tr>
<tr>
<td>MaxIter</td>
<td>Maximum number of iterations allowed</td>
</tr>
<tr>
<td>OutputFcn</td>
<td>Specify one or more user-defined functions that an optimization function calls at each iteration</td>
</tr>
<tr>
<td>PlotFcns</td>
<td>Plots various measures of progress while the algorithm executes, e.g. the current point, the function count, the function value, the</td>
</tr>
<tr>
<td>Setting</td>
<td>Description</td>
</tr>
<tr>
<td>--------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>TolFun</strong></td>
<td>Termination tolerance on the function value</td>
</tr>
<tr>
<td><strong>TolCon</strong></td>
<td>Termination tolerance on the constraint violation</td>
</tr>
<tr>
<td><strong>TolX</strong></td>
<td>Termination tolerance on x</td>
</tr>
<tr>
<td><strong>TypicalX</strong></td>
<td>Typical x values</td>
</tr>
<tr>
<td><strong>MaxSQPIter</strong></td>
<td>Maximum number of SQP iterations allowed</td>
</tr>
<tr>
<td><strong>RelLineSrchBnd</strong></td>
<td>Relative bound (a real nonnegative scalar value) on the line search step length such that the total displacement in x satisfies. This option provides control over the magnitude of the displacements in x for cases in which the solver takes steps that are considered too large</td>
</tr>
<tr>
<td><strong>RelLineSrchBndDuration</strong></td>
<td>Number of iterations for which the bound specified in RelLineSrchBnd should be active</td>
</tr>
</tbody>
</table>

Some of these settings such as termination tolerances may have a significant effect on optimisation in terms of accuracy and convergence therefore the choice of the optimal values that depend on the problem is quite important.

### 5.1.1. Analysis of convergence and optimisation error

As Prahl mentioned in his paper [64], IAD may not always converge to the right solution giving us a large error in the extracted values of albedo and $g$. There has been no reasoning given as to why and when this may happen. A rigorous analysis of the convergence and optimisation error would provide us with a better insight into this and may aid in handling the related issues in the future.

Since we have only two unknowns (albedo and $g$), in the case when the turbidity $\tau$ is measured directly, the objective function as well as the two measurements can be visualised in three dimensions, which can be very useful for understanding of what is happening in nonlinear optimisation. The surfaces of the total transmittance and the total reflectance as functions of $a$ and $g$ are plotted in figures 5.2 and 5.3. In the illustrated example, the values of $T_t$ and $R_t$ were calculated for the $a$-$g$ grid of resolution of 0.01 (i.e. $101 \times 101$ points) and the optical depth of $\tau = 5$ using the forward adding-doubling with matched boundaries [65] i.e. it was assumed that the real refractive indices of the sample and the outer medium from which the incident irradiation comes were the same and there was no light reflection at their boundary for simulation purposes. As we can see from the plots, the surfaces of $T_t$ and $R_t$ are distinct hence for every pair of $a$ and $g$ values there is a distinct pair of $T_t$ and $R_t$ values.
Figure 5.2. $T_t$ and $R_t$ surfaces as functions of $a$ and $g$, at the optical depth of 5, view 1.

Figure 5.3. $T_t$ and $R_t$ surfaces as functions of $a$ and $g$, at the optical depth of 5, view 2.
Figure 5.4. The isolines of $T_t$ and $R_t$ surfaces projected on $a$-$g$ plane, calculated at $\tau = 5$.

That this is the case i.e. that the solution is unique, can be easily verified by looking at the contour lines of these surfaces (also called the isolines i.e. the lines connecting the points of the same value or height) on the $a$-$g$ plane, fig. 5.3 and 5.4. Since every pair of isolines cross only once the solution is indeed unique. One can also notice in the contour plot that the isolines of $T_t$ and $R_t$ are quite perpendicular, which means that nonlinear optimisation can solve the IAD problem effectively.

It is important to note that de Vries et al. demonstrated that the IAD solution may become not unique as a result of light losses using the double integrating sphere setup [118], the same setup that Prahl used in his experiments [63, 64]. This is especially relevant when the values of $g$ and $a$ are close to one i.e. when the scattering is dominant and very forward directed, then, the loss of light, mainly through the exit port in the transmittance sphere (required for capturing the non-scattered light), is significant. This is one of the advantages of using a single integrating sphere setup and measuring the collimated transmittance separately, because then the exit port of the integrating sphere is closed when taking the total transmittance measurement. Another detailed discussion on light losses in the double integrating sphere setup and the region of the validity of this method is given by Zhu et al. [119].

There are several possible objective functions that we can use for minimisation, e.g.: one can take the sum of the absolute or relative errors in $T_t$ and $R_t$, the sum of the
squared errors or the root of the sum of the squared errors i.e. the length of the error vector. However, no significant difference has been noticed in optimisation results using different objective functions. In this work, the length of the error vector given by:

\[ f = \sqrt{(T_t - \hat{T}_t)^2 + (R_t - \hat{R}_t)^2} \]  

(5.6)

was chosen as the objective function to minimise, where \( T_t \) and \( R_t \) are the measured values of the total transmittance and reflectance and \( \hat{T}_t \) and \( \hat{R}_t \) are their estimates respectively. The surface of it (corresponding to \( T_t \) and \( R_t \) depicted in fig. 5.2-5.4) as a function of albedo and \( g \) is illustrated from different views in fig. 5.5 and 5.6, the actual solution is at \( a = 0.8 \) and \( g = 0.8 \). One can notice that there are no other minima except for the global one in the objective function therefore, given the measurements are accurate and a feasible solution exists, IAD should always converge to it. Also, that the global minimum at such albedo and \( g \) values and the optical depth of 5 is well expressed i.e. the gradient downwards is sufficiently large at any point in the field except for the global minimum.

Figure 5.5. The surface of the objective function of IAD calculated at \( \tau = 5 \), the actual solution is at \( a = 0.8 \) and \( g = 0.8 \).
Figure 5.6. The surface of the objective function of IAD calculated at $\tau = 5$, the actual solution is at $a = 0.8$ and $g = 0.8$, view from top.

This leads to a fast and accurate solution. However, the geometry of the surface of the objective function (especially around the global minimum) may change significantly, depending on the values of the optical properties being extracted, and so may the performance of nonlinear optimisation. For example, at high optical depths the transmitted signal may become very low (in most of the $a$-$g$ area) resulting in a big flat region (plateau) illustrated in figure 5.7. The value of the objective function along the isolines of $R_t$ will change very little in the flat region of $T_t$, since neither $R_t$ nor basically $T_t$ is changing in this direction. Consequently, for a global minimum anywhere in that area we see a long valley there in the objective function, fig. 5.8, which stretches along the isoline of the actual $R_t$, instead of a well defined global minimum considered previously in fig. 5.5. The global minimum in the example illustrated in fig. 5.8 and 5.9 is at $a = 0.5$ and $g = 0.5$, that is where the white ball is placed. The value of $f$ at the bottom of the whole valley can be very close to zero in such cases. And so the change in $f$ along the bottom of the valley can be extremely small too. Optimisation terminates when the change in the value of the objective function in the direction of the steepest descent i.e. its directional derivative, or the magnitude of the gradient is smaller than a predefined tolerance (determined by TolFun in ‘fmincon’).
Figure 5.7. $T_i$ surface as a function of $a$ and $g$ calculated at $\tau = 10$.

Figure 5.8. The surface of the objective function of IAD calculated at $\tau = 10$. 
Therefore, in such cases, very low termination tolerances (as low as $1 \cdot 10^{-12}$) may be required in order to force optimisation to move along the shallow valley, that is to continue the search, otherwise it may terminate somewhere in the valley far from the solution giving us a large error. In general case, the error of optimisation depends on how far the zone with the gradient values smaller than the predefined termination tolerance stretches from the actual minimum, since optimisation can terminate anywhere in that zone i.e. any point in that zone is basically a minimum at the given tolerance. The further it stretches the further away from the actual minimum optimisation may terminate and the larger the optimisation error may accordingly be. In figures 5.6 and 5.9 the black areas around the global minima mark the zones where the gradient values are smaller than $1 \cdot 10^{-7}$. As one can notice, this area is much larger and it stretches much further away from the actual minimum in the second case (fig. 5.9) than in the first case where it is just a small spot. As a result, the accuracy in the estimated values of the optical properties at the given tolerance will be high in the first case and may be significantly lower in the second case e.g. if optimisation terminates at the far end of the black zone. Hence, termination tolerances that might be sufficient for the first case in terms of the accuracy of the solution may be insufficient for the second case. In conclusion, the error of optimisation varies with the values of $a$, $\tau$ and $g$. 

Figure 5.9. The surface of the objective function of IAD calculated at $\tau = 10$, the actual solution is at $a = 0.5$ and $g = 0.5$, view from top.
(especially with the first two), therefore it may be needed to adjust the termination tolerances accordingly in order to keep the optimisation error at the same level. It is important to note that in the second case the error also depends on where in the valley the optimisation lands, which mainly depends on the initial guessing values of \( a \) and \( g \) i.e. the departure point (as will be later illustrated in fig. 5.12).

Prahl showed how the accuracy of the optical properties extracted using IAD depends on their values and also the values of the total transmittance and the total reflectance and deduced that this variation in the accuracy is due to different accuracy in numerical integration of the phase function [64]. However, some error is introduced by nonlinear optimisation, not just the adding-doubling. And this error also depends on the values of \( a, \tau \) and \( g \) as it has been shown. Furthermore, the optimisation error increases with increasing turbidity as does the error of the adding-doubling.

Another zone which may cause convergence problems is located at \( a = 0 \) limit. The directional derivative of the objective function is extremely low there for any \( \tau \). The plots in fig. 5.10 and 5.11 show how the magnitude of the gradient of the objective function (calculated using eq. (5.6) with estimates of \( T_t \) and \( R_t \) set to zero) varies with all three optical properties i.e. how the scalar field of the gradient looks like.

![Figure 5.10](image.png)

Figure 5.10. Values of the gradient of the objective function of IAD in \( a, \tau \) and \( g \) space given in a colour scale, the red end of the colour scale indicating a high gradient and the blue end on the contrary, view 1.
Figure 5.11. Values of the gradient of the objective function of IAD in $a$, $\tau$ and $g$ space expressed in a colour scale, the red end of the colour scale indicating a high gradient and the blue end on the contrary, view 2.

The red end of the colour scale is indicating a high magnitude of the gradient i.e. a steep change in the objective function in the $a$, $\tau$, $g$ space, and the dark blue colour is indicating a low magnitude of the gradient accordingly.

Figure 5.12. Optimisation steps at each iteration (the cross marks the global minimum).
One can notice that the magnitude of the gradient is generally (i.e. at any level of \( \tau \)) getting smaller with albedo decreasing, reaching the smallest value in the limit \( a = 0 \). If the search step gets there optimisation usually terminates. ‘The ball does not roll if placed on a flat surface’ since there is no gradient downwards. An example is given in figure 5.12. It shows three runs. The actual solution was at \( a = 0.02, \ \tau = 10 \) and \( g = 0.989 \), marked with the cross. The first and the second run differ only in the starting guess, the rest of the optimisation parameters were the same, namely, the algorithm (SQP) and the termination tolerances (\( TolFun = 1 \cdot 10^{-12}, \ TolX = 1 \cdot 10^{-12}, \ TolCon = 1 \cdot 10^{-12} \)). In both cases, optimisation terminated prematurely, because it got into that zone where the directional derivative was smaller than the predefined tolerance \( TolFun \). The output from each iteration of the first run is given in table 5.2. We can see that the value of the directional derivative at the termination point was extremely small of the order of \( 1 \cdot 10^{-15} \) easily satisfying the termination tolerances.

### Table 5.2. The output from each iteration of the first IAD run.

<table>
<thead>
<tr>
<th>Iter</th>
<th>F-count</th>
<th>F(x)</th>
<th>( \text{max} ) constraint</th>
<th>( \text{Line search} ) steplength</th>
<th>( \text{directional} ) derivative</th>
<th>( \text{First-order} ) optimality Procedure</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>4</td>
<td>0.04906</td>
<td>0</td>
<td>1</td>
<td>-0.0032</td>
<td>0.0037</td>
</tr>
<tr>
<td>2</td>
<td>12</td>
<td>0.00448048</td>
<td>0</td>
<td>1</td>
<td>-0.0032</td>
<td>0.0453</td>
</tr>
<tr>
<td>5</td>
<td>16</td>
<td>9.114902e-006</td>
<td>1.102e-017</td>
<td>1</td>
<td>0.090771</td>
<td>0.0197</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
<td>9.11612e-007</td>
<td>0</td>
<td>1</td>
<td>0.09047</td>
<td>0.0200</td>
</tr>
<tr>
<td>5</td>
<td>54</td>
<td>6.74216e-005</td>
<td>0</td>
<td>1</td>
<td>-0.080034</td>
<td>0.0287 Hessian modified</td>
</tr>
<tr>
<td>6</td>
<td>28</td>
<td>9.114902e-006</td>
<td>1.762e-010</td>
<td>1</td>
<td>1.48e-005</td>
<td>0.0477 Hessian modified</td>
</tr>
<tr>
<td>7</td>
<td>32</td>
<td>1.3511e-005</td>
<td>0</td>
<td>1</td>
<td>9.21e-006</td>
<td>0.0217 Hessian modified</td>
</tr>
<tr>
<td>8</td>
<td>36</td>
<td>8.82387e-006</td>
<td>0</td>
<td>1</td>
<td>-7.87e-007</td>
<td>0.0229 Hessian modified</td>
</tr>
<tr>
<td>9</td>
<td>40</td>
<td>8.9401e-004</td>
<td>0</td>
<td>1</td>
<td>9.63e-008</td>
<td>0.00313 Hessian modified</td>
</tr>
<tr>
<td>10</td>
<td>44</td>
<td>8.89799e-006</td>
<td>0</td>
<td>1</td>
<td>2.74e-001</td>
<td>1.82e-006 Hessian modified</td>
</tr>
<tr>
<td>11</td>
<td>48</td>
<td>8.9401e-004</td>
<td>0</td>
<td>1</td>
<td>-5.32e-001</td>
<td>7.22e-009 Hessian modified</td>
</tr>
</tbody>
</table>

To get out of this region one has to lower the termination tolerances. But, how low one can go depends on the numerical accuracy/precision of the adding-doubling method and the way the directional derivative is calculated with finite differences in optimisation. For instance, if we make a differential change in \( g \) equal to \( 1 \cdot 10^{-12} \) (at \( a = 0.0001, \ \tau = 1, \ g = 0.001 \)) the calculated differential change in \( T_i \) using our adding-doubling code (with 64 quadrature points) will be equal to zero, i.e. \( \partial T / \partial g = 0 \) although theoretically it is not zero. This means that if MATLAB optimiser ‘fmincon’ makes a differential change \( dg \leq 1 \cdot 10^{-12} \) at that point, when using finite differencing to find the derivative of \( f \) in the direction of the negative gradient, the directional derivative \( \partial f / \partial g \) will be equal to zero at the given precision.
and the optimisation will terminate. It is worth noting that using 64 quadrature points for integration the calculated values of the total transmittance and reflectance are of high precision. The less quadrature points we use the more insensitive to small changes (perturbations) in albedo and $g$ the calculated $T_t$ and $R_t$ are. Using 4 or 8 quadrature points is a common practice because fast computation is usually required. The third run in the figure 5.12 demonstrates that limiting the maximum step size (option RelLineSrchBnd in table 5.1) may sometimes aid ‘fmincon’ in finding the global minimum.

It is important to emphasis however that the computational error of the IAD, which consists of the adding-doubling error and the optimisation error, at the current level of errors in $T_t$ and $R_t$ measurements (obtained with currently available instrumentation), is insignificant (e.g. Prahl demonstrated that the latter is approximately an order of magnitude larger than the former [64]). The sensitivity of the extracted values of albedo and $g$ to the error in the measured total transmittance and total reflectance is different for different values of $a$, $\tau$ and $g$. The high sensitivity is where a small change in $T_t$ or $R_t$ brings a significant change in $a$ and $g$. This corresponds to the points of the low gradient in the objective function. Therefore, the spatial distribution of the gradient values in $a,g,\tau$ coordinates presented in figures 5.10 and 5.11 also tells us a lot about the distribution of the sensitivity of the optical properties to the error in the measurements.

Conclusions:

- There is always a unique global minimum in the objective function of the IAD. But, at high turbidity and low albedo we have a long valley with a very low gradient going through the actual minimum in the objective function. Thus, if the termination tolerances are not sufficiently low optimisation can terminate somewhere in the valley far from the actual solution giving us a large error.
- Nonlinear optimisation may also have convergence issues, when searching for inverse adding-doubling solution using $T_t$, $R_t$ and $\tau$ as inputs, if it hits $a = 0$ limit where the gradient of the objective function is also extremely small. Lowering termination tolerances can help to get rid of this problem, but this will not have an effect if termination tolerances get lower than the numerical accuracy/precision of the adding-doubling. Also, lower tolerances mean longer search time. Thus, in practical situations, one has to look for the optimum.
- The error of optimisation varies with the values of $a$, $\tau$ and $g$, especially with the first two. The error becomes larger as the turbidity increases and albedo decreases.
Therefore, it may be needed to adjust the termination tolerances accordingly in order to keep the optimisation error at the same level.

The first and the second conclusions explain why in Prahl’s reported work IAD sometimes did not converge to the accurate solution and it had to be repeated with different guessing values until a good solution was reached.

**Hints for improving optimisation performance:**

To avoid the problem of ‘fmincon’ ending up somewhere in the shallow valley or at the limit of \( a = 0 \), we have to make sure that optimisation does not get to the proximity of that limit or far from the actual solution. This can be done by:

- Choosing the right strategy for guessing the initial values. Two possible solutions:
  1. Choose the current solution as the next guessing point (i.e. for the next wavelength). Because the optical properties are functions of wavelength, their values at neighbouring wavelengths are close, therefore the location of the next minimum is close to the current minimum. This may not work if we have sharp changes in absorption spectrum or measurements are far from each other in terms of wavelengths.
  2. Form the look up table for \( a \) and \( g \) values that correspond to the respective \( T_t \) and \( R_t \) values. The starting guess values for \( a \) and \( g \) that have \( T_t \) and \( R_t \) values closest to the actual measurements are then chosen from the look up table at each iteration.
- Constraining the step size in search direction.
- Raising the lower bound for albedo.

The strategy of the guessing values also directly influences the speed of the IAD.

**5.1.2. Sensitivity of extracted optical properties to the error in scattering anisotropy**

Measuring the true collimated transmittance i.e. the intensity of light that went through the sample unscattered, at higher turbidity is not trivial because the contribution of diffuse light i.e. light that has undergone scattering, to the \( T_c \) measurement becomes significant thus making its value erroneous. Therefore an attractive alternative would be to take \( g \) value as constant then the third measurement i.e. collimated transmittance, would not be needed. Hence how the error in \( g \) influences the value of the absorption coefficient \( \mu_a \) is of interest. For this purpose we can plot and examine the values of \( \mu_a \) in \( R_t, T_t, g \)
coordinates (see figure 5.13).

As one can notice, values of $\mu_a$ along the $g$ axis change little. However they do change as shown in figure 5.14 where values of $\mu_a$ are plotted against $g$ at fixed values of $T_t = 0.35$ and $R_t = 0.05$. This suggests that it may be possible to use constant $g$ without introducing much error in $\mu_a$ if variation in $g$ is small. Errors in $g$ mainly go into $\mu_s$ since these two optical properties are highly correlated as can be seen in fig. 5.15. Consequently, if a fixed value of $g$ is used $\mu_s$ information cannot be utilised for the full correction of scattering effects described in chapter 4.1.2.

Figure 5.13. Shows how $\mu_a$ changes along the $g$ axis for any value of $T_t$ and $R_t$.

![Figure 5.13](image)

Figure 5.14. Change in $\mu_a$ with $g$ at fixed values of $T_t = 0.35$ and $R_t = 0.05$.

![Figure 5.14](image)
Figure 5.15. Shows how $\mu_0$ changes along the $g$ axis for any value of $T_t$ and $R_t$. 
CHAPTER VI
APPLICATION OF PARTIAL CORRECTION METHOD

6.1. SIMULATION

The proposed approach of partial correction of multiple scattering effects was applied to a simulated dataset of spectra of turbid samples (considered previously by Thennadil and Martin [33]) to test the extent of improvement in model performance that can be theoretically obtained compared to the performance that would be obtained using empirical scatter-correction approaches.

6.1.1. Design of experiment

In their work, Thennadil and Martin modelled the turbid system as a four component system comprising one scattering component (i.e. polystyrene particles) and three non-scattering components which were simulated using the optical properties of toluene (species 2), deuterated water (species 3) and water (species 4). The volume fraction of particles varied between 0.01 and 0.1 and the radius of particles spanned the range 100 nm to 500 nm. The volume fraction of species 2 and 3 spanned the ranges 0-0.0115 and 0.2-0.4 respectively. The spectra of the total transmittance and the total reflectance were simulated using the radiative transfer equation. Noise was then added to the spectra to resemble the real measurements. Thennadil and Martin used the dataset so created to study the effectiveness of various pre-processing techniques on calibration models built for predicting the concentration of a non-scattering component. In the current study this dataset consisting of 50 calibration samples and 391 test set samples was used to compare the proposed approach of using the extracted bulk absorption spectra for building calibration models with those obtained using the traditional approach of using total reflectance or transmittance measurements with empirical pre-processing to remove scattering effects. Their performances were compared in prediction of both the scattering component (polystyrene) and the non-scattering component (toluene).

6.1.2. Results and discussion

The simulated spectra of the total transmittance and the total reflectance and the corresponding bulk absorption coefficient for the turbid system toluene-polystyrene-water-heavy water are shown in figure 6.1. All graphs are provided in the same scale so that the
magnitudes of variation in different measurements in each case can be visually compared.

Figure 6.1. Total transmittance, total reflectance and bulk absorption coefficient $\mu_a$, calibration data set (simulations).

It can be seen that (baseline) variation in $\mu_a$ is much smaller than in the two direct measurements: approximately five times smaller than in total transmittance and four times smaller than in total reflectance. Variation in $T_t$ and $R_t$ measurements is due to changes in both chemical and physical properties of the sample, whereas variation in $\mu_a$ is predominantly due to changes in chemical information (i.e. concentrations). It is apparent
from this comparison that the variation in the path length travelled by photons, which is subject to number, size and shape of particles is the main contributor to the variation in spectroscopic measurements of a turbid sample in this case. Not only is the magnitude of variation due to changes in physical properties much larger than due to changes in concentrations, but it is also nonlinear, which makes it a serious problem for the bilinear multivariate calibration models such as PLS.

Table 6.1 summarizes the results of the performances of PLS calibration models built on the total reflectance and the total transmittance data and the results obtained when the spectra of the bulk absorption coefficient $\mu_a$ were used to predict the concentration of the scattering-absorbing species (i.e. polystyrene) in the simulated four component system. For the case where spectra of the total reflectance were used for building calibrations, it was found that pre-processing by any of the techniques considered in [33] did not improve the performance of PLS calibration models in terms of the accuracy. The EMSCL (Extended Multiplicative Scatter Correction with wavelength dependent logarithmic term) method, which was found in [33] to be the best performing scatter correction technique for predicting the concentrations of non-scattering species, in the present case, needed fewer number of latent variables (LVs) and therefore was used for the benchmarking representing the best results that can be achieved with empirically pre-processed $R_t$. When total transmission measurements were used pre-processing with EMSCL provided a slight improvement and was again marginally better than the other pre-processing methods thus it was also used for the benchmarking representing the best results that can be achieved with empirically pre-processed $T_t$.

Table 6.1. Performance of calibration models for estimating concentration of scattering-absorbing component (polystyrene) in the simulated data-set of a four-component system.

<table>
<thead>
<tr>
<th>Dataset which PLS was built on</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>Calibration RMSECV (g/l)</th>
<th>Test RMSEP (g/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration models built on total reflectance</td>
<td>none</td>
<td>12</td>
<td>3.26</td>
<td>3.3</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>12</td>
<td>2.17</td>
<td>2.5</td>
</tr>
<tr>
<td>Calibration models built on total transmittance</td>
<td>none</td>
<td>8</td>
<td>5.35</td>
<td>4.48</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>8</td>
<td>4.04</td>
<td>3.14</td>
</tr>
<tr>
<td>Calibration model built on $\mu_a$</td>
<td>None</td>
<td>6</td>
<td>1.38</td>
<td>1.42</td>
</tr>
</tbody>
</table>
From the table 6.1, it is seen that PLS model built on $\mu_a$ for estimation of the concentration of the scattering component yielded much better prediction results than those built on the empirically pre-processed total reflectance or total transmittance spectra, the latter exhibiting the worst performance. The RMSEP value obtained by using $\mu_a$ was more than 1.7 times lower than that obtained using the total reflectance and was achieved with half the number of latent variables.

There are two points to be noted in the table 6.1. Firstly, even for the theoretical situation, the prediction error in particle concentration when using $\mu_a$, while better than using reflectance spectra coupled with pre-processing, is appreciable. Secondly, since there are only 4 components in the system, taking closure condition into consideration, if scattering effects were completely eliminated, we would have needed only 3 latent variables in the model. Instead the best model needs 6 LVs. Figure 6.2 shows a plot of actual vs. predicted concentration of polystyrene using the model based on $\mu_a$. One can notice that the accuracy of predictions drops with the increasing concentration of particles.

![Figure 6.2. Predicted vs. actual values of concentration of scattering-absorbing component (polystyrene) for training (●) and validation (*) data sets (simulations).](image)

These observations could be explained by the insight provided by taking a closer look at the bulk absorption coefficient given by eq. (3.53). Although $\mu_a$ is free from nonlinear photon path length variations, it still has some intrinsic variation not related to the chemical information. The information about the concentration of the scattering
component is contained in the term $\mu_{ap} = \sigma_{ap}c_p$ in eq. (3.53). It is the only problematic term in $\mu_a$ from the point of view of multivariate calibration, because it varies not only with volumetric concentration of particles but also with their morphology (i.e. size and shape). To examine this term further, for spherical particles it can be rewritten as:

$$
\mu_{ap} = \sigma_{ap} \cdot N_p = \frac{\sigma_{ap}}{V_p} \cdot c_p = \frac{3 \cdot \sigma_{ap}}{4 \cdot \pi \cdot R^3} \cdot c_p = K \cdot c_p
$$

(6.1)

$V_p$ is the volume of a single particle ($m^3$), $N_p$ is the concentration of particles expressed as number density ($m^{-3}$), $c_p$ is the volumetric concentration of particles ($m^3/m^3$) and $R$ is the particle radius ($m$). The term separated from $c_p$ is denoted as $K$. The parameter $K$ is a function of particle radius both explicitly as well as implicitly due to $\sigma_{ap}$ also being a function of particle radius [76]. While it does not explicitly contain concentration information, due to its dependence on particle size, it will be correlated to the concentration of particles. This is because particle concentration can be changed in 3 different ways: by keeping the number density of the particles the same and changing their size (radius), keeping the particle size the same and changing the number density or by a combination of both. From eq. (6.1), looking at the first right-hand-side relation, it can be seen that the effect due to particle number density is a baseline offset of the absorption cross-section of the particle, whereas the effect due to particle size is manifested by a wavelength dependent change in the particle absorption cross-section. When both vary simultaneously, the fact that the number density is implicitly related to the particle size and thus indirectly to the absorption cross-section and the multiplicative (confounding) effect on one another means that only a portion of the concentration information can be extracted from the combined effect. Thus variations arising from this term can have an adverse affect on calibration model performance when the models are built for predicting the concentration of a particulate species (i.e. species that both absorbs and scatters light). The fact that we need three extra latent variables to predict the particle concentration may be due to requiring extra LVs to describe the effects described above.

Further, the accuracy of multivariate calibration models in predicting the concentration of the scattering-absorbing component will depend on the magnitude of variation in $K$. Since for the same particle concentration, $K$ can take on different values due to changes in particle size, it introduces an error due to the confounding effect arising from the multiplicative nature of this parameter with respect to the particle concentration. The higher the concentration of particles, the larger will be the effect on $\mu_{ap}$ due to variations in
Since variations in $K$ degrade the performance of a calibration model due to the confounding effect it induces, this translates into higher levels of uncertainty in the concentration estimates with increasing concentrations. This would explain the larger spread in the data in fig. 6.2 at higher concentrations.

Table 6.2. Performance of calibration models for estimating concentration of purely absorbing component (toluene) in the simulated data-set of a four-component system.

<table>
<thead>
<tr>
<th>Dataset which PLS was built on</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>Calibration RMSECV (g/l)</th>
<th>Test RMSEP (g/l)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration models built on total reflectance</td>
<td>none</td>
<td>10</td>
<td>1.13</td>
<td>0.88</td>
</tr>
<tr>
<td></td>
<td>EMSCL+1st der.</td>
<td>9</td>
<td>0.33</td>
<td>0.33</td>
</tr>
<tr>
<td>Calibration models built on total transmittance</td>
<td>none</td>
<td>10</td>
<td>1.78</td>
<td>1.33</td>
</tr>
<tr>
<td></td>
<td>EMSCL+1st der.</td>
<td>7</td>
<td>0.50</td>
<td>0.53</td>
</tr>
<tr>
<td>Calibration model built on $\mu_a$</td>
<td>none</td>
<td>6</td>
<td>0.11</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Performance of PLS calibration models built on the empirically pre-processed measurements and the bulk absorption coefficient in estimation of the concentration of the purely absorbing component (i.e. toluene) is summarised in table 6.2. Where, results obtained applying the methodology of partial correction of multiple scattering effects are benchmarked against the best results from the empirical pre-processing of $T_t$ and $R_t$ taken from [33]. According to [33], the best calibration results with the total reflectance as well as the total transmittance were achieved using EMSCL followed by the first derivative for pre-processing, therefore, the respective RMSECV and RMSEP values were taken from there for benchmarking. For a full list of results of performance of different empirical pre-processing techniques the reader is referred to the original work [33].

As in the case of estimating the scattering-absorbing component, PLS model built on $\mu_a$ for estimation of the concentration of the purely absorbing component yielded considerably better prediction results than those built on the empirically pre-processed total reflectance or total transmittance spectra. Calibration model built on empirically pre-processed $T_t$ again exhibited the worst performance. In this case, the RMSEP value obtained by using $\mu_a$ was nearly three times lower than the best result from the empirical pre-processing, which belongs to the total reflectance pre-processed with EMSCL followed by the first derivative, and was achieved with three latent variables less. Figure 6.3 shows a
plot of the actual concentration of toluene versus the concentration of toluene predicted using the model based on $\mu_a$. Notice, that in this case, the error is independent from the concentration i.e. it has approximately constant variance throughout the concentration range, because it is not affected by the confounding effect between the concentration and the particle size discussed previously, which affects the prediction of the scattering component.

![Figure 6.3. Predicted vs. actual values of concentration of purely absorbing component (toluene) for training (●) and validation (*) data sets (simulations).](image)

Simulation results indicate that applying the proposed methodology of partial correction of multiple scattering effects an appreciable improvement in the prediction performance can be obtained compared to applying empirical scatter correction techniques to single measurements. It should be emphasised however that the estimation of the concentration of scattering-absorbing species and the estimation of the concentration of absorbing only species are two distinct cases (problems) in the spectroscopic quantitative analysis of turbid samples. Therefore, in the following chapters these two types of species will be treated separately.
6.2. EXPERIMENTS

6.2.1. Two component model system

The methodology of partial correction of multiple scattering effects was first tested on the experimental (spectral) data of a simple two component turbid system, namely, polystyrene particles suspended in deionised water. The concentration of the scattering-absorbing component i.e. polystyrene particles was the target in this case. The objectives of this initial experiment were: to analyse the feasibility of this methodology under given experimental conditions, to find out in what range of the optical properties of a sample it succeeds (i.e. the errors in the measurements are acceptable) under given experimental conditions, to identify the issues that might preclude its successful implementation and to aid in designing further more complex experiments.

6.2.1.1. Design of experiment

The samples were prepared according to the following experimental design – five particle sizes i.e. diameters: Ø 100 nm, 200 nm, 300 nm, 430 nm and 500 nm, seven concentrations (in wt. %) for each particle size: 0.1 %, 0.5 %, 0.9 %, 1.23 %, 1.6 %, 1.95 and 2.3 %, giving a total of 35 samples.

It should be noted that there are two major differences between the system studied using simulations and the two component model system used to generate the experimental dataset. The first is the number of components, in the simulation a 4 component system was considered whereas the experimental model system has only 2 components. Secondly, the simulation dataset spans a much larger range of concentrations of the scattering component (1-10 %). Thus the highest particle concentration in the simulated dataset is almost 5 times larger than that used in the two component experimental system. The implication of the latter point is that multiple scattering effects are much more dominant in the simulated system. Since the maximum particle concentration in the experimental system is only 2.3 %, the multiple scattering effects will be comparatively small. As a result, in this regime (two component samples with low multiple scattering) we would expect calibration models based on single measurements (total reflectance or transmittance) with empirical scatter correction approaches to work reasonably well. Such a relatively simple system was chosen since it would allow us to examine the accuracy of the complex inversion steps and the instrumentation setup involved in the extraction of the bulk optical properties. If the bulk absorption coefficient is extracted with sufficient
accuracy, then the calibration model built using the proposed approach should perform as well as or better than the single measurement approaches. This would validate the given concept of the partial correction of multiple scattering effects in terms of the accuracy as well as highlight any problems in the inversion methodology that need to be addressed for the successful implementation of this method for more complex systems.

6.2.1.2. Experimental set-up

Three spectroscopic measurements $T_c$, $T_t$ and $R_t$ were taken for each sample at multiple wavelengths using a scanning spectrophotometer (CARY 5000, Varian Inc.) with a diffuse reflectance accessory shown in fig. 6.4.

![Diagram of optical design](figure6_4.png)

Figure 6.4. The optical design of the external DRA.

Spectral data was collected in the wavelength range 1600-1848 nm at 4 nm intervals resulting in the measurements at 63 discrete wavelengths per spectrum. This region was chosen because the first overtone peaks of polystyrene due to C–H stretching vibrations appear around 1680 nm. The Peltier (TE) cooled PbS detector was used for this wavelength region. An average integration time was set to 0.4 s, the bandwidth and the energy level were automatically adjusted by the instrument software to maintain a good signal-to-noise ratio throughout the entire wavelength region. The collimated transmittance ($T_c$) was measured with the instrument’s standard configuration. For the total reflectance ($R_t$) and total transmittance ($T_t$) measurements the external diffuse reflectance accessory...
(DRA-2500, Varian Inc.) was mounted, see fig. 6.4. It consists of a 150 mm diameter integrating sphere (manufactured by Labsphere), which has a port-to-sphere area ratio of less than 10%. The sphere is coated with “Spectralon” material, which acts as an almost perfect Lambertian surface. A schematic representation of the different measurement configurations is shown in figure 6.5.

![Diagram showing measurement configurations](image)

(a) Collimated transmittance measurement, (b) Total transmittance measurement, (c) Total reflectance measurement.

The collimated transmittance was used for measuring (estimating) the optical depth $\tau$. The drawback of using this measurement for acquisition of $\tau$ estimate is that although it captures mostly the unscattered part of the light it is partly “contaminated” by the diffuse light as discussed earlier in section 3.3. The error depends on the measurement setup and the scattering levels i.e. turbidity. Hence, the results of this research work could serve as some yardstick for up to which scattering levels this simple measurement could be used for estimation of $\tau$ with a similar measurement setup without deteriorating the final prediction.
performance significantly. For the total transmittance measurement, the sample is placed at the entrance port of the sphere, while the exit port is blocked with “Spectralon” reflectance standard. In this way, both collimated and diffusely transmitted light is collected by the detector. For the total reflectance measurement, the sample is placed at the exit port of the sphere, so that all light reflected by the sample is collected in the sphere. To obtain similar irradiation conditions for transmittance and reflectance measurements (i.e. illumination area and angle) different focusing lenses were used. A 1 mm path length measurement cell made out of special optical glass (100.099-OS, Hellma) was used for this experiment.

6.2.1.3. Results and discussion

Simulation results showed that a significant improvement in prediction accuracy can be achieved if PLS models are built on the bulk absorption coefficient rather than directly on reflectance or transmittance measurements, which are subject to nonlinear variations due to different path lengths travelled by photons. To validate the concept, the proposed approach was applied to a simple turbid system comprising polystyrene particles suspended in water. The collected spectra of the three measurements (i.e. total reflectance, total transmittance and collimated transmittance) and the extracted bulk absorption coefficient are presented in figure 6.6. The wavelength region considered here (1600-1848 nm) contains the first overtones of O–H stretching, bending and libration vibrations of water at around 1790 nm and the tail part (below 1848 nm) of the peak due to O–H stretching and bending vibrations at around 1900 nm [120]. The spectrum of water below the 1790 nm absorption band has also non-zero absorbance (within the wavelength range considered) even though it is relatively a flat and featureless “baseline”. The main absorption band of polystyrene in this region is around 1680 nm, which is due to the first overtone of the C–H stretching vibrations.

The level of noise in $T_t$ and $R_t$ measurements at low levels of signal was significant (especially in $R_t$). Therefore, the raw spectra of $T_t$ and $R_t$ were smoothed using Savitsky-Golay filter with the window width 9 and the polynomial order 3 to remove noise in the measurements before feeding them to the IAD. The effect of applying this filter on the spectral data, for some of the noisiest $T_t$ and $R_t$ measurements, is shown in fig. 6.7. The noise in the collected $T_c$ measurements was negligible therefore filtering was not applied to the $T_c$ spectral data. Collimated transmittance is less noisy than $T_t$ and $R_t$ measurements with CARY 5000 spectrophotometer because there is more power available in the irradiating beam in its standard configuration than when using the DRA accessory.
Figure 6.6. Experimental polystyrene-water data set: collimated transmittance, total transmittance, total reflectance and bulk absorption coefficient $\mu_a$, ($T_c$ and $R_t$ filtered).
Figure 6.7. Examples of raw and filtered measurements of $T_t$ and $R_t$ (noise was filtered using Savitsky-Golay smoothing method), red lines denote smoothed spectra.

The required inputs/constants in the IAD alongside the three measurements were the path length of the measurement cell and the real refractive indices of air, the glass of the measurement cell, and the sample. The real refractive indices were needed to compute reflections at the air-glass-sample and sample-glass-air interfaces using Fresnel equations. The real refractive index of the measurement cell for the required wavelength region was provided by the manufacturer (Hellma). The real refractive index of the polystyrene was taken from Velazco-Roa and Thennadil [121]. However, the values were available only up to 1400 nm. Therefore, the values at higher wavelengths were obtained by extrapolation using the model given by the Cauchy dispersion formula [76]:

$$n = A + \frac{B}{\lambda} + \frac{C}{\lambda^2}$$  \hspace{1cm} (6.2)

Where, empirical coefficients $A = 1.5478$, $B = 0.01796$ and $C = 0.00031$ were determined via nonlinear least squares fitting procedure. The real refractive index of water was taken from Segelstein [122] and the real refractive index of a sample was calculated simply as a
sum of real refractive indices of water and polystyrene multiplied by their respective volume fractions. The real refractive index of air was taken as equal to one across the entire wavelength range.

As it was seen with simulations (fig. 6.1), the magnitudes of variation are much larger in the measurements than in the extracted $\mu_a$ (fig. 6.6.), meaning that the majority of undesirable variation occurring due to physical effects has been successfully removed by extracting the bulk absorption coefficient $\mu_a$ under experimental conditions too. To check the consistency in the extracted $\mu_a$, its profiles (spectra) for all seven concentrations were closely examined for each particle size separately. Figure 6.8 shows the spectra of $\mu_a$ for seven samples with different concentrations of polystyrene but the same particle size (430 nm in diameter).

![Graph showing $\mu_a$ profiles for different concentrations for 430 nm diameter polystyrene particles](image)

Figure 6.8. $\mu_a$ profiles for different concentrations for 430 nm diameter polystyrene particles: 0.1 % wt., 0.5 % wt., 0.9 % wt., 1.23 %wt., 1.6 % wt., 1.95 % wt., 2.3 % wt.

The differences in $\mu_a$ of the seven samples were only due to changes in polystyrene concentration. If the extraction step was carried out effectively, the peak where polystyrene absorbs should systematically increase with the concentration of polystyrene. While this was true with the 100 nm particles, for samples with particle sizes larger than 100 nm the bulk absorption spectra for the lowest two concentrations of polystyrene did not fall in the right order. In figure 6.8, this can be seen for the samples with polystyrene particles with the mean diameter of 430 nm. This is likely due to the increased losses of light in the integrating sphere measurement setup. The adding-doubling method does not take into account the light lost through the sides of the measurement cell.
Figure 6.9. $\mu_a$ profiles for different concentrations after EMSCL: ▬ 0.1 % wt., ▬ 0.5 % wt., ▬ 0.9 % wt., ▬ 1.23 %wt., ▬ 1.6 % wt., ▬ 1.95 % wt., ▬ 2.3 % wt.

Figure 6.10. Values of $\mu_a$ at 1680 nm wavelength versus polystyrene concentration.

When the particle number density is low, the mean free path of the photons becomes high. As a result a photon that is scattered sideways has a greater probability of reaching the side walls of the measurement cell since the probability of it getting scattered again before it reaches the wall becomes lower. Since the adding-doubling method assumes that the breadth of the measurement cell is infinite, any loss through the side walls is manifested as absorption. When this effect becomes significant, the bulk absorption coefficient extracted using the adding-doubling method is overestimated. The reason it is evident for the larger particles is because for the same volumetric concentration of particles, there are much fewer large particles. This is due to the fact the number of particles is related to the cube of
the particle radius when the total particle volume is kept constant. This explains why the absorption \( (\mu_a) \) spectra for the lowest concentrations were shifted up and had higher values. To correct these offsets in \( \mu_a \), that are not related to chemical information, an empirical data processing step was carried out.

![Graph showing EMSCL transformed spectra of total transmittance, total reflectance and bulk absorption coefficient \( \mu_a \).](image)

Figure 6.11. EMSCL transformed spectra of total transmittance, total reflectance and bulk absorption coefficient \( \mu_a \).

It was found that the application of EMSCL in this case successfully corrected the baseline variations in \( \mu_a \) introduced by light loss from the sides of the measurement cell. This is evident from the figure 6.9 where one can notice that in the region of polystyrene
absorption the EMSCL corrected absorption spectra now shows an increase in $\mu_a$ with increasing concentration of polystyrene latex particles. And this relationship is linear as demonstrated in fig. 6.10. Normally, if $\mu_a$ is extracted accurately, this additional data processing step should not be required since the variation in $\mu_a$ will be only due to changes in chemical information (i.e. concentrations of species) then. But, if the absorption and scattering of light are not completely separated by inverting the RTE, because of inaccurate measurements or extraction procedure, and the extracted $\mu_a$ still carries a significant amount of scattering information an additional empirical data processing step may be needed, as it was in this case.

Having obtained consistent estimates of bulk absorption coefficient, after preprocessing with EMSCL, we proceeded to the next step of building PLS calibration models. Since in all three cases the best (or the same level of) prediction performance was achieved with the spectral data pre-processed using the EMSCL technique only PLS models built on $\mu_a$, $R_t$ and $T_t$ pre-processed with EMSCL are reported. The pre-processed spectral datasets of the total transmittance, the total reflectance and the bulk absorption coefficient that were used for building the calibration models are given in figure 6.11. The RMSECV curves of calibration models that gave the lowest prediction errors are given in figure 6.12. The results are summarized in table 6.3.

Figure 6.12. RMSECV curves of different PLS calibration models built using: $R_t$ pre-processed with EMSCL, $T_t$ pre-processed with EMSCL and $\mu_a$ with EMSCL.
Table 6.3. Performance of calibration models for estimating polystyrene concentration in
the experimental data-set of a two-component (polystyrene-water) system.

<table>
<thead>
<tr>
<th>Dataset which PLS was built on</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>Calibration RMSECV</th>
</tr>
</thead>
<tbody>
<tr>
<td>Calibration models built on total reflectance</td>
<td>None</td>
<td>5</td>
<td>0.41</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>2</td>
<td>0.36</td>
</tr>
<tr>
<td>Calibration models built on total transmittance</td>
<td>None</td>
<td>4</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>4</td>
<td>0.09</td>
</tr>
<tr>
<td>Calibration model built on $\mu_a$</td>
<td>None</td>
<td>6</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>3</td>
<td>0.20</td>
</tr>
</tbody>
</table>

The system considered here consisted of two components. Therefore, theoretically,
one latent variable should have been sufficient to model it. However, it is apparent from
the RMSECV curve built on $\mu_a$ that three latent variables are needed to describe variation
in it. This result agrees with the conclusion drawn from the analysis of simulated data that
extra LVs are needed to describe the nonlinear variation in absorption coefficient of
particles. The other important finding in the analysis of simulated data that the prediction
accuracy drops with increasing particle concentration is not so clear from the predicted
versus actual values plot for experimental data, fig. 6.13, probably due to a much narrower
concentration range used.

Figure 6.13. Predicted concentration of polystyrene versus the actual for calibration model
built on $\mu_a$ pre-processed with EMSCL data.
Figure 6.14. Predicted concentration of polystyrene versus the actual for calibration model built on \( R_t \) pre-processed with EMSCL data.

Figure 6.15. Predicted concentration of polystyrene versus the actual for calibration model built on \( T_t \) pre-processed with EMSCL data.

The plots of predicted vs. actual values for \( R_t \) and \( T_t \) are given in fig. 6.14 and 6.15. In fig. 6.14, one can notice a non-uniform somewhat nonlinear pattern in the sample distribution, which implies that EMSCL did not correct the nonlinear effects of multiple light scattering in \( R_t \) completely though it did the best job out of all other empirical pre-processing techniques. The same inference could be made from the error vs. the actual values plot or other types of graphical analysis of residuals and their normality however some of them
such as a histogram are not suitable in this case because of a small number of samples.

Figure 6.16. (a), (b) and (c) – loadings of the first 3 latent variables from the PLS models obtained using $\mu_r$, $R_t$ and $T_t$ respectively.

While the proposed approach considerably outperformed the model obtained from spectra of total reflectance with EMSCL applied to it, very surprisingly PLS model built on the total transmittance performed much better than the proposed approach. From physical considerations and the results from simulated data with 4 components this appears to be contradictory.
Figure 6.17. (a), (b) and (c) – scores of LV1 vs. particle concentrations for the PLS models obtained using $\mu_0$, $R$, and $T$, respectively.
This apparently contradictory result can be explained by examining the scores and loadings plots of PLS models built on $\mu_a$, $R_t$ and $T_t$ pre-processed with EMSCL (calibration data is shown in fig. 6.11). Figures 6.16 (a), (b) and (c) show the PLS loadings for the first three latent variables for models built using $\mu_a$, $R_t$ and $T_t$, and figures 6.17 (a), (b) and (c) show the corresponding scores of the first latent variable (LV1) plotted versus the particle concentration. For all three cases, it is seen that the first LV is essentially modelling the water absorbance, which is the largest source of variation in the spectra after the scattering effects have been removed (empirically in the case of $T_t$ and $R_t$ and fundamentally in the case of $\mu_a$). While the second LV captures the variation in the polystyrene peak at 1680 nm. The third LV represents the remaining nonlinear scattering effects that have not been removed. If the correction was perfect the third LV would not be needed i.e. it would represent just noise. For the models built on $R_t$ and $T_t$ pre-processed with EMSCL, there is a significant correlation between the scores on the first LV and the particle concentrations. The correlation is the strongest for $T_t$. For $\mu_a$ this correlation is very weak and it could be argued that it is almost insignificant. Thus, the models built using $R_t$ and $T_t$ benefit from the correlation of particle concentration with the water absorption in the first LV, whereas this secondary correlation, which is due to the use of a two-component system, is not available for the model built using $\mu_a$.

In a two component system, the concentrations of the two components are inversely correlated due to the closure condition. Therefore, if the first LV was representing water absorption, then the scores of the first LV should have shown a negative correlation with the polystyrene concentration, because increasing the concentration of particles would result in the decrease of water concentration (due to volume displacement). However, it is seen that the correlation is positive. This positive correlation can be explained if we consider path length variations occurring due to changes in the particle concentrations. When the particle concentration increases, multiple scattering increases which in turn increases the path length travelled by the photons. This increase in path length means that the photons will travel longer distances through the medium (which is predominantly water) resulting in the absorption due to water increasing with increasing particle concentrations and thereby leading to a positive correlation of particle concentration with water absorption which is represented by the first LV. The fact that the volume displacement effect which would have manifested as a negative correlation is not evident indicates that this effect is much smaller than the effect due to path length variation which
generates a positive correlation. It appears that this effect is the largest in the total transmittance measurements and to a smaller degree in the total reflectance measurements for the range of concentrations considered in this study. Naturally, in the case where the extracted bulk absorption spectra $\mu_a$ are used for building the PLS model, since the path length effect is removed by applying the RTE, this secondary correlation is mostly eliminated. As a result, the scores of LV1 show almost no correlation with polystyrene concentration.

From this discussion it can be concluded that the model built using $\mu_a$ is almost fully based on the actual polystyrene signal whereas those built on the direct measurements have a significant contribution from the path length effect which only for a two-component system gives rise to additional correlation with the particle concentrations and which in turn leads to an apparent advantage. It should be noted that even with this advantage the model based on $R_t$ does not outperform the proposed approach probably due to the fact that the path length correlation is not as strong as is the case with $T_t$. The analysis presented shows that the extraction algorithm using the RTE to obtain the bulk absorption spectra is successful in effectively removing path length variations and providing essentially a path length normalised absorption spectra. The discussion presented here also suggests that the models based on the direct measurements will lead to much larger errors when applied to a multi-component system where the secondary correlation will not exist. On the other hand, a model based on $\mu_a$ can be expected to have less deterioration when applied to multiple component systems provided the bulk absorption spectra could be extracted with similar levels of accuracy as in the present study.

In this experiment, the methodology of partial correction of multiple scattering effects was applied to develop models for estimating the concentration of a particulate species that both absorbs and scatters light. The other common situation where the species of interest is purely absorbing and is dissolved in a matrix containing a mixture of absorbing and scattering components e.g. glucose in blood, will be investigated in the following experiment. Another possible case of interest, which was not mentioned, is when the species of interest (purely absorbing) is adsorbed on the surface of scattering particles. This methodology is applicable to such cases too. From the point of view of removing multiple scattering effects through the extraction of $\mu_a$, the procedure is unaffected regardless of which of the three cases is being considered. The difference in each of the cases is how the species of interest contributes to $\mu_a$ and thus affects the calibration model.
built using this extracted property. In theory, situations where the species of interest is purely absorbing and dissolved in a medium containing scatterers represent a comparatively simpler problem. Examining eq. (3.53), if for example the purely absorbing species of interest is component 1, then the term \( \sigma_{a,1} c_1 \) varies only with concentration of species 1 as there is no particle size contribution to the absorptivity \( \sigma_{a,1} \). The effect of particle size only occurs indirectly through the term representing the particulate species which is an additive term. When the (purely absorbing) species of interest is adsorbed on the particle, the situation could be expected to be slightly more complicated since the adsorbed species will modify the value of absorption cross-section \( \sigma_{ap} \) of the particle, the extent of which will depend on level of adsorption of the species. As a result, the number of latent variables required may be more than that indicated by the additive relationship given by eq. (3.53).

6.2.2. Four component model system

6.2.2.1. Design of experiment

The results of the two component experiment showed that the proposed methodology of partial correction of multiple scattering effects gives better prediction accuracy than the multivariate calibration models built on empirically pre-processed total reflectance despite all experimental errors. But, the calibration model built on \( T_t \) pre-processed using EMSCL outperformed the proposed method and that contradicts with our simulation results. According to the above given reasoning and deductions this should not be happening with multi-component samples. To test this hypothesis an experiment with a multi-component system was designed. There were two species of interest in this experiment, namely, the scattering-absorbing and the absorbing, thus the least number of components needed to break the correlation between the two components of interest and the rest of the components was four. The following components were chosen for the experiment: polystyrene particles, ethanol, heavy water and deionised water. They are readily available chemicals of high purity: ethanol 99.8 % vol. (Fisher Scientific), heavy water 99.9 % vol. (Qmx Laboratories). Polystyrene latex of different particle sizes was bought from Duke Scientific. Particle size distributions in the latex samples were checked by taking SEM (scanning electron microscopy) pictures that are shown in the appendix C. The three absorbing components ethanol, water and heavy water are fully miscible and they do not dilute or swell polystyrene particles at moderate concentrations (this is
concerning ethanol in particular). To get zero correlation between any pair of components in this case is not possible because of a closure condition ($\sum c_i = 100\%$) i.e. if one concentration is changed some other concentration must change. Here $c_i$ is the weight concentration of species $i$. But we can get sufficiently small correlation between the components of interest and the rest by moving that correlation to between the components that we are not interested in, in this case water and heavy water. There were three variables from the point of view of experimental design, namely, ethanol concentration, polystyrene concentration and particle size, for which the value range had to be defined. Ideally, we would like to test a wide range of particle sizes and concentrations. The wider the range the more nonlinear and complex multiple scattering effects are and the more advantageous the proposed method would in principle be in comparison with empirical pre-processing. However, the range of particle size and concentration had to be such that the following conditions were satisfied: stable suspension, multiple scattering and sufficient signal in all three measurements. Given our experimental setup, i.e. static (not flow-through) measurement cell, the first condition sets the limit for the maximum size of particles i.e. particles should be small enough to avoid settlement. A simple stability test, during which the change in transmittance was observed in time, revealed that the rate of settlement for polystyrene particles larger than 500 nm is appreciable (note that particle sizes are everywhere given in diameter). Therefore 500 nm particle diameter was chosen as the upper limit. The highest concentration of particles was set to 5 % wt., because beyond that the transmission gets too low for samples with 500 nm diameter particles i.e. we get unacceptably noisy measurements (unexplained variance in subsequently extracted $\mu_s$ is more than 5 % of the total variance which should be mainly due to changes in chemical information) and nonlinear detector response. When choosing the lower limit for particle size and concentration we have to make sure that multiple scattering condition is met and light losses in the given experimental setup are acceptable. Decreasing $\mu_s$ at fixed $\mu_\sigma$ decreases the number of scattering events per photon thus getting the sample closer to single scattering regime and increases light losses in the holder (relative to the amount of scattered light). As one can see from eq. (3.47) lowering of any of the two parameters, namely, particle size and/or concentration, reduces $\mu_s$. Extraction problems (i.e. IAD was failing to converge) when extracting optical properties of samples with particles of 100 nm diameter and concentration range 0.1-2.3 % wt. in the previous experiment indicated significant light losses in our cuvette holder at such particle size and concentrations. The
extraction results were particularly unsatisfactory for the two lowest concentrations 0.1 %wt. and 0.5 %wt. With these samples we were on the edge of multiple scattering regime too. This was tested by plotting the area of the total transmittance spectra versus the concentration of particles. In fig. 6.18 one can see these plots for samples with different particle sizes. The coefficient of determination $R^2$, which shows the goodness of the linear fit, was 0.983, 0.939, 0.873 and 0.840 for samples with 100, 200, 300 and 430 nm diameter particles respectively.

Figure 6.18. Plots of area under the spectrum versus concentration of polystyrene particles for samples with particle size of (a) 100 nm, (b) 200 nm, (c) 300 nm and (d) 430 nm.

If the relationship is linear we have single scattering [123]. As we can notice from the given plots in fig. 6.18, this relationship is close to linear for samples with particles of 100 nm size, but, with particles getting larger the relationship between the area and the concentration becomes more and more nonlinear. A nice criterion for evaluating the scattering regime (i.e. determining if the scattering is single or multiple) was proposed by
Mokhtari and Sorensen [124], but it is only valid for the case of non-absorbing particles and medium. If we would like to go lower than 100 nm with the particle size then we should increase the particle concentration substantially in order to stay in multiple scattering regime. But at these concentrations samples with large particles, for instance 500 nm, would be nearly opaque and so the transmission would be insufficient.

Table 6.4. Design of the four component experiment

<table>
<thead>
<tr>
<th>No.</th>
<th>Concentrations, % wt.</th>
<th>Particle size, Ø nm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>H2O</td>
<td>D2O</td>
</tr>
<tr>
<td>1</td>
<td>63.60</td>
<td>25.40</td>
</tr>
<tr>
<td>2</td>
<td>55.14</td>
<td>41.86</td>
</tr>
<tr>
<td>3</td>
<td>59.02</td>
<td>34.98</td>
</tr>
<tr>
<td>4</td>
<td>32.61</td>
<td>57.39</td>
</tr>
<tr>
<td>5</td>
<td>34.03</td>
<td>56.97</td>
</tr>
<tr>
<td>6</td>
<td>44.32</td>
<td>43.68</td>
</tr>
<tr>
<td>7</td>
<td>63.50</td>
<td>28.50</td>
</tr>
<tr>
<td>8</td>
<td>55.79</td>
<td>29.21</td>
</tr>
<tr>
<td>9</td>
<td>68.96</td>
<td>24.04</td>
</tr>
<tr>
<td>10</td>
<td>36.38</td>
<td>58.15</td>
</tr>
<tr>
<td>11</td>
<td>37.80</td>
<td>51.20</td>
</tr>
<tr>
<td>12</td>
<td>63.63</td>
<td>51.37</td>
</tr>
<tr>
<td>13</td>
<td>69.72</td>
<td>24.28</td>
</tr>
<tr>
<td>14</td>
<td>34.27</td>
<td>56.73</td>
</tr>
<tr>
<td>15</td>
<td>59.96</td>
<td>32.04</td>
</tr>
<tr>
<td>16</td>
<td>42.47</td>
<td>45.53</td>
</tr>
<tr>
<td>17</td>
<td>45.69</td>
<td>47.31</td>
</tr>
<tr>
<td>18</td>
<td>63.51</td>
<td>21.49</td>
</tr>
<tr>
<td>19</td>
<td>66.74</td>
<td>22.26</td>
</tr>
<tr>
<td>20</td>
<td>50.41</td>
<td>46.59</td>
</tr>
<tr>
<td>21</td>
<td>69.59</td>
<td>24.41</td>
</tr>
<tr>
<td>22</td>
<td>38.91</td>
<td>51.09</td>
</tr>
<tr>
<td>23</td>
<td>41.07</td>
<td>49.93</td>
</tr>
<tr>
<td>24</td>
<td>61.31</td>
<td>30.49</td>
</tr>
<tr>
<td>25</td>
<td>55.75</td>
<td>32.25</td>
</tr>
<tr>
<td>26</td>
<td>50.75</td>
<td>42.25</td>
</tr>
<tr>
<td>27</td>
<td>47.39</td>
<td>37.61</td>
</tr>
<tr>
<td>28</td>
<td>61.68</td>
<td>27.32</td>
</tr>
<tr>
<td>29</td>
<td>73.83</td>
<td>23.17</td>
</tr>
<tr>
<td>30</td>
<td>42.52</td>
<td>43.78</td>
</tr>
<tr>
<td>31</td>
<td>60.83</td>
<td>29.17</td>
</tr>
<tr>
<td>32</td>
<td>55.37</td>
<td>35.63</td>
</tr>
<tr>
<td>33</td>
<td>38.28</td>
<td>53.71</td>
</tr>
<tr>
<td>34</td>
<td>58.78</td>
<td>29.22</td>
</tr>
<tr>
<td>35</td>
<td>66.41</td>
<td>26.59</td>
</tr>
<tr>
<td>36</td>
<td>61.94</td>
<td>23.06</td>
</tr>
<tr>
<td>37</td>
<td>76.94</td>
<td>20.06</td>
</tr>
<tr>
<td>38</td>
<td>66.32</td>
<td>22.68</td>
</tr>
<tr>
<td>39</td>
<td>51.11</td>
<td>38.88</td>
</tr>
<tr>
<td>40</td>
<td>63.30</td>
<td>30.70</td>
</tr>
<tr>
<td>41</td>
<td>54.34</td>
<td>36.66</td>
</tr>
<tr>
<td>42</td>
<td>63.28</td>
<td>24.72</td>
</tr>
<tr>
<td>43</td>
<td>48.36</td>
<td>43.64</td>
</tr>
<tr>
<td>44</td>
<td>49.64</td>
<td>43.36</td>
</tr>
<tr>
<td>45</td>
<td>46.81</td>
<td>38.19</td>
</tr>
</tbody>
</table>
Based on this analysis it was decided to set the smallest particle diameter to 100 nm and to set the lower limit of particle concentration to 1 % wt. in the design of experiment which is given in table 6.4. Ethanol was chosen as the target absorbing only analyte. Its concentration was varied from 2 to 10 % wt. in this experiment. Thereby, five particle sizes (diameters): 100, 200, 300, 430 and 500 nm; five particle concentrations: 1, 2, 3, 4 and 5 % wt. and five concentrations of ethanol: 2, 4, 6, 8 and 10 % wt. were chosen for the design of experiment (DoE). Hence, for a full factorial design we would need 125 samples. However, in this case, a fractional factorial design comprising 45 samples was found to be sufficient considering the quality of extracted information and thus optimal in terms of the cost of the experiment. The given design of experiment was selected from a large number of randomly generated DoEs, where the concentration of deuterium was varied randomly within the predefined range and the concentration of water was closing the mass balance, as the one having the lowest correlation between each species of interest and the rest of the species. The correlations obtained between the concentrations of the target analytes, namely ethanol and polystyrene, and the rest of the variables are provided in table 6.5.

Table 6.5. Table of correlations between variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Ethanol</th>
<th>Polystyrene</th>
<th>Particle Ø</th>
<th>Water</th>
<th>D₂O</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol</td>
<td>1.00</td>
<td>0</td>
<td>0</td>
<td>0.14</td>
<td>0.12</td>
</tr>
<tr>
<td>Polystyrene</td>
<td>0</td>
<td>1.00</td>
<td>0</td>
<td>0.09</td>
<td>0.04</td>
</tr>
<tr>
<td>Particle Ø</td>
<td>0</td>
<td>0</td>
<td>1.00</td>
<td>0.26</td>
<td>0.26</td>
</tr>
<tr>
<td>Water</td>
<td>0.14</td>
<td>0.09</td>
<td>0.26</td>
<td>1.00</td>
<td>0.96</td>
</tr>
<tr>
<td>D₂O</td>
<td>0.12</td>
<td>0.04</td>
<td>0.26</td>
<td>0.96</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Samples were prepared by weighing the actual masses of species added and then calculating the actual concentrations. Before the measurements samples were mildly shaken to ensure that polystyrene particles were uniformly distributed in the sample/suspension. Samples were randomised to avoid any possible correlations with experimental conditions (ambient temperature, instrument wear and so on).

6.2.2.2. Experimental set-up

The same experimental setup as in the previous experiment was used except for the settings of the spectrophotometer. Some adjustments were made in the shape of the irradiating beam using different optical lenses in both the total transmittance and the total
reflectance measurements making the two shapes match better thus making the irradiation conditions closer in the two measurements (it is one of the drawbacks of using a single integrating sphere setup; they are identical in a double integrating sphere set up). Then, a fixed spectral bandwidth of 7 nm was used in the whole wavelength region. The detector sensitivity was automatically adjusted by the instrument. The narrower bandwidth allowed us to get more spectral features, but measurements had more noise, which had to be filtered out in the pre-processing stage. To reduce the noise the integration time of 5 to 10 seconds was used (significantly longer than in the two component experiment). For the baselines the integration time was increased even more as this did not prolong the duration of experiment much since they are not taken before every measurement. The narrower bandwidth also yielded a smaller irradiating spot, which in turn might have reduced light losses a little since the distance from the irradiation point to the edge of the holder increased a little bit. Spectral data was collected in the wavelength region 1500-1880 nm at 2 nm intervals resulting in measurements at 191 discrete wavelengths per spectrum. This region was chosen because the first overtone peaks of polystyrene and ethanol due to C–H stretching vibrations are present there.

6.2.2.3. Results and discussion

As discussed earlier on in chapter 3, we have to provide the real refractive indices of air, the glass of the measurement cell and the sample among other inputs to IAD method in order to extract the optical properties of that sample. It is not trivial to determine a bulk refractive index of a sample exactly as opposed to the refractive indices of air and glass, because it is a heterogeneous system i.e. suspension. However, since the contact area of spherical particles with glass is much smaller than the contact area of liquid medium with glass its contribution to the bulk refractive index of a sample was neglected and it was assumed that the real refractive index of the sample was equal to the real refractive index of the medium in the calculations. In the two-component experiment the real refractive index of the medium was known and it was constant for every sample because the medium consisted of only one liquid component – water. But, in the multi-component experiments real refractive indices of media of samples are not known \textit{a-priori} because the media consist of several liquid components the concentrations of which would be unknown except for the calibration dataset. In such cases, there are two possible ways, to actually measure the real refractive index of the medium with the refractometer, but one has to be
able to sample the medium first (e.g. by filtering), or to choose some average value based on prior knowledge about ranges in which concentrations of components forming the medium vary. The second option is not rigorous and introduces some error, but for practical purposes it may be sufficient as it was shown in this experiment where both options were tested and compared. Given the refractive indices of pure components and their respective concentrations the bulk refractive index of the medium can be accurately calculated using Lorentz-Lorenz mixing rule [125], which for a two component medium is:

\[
\frac{n^2 - 1}{n^2 + 2} = \left(\frac{n_1^2 - 1}{n_1^2 + 2}\right)c_{\text{vol,1}} + \left(\frac{n_2^2 - 1}{n_2^2 + 2}\right)c_{\text{vol,2}}
\]  

(6.2)

Where \(n_1\), \(n_2\) and \(n\) are the real refractive indices of the first component, the second component and their mixture respectively, \(c_{\text{vol,1}}\) and \(c_{\text{vol,2}}\) are volume fractions of these components. However, the simplest mixing rule (Arago-Biot) [126] i.e. the resulting refractive index of the mixture of components is equal to a linear sum of fractions of refractive indices of all components constituting the medium eq. (6.3), is an approximation which was accurate enough for our simulation purposes.

\[
n = \sum_{i=1}^{n} n_i \cdot c_{\text{vol,i}}
\]  

(6.3)

Figure 6.19. Real refractive indices of water (blue), ethanol (green), polystyrene (red) and the glass of the measurement cell (black).

In the first case, the actual refractive indices of the samples, calculated using the given approximation, were used assuming that they were known. In the second case, the
refractive index of water was used as the refractive index of the medium for all samples. The real refractive indices of water, ethanol, polystyrene and the glass of the measurement cell in the chosen wavelength range are given in fig. 6.19. The refractive indices of ethanol and heavy water were taken from the refractive index database available at [127] (values of the refractive indices beyond the given wavelength region were extrapolated using the given dispersion formulae). The refractive index of heavy water is very close to the refractive index of water therefore it was not shown in fig. 6.19.

As in the previous experiment, the collected spectra of $T_t$ and $R_t$ were smoothed using the Savitsky-Golay filter with the window width 9 and polynomial order 3 to remove noise from the spectral data. Figure 6.20 shows the raw spectra of $T_t$ and $R_t$ at lower level of signal where we have the highest noise levels in the measurements. $T_c$ data, as in the previous case, did not require filtering.

Figure 6.20. Raw spectra of total transmittance and total reflectance, four-component experiment.

The processed (filtered) spectral data and the extracted bulk absorption coefficient $\mu_a$ for all 45 samples are shown in figure 6.21.
Figure 6.21. Data set of four-component experiment: collimated transmittance, total transmittance, total reflectance and bulk absorption coefficient $\mu_a$, ($T_t$ and $R_t$ filtered).
All plots in fig. 6.21 are provided in the same scale so that the magnitudes of variation can be visually compared. If we compare figure 6.6 (two-component dataset) with figure 6.21 (four-component dataset) we can notice that variation in the measurements is significantly higher in the four-component experiment, because, the range of the particle concentration used in this experiment was nearly twice that of the previous experiment with the two component system. Hence, in the four-component experiment, the magnitude of the undesirable variation occurring due to physical effects is higher and it has been successfully removed by extracting the bulk absorption coefficient.

Another important point in figure 6.21 is this pronounced broad peak in the wavelength region 1600-1750 nm, which, if we have a close look at figure 6.22, does not appear in the absorption spectra of pure components (note that the shapes of polystyrene and ethanol peaks are different from it). The absorption spectrum of polystyrene was obtained by measuring the collimated transmission through the polystyrene film.

Figure 6.22. Absorption spectra of pure components: water (blue), heavy water (black), ethanol (green) and polystyrene (red).

The new absorption peak is due to some bonding between the molecules of the components that caused new vibrations, hence absorption in this wavelength region. To find out which components form new bonds in the system different binary mixtures, namely, ethanol-water, ethanol-heavy water and water-heavy water were examined. The concentrations of the binary mixtures were varied and the absorption was measured. If two components do not form additional bonds there should be only two variables in their binary mixture which the absorption varies with i.e. the two concentrations. But because the concentrations
would be fully correlated in such a case, giving us essentially one variable, the relationship between the absorbance and either of the concentrations should be linear at any chosen wavelength. Ethanol-water and ethanol-heavy water mixtures had no signs of new absorption features and consequently a linear relationship was observed at all wavelengths, i.e. the resulting spectra of the mixtures were basically the sum of the spectra of pure components with respect to their volumetric fractions, indicating that there was no additional bonding between the components. But spectral results of water-heavy water mixtures gave the answer as to what caused this unidentified absorption peak in the four component system. The same peak can be clearly seen in figure 6.23, absorption band 1600-1750 nm. It appears neither in the absorption spectrum of pure water nor in the absorption spectrum of deuterium oxide (fig. 6.22).

![Figure 6.23. Absorption spectra of water-heavy water mixtures.](image)

This suggests that the peak is probably due to the formation of H₂O–D₂O dimers. Studies of water, D₂O and HDO dimers have been carried out in the past by researchers using infrared spectroscopy which have shown that dimers with H₂O.DOD and D₂O.HOH structures are formed with the dimer preferring the former structure [128-130]. According to the figure 6.23, as the concentration of water increases this absorption peak increases too, but only up to a certain point (≈ 60 % vol.) after which it starts decreasing until it vanishes when the concentration of deuterium oxide reaches 100 % vol. Hence, this effect is nonlinear with respect to the concentrations of water and D₂O at the wavelengths where the dimers of H₂O and D₂O absorb and it is linear everywhere else in the region considered as shown in fig. 6.24.
Figure 6.24. Dependency of absorption on concentration for water-heavy water system at: 1500 nm (triangle), 1880 nm (square) and 1670 nm (cross); the blue line is the fit.

This will influence our calibration results in terms of the number of latent variables required to describe the system since there is an additional variable i.e. the concentration of H$_2$O D$_2$O dimers that absorb in the given wavelength range too. Taking particle size into account there will be effectively six variables in total varying in this dataset. Therefore, theoretically (discarding experimental errors), if nonlinear scattering effects were completely removed six latent variables should explain the variation in the samples.

**Analysis on the accuracy of the measurements**

The performance of multivariate calibration models ultimately depends on the accuracy of the extracted optical properties which in turn is highly dependent on the accuracy of the measurements, in this case, total transmittance, total reflectance and collimated transmittance. Therefore, the accuracy of the measurements and the resulting optical properties will be discussed in detail in this paragraph.

To inspect the accuracy of the measurements they were compared with the simulated spectra. The total transmittance and the total reflectance spectra of the samples were simulated using the adding-doubling method (details can be found in the chapter III section 3.1.2.1). The extinction coefficients of water, heavy water and ethanol were obtained by measuring their absorptivity. Although they were also readily available in the literature experimental values were used because they differ slightly depending on the instrument and its settings e.g. spectral bandwidth. The scattering cross-section $\sigma_s$, the
absorption cross-section $\sigma_a$ and the anisotropic factor $g$ of poly-disperse particles were calculated using Mie solution. The inputs for the Mie solution, namely, the complex refractive index of particles and sample medium and particle size distribution, were known for each sample. However, there was a considerable uncertainty in the values of the complex refractive index of polystyrene especially concerning the imaginary part of it. The values reported in the literature by different authors differ significantly [121]. Therefore, the imaginary part of the complex refractive index of polystyrene used for the simulations was obtained by appropriately scaling the measured absorption spectrum of polystyrene film i.e. it was scaled so that the magnitude of the main polystyrene peak at 1680 nm in the simulated $\mu_a$ matched the one in the extracted $\mu_a$ for samples with $\varnothing$ 500 nm particles that have the highest absorption cross-section. Having the extinction coefficients of the liquid components forming the media, absorption and scattering cross-sections of the particles and the concentrations of the chemical species the bulk absorption and scattering coefficients were calculated from the equations (3.53) and (3.54) given in the chapter III section 3.1.2.

A detailed comparison of the actual spectral data with the simulated values for the three measurements is presented in appendix A, figures A1-A15. The data is presented for each particle size separately for convenience, thereby giving us nine plots per case, which go in the order of increasing concentration of particles (1 %, 1 %, 2 %, 2 %, 3 %, 4 %, 4 %, 5 %, 5 %). The mismatch between the actual and theoretical values might be due to the following reasons: errors in the measurements (e.g. light losses in the holder and the integrating sphere, inaccurate baselines and etc.), errors in the measured concentrations, errors in the constants (namely, refractive indices, particle size distribution and the path length of the measurement cell) and errors in the computations (viz. not everything was taken into consideration, for instance structure factor i.e. particle interactions, not all assumptions were perfectly right, numerical precision of Mie and adding-doubling programs). The origin of the mismatch in each case will be discussed in the light of the aforementioned reasons.

First of all, we can notice one tendency, the actual measurement of total transmittance is moving up and total reflectance is moving down relative to their simulated values as the concentration of particles increases. This is most likely due to particle interactions that get stronger with increasing concentration. Interactions hinder free movement of particles. As a result, some structures are being formed and the distribution of particles is not random any more. Light scattered by structured particles is subject to
interference effects, though in light transport theory it is assumed that scatterers are distributed randomly thus no interference effects are present. This translates into a smaller scattering cross-section, in other words, a particle in a structure can be considered as having a smaller scattering cross-section than an independent particle. Consequently, the bulk scattering coefficient of structured suspensions is smaller too. To account for this a structure factor is introduced to eq. (3.45), but in the simulations carried out in this part it was assumed there were no particle interactions. Therefore, as the concentration of particles went up the effect of particle interactions became progressively significant and the actual bulk scattering coefficient got progressively smaller than the theoretical value i.e. the mismatch between the two increased with the concentration of particles. Consequently, the mismatch in the total transmittance and the total reflectance increased too as they are directly related to the bulk scattering coefficient i.e. smaller bulk scattering coefficient yields higher transmission since the turbidity is smaller and lower reflectance since less light is scattered.

Light losses in the cell holder depend on the photon free path length. The longer the free path length the higher is the chance of losing some photons in the holder. This is because under real experimental conditions the exit area of light is finite and photons travelling away from the exit have a small probability of being re-scattered towards the exit area. The photon free path length is related to the bulk absorption and scattering coefficients that can be considered as probabilities for a photon to be absorbed and/or scattered per unit distance. Thus, light losses increase with decreasing $\mu_s$ and $\mu_a$.

The mismatch in the total reflectance for the samples with small particles (100 nm and 200 nm) and low particle concentrations may be explained by significant light losses since they had small values of $\mu_s$. The corresponding total transmittances showed a good match because their signal was much higher and so the relative impact of lost light was small. However, as the particle size got larger the signal of $R_t$ increased while the signal of $T_t$ decreased, therefore the relative weight of light losses was getting larger in $T_t$. This may explain why $T_t$ is larger than the simulated values for 100, 200 and 300 nm particle sizes (due to particle interactions), but smaller than the simulated values for 430 and 500 nm particles. The reason why $R_t$ was larger than the simulated values for 300, 430 and 500 nm particles may be attributed to the flaw in the design of the holder of the measurement cell. The irradiating spot at spectral bandwidth equal to 7 nm was a little bit wider than the opening of the holder. Therefore a fraction of light was reflected of the edges of the holder. This was largely accounted by the zero baseline, but at high scattering this might have
yielded a tangible error. Finally, the mismatch in the optical depth $\tau$, which increased with increasing particle size i.e. with increasing multiple scattering of light, was mainly due to the error in the collimated transmittance measurement, which was because some of the multiply scattered light was reaching the detector.

**Extraction results**

The extracted optical properties and their simulated values are given in appendix B, figures B1-B15. $\mu_s$ profiles of the samples with the same particle size were plotted in the same figure together with theoretically simulated values; the same with $g$. As we can see from the results in figure B6, IAD was failing to converge to the right solution for all nine samples with particles of 100 nm size i.e. values of $g$ often terminated at one of the constraints (1 or 0). This was happening because due to the errors in the measurements the global minimum did not exist. In this case, the highest error was in the total reflectance, as discussed before. Therefore, we can draw a conclusion that the error in $R_t$ for 100 nm samples in the given range of particle concentration was too high. However, interestingly enough, this did not influence the values of $\mu_a$ and $\mu_s$ much. This is probably because of the hard equality constraint on $\tau$ the values of which were accurate for 100 nm samples. IAD converged to the solution in all other cases where the particle sizes were higher and light losses were less significant. The extracted values of $\mu_s$ match the theoretical ones well at the lowest concentrations, figures B1-B5, but as the concentration of particles increases the extracted values are getting progressively lower than the simulated. This is in agreement with the above given reasoning regarding the effect of particle interactions. The same is true with the extracted values of $g$. They were smaller at higher concentration of and hence stronger interactions between particles. These results support the conclusion that the effect of particle interactions is equal to that of reducing the particle size. As Prahl showed in his paper [64] the variation in $g$ with turbidity, hence particle concentration too, is due to the error in the collimated transmittance measurement. This error is in particular evident at large particle sizes and high particle concentrations where we have the strongest multiple scattering, compare figures A3, A6, A9, A12 and A15. Because of this reason, IAD failed to converge for one of the 500 nm samples having the highest particle concentration at the lower end of the wavelength region, figure B10 (red line), where the scattering is the highest and thus the mismatch is the largest, see figure A15. In spite of some mismatches between the extracted and theoretical values in $\mu_s$ and $g$ the extracted values of $\mu_a$ matched the theoretical ones sufficiently well, see figures B11-B15. This
means that the experimental errors influenced $\mu_e$ and $g$ mostly whereas $\mu_a$ was relatively less sensitive to them.

It can be concluded from the analysis of the accuracy of the measurements and the extracted optical properties that for the given experiment (i.e. the measurement setup and the samples) the optimal range of particle size was approximately from 200 to 400 nm (in diameter) and concentration from 1 to 3 % wt. That is for these samples the extracted optical properties matched the theoretical values very well.

The case when the real refractive index of water was taken as the refractive index of the sample for every sample when extracting the optical properties was also analysed. The difference in the extracted optical properties shown in figures B16-B18 represents the maximum difference i.e. the real refractive index of that sample was most different from the real refractive index of water. As one can notice it is not significant especially in $\mu_e$ suggesting that fixing the real refractive index of the medium at some constant average value, in this case the real refractive index of water, may still give us sufficiently accurate values of the extracted bulk absorption coefficient for a good prediction performance of multivariate calibration models.

6.2.2.3.1. Case of absorbing species

During the standard data pre-screening (check) procedure for outliers and leverages carried out before multivariate calibration one leverage point corresponding to the eighth sample (indicating a significant error either in the measurement or in the concentration) was identified and removed from the dataset. Hence, the final dataset comprised 44 samples in total.

The RMSECV curves for multivariate calibration models (PLS) built on the different datasets are presented in fig. 6.25. As we can see, the best performance was achieved with PLS model built on the extracted bulk absorption coefficient. It required six latent variables, which conforms to the effective number of variables in the designed experimental system. The performance of the calibration models in estimation of the concentration of ethanol (i.e. absorbing species) is summarised in table 6.6. $\mu_{aw}$ is the bulk absorption coefficient extracted using the real refractive index of water as the refractive index of the medium for all samples. According to the results, PLS model built on $\mu_{aw}$ gave the best accuracy with the least number of latent variables i.e. with the simplest calibration model. It is worth noting that different pre-processings of $\mu_a$ were also tried, but the best
performance was achieved without pre-processing, which should be the case theoretically if the bulk absorption coefficient is determined sufficiently accurately. Whilst applying EMSCL on the total reflectance and transmittance yielded an appreciable improvement in the performance of PLS model.

![RMSECV curves for prediction of ethanol concentration in four-component system, benchmarking methodology of partial correction of multiple scattering effects.](image)

**Figure 6.25.** RMSECV curves for prediction of ethanol concentration in four-component system, benchmarking methodology of partial correction of multiple scattering effects.

**Table 6.6.** Performance of calibration models for estimating concentration of absorbing only species (ethanol) in the four-component system.

<table>
<thead>
<tr>
<th>Data</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>RMSECV (% vol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( R_t )</td>
<td>None</td>
<td>7</td>
<td>0.94</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>5</td>
<td>0.63</td>
</tr>
<tr>
<td>( T_t )</td>
<td>None</td>
<td>5</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>8</td>
<td>0.81</td>
</tr>
<tr>
<td>( T_c )</td>
<td>None</td>
<td>10</td>
<td>0.48</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>9</td>
<td>0.88</td>
</tr>
<tr>
<td>( \mu_a )</td>
<td>None</td>
<td>6</td>
<td>0.48</td>
</tr>
<tr>
<td>( \mu_a^w )</td>
<td>None</td>
<td>6</td>
<td>0.47</td>
</tr>
</tbody>
</table>
An important result is that basically the same predicting performance was achieved with $\mu_a^w$ extracted using the refractive index of water as the refractive index of the medium for all samples. It can be concluded thus that fixing the real refractive index of the medium at a constant value in analogical situations should not deteriorate the performance of the calibration model significantly.

It is interesting to notice that the same accuracy was also achieved by building PLS calibration model on the turbidity measurement ($-\log T_c$), but that required nearly twice as much LVs than for $\mu_a$. The reason why a higher accuracy could be achieved with $T_c$ than with $T_t$ or $R_t$ by adding extra LVs to the calibration model is a lower noise in the $T_c$ measurement than in the $T_t$ and $R_t$ measurements (and subsequently in the extracted $\mu_a$) obtained with the given instrument. Consequently, more of the nonlinear variation due to multiple scattering could be modelled (i.e. explained) in the $T_c$ measurement than in the $T_t$ or $R_t$ measurements at the expense of extra LVs.

6.2.2.3.2. Case of scattering-absorbing species

The RMSECV curves for PLS calibration models built on the empirically pre-processed direct measurements and on the extracted bulk absorption coefficient for estimation of the concentration of the scattering-absorbing component (i.e. polystyrene particles) are presented in figure 6.26. The results of the performances are summarised in table 6.7. As in the case with absorbing only species, the best predictive performance was achieved with PLS calibration model built on the extracted bulk absorption coefficient. However, in this case, it was achieved with one latent variable more i.e. 7 LVs. This time, PLS model built on the empirically pre-processed total transmittance performed considerably worse than when built on $\mu_a$ as opposed to the results from the two-component experiment where it could benefit from the secondary correlation, which confirmed the anticipated outcome with a multi-component system.

Again, no significant difference is observed between using $\mu_a^w$ and $\mu_a$ for calibration, thus approving the use of the fixed refractive index for a medium when extracting the optical properties of samples in similar cases. Comparing the results in predicting the two types of species i.e. the absorbing and the scattering-absorbing, using the empirically pre-processed measurements, one can notice that in the first case a better performance was obtained using $-\log R_t + \text{EMSCL}$ and in the second case using $-\log T_t + \text{EMSCL}$, see figures 6.25 and 6.26 and tables 6.6 and 6.7.
Figure 6.26. RMSECV curves for prediction of concentration of polystyrene particles in four-component system, benchmarking methodology of partial correction of multiple scattering effects.

Table 6.7. Performance of calibration models for estimating concentration of scattering-absorbing species (polystyrene) in the four-component system.

<table>
<thead>
<tr>
<th>Data</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>RMSECV (% vol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_t$</td>
<td>None</td>
<td>7</td>
<td>0.52</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>5</td>
<td>0.57</td>
</tr>
<tr>
<td>$T_t$</td>
<td>None</td>
<td>7</td>
<td>0.76</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>7</td>
<td>0.43</td>
</tr>
<tr>
<td>$T_c$</td>
<td>None</td>
<td>7</td>
<td>0.47</td>
</tr>
<tr>
<td></td>
<td>EMSCL</td>
<td>5</td>
<td>0.54</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>None</td>
<td>7</td>
<td>0.31</td>
</tr>
<tr>
<td>$\mu_a^w$</td>
<td>None</td>
<td>7</td>
<td>0.31</td>
</tr>
</tbody>
</table>
CHAPTER VII
APPLICATION OF FULL CORRECTION METHOD

From the point of view of multivariate calibration, we want a quantity (measured or extracted) which varies with concentrations of chemical species linearly, because then the quantitative information can be effectively extracted using multivariate techniques such as PLS. In the case of quantitative analysis of non-scattering samples total absorbance is a suitable quantity for multivariate calibration since it varies linearly with concentrations of absorbing species eq. (3.59), absorptivities (i.e. absorption cross-sections) of chemical species and the path length of light are constant in this case. However, in turbid samples the path length of photons is not constant and the absorption cross-section of particles may not be constant either depending on whether particles absorb or not. If particles only scatter light then the path length normalised $\mu_a$ is a suitable quantity for multivariate calibration and therefore partial correction approach is the most appropriate in this case. When particles not only scatter but also absorb light, the extracted $\mu_a$ is still nonlinearly related to the physical properties of particles such as size through $\mu_{ap}$ eq. (3.53) (a more detailed discussion on the problem of quantitative analysis of turbid samples can be found in chapter 3.3). In such cases, the bulk absorption of the absorbing only species, represented by the $\sum_{k=1}^{n_k} \mu_{a,k}$ term in eq. (3.53), is theoretically the most suitable quantity for multivariate calibration. To obtain this quantity two pre-processing steps are required, first to extract the bulk absorption coefficient $\mu_a$ and second to subtract $\mu_{ap}$ from it. And this is referred to as the full correction of multiple scattering effects in this work.

7.1. IMPACT OF NONLINEAR ABSORPTION COEFFICIENT OF PARTICLES ON MULTIVARIATE CALIBRATION

The analysis of the impact of the nonlinear absorption coefficient of particles on calibration was carried out to investigate the conditions under which it would be necessary to apply the full correction method. The justification for application of the full correction of multiple scattering effects may differ depending on the situation that is it depends on how much the particle size varies and how broad the wavelength range used is.

To illustrate that, let us consider a turbid system comprising two absorbing and one scattering absorbing species which is mono-disperse particles. The values of $\mu_a$ for one sample at $m$ wavelengths can be represented by the following system of equations:
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As opposed to absorbing only species, the absorption cross-sections of which are constant at particular wavelength, the absorption cross-section of particles is a variable quantity which depends on particle size i.e. radius \( R \). Thus, \( \mu_{ap} \) is a function of two independent variables \( c_p \) (mass or volume concentration of particles) and \( R \). The interpretation of \( \mu_{ap} \) term in the given form i.e. as a product of \( \sigma_{ap} \) and \( N_p \), is not convenient because both quantities are nonlinear functions of \( R \). To make the analysis more convenient \( R \) can be separated from \( c_p \) into a separate nonlinear term as given in the section 6.1.2 eq. (6.1). Then the nonlinear effects of \( R \) can be investigated separately. The system of equations would then look like:

\[
\begin{align*}
\sigma_{a1,1} \cdot c_1 + \sigma_{a2,1} \cdot c_2 + \sigma_{ap,1} \cdot N_p &= \mu_{a,1} \\
\sigma_{a1,2} \cdot c_1 + \sigma_{a2,2} \cdot c_2 + \sigma_{ap,2} \cdot N_p &= \mu_{a,2} \\
\sigma_{a1,3} \cdot c_1 + \sigma_{a2,3} \cdot c_2 + \sigma_{ap,3} \cdot N_p &= \mu_{a,3} \\
&\vdots \\
\sigma_{a1,m} \cdot c_1 + \sigma_{a2,m} \cdot c_2 + \sigma_{ap,m} \cdot N_p &= \mu_{a,m}
\end{align*}
\]  

(7.1)

Where, \( K \) is a nonlinear function of \( R \) only. The absorption cross-section of particles, which is in \( K \), is a function of the size parameter which changes with the particle radius and with the wavelength too, eq. (3.43). The relationship between \( K \) and the size parameter \( x \), simulated using Mie code for mono-disperse particles, is depicted in fig. 7.1.

Figure 7.1. The plot of the function \( K(x) \) for a mono-disperse suspension.
One can notice some ripples on the curve that are due to interference effects. For polydisperse particles these interference ripples may not appear because of the averaging over many particle sizes [74]. As we can see the function is highly nonlinear.

To explain the nonlinear effects of $K$ on the measurement matrix (and so the covariance matrix, which is used in multivariate calibration, too) let us model this nonlinear function of $R$, $\lambda$ and $m$ as $\log\left(u + R / \lambda\right)$, since an explicit analytical form of it does not exist (Mie solution is an iterative solution). Where, $u$ is some wavelength dependent parameter representing the changes in the ratio of the complex refractive indices $m$ and $R / \lambda$ represents the size parameter $x$ ($\lambda$ is the wavelength). Then we have:

$$
\begin{align*}
\sigma_{a,1} \cdot c_1 + \sigma_{a,2} \cdot c_2 + \log\left(u + R_k / \lambda_k\right) \cdot c_p &= \mu_{a,1} \\
\sigma_{a,1} \cdot c_1 + \sigma_{a,2} \cdot c_2 + \log\left(u_2 + R_k / \lambda_2\right) \cdot c_p &= \mu_{a,2} \\
\sigma_{a,1} \cdot c_1 + \sigma_{a,2} \cdot c_2 + \log\left(u_3 + R_k / \lambda_3\right) \cdot c_p &= \mu_{a,3} \\
&\vdots \\
\sigma_{a,m} \cdot c_1 + \sigma_{a,m} \cdot c_2 + \log\left(u_m + R_k / \lambda_m\right) \cdot c_p &= \mu_{a,m}
\end{align*}
$$

(7.3)

For multiple samples this can be written in the matrix form as:

$$
\begin{align*}
\begin{bmatrix}
\sigma_{a,1} & \sigma_{a,2} & \log\left(u_1 + R_k / \lambda_k\right) \\
\sigma_{a,1} & \sigma_{a,2} & \log\left(u_2 + R_k / \lambda_2\right) \\
\sigma_{a,1} & \sigma_{a,2} & \log\left(u_3 + R_k / \lambda_3\right) \\
& \vdots & \vdots \\
\sigma_{a,m} & \sigma_{a,m} & \log\left(u_m + R_k / \lambda_m\right)
\end{bmatrix}
\begin{bmatrix}
c_{1,1} & c_{1,2} & c_{1,3} & \cdots & c_{1,k} \\
c_{2,1} & c_{2,2} & c_{2,3} & \cdots & c_{2,k} \\
c_{3,1} & c_{3,2} & c_{3,3} & \cdots & c_{3,k} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
c_{p,1} & c_{p,2} & c_{p,3} & \cdots & c_{p,k}
\end{bmatrix}

&= 
\begin{bmatrix}
\mu_{a,1,1} & \mu_{a,1,2} & \mu_{a,1,3} & \cdots & \mu_{a,1,k} \\
\mu_{a,2,1} & \mu_{a,2,2} & \mu_{a,2,3} & \cdots & \mu_{a,2,k} \\
\mu_{a,3,1} & \mu_{a,3,2} & \mu_{a,3,3} & \cdots & \mu_{a,3,k} \\
& \vdots & \vdots & \vdots & \ddots \\
\mu_{a,m,1} & \mu_{a,m,2} & \mu_{a,m,3} & \cdots & \mu_{a,m,k}
\end{bmatrix}
\end{align*}
$$

(7.4)

Where, $R_k$ is the size of the particles in the $k^{th}$ sample. For the matrix $A$, which represents the set of the extracted $\mu_a$ spectra, to be linear means that its columns should be some linear combination of the columns of $S$ and its rows should be some linear combination of the rows of $C$, since, the columns of $A$ can be expressed as (example is given only for the
first column of \( A \) i.e. for the first sample):

\[
\begin{bmatrix}
\sigma_{a,1,1} & \sigma_{a,2,1} & \cdots & \sigma_{a,1,k} \\
\sigma_{a,1,2} & \sigma_{a,2,2} & \cdots & \sigma_{a,1,k} \\
\sigma_{a,1,3} & \sigma_{a,2,3} & \cdots & \sigma_{a,1,k} \\
\vdots & \vdots & \ddots & \vdots \\
\sigma_{a,1,m} & \sigma_{a,2,m} & \cdots & \sigma_{a,1,k}
\end{bmatrix} \cdot \begin{bmatrix}
c_{1,1} \\
c_{2,1} \\
\vdots \\
c_{1,1}
\end{bmatrix} + \begin{bmatrix}
\log(u_1 + R_1/\lambda_1) \\
\log(u_2 + R_1/\lambda_2) \\
\log(u_3 + R_1/\lambda_3) \\
\vdots \\
\log(u_m + R_1/\lambda_m)
\end{bmatrix} = \begin{bmatrix}
\mu_{a,1,1} \\
\mu_{a,1,2} \\
\mu_{a,1,3} \\
\vdots \\
\mu_{a,1,m}
\end{bmatrix} + \begin{bmatrix}
\mu_{a,2,1} \\
\mu_{a,2,2} \\
\mu_{a,2,3} \\
\vdots \\
\mu_{a,2,m}
\end{bmatrix} + \begin{bmatrix}
\mu_{a,3,1} \\
\mu_{a,3,2} \\
\mu_{a,3,3} \\
\vdots \\
\mu_{a,3,m}
\end{bmatrix}
\]

(7.5)

and the rows of \( A \) can be expressed as (example is given only for the first row of \( A \)):

\[
\begin{bmatrix}
c_{1,1} & c_{1,2} & c_{1,3} & \cdots & c_{1,k}
\end{bmatrix} \cdot \begin{bmatrix}
\sigma_{a,1,1} & \mu_{a,1,1} & \mu_{a,1,2} & \cdots & \mu_{a,1,k}
\end{bmatrix} + \begin{bmatrix}
c_{2,1} & c_{2,2} & c_{2,3} & \cdots & c_{2,k}
\end{bmatrix} \cdot \begin{bmatrix}
\sigma_{a,2,1} & \mu_{a,2,1} & \mu_{a,2,2} & \cdots & \mu_{a,2,k}
\end{bmatrix} = \begin{bmatrix}
\mu_{a,1,1} & \mu_{a,1,2} & \mu_{a,1,3} & \cdots & \mu_{a,1,k}
\end{bmatrix}
\]

(7.6)

This in turn means that the number of independent columns or rows in \( A \) i.e. the rank of \( A \), is equal to the number of independent columns in \( S \).

If the particle size is not varying the matrix of \( \mu_a \) spectra \( A \) obviously fulfils all linearity conditions, since the absorption cross-sections of particles are constants at given wavelengths, and so it is suitable for multivariate calibration. If \( R \) is varying the nature and the effect of the resulting nonlinearities depends not only on \( R \) and the range of its values, but also on the variables that are related to the absorption cross-section of particles i.e. the wavelength and the contrast between the refractive indices of particles and medium which in this case is represented by \( u \). Generally, the closer the wavelengths which the measurements are taken at (i.e. the narrower the wavelength range) the closer the values of the aforementioned variables are. In the limit, where the values of these variables can be considered to be the same (in the given example the values of \( u \) and \( \lambda \)), all equations in (7.3), which represents measurements for a single sample, would have the same nonlinear \( \mu_{ap} \) term, which would mean that all of them would basically represent the same function with just different linear coefficients. That is if we plotted \( \mu_{ap} \) of two very close
wavelengths one against the other we should get a line, because they both vary with \( R \) in the same way. In such case, although there is a strong nonlinearity between \( \mu_a \) and \( \mu_{ap} \) the column space and the row space of \( \mathbf{A} \) would still have the same dimension i.e. \( \mathbf{A} \) would have the same rank. These types of nonlinearities are classified as univariate. For those species that are linear with \( \mu_a \) (i.e. absorbing only species) univariate nonlinearities do not pose a problem since their concentrations (row vectors) can still be expressed as some linear combination of the row vectors of \( \mathbf{A} \). This implies that if the measurements are taken in the narrow wavelength range the effect of nonlinearities may be negligible and so the full correction may not be needed. However, the difference in nonlinear \( \mu_{ap} \) term may become significant as the difference in wavelengths increases i.e. when the variables \( u \) and \( \lambda \) start to differ significantly. Consequently, the relationship between the variations in \( \mu_{ap} \) with \( R \) at different wavelengths may not be linear any more. That is, it may not be possible to express the rows of \( \mathbf{A} \) in terms of the same independent vectors. Which means, that the rows of the \( \mu_a \) matrix \( \mathbf{A} \) are not linearly related anymore and neither are the columns and so we are dealing with the multivariate type of nonlinearities. In this case, the dimensionality (i.e. the rank) of the matrix \( \mathbf{A} \) increases because there are many more independent vectors (strictly speaking each row is an independent vector since it cannot be expressed in terms of the other rows) than just the number of chemical components. This leads to a higher number of latent variables needed to model the system using PLS. In principle, any other nonlinear function of \( R, \lambda \) and \( u \) could be used for modelling \( K \) for explaining the possible effects on the multivariate calibration.

To evaluate the impact of the absorption coefficient of particles, which varies nonlinearly with the particle size, on the calibration simulations using Mie code for mono-disperse particles were carried out. The refractive indices of the same four chemical components as those used in the experiments (water, deuterium oxide, ethanol and polystyrene particles) were taken for the model system, and the same wavelength range was used 1500-1880 nm. The concentrations of ethanol, polystyrene and deuterium oxide were varied from 0 to 0.1, from 0 to 0.2 and from 0 to 0.5 in fractions of mass respectively. The concentration of water was taken such that the closure condition was satisfied i.e. \( c_w + c_{bo} + c_{eh} + c_{ps} = 1 \). Two cases were simulated, in the first one the particle size was varied from 10 to 2000 nm whilst in the second from 50 to 100 nm. Particle sizes were randomly picked using a uniform random distribution. So, the first case represents a large variation in particle size (size parameter) whereas the second one a relatively small
variation in particle size. The concentration of ethanol was of interest. RMSECV statistics 
was drawn from 800 samples. The RMSECV curves of PLS calibration models built on the 
two \( \mu_a \) datasets are compared in figure 7.2.

![RMSECV curves](image.png)

Figure 7.2. RMSECV curves of PLS calibration models built on \( \mu_a \) where particle size 
varied from 50 to 100 nm (\( \mu_{a1} \)) and from 10 to 2000 nm (\( \mu_{a2} \)) and on \( \mu_{a,corr} \) (corrected \( \mu_a \)).

There is also the RMSECV curve of the corrected \( \mu_a \) (\( \mu_{a,corr} \)) given in fig. 7.2, i.e. \( \mu_a \) with 
\( \mu_{ap} \) term removed. It represents the theoretical full correction, in which case, as one can 
expect, three latent variables explain 100 % of the variation in X and Y, since there are 
three independent concentrations (the fourth is completely correlated with those three due 
to the closure condition), and we have 100 % prediction accuracy. Note that since there is 
no noise in the simulated \( \mu_a \) measurements the perfect accuracy should be achieved given a 
sufficient number of latent variables. As figure 7.2 shows, in the case when particle size 
varied little four components were needed to give a nearly perfect accuracy. This means 
that variation in \( R \) was successfully modelled by one latent variable which conforms to our 
implication that the nonlinear effect of \( R \) when the size parameter is varying little is close 
to univariate. When the particle size varies considerably the multivariate effect of 
nonlinearities is apparent as one can see from the figure. More than seven latent variables 
were required in this case to explain 100 % of variance in the concentration of ethanol i.e. 
to model the nonlinear effects of \( R \). As a result, the rank of the matrix \( A \) increases as the 
multivariate nonlinear effects of \( \mu_{ap} \) get stronger.
Figure 7.3. RMSECV curves when 1% noise was added to the $\mu_a$ datasets: $\mu_{a1}$ particle size varied from 50 to 100 nm, $\mu_{a2}$ from 10 to 2000 nm and $\mu_{a,corr}$ (corrected $\mu_a$). Figure 7.3 shows how this reflected on the prediction accuracy when some noise was added to the three datasets of $\mu_a$. The performance of the PLS calibration model in the case of nearly univariate nonlinearities was close to the best possible theoretically i.e. the case of $\mu_{a,corr}$. The full correction of nonlinear effects in such case is not reasonable because the maximum possible improvement/gain in the prediction accuracy is not really significant whereas the complexity of the correction methodology and the time required doing it increases considerably. In this case, the partial correction only is reasonable. However, the performance of the PLS model in the case of more pronounced multivariate nonlinearities was notably worse i.e. lower accuracy with more LVs (four), in comparison with the theoretical performance that can be achieved if the nonlinear effects of $\mu_{ap}$ were completely removed from $\mu_a$. In this case, full correction approach may be reasonable since the potential improvement in the prediction accuracy is significant.

As simulation shows the nonlinear multivariate effects of $\mu_{ap}$ on the bulk absorption coefficient can be reasonably strong when the size of particles is varying extensively. Consequently, this may have a significant negative impact on the calibration results in which case the full correction approach has a potential to improve them. It is worth noting that $\mu_{ap}$ can be even more nonlinear in the presence of particle interactions. To illustrate that the dataset taken from Thennadil’s work [33], which was simulated with particle interactions taken into account by using PY-HS model, was used, see figure 7.4.
Figure 7.4. $T_i$, $R_i$, $\mu_i$, absorption coefficient of particles $\mu_{a,p}$ and bulk absorption coefficient after correction $\mu_{a,corr}$ i.e. after subtraction of $\mu_{a,p}$. 
Fig. 7.4 shows the simulated measurements, the extracted bulk absorption coefficient and how it is partitioned into the absorption coefficient of particles and the absorption of the absorbing only species which is $\mu_{a,corr}$. The RMSECV curves for corrected and uncorrected $\mu_a$ with and without noise are plotted in fig. 7.5. As one can see, the difference between the performance of PLS with $\mu_a$ and $\mu_{a,corr}$ is really significant in this case. Therefore, in such cases, application of full correction approaches is rational.

7.2. OBJECTIVE FUNCTION IN ESTIMATION OF PARTICLE SIZE DISTRIBUTION

As discussed in chapter 4 any of the three optical properties can be used in the objective function to invert Mie solution and acquire the values of the mean, the standard deviation and the concentration of particles that are needed for estimation of $\mu_{ap}$ and subsequent correction of $\mu_a$. So there are seven possible combinations i.e. seven different objective functions. The choice of the objective function turns out to be important and it is the object of this chapter.

For a given system, the optical properties of particles $\mu_s$, $\mu_{ap}$ and $g$ are functions of wavelength only since the complex refractive indices and the size parameter are both wavelength dependent. The constants that parameterise these functions are the size and the concentration of particles. In the case of normal particle size distribution we have three constants: the mean ($M_R$) and the standard deviation ($d_R$) of particle radius distribution and
particle concentration \( c_p \). Finding them is a nonlinear least squares fit problem, which is solved using nonlinear optimisation. Traditionally, values of the bulk scattering coefficient at multiple wavelengths have been used for the fitting eq. (4.1). Even in the absence of noise finding the actual solution may not be a trivial problem for nonlinear optimisation, especially when a narrow wavelength range is used for the fitting. To illustrate that, an example of \( \mu_s \) surfaces at two different wavelengths for an arbitrary grid of mean and standard deviation values of the particle radius is given in figure 7.6.

![Figure 7.6](image.png)

Figure 7.6. Two surfaces of \( \mu_s \) at \( \lambda_1 = 1660 \) nm and at \( \lambda_2 = 1800 \) nm.

As one can see, the two surfaces and their isolines are quite similar/parallel. Solutions are where the isolines of the two surfaces cross. Figure 7.7 shows a pair of crossing isolines of two \( \mu_s \) surfaces at neighbouring wavelengths i.e. the isoline of the surface of \( \mu_s \) at 400 nm at the value of \( \mu_s \) equal to 218.9 mm\(^{-1}\) and the isoline of the surface of \( \mu_s \) at 401 nm at the value of \( \mu_s \) equal to 217.9 mm\(^{-1}\) crossing at the value of the mean of the radius of the particles equal to 150 nm and the value of the standard deviation of the radius of the particles equal to 54 nm. Whilst, figure 7.8 shows a pair of crossing isolines of two \( \mu_s \) surfaces at far apart wavelengths i.e. the isoline of the surface of \( \mu_s \) at 400 nm at the value of \( \mu_s \) equal to 218.9 mm\(^{-1}\) and the isoline of the surface of \( \mu_s \) at 1800 nm at the value of \( \mu_s \)
equal to 4.9 mm\(^{-1}\) crossing at the same values of the mean and standard deviation of the particle radius. As one can notice from these figures, the closer the wavelengths the more parallel the crossing isolines are, fig. 7.7, and vice versa, fig. 7.8. The more parallel the isolines are the harder it is for nonlinear optimisation to converge to the solution and the more sensitive it is to the errors in \(\mu_s\) values. In the limit if \(\lambda_2\) approached \(\lambda_1\) the two surfaces and their isolines would merge into one and we would have an infinite number of solutions.

Figure 7.7. Two isolines of \(\mu_s\) surfaces at neighbouring wavelengths \(\lambda = 400\) nm (blue) and \(\lambda = 401\) nm (black) which cross at the values of mean and standard deviation of particle radius 150 and 54 nm respectively.

Figure 7.8. Two isolines of \(\mu_s\) surfaces at far apart wavelengths \(\lambda = 400\) nm (blue) and \(\lambda = 1800\) nm (black) which cross at the values of mean and standard deviation of particle radius 150 and 54 nm respectively.

Solution search in nonlinear optimisation is based on the iterative steepest descent (i.e.
negative gradient) principle. Thus, in order to find it effectively we need to have a sufficient descent at any point in the field of the objective function (i.e. greater than the round off errors of Mie code or optimisation tolerances) apart from the true minimum. Because the isolines of the scattering coefficients are very similar at close wavelengths when a narrow wavelength range is used we get a shallow valley in the objective function following those isolines, fig. 7.9.

![Figure 7.9. The objective function for $\mu_s$ in 400-1800 nm range (11 values at each 140 nm).](image)

![Figure 7.10. Change in objective function along the valley: (black) for $\mu_s$ in 400-1800 nm range and (blue) in 400-410 nm range (11 values of $\mu_s$ at 11 wavelengths in each case).](image)
The negative gradient in that valley may become very small and therefore convergence may become an issue (similarly to the IAD case discussed in chapter 5). To illustrate the problem two cases are compared in figure 7.10, which depicts the change in the objective function along the valley. The black line marks the objective function formed from \( \mu_e \) values at 11 wavelengths 140 nm apart (covering 400-1800 nm wavelength range). The blue line marks the objective function formed from 11 \( \mu_e \) values too, but in this case values are taken at wavelengths only 1 nm apart (covering 400-410 nm wavelength range). As one can notice, the valley is much shallower in the second case therefore it might take more iterations to find the solution and it would be more sensitive to the error in \( \mu_e \). The sensitivity of the actual solution (i.e. its accuracy) to the error in the extracted \( \mu_e \) values can be illustrated as follows:

According to the drawing in fig. 7.11, how much the solution will change with the error or in other words its sensitivity to the error can be simply calculated as:

\[
c = \frac{a}{\sin(\alpha)}
\]

As we can see from this equation, the sensitivity of the accuracy of PSD estimates \( M_R \) and \( d_R \) to the error in \( \mu_e \) values is determined by the factor \( 1/\sin(\alpha) \). Thus, the smaller the angle (i.e. the more parallel the isolines are) the higher the sensitivity. This suggests that we should use a broader wavelength range in order to have quicker convergence and less sensitivity to the error. This is true irrespective of which optical property is used in the objective function.

In the ideal case (accurate values, no noise) it does not actually matter which objective function is used, nonlinear optimisation should give the same unique solution with all of them as long as the number of data points is greater than the number of unknowns (in our case three) and the wavelength range is not too narrow, since the descent would usually be sufficiently steep at any point in the field of any of these functions in this

\[
\text{Figure 7.11. The influence of the error in } \mu_e \text{ on the accuracy of the solution.}
\]
case. However, in the presence of noise it does matter which objective function is used. To compare different objective functions simulations using Mie code for poly-disperse particles were carried out. Again, the refractive indices of the same four chemical components as those used in the experiments (water, deuterium oxide, ethanol and polystyrene particles) were taken to model the samples. The concentrations of ethanol, polystyrene and deuterium oxide were varied from 0 to 0.1, from 0 to 0.2 and from 0 to 0.5 in fractions of mass respectively. The concentration of water was taken such that the closure condition was satisfied i.e. $c_w + c_{\text{H}_2\text{O}} + c_{\text{eth}} + c_{\text{pol}} = 1$. The mean of the radii of particles was varied from 50 to 2000 nm and the standard deviation from 1 to 50 nm. The values of the mean and standard deviation were drawn randomly in the predefined ranges. The wavelength range used was 400-1880 nm. Figures 7.12, 7.13 and 7.14 show the objective functions for $\mu_s$, $g$ and $\mu_a$ respectively (a smaller grid of $M_R$ and $d_R$ values was used for the figures in order to get a good resolution). The actual solution was arbitrarily chosen at $M_R = 518$ nm and $d_R = 30$ nm, it is where the white ball is positioned.

Figure 7.12. The surface of the objective function $f$ based on fitting the values of $\mu_s$ for inversion of Mie solution.
Figure 7.13. Surface of $f$ based on fitting values of $g$ for inversion of Mie solution.

Figure 7.14. Surface of $f$ based on fitting values of $\mu_a$ for inversion of Mie solution.
The global minimum is reasonably well defined for all three cases in the absence of noise, the best one being that of g in this particular case. However, noise smooths the fields of the objective functions making the gradient lower at every point in the field i.e. making them flatter, as one can see in figures 7.15, 7.16 and 7.17. The higher the noise the smoother the fields of the objective functions are and the more difficult it is to search for the global minimum. Then as in every least squares fitting problem, the confidence intervals for model parameters, in other words the accuracy of $M_R$, $d_R$ and $c_p$ estimates, depend on the number of data points fitted and the variance of the predictor variable i.e. the wavelength range, which is actually related to how well the global minimum is defined. The use of more than one optical property in the objective function addresses both factors: it increases the number of data points that have to be fitted by Mie model (twice if two optical properties are used and three times if all three of them are used) and it improves the definiteness of the global minimum. The two fold or three fold increase in the number of data points can give a significant improvement in the accuracy of $M_R$, $d_R$ and $c_p$ estimates. For instance, in the given simulation, the estimates of $M_R$ and $d_R$ obtained with different objective functions when noise was added were as follows in table 7.1.

![Figure 7.15. Surface of $f$ based on fitting values of $\mu_s$ in the presence of noise.](image-url)
Figure 7.16. Surface of $f$ based on fitting values of $g$ in the presence of noise.

Figure 7.17. Surface of $f$ based on fitting values of $\mu_a$ in the presence of noise.
Table 7.1. Estimates of mean and standard deviation of particle size distribution obtained using different objective functions

<table>
<thead>
<tr>
<th>Objective function, $f$</th>
<th>$M_R$</th>
<th>$d_R$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sqrt{\sum (\mu_s - \hat{\mu}_s)^2}$</td>
<td>519</td>
<td>24.4</td>
</tr>
<tr>
<td>$\sqrt{\sum (g - \hat{g})^2}$</td>
<td>508</td>
<td>34.4</td>
</tr>
<tr>
<td>$\sqrt{\sum (\mu_a - \hat{\mu}_a)^2} + \sqrt{\sum (g - \hat{g})^2}$</td>
<td>517</td>
<td>30.8</td>
</tr>
<tr>
<td>Actual values</td>
<td>518</td>
<td>30</td>
</tr>
</tbody>
</table>

The objective function with two optical properties included gave better accuracy, as we would expect, since it is likely to obtain a more reliable estimate from more data points.

Apart from the advantage of having more data points the definiteness of the global minimum of the objective function with two or three optical properties may be better as well. As it can be seen from fig. 7.12-7.17 the fields of the objective functions of the three properties are tangibly different especially that of $g$ in this particular case. Thus, the objective function combining all three optical properties is likely to have a better defined global minimum. The field of the combined objective function can also be altered by putting appropriate weights on each term in the eq. (4.9). In principal one could use the values of the three optical parameters at one wavelength to find the solution like in IAD. But, differently from IAD where the isolines of the surfaces of $T_t$ and $R_t$ are nearly perpendicular at any wavelength, the isolines of the surfaces of $\mu_s$, $g$ and $\mu_a$ in some wavelength ranges can be nearly parallel therefore the use of more wavelengths would be more appropriate in many practical situations. It was also noticed that the surfaces of $\mu_a$ and $g$ are more distinct where the size parameter is varying around 1 i.e. where the particle size and the wavelength are comparable, e.g. in fig. 7.18 and 7.19 the surfaces of $\mu_a$ at 700 and 800 nm are shown (noise free). It can be seen that they are notably different. But, at longer wavelengths starting from around 800 nm they all get very similar to that given in fig. 7.19. This implies that the selection of wavelengths might be important as well. It is important to note that normalisation of $\mu_a$ and $g$ to unit vectors not only brings them to the same scale but also transforms their surfaces. The effect of this transform requires a more detailed analysis. It is also worth noting that by normalising $\mu_a$ spectra to the unit length we basically make it independent from $c_p$, which means that the estimates of just mean and standard deviation could be obtained by using the normalised $\mu_a$ in the objective function.
Figure 7.18. Surface of $\mu_s$ at 700 nm as a function of $M_R$ and $d_R$.

Figure 7.19. Surface of $\mu_s$ at 800 nm as a function of $M_R$ and $d_R$. 
This can also be done by using $g$, which is intrinsically independent from the concentration of particles, or $\mu_s$ and $g$, eq. (4.2).

It can be concluded that the use of all three optical properties i.e. maximum available information, in the inversion of Mie solution is likely to give us more accurate estimates of $M_R$, $d_R$ and $c_p$ and fewer iterations may be required to find them. Therefore the objective function given in eq. (4.9) was used in the full correction applications.

### 7.3. APPLICATION ON SIMULATED DATA

The full correction method was first applied on the simulated data generated in section 7.2 in order to test whether it improves the performance of the calibration model compared to the partial correction method in the presence of noise. The analysis in the section 7.1 suggests that the maximum possible improvement that one can get out of the full correction is usually relatively small in comparison with the improvement that can be obtained over the other pre-processing techniques when applying partial correction method. Therefore, the theoretical feasibility of getting any actual improvement is of interest.

![Simulated data for $\mu_s$ and $g$.](image)

Figure 7.20. Simulated data for $\mu_s$ and $g$. 
The simulated dataset closely resembles the four component experimental dataset only the size parameter and the concentration of particles vary more in the simulated dataset. The two optical properties ($\mu_s$ and $g$) related to scattering are shown in the figure 7.20. As one can notice the values of $\mu_s$ are very high due to high concentrations of particles and large size parameters. In real life to extract the optical properties from highly concentrated suspension using IAD we would have to either dilute it if we are to use $T_n$, $R_i$ and $T_c$ measurements or use alternative measurements such as diffuse reflectance at several angles. The bulk absorption coefficient and the bulk absorption coefficient corrected using the proposed methodology are shown in the figure 7.21 (only 1500-1880 nm wavelength range is shown in this figure, because the peaks of ethanol and polystyrene that we are interested in appear in this region). The peak in the absorption band 1650-1720 nm, which can be clearly seen in $\mu_a$, is the nonlinearly varying peak of $\mu_{ap}$ i.e. polystyrene. As one can notice this peak disappeared in $\mu_{a,corr}$ i.e. it has been removed in the full correction step.

![Graph showing absorption coefficients](image)

Figure 7.21. Uncorrected and corrected bulk absorption coefficients (simulation).

The projection matrix required for acquisition of $\mu_{ap}$ estimates and subsequent correction of $\mu_a$ was made out of the pure components in this case, for details see chapter 4.2.
The dataset comprising 400 samples in total was divided into the training set and the validation set. The training dataset was used for building the PLS calibration model whilst the validation dataset was used for obtaining the unbiased statistics of the accuracy of the predictions of ethanol concentrations i.e. root mean square error of prediction (RMSEP). Three calibration models were compared: PLS model built on \( \mu_a \), PLS model built on the estimated corrected bulk absorption coefficient \( \hat{\mu}_{a,\text{corr}} \) (which was extracted using the proposed methodology) and PLS model built on the actual corrected bulk absorption coefficient \( \mu_{a,\text{corr}} \). The leave-one-out cross validation method was used to obtain the RMSECV statistics. Their curves for all three cases are presented in figure 7.22. The cross validation results show that the performance of PLS calibration model built on \( \hat{\mu}_{a,\text{corr}} \) is marginally better than the performance of PLS model built on uncorrected \( \mu_a \). Approximately the same RMSECV values were achieved with one less latent variable.

![Figure 7.22. RMSECV curves for bulk absorption coefficients: not corrected \( \mu_a \), corrected theoretical (actual) \( \mu_{a,\text{corr}} \) and corrected estimated (extracted) \( \hat{\mu}_{a,\text{corr}} \).](image.png)

The calculated RMSEP statistics, given in the table 7.2, confirmed the same. The conclusion can be drawn that some improvement can be achieved using full correction approach as long as the noise levels in the extracted optical properties are not high (the absolute error used in this case was generated using normal distribution with 0 mean and standard deviation of 0.005).
Table 7.2. Performance of calibration models for estimating the concentration of absorbing only species (i.e. ethanol) in the simulated data-set of the four-component system.

<table>
<thead>
<tr>
<th>Predictions of concentration of absorbing only species (ethanol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset which PLS was built on</td>
</tr>
<tr>
<td>--------------------------------</td>
</tr>
<tr>
<td>Calibration model built on $\mu_a$</td>
</tr>
<tr>
<td>Calibration model built on $\hat{\mu}_{a,corr}$</td>
</tr>
<tr>
<td>Calibration model built on $\mu_{a,corr}$</td>
</tr>
</tbody>
</table>

It is interesting to note that if the peak of $\mu_{ap}$ happens not to overlap with the peaks of the component of interest, in this case ethanol, than we could just throw away the wavelength region where the nonlinearly varying $\mu_{ap}$ peak is, from the calibration. But, if they do overlap, as it is in this case, this approach is not adequate.

7.4. APPLICATION ON EXPERIMENTAL DATA

7.4.1. Acquisition of the projection matrix

The formation of the projection matrix is straightforward when the bulk absorption of a multi-component sample is a linear sum of absorption coefficients of all components. Whilst this is true for most of the liquid mixtures it is not true for every mixture as it is the case in our four-component experiment. This additive law does not hold if molecules of different species form some additional physical bonds between each other e.g. hydrogen bonds, due to attraction forces like electrostatic or Van der Waals. This causes new molecular vibration modes in the mixture [128, 129] therefore new absorption peaks appear in the NIR region that do not feature in spectra of pure components. As shown in section 6.2.2.3 we have a new peak in the spectra of the samples due to interaction between the molecules of water and deuterium oxide in the four-component experiment. In this case, the spectra of the mixtures cannot be modelled as some linear combination of the spectra of the pure species. That is the dimension of the column space of $\mathbf{A}_p$ (see section 4.1.2) consisting of spectra of different mixtures is higher than the number of pure species. In such case, Principal Component Analysis can be used to find the basis (i.e. principal axes) for the column space which is spanned by spectra of all possible mixtures of pure
species. The number of principal components that should be used to find the projection matrix can be determined from the cross validation.

The dataset consisting of spectra of mixtures of absorbing only species (water, deuterium oxide and ethanol) required for the Principal Component decomposition was collected from the samples prepared according to the same design of experiment given in the table 6.3 but without polystyrene particles. The absorption was measured using the collimated transmittance. The collected spectral data is shown in figure 7.23.

![Figure 7.23. Absorption spectra of the set of non-scattering samples representing the same samples as in the four component experiment, but without the scattering component (i.e. polystyrene particles).](image)

It actually represents the fully corrected bulk absorption coefficient $\mu_{a,\text{corr}}$ i.e. the best correction that can be achieved. This dataset should presumably give the best prediction performance, which will be presented in the following section. The cross-validation results are plotted in figure 7.24. Although a clear breakpoint is at four principal components the fifth PC still explains a fair part of variation in the measurement matrix and so it was included into the calculation of the projection matrix too. These principal components (eigenvectors) are shown in figure 7.25. One can recognise all peaks of pure chemical components there including the one occurring due to molecular interaction between water and deuterium oxide. Thus, any spectrum of a mixture of absorbing only species should be quite accurately modelled as some linear combination of these five principal components. The more accurate the correction of $\mu_a$ the less will be the error $e$ given in eq. (4.8).
7.4.1. Results and discussion

The developed full correction methodology was finally tested on the experimental dataset. The same dataset, comprising 45 four-component samples in total, was used for that. The raw measurements of total transmittance, total reflectance and collimated transmittance and the extracted optical properties of the samples have been given in appendixes A and B. Because the extracted values of anisotropy factor had a relatively large error/noise a smaller weight (0.8) was used for it in the objective function eq. (4.9),
whereas the weight for $\mu_a$ was increased (5) since its values were presumably most accurate i.e. least sensitive to the errors in the measurements.

The spectra of the estimated absorption coefficient of polystyrene particles obtained using the inverse Mie routine with the objective function (4.9) are illustrated in the figure 7.26. They were subtracted from the corresponding spectra of the bulk absorption coefficient of the samples to obtain the corrected spectra of $\mu_a$ for each sample.

![Figure 7.26. Spectra of estimated absorption coefficient of polystyrene particles.](image)

The estimated values of the mean and the standard deviation of particle radius distribution and the concentration of particles and their actual values are compared in the figure 7.27. The mean diameter of polystyrene particles in the first nine samples is 100 nm, in the samples 10 to 18 – 200 nm, in the samples 19 to 27 – 300 nm, in the samples 28 to 35 – 430 nm and in the samples 36 to 45 – 500 nm. The green line is the actual value the blue line is the estimated value. To speed the inversion the initial guesses for the mean and the standard deviation were chosen close to the actual values of $MR$ and $dR$, since the primary goal here is to see whether this approach is feasible. Further analysis should be done regarding the strategies for guessing initial values. As we can see from the figure, the estimated values of $MR$ match the actual ones well for 100, 200 and 300 nm particles (in diameter). But, nonlinear optimisation failed to converge to the solution for a number of samples with 500 nm particles. This is most probably due to the same reasons that are accountable for the mismatches seen in the comparison of the actual and simulated measurements and optical properties discussed in chapter 6, section 6.2.2.3.
Figure 7.27. Comparison of actual (green) and extracted (blue) values of $M_R$, $d_R$ and $c_p$.

Figure 7.28. RMSECV curves for $R_t$, $\mu_x$, $\mu_{a,corr}$ and $\hat{\mu}_{a,corr}$.
While the relative errors in the estimated values of the standard deviation are worse than the relative errors in the estimated means in terms of absolute errors they are similar. The notable difference i.e. offset, between the actual and the estimated concentrations of particles, which increases with the particle size, is probably due the light losses and particle interactions that are discussed in more detail in section 6.2.2. However, it is important to emphasise that the accuracy of the PSD and particle concentration estimates is not the primary goal here. The primary goal is to improve the accuracy of the predictions of the absorbing only species.

In this case, four calibration models were compared: PLS model built on the total reflectance pre-processed using EMSCL, PLS model built on $\mu_a$, PLS model built on the corrected estimated bulk absorption coefficient $\hat{\mu}_{a,corr}$ (extracted using the proposed methodology of full correction of multiple scattering effects) and PLS model built on the actual corrected bulk absorption coefficient $\mu_{a,corr}$ which was obtained from the non-scattering dataset. The leave-one-out cross validation method was used to obtain the RMSECV statistics. RMSECV curves for all four cases are presented in figure 7.28. The cross validation results show that despite all errors the performance of PLS calibration model built on $\hat{\mu}_{a,corr}$ is again marginally better than the performance of PLS model built on uncorrected $\mu_a$. The black line marks the best possible prediction performance which would be achieved if the full correction was perfect. The difference between the blue line and the black line represents the potential for further improvement of the full correction method. Cross validation results are summarised in table 7.3. It is important to note that the availability of accurate values of the complex refractive index of particles is crucial for the full correction of multiple scattering effects.

Table 7.3. Performance of calibration models for estimating the concentration of absorbing only species (i.e. ethanol) in the experimental data-set of the four-component system.

<table>
<thead>
<tr>
<th>Dataset which PLS was built on</th>
<th>Pre-processing</th>
<th>LVs</th>
<th>RMSECV (% vol.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R_t$</td>
<td>EMSCL</td>
<td>7</td>
<td>0.79</td>
</tr>
<tr>
<td>$\mu_a$</td>
<td>None</td>
<td>7</td>
<td>0.61</td>
</tr>
<tr>
<td>$\hat{\mu}_{a,corr}$</td>
<td>None</td>
<td>7</td>
<td>0.51</td>
</tr>
<tr>
<td>$\mu_{a,corr}$</td>
<td>None</td>
<td>5</td>
<td>0.26</td>
</tr>
</tbody>
</table>
CHAPTER VIII

CONCLUSIONS AND FUTURE WORK

1. The estimation of the concentration of a chemical species that (a) purely absorbs and (b) both absorbs and scatters light are two different types of problems from the point of view of multivariate calibration.

2. The following conclusions from the analysis of convergence conditions and optimisation error for IAD, when total transmittance, total reflectance and collimated transmittance are used to invert RTE, have been drawn:
   - There is always a unique global minimum in the objective function of the IAD. But, at high turbidity and low albedo we have a long valley with a very low gradient going through the actual minimum in the objective function. Thus, if the termination tolerances are not sufficiently low optimisation can terminate somewhere in the valley far from the actual solution giving us a large error.
   - Nonlinear optimisation may also have convergence issues, when searching for inverse adding-doubling solution using $T$, $R$, and $\tau$ as inputs, if it hits $a = 0$ limit where the gradient of the objective function is also extremely small. Lowering termination tolerances can help to get rid of this problem, but this will not have an effect if termination tolerances get lower than the numerical accuracy/precision of the adding-doubling. Also, lower tolerances mean longer search time. Thus, in practical situations, one has to look for the optimum.
   - The error of optimisation varies with the values of $a$, $\tau$ and $g$, especially with the first two. The error becomes larger as the turbidity increases and albedo decreases. Therefore, it may be needed to adjust the termination tolerances accordingly in order to keep the optimisation error at the same level.

3. Simulation results indicated that applying the proposed methodology of partial correction of multiple scattering effects an appreciable improvement in the prediction performance can be obtained compared to applying empirical scatter correction techniques to single measurements. In the case of predicting scattering-absorbing species the RMSEP value obtained by using $\mu_a$ was more than 1.7 times lower than that obtained using the total reflectance and was achieved with half the number of latent variables. In the case of predicting absorbing only species the RMSEP value obtained by using $\mu_a$ was nearly three times lower than the best
result from the empirical pre-processing, which belonged to the total reflectance pre-processed with EMSCL followed by the first derivative, and was achieved with three latent variables less. Another interesting finding is that the accuracy of predictions drops with the increasing concentration of particles when it is being predicted. It is because although $\mu_a$ is free from nonlinear photon path length variations, it still has some intrinsic variation not related to the chemical information in cases when particles both scatter and absorb light.

4. The two-component experiment showed that the extraction algorithm using the RTE to obtain the bulk absorption spectra is successful in effectively removing path length variations and providing essentially a path length normalised absorption spectra. PLS model built on the extracted bulk absorption coefficient performed better than the one built on the empirically pre-processed total reflectance. However, it was outperformed by the calibration model built on the total transmittance, but only because the latter benefited from the correlation with water which is only possible with binary mixtures due to the closure condition. Whereas, the model built using $\mu_a$ was almost fully based on the actual polystyrene signal. Therefore, these results suggested that the models based on the direct measurements would lead to significantly larger errors when applied to a multi-component system where the secondary correlation will not exist. On the other hand, a model based on $\mu_a$ was expected to have less deterioration if at all when applied to multiple component systems provided the bulk absorption spectra could be extracted with similar levels of accuracy as in the two-component experiment.

5. According to the results from the four-component experiment for prediction of non-scattering species, PLS model built on $\mu_a$ gave the best accuracy RMSECV = 0.47 with the least number of latent variables 6 i.e. with the simplest calibration model. It is worth noting that the best performance on $\mu_a$ was achieved without pre-processing, which should be the case theoretically if bulk absorption is determined sufficiently accurately. Whilst applying EMSCL on the total reflectance and transmittance yielded an appreciable improvement in the performance of PLS model. An important result is that basically the same predicting performance was achieved with $\mu_a^w$ extracted using the refractive index of water as the refractive index of the medium for all samples. It can be conclude thus that fixing the real refractive index of the medium at a constant value in analogical situations should
not deteriorate the performance of the calibration model significantly.

6. As in the case with absorbing only species, the best predictive performance in estimation of the concentration of the scattering-absorbing species was achieved by PLS calibration model built on the extracted bulk absorption coefficient. However, in this case, it was achieved with one latent variable more i.e. 7 LVs.

7. Simulations showed that the nonlinear multivariate effects of $\mu_{ap}$ on the bulk absorption coefficient can be reasonably strong when the size of particles is varying extensively. Consequently, this may have a significant negative impact on the calibration results in which case the full correction approach has a potential to improve them. It is worth noting that $\mu_{ap}$ can be especially nonlinear in the presence of particle interactions.

8. The analysis of various forms of the objective function for estimation of particle size distribution (mean and standard deviation) through the inversion of Mie solution indicated that the use of all three optical properties i.e. maximum available information, in the inversion of Mie solution as proposed in the full correction methodology is likely to give more accurate estimates of mean, standard deviation and concentration of particles and fewer iterations may be required to find them.

9. The application of the proposed methodology of full correction of multiple scattering effects on the simulated data showed that the performance of PLS calibration model built on the corrected bulk absorption coefficient $\hat{\mu}_{a,corr}$ is marginally better than the performance of PLS model built on uncorrected $\mu_a$. Approximately the same RMSECV values were achieved with one less latent variable. The calculated RMSEP statistics confirmed the same. Thus, results indicated that some improvement can be achieved using full correction approach as long as the noise levels in the extracted optical properties are not high (the absolute error used in this case was generated using normal distribution with 0 mean and standard deviation of 0.005).

10. The proposed full correction approach was finally tested on the four-component experimental dataset. Four calibration models were benchmarked: PLS model built on the total reflectance pre-processed using EMSCL, PLS model built on $\mu_a$, PLS model built on the corrected estimated bulk absorption coefficient $\hat{\mu}_{a,corr}$ (extracted using the proposed methodology of full correction of multiple scattering effects) and PLS model built on the actual corrected bulk absorption coefficient $\mu_{a,corr}$.
which was obtained from the non-scattering dataset. The cross validation results showed that despite all errors the performance of PLS calibration model built on $\hat{\mu}_a_{corr}$ was marginally better than the performance of PLS model built on uncorrected $\mu_a$. Finally, the benchmarking analysis revealed that there is still a significant potential for an improvement in the prediction performance in the quantitative analysis of turbid samples.

**Future work**

The accurate measurement of the optical depth i.e. the transmitted unscattered part of the light, is a significant problem since with increasing turbidity of a sample the collimated transmittance gets quickly „contaminated” with the multiply scattered light. According to the results of this work, the mismatch between the optical depth estimated from the $T_c$ measurement and the actual one becomes significant when the value of $\mu_s$ gets higher than approximately 2 mm$^{-1}$ (see fig. A.3, A.6, A.9, A.12 and A.15). The error in the measured optical depth results in significant errors in the extracted optical properties or even in failure of IAD to converge to the solution. Therefore, it is important to investigate possible improvements of this measurement, e.g. employing polarization techniques, or the use of alternative measurements such as diffuse reflectance at different angles in the inversion of RTE.

At very low turbidity the error in the measured values of total transmittance and total reflectance may become significant due to light losses through the sides of a sample according to the results of this work. This loss cannot be accounted by the adding-doubling method therefore it is worth considering alternative methods for solving the radiative transfer equation that can account for that such as those based on Monte Carlo techniques.

It is also important to extend the proposed methodologies (or to develop new ones) to cases when the refractive index of the medium varies substantially. In the experiments carried out in this work the variation in the refractive index of the medium was relatively small and therefore fixing the refractive index did not have an adverse effect on the extraction and subsequently calibration results, but this may not be true in cases when the refractive index of the medium varies a lot.
APPENDIX A.

COMPARISON OF ACTUAL MEASUREMENTS WITH SIMULATED
Figure A.1. Measured (black) and simulated (blue) spectra of $T_t$ for particle size $\Theta$ 100 nm.
Figure A.2. Measured (black) and simulated (blue) spectra of $R_t$ for particle size $\Theta$ 100 nm.
Figure A.3. Measured (black) and simulated (blue) spectra of $\tau$ for particle size Ø 100 nm.
Figure A.4. Measured (black) and simulated (blue) spectra of $T_t$ for particle size $\Theta$ 200 nm.
Figure A.5. Measured (black) and simulated (blue) spectra of $R_t$ for particle size $\Theta$ 200 nm.
Figure A.6. Measured (black) and simulated (blue) spectra of $\tau$ for particle size $\Omega$ 200 nm.
Figure A.7. Measured (black) and simulated (blue) spectra of $T_t$ for particle size $\Theta$ 300 nm.
Figure A.8. Measured (black) and simulated (blue) spectra of $R_t$ for particle size Ø 300 nm.
Figure A.9. Measured (black) and simulated (blue) spectra of \( \tau \) for particle size \( \varnothing 300 \) nm.
Figure A.10. Measured (black) and simulated (blue) spectra of $T_t$ for particle size Ø430nm.
Figure A.11. Measured (black) and simulated (blue) spectra of $R_t$ for particle size Ø430nm.
Figure A.12. Measured (black) and simulated (blue) spectra of $\tau$ for particle size $\Phi$ 430nm.
Figure A.13. Measured (black) and simulated (blue) spectra of $T_t$ for particle size Ø500nm.
Figure A.14. Measured (black) and simulated (blue) spectra of \( R_t \) for particle size \( \varnothing 500 \text{nm} \).
Figure A.15. Measured (black) and simulated (blue) spectra of $\tau$ for particle size $\varnothing$ 500nm.
APPENDIX B.

COMPARISON OF EXTRACTED OPTICAL PROPERTIES WITH SIMULATED
Figure B.1. Comparison of extracted (solid line) and simulated (dashed line) spectra of $\mu_s$ for particle size $\varnothing$ 100 nm:

- 1 % wt.,
- 1 % wt.,
- 2 % wt.,
- 2 % wt.,
- 3 % wt.,
- 4 % wt.,
- 4 % wt.,
- 5 % wt.

Figure B.2. Comparison of extracted (solid line) and simulated (dashed line) spectra of $\mu_s$ for particle size $\varnothing$ 200 nm:

- 1 % wt.,
- 1 % wt.,
- 2 % wt.,
- 2 % wt.,
- 3 % wt.,
- 4 % wt.,
- 4 % wt.,
- 5 % wt. and
- 5 % wt.
Figure B.3. Comparison of extracted (solid line) and simulated (dashed line) spectra of $\mu_s$ for particle size $\varnothing$ 300 nm:

- 1 % wt.,
- 1 % wt.,
- 2 % wt.,
- 2 % wt.,
- 3 % wt.,
- 4 % wt.,
- 4 % wt.,
- 5 % wt. and
- 5 % wt.

Figure B.4. Comparison of extracted (solid line) and simulated (dashed line) spectra of $\mu_s$ for particle size $\varnothing$ 430 nm:

- 1 % wt.,
- 1 % wt.,
- 2 % wt.,
- 2 % wt.,
- 3 % wt.,
- 4 % wt.,
- 4 % wt.,
- 5 % wt. and
- 5 % wt.
Figure B.5. Comparison of extracted (solid line) and simulated (dashed line) spectra of $\mu_s$ for particle size $\Omega$ 500 nm: 1 % wt., 1 % wt., 2 % wt., 2 %wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.

Figure B.6. Comparison of extracted (solid line) and simulated (dashed line) spectra of $g$ for particle size $\Omega$ 100 nm: 1 % wt., 1 % wt., 2 % wt., 2 %wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.
Figure B.7. Comparison of extracted (solid line) and simulated (dashed line) spectra of $g$ for particle size Ø 200 nm: 1 % wt., 1 % wt., 2 % wt., 2 %wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.

Figure B.8. Comparison of extracted (solid line) and simulated (dashed line) spectra of $g$ for particle size Ø 300 nm: 1 % wt., 1 % wt., 2 % wt., 2 %wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.
Figure B.9. Comparison of extracted (solid line) and simulated (dashed line) spectra of $g$ for particle size Ø 430 nm: 1 % wt., 1 % wt., 2 % wt., 2 % wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.

Figure B.10. Comparison of extracted (solid line) and simulated (dashed line) spectra of $g$ for particle size Ø 500 nm: 1 % wt., 1 % wt., 2 % wt., 2 % wt., 3 % wt., 4 % wt., 4 % wt., 5 % wt. and 5 % wt.
Figure B.11. Extracted (black) and simulated (blue) spectra of $\mu_a$ for particle size Ø100nm.
Figure B.12. Extracted (black) and simulated (blue) spectra of $\mu_a$ for particle size Ø200nm.
Figure B.13. Extracted (black) and simulated (blue) spectra of $\mu_a$ for particle size Ø300nm.
Figure B.14. Extracted (black) and simulated (blue) spectra of $\mu_a$ for particle size Ø430nm.
Figure B.15. Extracted (black) and simulated (blue) spectra of $\mu_a$ for particle size Ø500nm.
Figure B.16. Comparison of $\mu_s$ extracted using true refractive index of the medium and the refractive index of water for the 11th sample in table 6.4.

Figure B.17. Comparison of $\mu_a$ extracted using true refractive index of the medium and the refractive index of water for the 11th sample in table 6.4.
Figure B.18. Comparison of $g$ extracted using true refractive index of the medium and the refractive index of water for the 11th sample in table 6.4.
APPENDIX C.

SEM PICTURES OF POLYSTYRENE PARTICLES
Figure C.1. 500 nm polystyrene latex particles bought from Duke Scientific.

Figure C.2. 430 nm polystyrene latex particles bought from Duke Scientific.
Figure C.3. 300 nm polystyrene latex particles bought from Duke Scientific.

Figure C.4. 200 nm polystyrene latex particles bought from Duke Scientific.
Figure C.5. 100 nm polystyrene latex particles bought from Duke Scientific.
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