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Abstract

Web services encapsulate some well-defined functionality such as data storage, computation or a business process. An organization can delegate responsibility for the provision of a Web service to another organization with the formation of a Service Provisioning Relationship (SPR). Such relationships enable organizations to specialize in the provision of those Web services for which they have a comparative advantage, and to outsource responsibility for any other functionality on which they are dependent to the Web services provided by other organizations. This specialization can lead to significant increases in organizational efficiency. The scale of such increases is determined by the extent to which the presence of uncertainty in the Quality of Service (QoS) can be addressed by the organizations in the SPR. The requester of a Web service can be uncertain of the willingness and ability of the provider to provision a Web service with a certain QoS. The provider of a Web service can be uncertain of his ability to provision a Web service to each requester with a certain QoS. These uncertainties can endanger the economic viability of such relationships, and mitigate any increases in organizational efficiency. This thesis provides a number of key contributions to address these uncertainties in order to retain the economic viability of these relationships for both organizations. The key contributions are: an institutional framework for trust in SPRs, a structured language for the representation of a Service Level Agreement (SLA) as a contingent contract, and a theoretical and practical methodology for the creation of SLAs which are optimal with regard to the objectives of an organization.
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Chapter 1

Introduction

Web services encapsulate some well-defined functionality such as data storage, computation or a business process. An organization can delegate responsibility for the provision of a Web service to another organization with the formation of a Service Provisioning Relationship (SPR). Such relationships enable organizations to specialize in the provision of those Web services for which they have a comparative advantage, and to outsource responsibility for any other functionality on which they are dependent to the Web services provided by other organizations. This specialization can lead to significant increases in organizational efficiency. The scale of such increases is determined by the extent to which the presence of uncertainty in the Quality of Service (QoS) can be addressed by the organizations in the SPR:

• Uncertainty in QoS experienced by the requester of a Web service
  The requester of a Web service can be uncertain of the willingness and ability of a provider to provision a Web service with a certain QoS. This uncertainty arises from a lack of complete control over, and complete information pertaining to, the Web service. The provider may lack the willingness and ability to provision the Web service to the requester with a certain QoS, or the requester may be unaware of this willingness and ability. Such uncertainty leaves the requester vulnerable to the provision of a Web service with a QoS which does not meet certain requirements, and leads to negative effects on organizational objectives of the requester.

• Uncertainty in QoS experienced by the provider of a Web service
  The provider of a Web service can be uncertain of his ability to provision a Web service to requesters with a certain QoS. This uncertainty arises from a lack of complete control over, and complete information pertaining to, the computing and communications infrastructure on which the Web service is provisioned. The infrastructure can be prone to the failure of resources, and fluctuations in the usage patterns of these resources. This introduces variability in the resource capacity and directly affects the QoS. Such uncertainty leaves the provider vulnerable to the provision of a Web service with a QoS which does not meet the requirements
of a requester, and leads to negative effects on organizational objectives of the provider and the requester.

These uncertainties can endanger the economic viability of SPRs, and mitigate any increases in organizational efficiency. The organizations may not participate in SPRs in the presence of such uncertainties, due to the negative effects on organizational objectives from usage or provision of a Web service with a certain QoS. Therefore, the economic viability of SPRs is predicated on the ability of organizations to address such uncertainties. This thesis provides work to address these uncertainties for both organizations in an SPR.

The remainder of the chapter is structured as follows. Section 1.1 provides an example scenario for the purposes of explication in subsequent chapters of the thesis. Section 1.2 summarizes the novel contributions of this thesis. Section 1.3 lists peer-reviewed publications which have been written or co-written by the author containing work which is explicitly included in, or closely related to, the thesis.

1.1 Example Scenario

The example scenario utilized in the thesis is based upon a Web service for the retrieval of stock quotes. The provider of the Web service is an organization named XYZ Stockbrokers, and the requester of the Web service is an organization named ABC Investments. ABC Investments is seeking to increase its organizational efficiency by outsourcing the retrieval of stock quotes to XYZ Stockbrokers. This enable ABC Investments to focus on the provisioning of an Investment Service for which it has a comparative advantage. The Investment Service provides investment advice for the buying and selling of stocks utilizing the quote for a certain stock at a certain point in time, obtained from the Stock Quote Service.

![Diagram of Example Scenario](image)

Figure 1.1: An Illustration Of The Example Scenario

In the outsourcing of the Stock Quote Service to XYZ Stockbrokers, ABC Investments requires that the Stock Quote Service is provisioned with a certain QoS: the response time for the retrieval of a stock quote has an upper bound of 200 milliseconds. This QoS enables the Investment Service to provide investment advice based on the most accurate view of the stock market. ABC Investments is uncertain of the willingness and ability of XYZ Stockbrokers to provision to the Stock Quote Service
in accordance with such a QoS due to the inherent lack of control from delegation, and due to a lack of complete information pertaining to, the Stock Quote Service. For example, ABC Investments may have not previously participated in SPRs with XYZ Stockbrokers. XYZ Stockbrokers is uncertain of his ability to provision the Stock Quote Service to ABC Investments in accordance with such a QoS due to a lack of complete control over, and complete information pertaining to, the computing and communications infrastructure on which the Stock Quote Service is provisioned. For example, the computing and communications infrastructure may be subject to significant fluctuations in usage patterns. The economic viability of the SPR is predicated on the ability of ABC Investments and XYZ Stockbrokers to address these uncertainties, such that both expect that participation in the SPR is consistent with organizational objectives.

1.2 Thesis Contributions

This thesis provides a number of key contributions to address the problem of uncertainty in SPRs:

- **A cross-disciplinary background and literature review of uncertainty in SPRs**
  This cross-disciplinary background and literature review summarizes the key concepts and methodologies from a variety of different disciplines including computer science, economics and sociology. Such an approach differs from previous work, which focuses on concepts and methodologies from the perspective of a single discipline. The value of this cross-disciplinary approach is to provide a theoretical and practical basis for the study of uncertainty in SPRs which jointly considers technological, economic and social perspectives. This enables such perspectives to inform the design and evaluation of software components to support SPRs.

- **An institutional framework for trust in SPRs**
  This framework provides a holistic representation of the environment of an SPR, and the perception of this environment by an organization to derive a notion of trust. Such an approach differs from previous work, which makes implicit or explicit assumptions regarding the environment without explanation of the implications of such assumptions for trust, and often focuses on environments containing a single class of trust mechanism rather than environments as a holistic encapsulation of the context of an SPR. Additionally, in contrast to previous work, institutions are utilized to model the constraints in the environment of an SPR, such that institutions are perceived by an organization to analyze, evaluate, and decide upon participation in an SPR. The value of this approach is to provide a basis for the evaluation of an environment of an SPRs in terms of the absence or presence of trustworthiness and trust, and the mismatch between trust and trustworthiness. This enables environments to be appropriately designed or manipulated by organizations to increase both trustworthiness and trust.
• A structured language for the representation of SLAs
This structured language enables the representation of SLAs as contingent contracts, whose contingencies are defined over the QoS experienced by the requester. Such an approach differs from previous work, which does not provide a formal basis for the representation of SLAs as contingent contracts, where contingencies are defined in a verifiable and enforceable manner utilizing HTTP status codes. The value of this approach is to enable the utilization of insights from economic literature on the design of contingent contracts to the creation of SLAs, such that the uncertainty of an organization in the QoS can be reduced.

• A theoretical and practical methodology for the creation of optimal SLAs
This methodology facilitates the creation of SLAs as contingent contracts, whose contingencies are optimal with the objectives of an organization, in the presence of uncertainty in QoS. Such an approach differs from previous work, which does not provide a generic process for the creation of optimal SLAs for any QoS metric of a Web service, given organizational objectives, and does not describe the practical methodology required to realize such an optimization process in a software component. The value of such an approach is to provide a formal process for the creation of optimal SLAs, such that organizations no longer utilize processes based on ad-hoc, sub-optimal reasoning which can be inconsistent with organizational objectives.

1.3 Publication History
This thesis includes work which has been previously included in, or is closely related to, peer-reviewed publications which have been written or co-written by the author. These publications are referenced appropriately in subsequent chapters of the thesis, and are listed as follows:


The remainder of this thesis is structured as follows. Chapter 2 presents a background and literature review to provide the context for this thesis. Chapter 3 presents an institutional framework for trust in SPRs. Chapter 4 presents a software architecture for SPRs. Chapter 5 presents an empirical study of uncertainty in SPRs. Finally, the thesis is briefly summarized and concluded in Chapter 6.
Chapter 2

Background And Literature Review

This chapter presents a background and literature review for the thesis, and provides the context for the problem of uncertainty in SPRs. The problem of uncertainty in QoS is explored for the requester of a Web service, with consideration of trust; and for the provider of a Web service, with consideration of management. The fundamental concepts utilized in the thesis are introduced, and the relationships between these concepts is explored. The relevant literature pertaining to these concepts is then reviewed, drawing from a number of different disciplines including computer science, economics and sociology. Such an approach differs from previous work, which focuses on concepts and methodologies from the perspective of a single discipline. The value of this cross-disciplinary approach is to provide of a theoretical and practical basis for the study of uncertainty in SPRs which jointly considers technological, economic and social perspectives. This enables such perspectives to inform the design and evaluation of software components to support SPRs.

The remainder of the chapter is structured as follows. Section 2.1 introduces organizations, Web services and SPRs. Section 2.2 discusses QoS with regard to Web services. Section 2.3 introduces uncertainty in QoS. Section 2.4 describes the utilization of SLAs to explicitly define QoS. Section 2.5 explores uncertainty for the requester in an SPR, describing trust in QoS and reviewing the different trust mechanisms. Section 2.6 explores uncertainty for the provider in an SPR, describing management of QoS and reviewing different management mechanisms.

2.1 Organizations And Web Services

An organization is a collection of one or more “real-world people” [1] with a set of capabilities. These capabilities are coordinated within an organization to pursue certain objectives, such as maximum revenue. The capabilities of an organization can be encapsulated within functional units which are “desirable from some person or organization’s point of view” [1], and can include well-defined functionality such as data storage, computation or a business process. Such functional units can
be exposed to these organizations as Web services which enable “machine-to-machine interaction over a network” [1]. The provider is the organization whose capabilities are encapsulated within the Web service, and the requester is the organization which utilizes these capabilities through the Web service.

A Service Provisioning Relationship (SPR) is a dependent relationship formed between a requester and provider for the provision and subsequent usage of Web service. Such relationships can be referred to with alternative terminology including: delegation relationships [1], outsourcing relationships [2], and agency relationships [3, 4]. The terminology utilized is dependent on the discipline in which the relationships are studied. Any such relationship refers to the delegation of responsibility for the provision of certain functionality from a requester to a provider for some period of service usage. This enables the requester to specialize in the provision of capabilities and, therefore, Web services, for which they have a comparative advantage. Any other functionality on which they are dependent can be outsourced to the Web services provided by other organizations. Such specialization and division of labor [5] is a fundamental tenet of economic efficiency.

There are a number of innovative organizational paradigms [6, 7] which exploit SPRs, such as “Software as a Service” (SaaS) and “Infrastructure as a Service” (IaaS). These paradigms “separate the possession and ownership of software and hardware from its use” [8], enabling hardware and software providers to specialize in their specific capabilities, and other organizations to exploit these capabilities. Current commercial examples of such services include Amazon Elastic Compute Cloud (EC2) [9], Microsoft Azure [10] and Google App Engine [11].

2.1.1 Agents

An agent is a “piece of software or hardware that sends, receives and processes messages” [1]. Such agents are utilized to represent the organizations which interact through a Web service. A service interface defines the interactions supported by a Web service, stipulating the types and patterns of messages, and the semantics of the functionality provided by the Web service. The requester utilizes an agent to interact with the provider through the service interface and utilize the functionality of a certain Web service. The provider utilizes an agent to interact with the requester through the service interface and provision the functionality of a certain Web service.

A rational agent is an agent whose interactions reflect the unilateral, self-interested pursuit of organizational objectives. Such a model of behavior is commonly utilized in economic literature, and provides a sound, well-studied basis for modeling the behavior of organizations, and their respective agents. A rational agent encapsulates a system of practical reasoning which involves “weighing conflicting considerations for and against competing options, where the relevant considerations are provided by what the agent desires/values/cares about and what the agent believes” [12]. The BDI (Beliefs Desires Intentions)-Model [12, 13] is often utilized to model the process of practical reasoning...
of an agent, where the beliefs of the agent represent its current informational state, the desires of the agent represent its objectives, and the intentions of the agent represent the commitment to a certain policy in order to pursue objectives given beliefs and attitudes. The attitudes define the manner in which interests are pursued given beliefs, and therefore the intentions which emerge from the desires of the agent.

Figure 2.1 illustrates an abstract agent architecture which realizes a certain process of practical reasoning for an agent as a software system. There are many different classes of agent architecture including [14]: reflex agents, model-based agents and goal-based agents. These architectures vary in the manner with which the reasoning process is represented by software components, and the functionality of these software components. The agent architecture shown is a utility-based agent (adapted from [14]), which formulates policies based upon a set of beliefs about the environment and a set of objectives, encoded as a utility function over the current and future states of the environment. The policy stipulates those interactions which are deemed to yield the greatest utility, in expectation, where expected utility is the average utility across all feasible future states of the environment, weighted by expectation. For example, the requester of a Web service may compute a policy which stipulates the provider with whom to participate in a SPR, given beliefs about the willingness and ability of a set of providers for a Web service.

A “bounded rational” [15, 16] agent has a process of practical reasoning which is bounded by finite computational, communication and storage resources. This can lead to the presence of incomplete and imperfect information within beliefs, and sub-optimality within the reasoning process of the agent. Such bounded rationality is particularly common in multi-agent environments, where the
environment with which an agent interacts consists of other agents. The ability to make optimal
decisions in such an environment is predicated on the ability to characterize the behavior of the other
agent(s) in the environment, who may also be rational. In order to characterize such behavior, the
agent must be able to characterize the reasoning process of the other agents(s), which includes beliefs
about the agent which is attempting to characterize their reasoning process. Such beliefs can become
highly inter-related, and lead to an infinite regression of reasoning over beliefs, with agents holding
increasingly higher-order beliefs pertaining to other organizations, ad infinitum. Such intractability
in reasoning motivates the utilization of bounded forms of rationality which place restrictions on
the order of beliefs and accept the presence of imperfect or incomplete beliefs, and the ubiquity of
theoretically sub-optimal policies amongst agents.

2.1.2 World Wide Web

The World Wide Web (WWW) is an “information space” [17] in which agents interact with items
of interest, or resources, which are uniquely identified by a Uniform Resource Identifier (URI) [18].
These resources reside under the control and ownership of a certain organization, and can be Web
services which encapsulate certain functionality. The interaction of agents for such resources is
performed over the communication network provided by the Internet. A communication network
consists of a set of agents connected by communication channels in some topology, where a commu-
ication channel is a bilateral connection for communication and interaction between two agents.
Such interaction utilizes standardized communication protocols to define a set of rules for the syntax,
semantics and ordering of messages. Hypertext Transfer Protocol (HTTP) [19] is commonly utilized
as the protocol for interaction amongst agent for resources on the World Wide Web.

The Internet is an open, distributed system which consists of a vast number of interconnected
physical communication channels. These communication channels reside under the control/ownership
of organizations in different social, political, administrative and geographical domains. The interac-
tion of agents for a resource on the World Wide Web utilizes a logical communication channel on the
Internet which is composed of a number of physical communication channels. These physical com-
munication channels together provide a path for communication between the agents. Accordingly,
interaction over the Internet is subject to the control of all organizations whose physical communica-
tion channels are utilized by a logical communication channel between agents. These organizations
can control the capacity of the physical communication channel assigned to any logical communica-
tion channel, and therefore determine the time taken to perform an interaction or whether or not the interaction is performed. The “random and non-negligible communication delays and par-
tial failures” [20] which may arise on the Internet provide “fundamental limits to the reliability of
communication” [1] between agents on such a network.

Figure 2.2 illustrates the structure of a communication channel on the World Wide Web. ABC
Investments interacts with the resource or Web service of XYZ Stockbrokers over a logical communication channel which utilizes physical communication channels under the control of two different organizations: DEF Internet and GHI Internet. These organizations provide the Internet Services with which ABC Investments and XYZ Stockbrokers communicate. These Internet Services can control the capacity assigned to the logical communication channel in accordance with their own objectives and determine the time taken to interact with the Stock Quote service or whether or not ABC Investments can interact with the Stock Quote service.

### 2.2 Quality Of Service

Quality of Service (QoS) refers to the non-functional properties of interaction with a Web service. These properties determine the effectiveness with which the functionality of the Web service is provisioned, and define the extent to which a Web service is able to “satisfy stated or implied needs” [21] of a requester. Such properties can “determine a software product’s success or failure” [22].

QoS can broadly grouped into three categories [23, 24, 25]: performance, availability and security. These categories contain a set of different non-functional properties, or metrics. A metric defines a non-functional property of a Web service in a quantifiable manner in order such that unambiguous semantics can be associated with that property. A service level represents a concrete instantiation of metrics with their respective values. This service level can contain actual values obtained from the measurement of metrics, reflecting past service usage, or can contain expected values reflecting future service usage.

The measurement of QoS metrics must consider [26]: which metrics are to be measured, the means by which they metrics can be measured, which organization performs the measurement, and the point in the communication network at which the measurements are performed. The requester and provider have different perspectives on the Web service and are concerned with different types of metrics [27]:

**System metrics**  System metrics are those metrics which define non-functional properties of the service from the perspective of the provider. The value of system metrics reflects the state of the computing and communications infrastructure on which the service is provisioned. Examples of such metrics include: queue size for interactions and failure rate of interactions. These metrics are
conventionally associated with the management of QoS. The provider can evaluate capabilities of Web services based upon different actual or expected values of these system metrics, and perform management on the computing and communications infrastructure based on such evaluation.

**Experience metrics** Experience metrics are those metrics which define non-functional properties of a Web service from the perspective of the requester. The value of experience metrics reflects the subjective experience of the requester from service, and can be referred to as Quality of Experience (QoE) metrics. Examples of such metrics include: response time of interaction and availability of the service for interaction. These metrics are conventionally associated with trust in QoS. The requesters can “evaluate requirements” [28] of Web services based upon the different actual or expected values of these experience metrics, and differentiate amongst the Web services based on such evaluation. These metrics are influenced by both the Web service and the communications channel on which the requester interacts with the Web service.

**Business metrics** Business metrics are those metrics which define the objectives of the requester and provider in terms of the non-functional properties of the Web service, and can be referred to as Quality of Business (QoBiz) metrics. The business metrics of the requester are defined in accordance with experience metrics from which they derive value, and the business metrics of the provider are defined in accordance with system metrics from which they incur costs. Examples of such metrics include: revenue and costs. An organization can evaluate the extent to which the usage or provision of a Web service is consistent with their objectives based upon different actual or expected values of these business metrics.

![Figure 2.3: An Illustration Of QoS Metrics](image)

Figure 2.3 illustrates the different types of QoS metrics with which the organizations in the SPR are concerned, and provides some examples of these different metrics. The business metrics of ABC Investments are determined by experience metrics, or the QoS at the point of consuming the Web service. The business metrics of XYZ Stockbrokers are determined by system metrics, or the QoS at the point of provisioning the Web service.
2.3 Uncertainty

Uncertainty is a pervasive concept across a vast number of phenomena, and arises from the presence of change [29]. The ability to make decisions [30] or judgements [31] with regard to the current or future state of phenomena is directly affected by the presence of uncertainty. There exist many definitions of uncertainty which are specific to the phenomena in which the uncertainty arises. In relation to the QoS of a Web service, uncertainty can be defined as the inability to assign a value to a metric with certainty. This uncertainty can be partitioned into two distinct classes which differentiate the source of the uncertainty [32, 33]:

Aleatory uncertainty  Aleatory uncertainty is randomness whose source is an absence of control, or inherent randomness, in the value of a metric. This can be alternatively termed as objective uncertainty, non-variable uncertainty or “theoretical ignorance” [14]. For example, the value of a metric can be subject to aleatory uncertainty due to absence of control over the usage patterns of a Web service, where the Web service is provisioned on a finite capacity computing and communications infrastructure whose resource capacity is partitioned across concurrent requesters.

Epistemic Uncertainty  Epistemic uncertainty is randomness whose source is inaccuracy in the model of a value from the perspective of an organization. This can be alternatively termed as subjective uncertainty, variable uncertainty, or “practical ignorance” [14]. For example, the value can be subject to epistemic uncertainty due to the inability of an organization to enumerate and objectively represent all influencing factors on the value.

Uncertainty is commonly modeled and reasoned over utilizing Probability Theory [34]. This mathematical framework enables the construction of a probability model, which consists of a set of independent and/or causally linked random variables. These random variables model the individual, influencing factors on the value of a metric which are subject to uncertainty, and combine to model the uncertainty in the value of a metric expressed by an organization at a given point in time. For example, a probability model for the availability of a Web service may comprise of the three random variables $X$, $Y$ and $Z$, where $Z$ is the availability of the service, and is causally linked to from $X$ and $Y$ variables, where $X$ represents the failure of software components in the computing and communications infrastructure and $Y$ represents the failure of hardware components. This model can be utilized to evaluate assertions with regard to the value of a metric to derive a probability or “degree of belief” [14] in that assertion, defined as a real value in the interval $[0, 1]$.

There are two different classes of random variable: discrete and continuous. A discrete random variable can represent a metric with a countable number of values, and has an associated probability mass function which defines the probability of the variable assuming each of these values. For
example, a discrete random variable, \( X \), representing the availability of a Web service may assume a value in: \( \{true, false\} \), and have an associated probability distribution defining the probability of the service being available or unavailable. A continuous random variable can represent a metric with an uncountable number of values, and has an associated probability distribution which defines the probability of the variable assuming a value in a given interval of values. Figure 2.4 illustrates a probability distribution for a continuous random variable representing the time taken to perform an interaction with a Web service, which may assume a value in: \([0, 10000]\). The probability that the value of a metric is below a certain value, \( v \), can be derived through integration over the area under the curve up to \( v \). Both classes of random variable have a mean or expected value, \( E(\cdot) \), and a variance or spread of values, \( Var(\cdot) \), which are dependent on the probability density functions (PDF) and cumulative distribution functions (CDF) associated with the random variable.

Figure 2.5 illustrates the different classes of uncertainty utilizing Probability Theory. The aleatory uncertainty in the value of a metric is represented by an objective probability distribution over domain of values for the metric. This represents a perfect model of the metric. Aleatory uncertainty can be reduced with augmented control of influencing factors on the value of the metric, manipulating these factors and the objective probability distribution over these values. For example, control could be imposed to reduce the aleatory uncertainty in the value of a metric. The epistemic
uncertainty is represented by a subjective probability distribution. This represents a model of the value of a metric which is subject to inaccuracies. Epistemic uncertainty can be reduced with more effective modeling methods, which more realistically include the influencing factors on the value of the metric. This derives a subjective probability distribution which more accurately represents the underlying objective probability distribution. Typically, these two classes of uncertainty coexist within a phenomenon and the extent to which uncertainty can be reduced is predicated on the extent to which the phenomenon can be controlled or the extent to which information on the phenomenon is available. For example, in the absence of an ability to control, epistemic uncertainty is the only uncertainty which can be reduced.

2.3.1 Costs Of Uncertainty

In the presence of uncertainty, “all methods of reducing or redistributing uncertainty involve costs” [29]. These costs are attributable to the opportunity cost of resources which are consumed in the reduction or redistribution of uncertainty, such as time and money. The extent to which costs will be tolerated to reduce uncertainty is “based upon how far uncertainty is considered undesirable” [29], and the benefits which can be yielded from the reduction in uncertainty. Higher costs will be tolerated to reduce aleatory and epistemic uncertainty in a Web service for which the QoS is considered mission-critical. The presence of uncertainty is highly undesirable in such Web services and high benefits can be yielded from the reduction of uncertainty.

The costs of uncertainty in an SPR can be referred to as “transaction costs” [35, 36]. These transaction costs represent the costs incurred to “sustain desirable activities or to stop undesirable activities” [37] in a dependent relationship which is subject to the presence of uncertainty. Transaction costs can “impede and in particular cases can completely block the formation of markets” [3], where the uncertainty is prohibitively costly for organizations to overcome. Indeed, the complete failure of a market represents the existence of prohibitive transaction costs, such that their occurrence within an SPR would negate any efficiency gains from the relationship, and the SPR is no longer economically viable for organizations. These costs can be divided into three different classes [35]:

**Search and Information Costs**  These are the transaction costs associated with the search for requesters and/or providers of a particular Web service with a certain QoS. For example, the costs associated with the gathering and processing of information pertaining to potential providers of a Web service.

**Negotiation and Contracting Costs**  These are the transaction costs associated with the negotiation between the requester and provider for the provision and utilization of a chosen Web service.
with a certain QoS, and the contracting which arises from this negotiation. For example, the costs associated with utilization of a third party to verify commitment of the organizations to a contract.

**Policing and Enforcement Costs** These are the transaction costs associated with the monitoring and enforcement of contracts formed for a chosen Web service with a certain QoS. For example, the costs associated with the utilization of a third party for the monitoring of QoS.

### 2.4 Service Level Agreements

A Service Level Agreement (SLA) expresses the “functional and non-functional properties of Web services in a declarative manner” [23]. It stipulates the “obligations and expectations” [38] of organizations in an SPR to provide a “shared expectation about the interaction with the Web service” [1]. An SLA contains a set of Service Level Objectives (SLOs), which represent the assignment of an expected value to a metric. This set of SLOs defines the QoS that can be expected from the Web service. A set of SLOs may define a class of QoS such as Gold, Silver and Bronze [39] or Guaranteed and Best-Effort [40]. These classes may contain expected values for one or more metrics, such as availability and response time. The SLOs contained within an SLA reflect a process of negotiation between the requester and provider, which finds mutuality in the requirements of the requester and the capabilities of the provider. Such a negotiation process for SLAs is described in [41]. The SLA can associate monetary obligations with SLOs such that monetary payments are made between the organizations for the provision of the Web service with a QoS defined by a set of SLOs. Figure 2.6 summarizes the key elements within a SLA in accordance with [2, 23, 38].

An SLA can be defined in a “machine processable or human oriented” [1] manner. The elements in Figure 2.6 have been utilized, under varied terminology, in a number of different ontologies and languages for SLAs. WS-Agreement [39] is the most notable language, whose goal was to “standardize the terminology, concepts, and overall agreement structure” [39] to enable a common understanding amongst organizations. The expressiveness of WS-Agreement over functional and non-functional properties has been extended in work such as [42]. An alternative language is SLAng defined in [43], which provides a language for the expression of SLAs which are specific to different types of Internet service usage. Cremona [44] is a software architecture devised to provide support for the creation and monitoring of such SLAs defined utilizing WS-Agreement such that the requester and provider can automate creation and negotiation of SLAs. WS-Agreement provides standardized terminology and structure for SLAs but does not define an ontology for the unambiguous definition of QoS metrics.

WS-Policy [28] provides a language for the expression of QoS as set of assertions which must hold for the Web service. The language can be utilized with WS-Agreement to define the QoS of a Web
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Purpose</td>
<td>The reason for the agreement between the organizations.</td>
</tr>
<tr>
<td>Parties</td>
<td>The organizations engaging in a SPR.</td>
</tr>
<tr>
<td>Validity Period</td>
<td>The period of the agreement defined with a start time and end time or number of invocations.</td>
</tr>
<tr>
<td>Scope</td>
<td>The set of Web services whose properties are covered by the agreement.</td>
</tr>
<tr>
<td>Restrictions</td>
<td>The obligations of the requester to receive the specified Web service.</td>
</tr>
<tr>
<td>Service Level Objectives</td>
<td>The QoS stipulated as a set of metric and a target values for those metrics.</td>
</tr>
<tr>
<td>Penalties</td>
<td>The sanctions applied in the event that the SLOs are not fulfilled.</td>
</tr>
<tr>
<td>Optional Services</td>
<td>The Web services which may be required on the occurrence of an exception or undefined event.</td>
</tr>
<tr>
<td>Exclusion Terms</td>
<td>The properties of the Web service which are not covered by the agreement.</td>
</tr>
<tr>
<td>Administration</td>
<td>The processes by which metrics will be observed and the organizations responsible for observation.</td>
</tr>
</tbody>
</table>

Figure 2.6: A Table Of Elements In An SLA
service as disjunctions and conjunctions of such assertions. This language provides an arbitrarily rich set of expressions of QoS. The language is focused on security properties of a Web service and does not introduce a specific vocabulary of metrics for performance or availability metrics of Web services, over which requirements and capabilities may be expressed by organizations. An ontology is presented in [45] to enable the expression of a number of different QoS metrics in a commonly understood manner. DAML-QoS [46] is an alternative ontology which enables the specification of such QoS metrics in an unambiguous and commonly understood manner amongst organizations.

2.5 Trust

Trust is a concept which has been defined in a variety of literature across a number of different disciplines. An overview of trust and related definitions is provided in [47], including definitions for concepts such as mistrust and distrust which are omitted from consideration in this thesis. The definition we choose to utilize in the thesis is a subjective belief in the trustworthiness of a Web service. It represents a “device for coping with the freedom of others” [48] to interact in any manner, and the uncertainty which arises from such freedom, enabling an SPR to be formed between organizations in the presence of uncertainty. There are notions of “predictability” [48, 49] and “vulnerability” [50] simultaneously encapsulated within trust: a higher level of trust simultaneously represents a higher perceived predictability and lower perceived vulnerability.

Trustworthiness refers to the “competence of an entity to act dependably, securely and reliably” [51] and is closely linked to the concept of dependability, which pertains to “the ability to deliver a service that can be justifiably trusted” [52]. The notions of dependability, security and reliability to which trustworthiness pertain can be simultaneously encapsulated within the concept of QoS. This competence is interpreted through a process of “subjective reasoning” [53] to enable trust to be “quantified by a subjective probability” [54]. The “particular level of the subjective probability” [55] represents a belief that the Web service “do what it says it will (being honest and reliable)” [56, 57] and “provide a specific service” [51] with a certain QoS. This derivation of the subjective probability arises “both before he can monitor such action (or independently of his capacity ever to be able to monitor it) and in a context in which it affects his own action” [55].

![Figure 2.7: An Illustration Of Trust, Uncertainty And Disposition](image)

Figure 2.7 illustrates the distinction between trust and trustworthiness. A Web service may have a certain trustworthiness, in terms of a competence to provide a certain dependability, security or
reliability, but this may differ from the trust which is placed in the Web service by an organization. The subjectivity of the reasoning process by which trust is derived provides opportunities for varied interpretation of the competence, and therefore varied trust amongst different organizations for a Web service with a certain trustworthiness. Disposition [58, 59] refers to the level of tolerable uncertainty for an organization, and determines the trust which is necessary to establish a dependency on another organization for a Web service. This disposition is completely subjective and reflects the attitudes of the organization and the manner in which policies are formulated to pursue objectives given these attitudes and the beliefs of the organization. In the presence of a level of trust which exceeds “some personal threshold (the level of acceptable trust)” [54], or some disposition, the organization chooses to establish a dependency on another organization for a Web service.

Trust represents the belief in the trustworthiness of a Web service “within a specified context” [51], such that trust is “context-based” [51] and “situation-specific” [60]. The trust of an organization in a certain context or environment “doesn’t directly transfer to another environment” [60]. In dynamic environments, whose properties “change rapidly” [61], organizations must “monitor trust relationships” [51] with other organizations in order to “determine whether the criteria on which they are based still apply” [51]. These trust relationships must be “adjusted to reflect recent interactions” [62] and the outcomes of these interactions. This requires a “high level abstract way of specifying and managing trust” [51] to enable the “monitoring and re-evaluating existing trust relationships” [51] between organizations. In dynamic and large scale environments, organizations may have “no prior interactions” [63] such that organizations have “insufficient information about the service provider and the services offered” [64]. Such an absence of information may lead to an inability of organizations to “distinguish between high and low quality service provider organizations” [64] and to manage trust relationships in a meaningful manner. The trust which arises in the absence of any experience or first-hand knowledge between organizations is often termed “initial trust” [58] or “swift trust” [65], and involves the utilization of rapid cognitive cues [65], generalizations and heuristics.

There are a variety of different mechanisms, or trust antecedents, which are utilized organizations to establish trust with other organizations. These mechanisms have been surveyed in the context of SPRs in a variety of different literature including [51, 57, 64]. Such mechanisms have been broadly classified into “individual level mechanisms” [57] and “system level mechanisms” [57] based upon whether or not information which is specific to an organization is utilized to establish trust in that organization. The individual level mechanisms focus on the “intrinsic properties” [66] of organizations. These properties pertain to the “honesty or reciprocative nature” [57] of an organization, such that trust is managed on a per-organization basis. This can lead to a prohibitive cost in the management of such trust in dynamic and large-scale environments where there exist a high number of organization with whom an SPR may be formed. The system level mechanisms focus on the “extrinsic properties” [66] of the environment in which an SPR is formed. These properties pertain to
the ability of an “overseer with his whip to do his bit” [50], forcing an organization to be trustworthy by “rules of encounter” [57] which define “guarantees, safety nets and other performance structures” [67, 68]. This enables trust to be managed on a cross-organization basis such that trust can be formed between organizations with limited or no information. The trust which formed through such mechanisms has been referred to as “control trust” [69] or “institutional trust” [49, 58, 59, 67, 70]. This reliance on external control has been referred to as the “antithesis of trust” [48] between organizations, with such control structures working “against formation of trust within group or result in the atrophy of already existing trust” [71].

2.5.1 Trusted Third Parties

A Trusted Third Party (TTP) is an organization which “correctly and honestly” [72] provides certain functionality. The TTP fulfills a “particular purpose” [73] in a trustworthy manner, and is trusted in this purpose by other organizations. A TTP can have many roles in a dependent relationship between organizations such as an SPR. These different roles are discussed further in [74, 75, 76, 77, 78], and each seek to reduce the uncertainty of organizations in a certain aspect of the relationship. The explicit modeling of these roles within an SPR is explored in [63]. Broadly speaking, TTPs can be an intermediary for every interaction between organizations in the relationship, or can be involved on the occurrence of an interaction with certain properties, such as exceptional circumstances. The economic viability of such TTPs arises from the different classes of transaction cost (see Section 2.3.1) which emerge in an SPR in order to reduce uncertainty in QoS, and the willingness of the organizations to incur such costs. These costs provide business opportunities for the provision of TTPs, as discussed in [79], and demonstrates the existence of “markets for trust production” [49].

A TTP can be realized with “trusted computing” [73, 80] modules. These modules represent tamper-resistant software and hardware, whose functionality is certified to be trustworthy by another TTP. Such hardware and software can be provisioned within an organization which itself is not trusted by other organizations. For example, such modules are utilized in [81] to perform trusted monitoring functionality within a non-trusted organization. A TTP can be implemented in a distributed manner utilizing Secure Function Evaluation (SFE) [82, 83, 84, 85, 86]. SFE utilizes cryptography to ensure the correct evaluation of a certain function by a set of organizations “containing an honest majority” [86] and malicious minority. This enables the functionality required from a TTP to be provided by a set of mutually distrusting organizations, and enables the detection of those organizations in the set which deviate from this functionality. The adherence to the functionality is based on the fact that an organization cannot gain from such deviation and is “prohibited from acting against the granted interests of other principals it serves.” [87]. This is closely linked to the notion of “faithfulness” [88, 89, 90], in which organizations are assumed to be rational, rather than purely malicious or honest. Therefore, instead of assuming that there exists an honest majority of
honest organizations and a minority of malicious organizations, it is assumed that all organizations are rational and will deviate given perceived benefit from such deviation.

2.5.2 Authentication Mechanisms

Authentication mechanisms enable the veracity of claims regarding organizations or Web services to be proved. This verification yields one or more tokens which encapsulate a set of claims whose veracity has been proved. These tokens define a binary notion of truth for the claims, and can be distributed to organizations in the event that a claim must be verified. A Certification Authority (CA) is the organization which issues tokens to other organizations. For example, Verisign [91] is a CA which issues tokens to verify the identity of a real-world organization. Such mechanisms are often bootstrapped on real-world verification of claims, utilizing real-world infrastructure to verify claims off-line, and simply enable tokens representing such verification to be distributed online. There are two classes of authentication mechanism [92, 93]:

**Centralized Authentication** Centralized authentication utilize a single source of information to verify claims pertaining to an organization or Web service. X.509 [93, 94] is an example of centralized authentication, with hierarchical trust relationships where digital certificates are issued by a single certification authority.

**Decentralized Authentication** Decentralized authentication utilize multiple sources of information to verify claims pertaining to an organization or Web service. PGP [93] is an example of decentralized authentication, with decentralized trust relationships constructed through transitive “trust paths” [95] between organizations.

Authentication is a “hard security mechanism” [61, 64] based upon a “static notion of credentials and permissions” [60]. The “waterproof protection” [61] provided by authentication can pertain only to those organizations whose claims focus on static credentials, such as identity. Those claims which are subject to dynamism, such as claims pertaining to dynamic properties of an organization or Web service cannot be easily verified to provide such protection. Additionally, such protection is predicated on the presence of organizations within a certain domain, where there exists one or more CAs with the ability and authority to verify claims over these organizations. In order to “support internet-scale transactions” [96], where organizations can reside is varied domains, there must exist a “mapping of organizations across multiple domains” [1]. Such a mapping would enable those tokens which verify the claims of an organization in one domain to be valid, for the purposes of verification, to an organization in another domain.
2.5.3 Learning Mechanisms

Learning mechanisms enable trust in an organization to be formed from the repeated interaction with that organization. An organization interacts with another organization, gathers information pertaining to the trustworthiness of the organization, and processes the information to derive, and subsequently refine, a belief in the trustworthiness of that organization. This feedback loop \cite{60, 97} can incorporate techniques such as reinforcement learning or neural networks \cite{14} in order to provide a formal basis for the process of learning. Such mechanisms provides an “opaque” \cite{98} belief in the trustworthiness an organization which often omits contextual factors which influence the interaction of the organization. Such trust is often referred to as “familiarity” \cite{99} or “knowledge-based” \cite{100} trust.

This process of learning can be costly for organizations, with organizations having to “accept the risk of being abused for learning purposes” \cite{54}. The process is also prone to the “asymmetry” \cite{54} principle, where belief in an organization can be gradually increased through repeated interaction but instantly destroyed with a single interaction. The requirement for a process of learning can also prevent a relationship from occurring between “completely trustworthy” \cite{54} organizations, but who lack sufficient information pertaining to each other for trust to exist. Such an absence is likely to occur in environments where there exists a high number of organizations whose relationships may be short and infrequent.

2.5.4 Socio-Cognitive Mechanisms

Socio-cognitive mechanisms \cite{98, 101} enable trust in an organization to be formed from the cognitive and social properties of an organization. These mechanisms provide a “theory of the mind” \cite{98} for an organization, incorporating the potentially complex structure of beliefs, attitudes and objectives, and reflecting aspects such as personality, shared values, morality and goodwill. Such a behavioral model enables the “competence, willingness, persistence and motivation” \cite{57, 98} of an organization to be evaluated within a certain context, such that the behavior of an organization within a specific context can be predicted. This enables the cognitive process of the organization to be separated from the context in which the organization interacts, such that the behavior of a certain organization can vary with context. Trust formed in this manner is often termed “cognitive trust” \cite{58, 59, 102}.

These mechanisms require in-depth knowledge of the beliefs, attitudes and objectives of an organization in order to enable their behavior to be characterized by an appropriate behavioral model. Such knowledge is likely to be costly to obtain and infeasible to hold for high numbers of organizations. A more feasible approach is to utilize a general socio-cognitive model for organizations, such that any organization can be assumed to conform to that socio-cognitive model, and behave in a certain manner within a certain context. For example, an organizations may be assumed to
be malicious, honest or rational. This provides a more tractable process of trust management for
dynamic and large-scale environments, whilst providing a sound and generic basis for predicting
behavior in a certain context. Such assumptions of general models are utilized as the building
blocks of many other types of mechanisms such as reputation mechanisms and contract mechanisms.
For example, a contact mechanism only provides control of organization under the assumption that
the organization is rational rather than malicious.

2.5.5 Reputation Mechanisms

Reputation mechanisms enable trust in an organization to be formed from a publicly available opin-
ion. This “general opinion” [62] is derived from the experiences of a variety of different organizations
with a certain organization, and facilitates the “imputation of a probability distribution over the
various types” [56], or the trustworthiness, of an organization. Such a reputation can be subject
to dynamism [103] in accordance with changes in the experiences of organizations, and the adjust-
ment of the general opinion. The reputation provides organizations with information on which to
form trust, without the requirement that such information is gathered on an individual basis by
the organization. Such a reputation is analogous to branding which turns “experience goods” [104]
such as Web services, whose properties cannot be inspected prior to usage, into “search goods” [104],
whose properties can be inspected or inferred prior to usage, through the association of a certain
reputation for trustworthiness with an organization. Moreover, the utilization of such information
by organizations leads to reputation mechanisms acting as a “collaborative sanctioning systems” [64]
and mechanism for “social control” [61]. Such “soft security mechanisms” [61, 64] provide “an answer
to the inadequacy of traditional authorization mechanisms” [96], enabling the trustworthiness of an
organizations to be defined over a continuous domain, rather than over the discrete domain of 'true'
or 'false'. There are two classes of reputation mechanism [64]:

**Centralized Reputation Mechanisms** Centralized reputation mechanisms utilize a single source
for information pertaining to the experiences of other organizations. They are commonly utilized
in provision of Web services, with popular commercial examples including the feedback systems of
Amazon [105] and eBay [106, 107] for further information.

**Decentralized Reputation Mechanisms** Decentralized reputation mechanisms utilize multiple
independent sources for information pertaining to the experiences of other organizations. They are
often associated with social networks, with a popular commercial example being the PageRank [108]
system of Google [109] which derives the reputation of web sites based upon the hypertext linking
structure of the WWW.
Reputation mechanisms can utilize a number of different computational techniques for the com-
putation of reputation from the opinions of organizations. These techniques include [64]: bayesian
systems, summation and averages, boolean, belief mechanisms, fuzzy mechanisms, flow mechanisms.
The mechanism presented in [110] enables the computation of reputation for QoS, and incentivizes
truthful opinions from organizations through payments based upon how close organizations are to
the general opinion. Such a technique provides a means of subjective evaluation when objective eval-
uation is problematic. REGRET [111] is an example of a reputation mechanism which exploits the
social structure of organizations to provide a weighting for the information utilized to compute repu-
tation. Another reputation mechanism is presented in [112] to enable selection of Web services based
upon the rankings of organizations. The reputation system in [113] is utilized to match requesters
to certain Web services based on their defined policy for trust in QoS based on reputation. This
system encapsulates the decision-making of the organization with regard to reputation in addition
to the computation of the reputation.

2.5.6 Contract Mechanisms

Contract mechanisms enable trust to be formed in an organization through the negotiation and
settlement of a contract with that organization. A contract refers to a “reliable promise by both
parties, in which the obligations for each, are specified” [114]. The stipulation of such obligations
provides a “commitment to reduce uncertainty” [71], with obligations verified and enforced by a
court of law. This can transform SLAs into “legally binding contracts that establish bounds on
various QoS aspects” [25], whose obligations are verified and enforced. The validity of the contract
is dependent on the verifiability of obligations defined within the contract, with an obligation being
verifiable if the “value is observable and can be proved before a court of law” [114]. This notion of
verifiability for QoS is investigated in [115], and must deal with the presence of failures and delays,
and absence of global synchronized time in a distributed system such as the Internet. There are two
stages in a contract mechanisms:

Negotiation The negotiation stage involves the formulation of the obligations within the contract
as a process of proposal and counter-proposal between organizations. Algorithmic Mechanism Design
[116, 117, 118, 119, 120] studies the formation of mechanisms, or contracts, which incentivize certain
outcomes from organizations. The notion of preference over outcomes is encapsulated within a
“social choice function” [121] whose value must be optimized by a contract. Such mechanisms are
designed to be “robust and non-manipulatable” [119] such that, for organizations, it is “irrational to
deviate” [122] and behave in a manner which is untrustworthy and inconsistent with the obligations
of the contract. This includes the exploitation of any informational or situational advantage by
an organization. There are a number of examples of such mechanisms including those based upon
auctions [123, 124, 125] or bilateral bargaining [126, 127, 128]. Contract Theory [114, 129, 130] and Incentive Theory [131] studies such mechanisms solely as bilateral, contingent contracts between organizations. Conventionally, contingent contracts or “compensation and bonus mechanisms” [118] are utilized to address uncertainty for an organization through the separation of monetary payment for a Web service into two terms, compensation and bonus. The compensation is independent on the QoS, where as the bonus is calculated according to experience QoS of the Web service. The different types of contingent contract are discussed in [132], including warranty contracts, time trials, money back guarantees and general contingent contracts. Some examples of pricing structures for such contingent contracts are presented in [54, 133, 134]. These pricing structures seek to incentivize fulfillment of obligations within a contract through the calculation of specific monetary payments based on value and cost assumptions.

**Settlement**  The settlement stage involves the realization of the obligations defined in the contract by the organizations. This introduces an additional stage at which organizations can exploit an informational or situational advantage, choose not to fulfill the obligations in the contract and behave in an untrustworthy manner. A court of law is required to determine the fulfillment or violation of an obligation and enact the appropriate sanctions, based upon monetary payment or freedom. Additionally, a court of law may be required to arbitrate over a contract in which the determination of fulfillment or violation of obligations is troublesome. This problem arises from the creation of incomplete contracts in which all possible outcomes are not appropriately stipulated. The enforcement of an electronic contract requires the ability to model such contracts, and the fulfillment and violation of obligations within these contracts, at run-time, as described in [135, 136]. Exchange protocols [72, 137, 138] provide a mechanism for the settlement of simple bilateral contracts, consisting of one obligation for each organization. A TTP is utilized in such protocols to achieve a certain “strength of fairness” [72] with protocols guaranteeing fairness with/without further communication or cooperation from an organization and with/without the utilization of an external arbitrator [138]. Fair exchange protocols [72, 138] assume that the organizations can be malicious and provide “guarantees for a correctly behaving party that it cannot suffer any disadvantages no matter whether the other party behaves correctly or tries to cheat...executing the protocol faithfully is safe for both parties” [139]. Rational exchange protocols [139] or Safe exchange protocols [140] assume that organizations are rational, and provide “incentives so that rational parties have more reason to follow the protocol faithfully than to deviate” [139]. Therefore, fair exchange and rational exchange protocols utilize different general socio-cognitive models as their building blocks.

The formation of contracts relies on a pre-existing regulatory system. This regulatory system may “constrain the set of rules that can be imposed” [141] such that there does not exist “complete
freedom in designing rules” [141] in a contract. Certain rules may not be valid within a contract due to pre-existing regulations. The legal implications of electronic contracts are the focus of the Uniform Electronic Transactions Act (UETA) [142] in the United States. This legislation deals with legal issues relating to electronic commerce and describes the formation of contracts between agents in the absence of human involvement [142, 143]:

(a) operations of one or more electronic agents which confirm the existence of a contract of indicate agreement, form a contract even if no individual was aware of or reviewed the actions or results. (b) in automated negotiation, the following rules apply: (1) A contract may be formed by the interaction of electronic agents. A contract is formed if the interaction results in electronic agents engaging in operations that confirm the existence of a contract or indicate agreement. The terms of the contract are determined under section 2B-209(b). (2) A contract may be formed by the interaction of an individual and an electronic agent.

2.6 Management

Management involves the “monitoring, controlling, and reporting of, service qualities and service usage” [28] by an organization such that a Web service “fulfills the requirements of both owners and users of the system” [20]. A Web service is provisioned on a computing and communications infrastructure whose resource capacity, including computational, storage and network resources, is fixed at a certain point in time, and the capacity is partitioned across concurrent requesters of the Web service at any point in time. The resource capacity allocated to each concurrent requester directly affects the QoS experienced by that requester. For example, a requester which is allocated more computational and network resources will experience a higher QoS than a requester allocated less resources, ceteris paribus. In the presence of fluctuations in usage patterns of the Web service from requesters, the resource capacity which can be allocated to each requester is subject to the same fluctuations. This introduces difficulties for organizations in the management of their resources “when the workload they see is unpredictable” [25]. Additionally, resources in the infrastructure can be subject to byzantine and crash failures [144], which can remove their capacity for an indefinite period of time, and affects the QoS of all requesters over this period of time. The presence of uncertainty in the QoS arises from this variation in resource capacity, and the allocation of this capacity amongst concurrent requesters of the Web service. The management of a Web service seeks to address the allocation of resources such that a Web service can be provisioned to requesters with a certain QoS.

The management policy of a Web service defines a “goal, course or method of action to guide and determine present and future decisions” [145] such that a Web services is provisioned with a
certain QoS. Such policies enable an organization to more readily assure the QoS of a Web service. The organization can perform introspection on the value of system metrics, which reflect the state of the computing and communications infrastructure, and construct a model of the computing infrastructure at a given point in time, such that future QoS can be predicated based upon the model. The resource capacity of the infrastructure can then be controlled in accordance with these predictions and the management policy, in order to assure a certain QoS to requesters. This process of introspection and control in accordance with the management policy is encapsulated within a management control loop [20]:

1. Monitor the computing infrastructure to obtain a model of the computing infrastructure.
2. Interpret a management policy in order to make decisions about what controls must be enacted given the state of the computing infrastructure.
3. Enact the controls on the computing infrastructure to implement the decisions of the policy.

The management of a Web service can be based upon the fulfillment of obligations defined within an SLA. The management policy of the Web service can define controls such that these obligations are fulfilled by the Web service. This utilization of SLAs as a principal component in the management of a Web service is discussed in [38], with a comprehensive example of a software architecture for automated management of based on SLAs defined in [146]. The key stages in the management of a Web service based upon SLAs can be summarized as [40]:

1. Negotiation and specification of QoS requirements by the requester.
2. Establishment of SLAs between the requester and provider.
3. Mapping of QoS requirements to resource capabilities by the provider.
4. Reservation and allocation of resources by the provider.
5. Monitor parameters associated with QoS by the provider.
6. Adaptation of the QoS to varying resource capacity by the provider.

A number of different management architectures [147] can be utilized to perform introspection on, and control of, the computing and communications infrastructure. These architectures define the informational and operational models [148] utilized to manage the resources in the infrastructure, and the granularity at which these management can be performed. Examples include Simple Network Management Protocol (SNMP) [149], Web Services Distributed Management (WSDM) [150] and Web-Based Enterprise Management (WBEM) [151]. The management architecture utilized is dependent on the nature of the infrastructure on which the service is provisioned, and the granularity at which management needs to be performed on the resources in this infrastructure.
2.6.1 Monitoring Mechanisms

Monitoring mechanisms refer to processes of “dynamic collection, interpretation and presentation of information” [20] which pertains to “various types of service usage and service quality” [28]. These mechanisms provide a basis for models providing introspection on the state of the computing and communications infrastructure, and the ability of the Web service to fulfill a certain QoS. The information utilized to define a model of state of the infrastructure can include system metrics such as queue length and availability. The types of model created by such mechanisms include [22]:

**Historical Models**  Historical models extrapolate the QoS of historical service usage to predict the QoS of future service usage.

**Observation Models**  Observation models estimate QoS of future service usage based upon the current model of the computing infrastructure.

**Predictive Models**  Predictive models establish relations between the QoS of historical service usage, and historical observations of the state of the infrastructure to predict the QoS of future service usage.

The derivation of such models requires the gathering of appropriate information from the infrastructure. This information gathering can be utilize two different methods of information acquisition [20]:

**Time-Driven**  Time-driven monitoring acquires information from the infrastructure at certain time intervals to derive a static view of the computing infrastructure.

**Event-Driven**  Event-driven monitoring acquires information from the infrastructure on the occurrence of certain events to derive a dynamic view of the computing infrastructure.

In the following subsections, we introduce different management mechanisms which can be enacted by a provider, based upon the information provided by the monitoring mechanism, to control the QoS.

2.6.2 Admission Control Mechanisms

Admission control mechanisms [25, 152, 153] are “responsible for comparing the resource requirement arising from QoS levels associated with a new activity with the available resources in the system” [20]. Such mechanisms restrict concurrent service usage by requesters to a certain number
of admissions, such that this number remains within certain bounds for which the computing and communications infrastructure is able to fulfill a certain QoS. These mechanisms require an ability to attribute a certain resource capacity to each requester, with admissions based upon whether or not the appropriate resource capacity can be attributed to the next requester, such that the QoS remains within certain bounds.

2.6.3 Workflow Management Mechanisms

Workflow Management [146, 154, 155] or Reservation [156, 157, 158] mechanisms determine the order in which the interactions of different requesters are processed by the computing and communications infrastructure of the Web service. This ordering directly affects the QoS for a certain requester, specifically with regard to performance metrics. These mechanisms schedule service usage to decide those resources in the infrastructure to which interaction will be assigned and when these interactions will be assigned to resources. Workflow Management mechanisms pertain to Web services composed of two or more upstream Web services, such that the QoS arises from the composed QoS of the upstream Web services within the composed service. Such mechanisms can perform “global scheduling” [155] to map and manage the usage of upstream Web services in order to fulfill a certain QoS. Reservation mechanisms are similar to Workflow Management mechanisms, but pertain to non-composed Web services, where interactions are performed on resources within an infrastructure which resides in the control of a certain organization. Such mechanisms perform “local scheduling” [155] which assign the interactions of requesters to resources in the computing infrastructure in order to fulfill a certain QoS.

2.6.4 Provisioning Mechanisms

Provisioning mechanisms manage the physical resource capacity in the computing infrastructure in order to “allocate sufficient resources” [146] to a Web service and fulfill a certain QoS for the Web service. There are three different types of provisioning mechanism [146]:

Dedicated Provisioning  Dedicated provisioning involves the utilization of a static set of resources within the computing infrastructure, for a static set of requesters and a static QoS. This is the simplest approach, involving the over-provisioning of resources, such that a certain QoS can be provided to a specific set of requesters regardless of the concurrent service usage and the state of the computing infrastructure. This over-provisioning is extremely inefficient for the provider, with the incurrence of high fixed costs to provide resources for periods of service usage which rarely occur. This result in resources remaining idle for long time periods, affecting the business metrics of the provider.
**Per-SLA Virtual Provisioning**  Per-SLA virtual provisioning involves the support of SLAs defining a different QoS for different requesters, based upon the available capacity in the computing infrastructure at a given point in time. Per-SLA provisioning enables the available resource capacity of the computing infrastructure to be utilized to provide differentiated QoS, such that capacity can be efficiently utilized. The computing infrastructure may support a number of different SLAs at a given point in time in accordance with the state of the infrastructure. The QoS in a SLA is manipulated based upon the state of the infrastructure at a certain point in time, and can facilitate a reduction of the uncertainty in QoS through the statement of a QoS with greater expectation. Certain aspects of the computing infrastructure may reside outside the control of the provider such as dependencies on upstream services. The SLA may be adapted to changes in the state of the computing infrastructure, when further control of the resources in the computing infrastructure can no longer be performed. Such a mechanism is presented in [159] which considers the uncertainty in QoS experienced by the provider in the infrastructure, and enables the provider to offer a SLA based on the probability of fulfilling the stated QoS.

**Dynamic Provisioning**  Dynamic provisioning involve the allocation and de-allocation of resources to and from the computing infrastructure based upon the number of concurrent requesters, the state of the computing infrastructure, and the QoS which the Web service is to fulfill. This enables the infrastructure to adapt to increased service usage with increased resource capacity in order to retain a certain QoS. These mechanisms must consider the trade-off between the increased costs of incurred by increased resources in the computing infrastructure, and the consequential effect on QoS, in order to decide whether such provisioning is beneficial. Such mechanisms are presented in [160, 161], which switch resources of the computing infrastructure between different services in accordance with the number of concurrent requesters for that service to retain a certain QoS for requesters.
Chapter 3

An Institutional Framework For Trust In Service Provisioning Relationships

This chapter addresses the problem of uncertainty in QoS experienced by the requester of a Web service. The main contribution of the chapter is a framework which facilitates the holistic representation of the environment of an SPR, and the subjective perception of this environment by the requester. The framework formulates the controls on the willingness of the provider to provision a Web service with a certain QoS as institutions. These institutions are perceived by the requester in order to derive a notion of trust, and decide upon participation in an SPR based on organizational objectives. Such an approach differs from previous work, which makes implicit or explicit assumptions regarding the environment without explanation of the implications of such assumptions for trust, and often focuses on environments containing a single class of trust mechanism rather than environments as a holistic encapsulation of the context of an SPR. Additionally, in contrast to previous work, institutions are utilized to model the constraints in the environment of an SPR, such that institutions are perceived by an organization to analyze, evaluate, and decide upon participation in an SPR. The value of this approach is to provide a basis for the evaluation of an environment of an SPRs in terms of the absence or presence of trustworthiness and trust, and the mismatch between trust and trustworthiness. This enables environments to be appropriately designed or manipulated by organizations to increase both trustworthiness and trust.

The remainder of the chapter is structured as follows. Section 3.1 introduces the problem addressed in this chapter. Section 3.2 provides a set of requirements for the solution to the problem. Section 3.3 defines the main assumptions of the framework. Section 3.4 introduces the fundamental concept of institutions utilized by the framework. Section 3.5 presents a framework to address the requirements and provide a solution to the problem. Section 3.6 discusses the applicability of Game Theory to evaluate the trust of a requester within a certain environment. Finally, the chapter is briefly summarized and concluded in Section 3.7.
3.1 Introduction

Uncertainty in QoS can be experienced by the requester of a Web service. The requester can be uncertain of the willingness and ability of a provider to provision a Web service with a certain QoS. This uncertainty arises from a lack of complete control over, and complete information pertaining to, the Web service. The provider can lack the willingness and ability to provision the Web service with a certain QoS, or the requester may be unaware of this willingness and ability. Such uncertainty leaves the requester vulnerable to the provision of a Web service with a QoS which does not meet certain requirements. This uncertainty can endanger the economic viability of SPRs, and mitigate any increases in organizational efficiency for the requester. The requester may prefer not to participate in SPRs given the presence of such uncertainties, due to the negative effects on organizational objectives from usage of a Web service with a QoS which does not meet requirements. Accordingly, the economic viability of SPRs is predicated on the ability of the requester to address this uncertainty.

The requester can address uncertainty in the QoS of a Web service with trust. Trust is a subjective belief in the trustworthiness of a Web service, and therefore its competence “to act dependably, securely and reliably” [51]. This belief can be formed from the utilization of a variety of different mechanisms, as discussed in Chapter 2. These mechanisms simultaneously reduce the uncertainty and increase the trust of the requester in the Web service through an ability to control the Web service, and to provide information pertaining to the Web service. Such mechanisms incur costs, which are attributable to the opportunity cost of resources which are consumed in the reduction of uncertainty. The extent to which costs will be tolerated to reduce uncertainty is based on disposition of the requester. The disposition of the requester determines the uncertainty in the QoS which is tolerable in an SPR given the control and information provided by trust mechanisms.

Trust is a contextual notion, such that changes in context lead to consequential changes in the trust of the requester. The context or environment of an SPR encapsulates all the controls to which the QoS of a Web service is subject, and the perception includes the perception of these controls by the requester in order to derive a notion of trust. Such controls may arise from technological, social or economic constraints, and there constraints can be highly interdependent. For example, the communication network on which organizations communicate may introduce technological constraints, such as unreliability or latency in communication, which affect the ability to impose economic constraints on organizations such as contract mechanisms. The ability of the requester to decide upon the economic viability of an SPR is subject to the ability to perceive these controls in a holistic manner, and to decide upon participation based upon organizational objectives. There exists a requirement to represent the environment, and the perception of the environment by the requester, such that the absence or presence of trust in an environment can be analyzed, and appropriately designed or manipulated to increase trust. Accordingly, this chapter presents a framework which
formulates the controls on the willingness of the provider to provision a Web service with a certain QoS as institutions, which are perceived by the requester in order to derive a notion of trust.

### 3.2 Requirements

The requirements define the aspects of the problem which must be addressed, and are defined as follows:

1. **A characterization of the environment of an SPR**
   The framework must characterize the environment of an SPR in a holistic manner, identifying the different controls which affect the QoS, and therefore trustworthiness, of a Web service.

2. **A characterization of the perception by the requester of the environment of an SPR**
   The framework must characterize the perception of the environment of an SPR, including the process by which trust is derived from perception and utilized to decide upon the economic viability of an SPR given organizational objectives and attitudes.

### 3.3 Framework Assumptions

The framework presented in this chapter to address the requirements is based upon a set of assumptions, which are defined as follows:

1. **Organizations are bounded-rational agents**
   The organizations which utilize and provision a Web service are assumed to be bounded-rational, and pursue their organizational objectives in a self-interested manner, subject to bounds on their computational, storage and communication resources. This assumption provides a basis for the cognitive processes of organizations, and enables organizations to be modeled economic actors, whose computational encoding is a rational agent. Such an assumption is sufficiently general to represent a large number of organizations, whose organizational objectives are unilateral revenue or profit maximization, subject to resource bounds.

2. **One or more third party organizations are mutually trusted by the requester and provider**
   The requester and provider of the Web services are assumed to mutually trust one or more third party organizations for the provision of certain functionality. These Trusted Third Party (TTP) organizations are able to provide Web services to the requester and provider to reduce uncertainty in QoS and support the economic viability of an SPR. Such an assumption
enables the framework to omit consideration of the manner in which trust in such a third party is formed, and to assume such organizations provide a root of trust. This avoids the complex recursive analysis which emerges when such organizations are assumed to rational, and themselves require incentives for the provision of their functionality.

3.4 Framework Fundamentals

The framework presented in this chapter to address the requirements defined in Section 3.2 utilizes the notion of institutions as the principal unit of control within the environment with which an organization interacts. Institutions represent sets of “formal and informal constraints” [162] defined over organizations to “limit the set of choices” [162] over their actions. These constraints “regulate the interactions” [163] of organizations and facilitate “collective action in control, liberation and expression of individual actions” [164]. For example, the rules of law constrain the sets of individual actions in a society in order to expand the set of collective actions. This can involve constraints which “compromise between competing objectives” [165] of organizations in order to provide “stable expectations of behavior” [166] such that collective action is viable in a society. Organizations in a society may have a combination of mutual and conflicting objectives over certain actions. Institutions can provide constraints on individual actions where the objectives of organization are in conflict, in order to realize actions where the organizations have a mutual objective. The set of institutions which define constraints over a specific action to be taken by an organization can be referred to as the “context” [51], “transaction context” [166] or “social context” [167] of that action.

Institutions can be viewed as attaining coordination amongst organizations in a society. Coordination is the mutual selection of behavior by organizations such that a certain outcome is realized. This mutual selection imposes order and can eliminate “bottlenecks and disjunctures” [168] the mutual selection of actions by organizations. The coordination of actions is often realized through the cooperation of organizations. Cooperation is the adjustment of the objectives of an organization to the real or anticipated objectives of another organization [169]. This is often presented in contrast to the notion of competition amongst organizations, in which coordination is obtained through a conflict in objectives. In reality, cooperation is required to some degree in competition, otherwise competition would be mutually destructive amongst organizations. The outcome on which the actions of organizations coordinate can vary in the extent to which it pursues the individual objectives of the organizations, in terms of organizational efficiency, and the collective objectives of society, in terms of aspects such as fairness. Often, the individual objectives of organizations and the collective objectives of society are balanced in some manner to provide compromise between efficiency and equity.

Figure 3.1 illustrates the different dimensions of cooperation as defined in [169]. These dimensions
<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mutuality of Interests</td>
<td>The inherent alignment of the objectives of organizations.</td>
</tr>
<tr>
<td>Shadow of the Future</td>
<td>The adjustment of objectives due to potential retaliation or damage in the future for an action in the present.</td>
</tr>
<tr>
<td>Sanctioning</td>
<td>The adjustment of objectives due to the ability to detect and sanction organizations for certain actions.</td>
</tr>
</tbody>
</table>

Figure 3.1: A Table Of The Dimensions Of Cooperation

refer to contextual aspects in the environment which determine the propensity of an organization to cooperate with another organization. The dimension of mutuality of objectives represents an inherent alignment of objectives between organizations over certain actions. The dimension of the shadow of the future represents an alignment of objectives which results from the potential retaliation or damage in the future. Such a dimension can attain cooperation when the objectives of organizations are inherently in conflict. The dimension of sanctioning represents an alignment of objectives which results from the ability to detect and sanction organizations for certain actions. In a similar manner to the shadow of the future, this dimension enable cooperation to be attained when the objectives of organizations are inherently in conflict.

The constraints defined by institutions require definition and enforcement. The definition of an institution enables its internalization by organizations such that the actions of the organization can reflect the constraints defined by that institution. This is particularly pertinent for agents which required an appropriate encoding of an institutions in order to internalize the constraints of that institution. The enforcement of institutions provide a “credible threat” [170] by which the adherence of organizations to the rules of the institution can be legitimized. Such a credible threat may involve “some agency outside the institutions that acts to provide necessary incentives” [171]. These agencies or organization define constraints in accordance with certain objectives, and enforce these constraints with appropriate threats. For example, criminal law is defined by the Government and is enforced by the Police and the Courts utilizing the credible threat of expropriation of property rights or freedom. The manner in which an institution is defined and enforced determines the “pillar” [172] on which the institution is supported. Figure 3.2 provides a summary of these different pillars, as defined in [172]. These pillars define institutions in different manners, and utilize different types of credible threat, such as legal sanctions, moral governance or cultural support, to enforce the constraints of the institution.

Institutions define constraints which are legitimate within a certain domain or society. These domains define constraints over the organizations or individuals in that domain, and enforce these
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<table>
<thead>
<tr>
<th>Basis Of Compliance</th>
<th>Regulative</th>
<th>Normative</th>
<th>Cognitive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mechanisms</td>
<td>Expedience</td>
<td>Social Obligation</td>
<td>Taken For Granted</td>
</tr>
<tr>
<td>Logic</td>
<td>Coercive</td>
<td>Normative</td>
<td>Mimetic</td>
</tr>
<tr>
<td>Indicators</td>
<td>Instrumentality</td>
<td>Appropriateness</td>
<td>Orthodoxy</td>
</tr>
<tr>
<td>Basis Of Legitimacy</td>
<td>Rules, Laws, Sanctions</td>
<td>Certification, Accreditation</td>
<td>Prevalence, Isomorphism</td>
</tr>
<tr>
<td>Cultures</td>
<td>Legally Sanctioned</td>
<td>Morally Governed</td>
<td>Culturally Supported</td>
</tr>
<tr>
<td>Social Structures</td>
<td>Power Systems</td>
<td>Values, Expectations</td>
<td>Categories, Typifications</td>
</tr>
<tr>
<td>Routines</td>
<td>Protocols</td>
<td>Authority Systems</td>
<td>Identities</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conformity</td>
<td>Scripts</td>
</tr>
</tbody>
</table>

Figure 3.2: A Table Of The Three Pillars Of Institutions

constraints through an appropriate credible threat. Those organizations which reside within the
domain are subject to the constraints of the institutions. Examples of such domains include poli-
tical domains such as the United Kingdom or organizational domains such as Newcastle University.
An organization may reside within a number of domains and be subject to the constraints of the
institutions in those domains when performing actions. These domains may be inter-dependent such
that the constraints of one domain assume those of another domain on which it is dependent. For
example, the institutions defined by Newcastle University assume those of the United Kingdom. The
participation of an organization in domain may be voluntary, such that the organization can choose
to be bound by such constraints, or mandatory, such that the organization is perpetually bound by
such constraints. Figure 3.3 illustrates the notion of a domain which defines constraints over one
or more organizations, defined by some organization A, and enforced by some organization B. For
example, organization A may be the government and organization B may be a court of law.

![Figure 3.3: An Illustration Of Institutional Domains](https://via.placeholder.com/150)

Organizations are subject to bounds on computational, storage and communication resources, or
technological constraints. The Web services which represent these organizations reflect such bounds.
This can restrict those constraints which can be defined and enforced within a domain in which the
organization resides. For example, a constraint may be defined, but due to technological constraints,
such as the inability to monitor the interactions of organizations, may not be enforceable. This
inability to effectively legitimize adherence to constraints leads to the redundancy of constraints and
the absence of the required control over organizations in a domain. Institutions and organizations co-evolve with changes in technological constraints, with the requirement for institutional change driving technological changes, and vice-versa. Accordingly, the design and manipulation of institutions must consider the technical constraints to which institutions in a domain are subject, as these technological constraints determine the efficacy with which constraints can be legitimized within a domain.

Institutions provide a generic approach to control over the actions of organizations. They have been considered in previous work relating to multi-agent systems such as [173, 174, 175], but an explicit formulation of trustworthiness and trust with regard to institutions has not been attempted in previous work. We believe that such an approach can provide a generic manner in which the context or environment of an organization, and of organizational decision making can be effectively represented and analyzed. This chapter provides such a formulation of the trustworthiness of an organization, and the trust placed in such an organization by other organizations. Trustworthiness is a manifestation of the institutions to which the actions of an organization are subject. This is defined by the domains in which the organization resides and the legitimacy of the institutions within these domains. Trust is determined by the perception of the constraints to which an organization is subject by other organizations. This perception may or may not reflect the actual institutions to which the organization is subject. The important difference between trustworthiness and trust is this notion of perception, which can lead to inconsistencies between the trustworthiness of an organization, and the trust placed in the organization by other organizations.

3.5 Framework Components

There are two principal components within the framework: environment and requester. The environment encapsulates the institutions and the organizations which define and enforce these institutions. The requester encapsulates the perception of the environment, and the reasoning process of an organization based upon this perception. In this section, we utilize the concept of institutions to provide a detailed description of the concepts of environment and requester in an SPR, and the relationship between these concepts with regard to trustworthiness and trust, utilizing the Example Scenario defined in Section 1.1.

3.5.1 Environment

The environment of an SPR is defined to comprise of three different layers: Service Layer, Platform Layer and Communication Layer. These three layers provide a holistic representation of the environment of an SPR. The layers each comprise of one or more organizations, or Web services, which define and enforce institutions which constrain QoS. The institutions at a given layer define constraints on which the layers above are dependent. For example, the constraints defined and en-
forced at the Platform Layer are dependent on the constraints which are defined and enforced at the Communication Layer. Figure 3.4 provides an overview of the environment and the layers within the environment.

![Diagram of Environment and Layers]

Figure 3.4: An Illustration Of The Environment Of An SPR

In the next three subsections, we provide a description of each of these layers, and the interdependencies amongst the layers.

### 3.5.1.1 Service Layer

The Service Layer comprises of the Web service for which the SPR is formed. For example, the Stock Quote Service of XYZ Stockbrokers. This Web service encapsulates a set of institutions which inherently constrain the QoS of the Web service. These institutions represents cognitive institutions, which define the inherent reasoning process to which the Web service adheres and which determine the QoS of the Web service. For example, the management policy of the Stock Quote Service is a cognitive institution which is defined and enforced by the XYZ Stockbrokers and determines the inherent QoS of the Web service. The bounds on computational, storage and network resources within the computing and communications infrastructure on which the Web service is provisioned, or bounded-rationality, of the provider dictate that this reasoning process may not be optimal with
regard to organizational objectives. Indeed, the process simply reflects the self-interested pursuit of organizational objectives subject to resource bounds, such that the process may be theoretically sub-optimal. The objectives of the organization can be defined within a utility function over QoS, \( u_m(v) \), where \( m \) is a specific metric and \( v \) is an assigned value for that metric. The management costs of the organization can be defined with a cost function, \( c_m(e) \), which expresses the cost to provision a Web service with a certain QoS, and reflects the consumption of scarce resources, or effort, \( e \), in the management of the Web service.

The provider experiences uncertainty in the QoS, given the management of the Web service, due to factors outside his control, such as hardware and software failures or fluctuations in service usage. Therefore, QoS can be represented a non-deterministic function of the management costs, or effort, of the provider, with the provider uncertain of the QoS of the Web service given the exertion of a certain effort. This non-determinism is a reflection of the ability of the provider to effectively manage the computing and communications infrastructure on which the Web service is provisioned. Such uncertainty in QoS can be represented by a random variable, \( V_m \), with an associated probability distribution, \( f_m(e|v) \). The probability distribution imposes a real value on the QoS of a Web service, which represents the degree of belief held by the provider that the Web service will be provisioned with a certain QoS, \( (m,v) \). This probability distribution is conditional on the management of the Web service the provider, and can be derived by the provider from monitoring mechanisms such as those described in Chapter 5. It can be reasonably assumed that the greater the effort exerted the higher the probability of a better QoS. Equation 3.1 illustrates the expected utility function of the provider, which considers the uncertainty experienced by the provider in the QoS given management.

\[
EU = \int_{v \in \mathbb{R}} f_m(e|v) \cdot u_m(v) - c(e)
\]  

(3.1)

The form of the utility function, \( u_m(v) \), defines the manner in which utility varies with the QoS and the attitudes or disposition of the provider to accept uncertainty. The provider will participate in an SPR when \( EU \geq \bar{b} \), where the real value, \( \bar{b} \), represents the minimum utility required by the provider from participation in SPR, given the beliefs. For example, should \( \bar{b} = 0 \) then the provider requires that the expected utility from the SPR is positive. This is known as the individual rationality constraint in economic literature. More importantly, the provider will provide a certain QoS, \( (m,v^*) \) when the utility from the service from such a QoS is greater than the utility from any other QoS, \( (m,v) \). This is known as the incentive compatibility constraint in economic literature, and is the basis for verifying that there exist sufficient incentives for a provider to realize a certain QoS. Under the assumption of a positive cost for management of the Web service, there must exist an incentive for the provider to provide the Web service with a certain QoS and to participate in the SPR. The participation of the provider must yield positive utility over and above the cost of management,
such that the individual rationality constraint is fulfilled, and must yield utility over and above cost for a certain QoS than for lower QoS, such that the incentive compatibility constraint is fulfilled. Accordingly, there must exist incentives in the environment of the SPR which can incentivize the provider, not only to participate, but to do so with a certain QoS. The trustworthiness of the Web service, and the willingness and ability of the Web service to exhibit a certain QoS is predicated on the existence of such incentives in the environment.

In the next section, we describe the Platform Layer which introduces incentives to the environment in order to incentive a certain QoS.

3.5.1.2 Platform Layer

The Platform Layer comprises of the Web services which define and enforce institutions to manipulate the willingness of a provider to provision a Web service with a certain QoS. In order to manipulate the willingness of the provider the cognitive process by which the provider manages the Web service must be known. This enable the institutions provide appropriate incentives to manipulate the utility function of the provider, and fulfill the individual rationality and incentive compatibility constraints of the provider, such that the Web service is provisioned with a certain QoS. This manipulation of the utility function constitutes the cooperation of the provider with the requester, with the adjustment of objectives arising from the the presence of appropriate situational dimensions such as sanctioning and the shadow of the future, as defined in Section 3.4. It can be reasonably assumed that the utility function of the provider expresses objectives over monetary payments, and that the provider prefers larger monetary payments within an SPR than smaller monetary payments. Therefore, the incentives defined by an institution must be such that the exertion of more effort in the provision of Web service, or incurrence of larger management costs, is rewarded with an expectation of greater monetary payments. The institutions which manipulate the willingness of the provider can be supported by two different pillars, as defined in Section 3.4:

**Normative Institutions**  Normative institutions provide control through social obligation, and an effect on the future ability of the provider to participate in SPRs with requesters and yield further monetary payments. For example, a provider with a bad reputation arising from the social sanctions of a normative institution may struggle to participate in SPRs in the future.

**Regulative Institutions**  Regulative institutions provide control through sanctioning, and an effect on the monetary payments of the provider from participation in an SPRs. For example, a provider who incurs sanctions will yield smaller monetary payments from a certain SPR than a provider who avoids such sanctions.
The set of Web services which can be utilized to provide definition and enforcement of normative and regulative institutions at the Platform Layer are described below:

**Identity Service**  The Identity Service encapsulates the functionality to perform authorization and authentication of organizations within a domain. This enables the actions of organizations to be associated with a persistent identity, and provides a basis on which organizations can make binding commitments to actions, and be held accountable for the fulfillment of violation of these commitments. Such accountability is the basis of the sanctions in a domain which incentivize certain actions, such as the provision of the Web service with a certain QoS. In the absence of a persistent identity, organizations are anonymous and incur no future consequences from their actions within the domain. Therefore, the organizations in the domain cannot be distinguished, and those organizations which exert appropriate effort to provision a Web service with a certain QoS are indistinguishable from those which exert no effort and seek to exploit requesters. The service requires power over the creation of identities by organizations, and the authority to associate an organization with a specific identity. Such services are discussed in detail in [23, 176].

**Payment Service**  The Payment Service encapsulates the functionality to transfer monetary payments between organizations in a domain. These monetary payments act as a common medium of exchange and store of value, such that organizations need not engage in the direct exchange of Web services, or barter, which relies upon a ‘double coincidence of wants’ amongst the organizations. The organizations are assumed to ultimately express objectives over such payments. The provider can be compensated by the requester for the exertion of costly effort in the provisioning of a Web service with a certain QoS through an appropriate payment. Additionally, the provider can be sanctioned for the exertion of no effort in the provisioning of a Web service, through an appropriate payment. The assumption that the provider expresses objectives over monetary payments, means that the provider is indifferent between the costly effort to provision the Web service with a certain QoS and a certain payment. Therefore, there always exists some payment which is equivalent in terms of utility to the cost of the effort to provision the Web service with a certain QoS, meaning that the provider can always be incentivized by an appropriate monetary payment. In order to facilitate the transfer of monetary payments, the service require sufficient power over the monetary resources of organizations such that the service can perform the required expropriation and appropriation of these resources. Such services are discussed in detail in [177, 178] with an example of such a service included in [179].

**Agreement Service**  The Agreement Service encapsulates the functionality to explicitly define the obligations of organizations within a domain, such that the actions of organizations are constrained
by such obligations. These obligations can include the provision of the Web service with a certain QoS, and the transfer of monetary payments between organizations. The monetary payments defined can be contingent on the provision of the Web service with a certain QoS or can be non-contingent on the QoS. Commonly, the obligations are explicitly defined within an SLA produced by the Web service. The obligations within the SLA can be subject to manipulation by organizations in a process of negotiation which reflects the objectives of each organization, before both organizations commit to the obligations within a certain instantiation of the SLA. The Agreement Service requires the authority to bind the organizations to this instantiation of the SLA utilizing their identities such that each organization can be held accountable for the fulfillment or violation of these obligations.

Such obligations must be designed in a manner which provides sufficient incentives for the provider to provision the Web service with a certain QoS, and therefore satisfy his individual rationality and incentive compatibility constraints. This design is the focus of Incentive Theory and Contract Theory in economics, with examples of their application to QoS in SPRs including [110, 134]. The design of such SLAs is based upon the pillar on which the institution represented by the SLA is supported. In the case of a normative institution, such SLAs may define a QoS and monetary payment to the provider, \((m, v, p)\), for the provision of the Web service which is not contingent on the QoS experienced by the requester. The incentive of the provider to provision the Web service with the QoS is based upon social obligation and the shadow of the future, with a lack of costly effort and appropriate management affecting his future ability to participate in beneficial SPRs. In the case of a regulative institution, such SLAs may define one or more QoS levels and one or more monetary payments to the provider, \(\{(m, v_1, p_1), (m, v_2, p_2), \ldots, (m, v_n, p_n)\}\), for the provision of the Web service which are contingent on the QoS experienced by the requester. The incentive of the provider to provision the Web service with the QoS is based upon monetary payments and sanctions, with a lack of costly effort and appropriate management affecting the monetary payments yielded from the SPR. The adherence of organizations to the obligations defined in an SLA, whether as a normative or regulative institution, is predicated on the existence of an appropriate credible threat which enforces the institution. Such enforcement requires the ability to detect the fulfillment or violation of obligations, and to enact sanctions based upon such fulfillment or violation. In the absence of such enforcement, the SLA is useless as a device for constraining the provider to provision a Web service with a certain QoS, and therefore for increased trustworthiness.

**Monitor Service**  The Monitor Service encapsulates the functionality to detect the QoS, \((m, v)\), of a Web service in a domain. This provides the verification of obligations defined within an SLA, whether normative or regulative, such that the institution can be enforced. This enforcement involves the enactment the appropriate sanctions based upon the provision of the Web service with a certain QoS, such as social or monetary sanctions. The Monitor Service is coordinates the detection and
sanctioning of obligations within the SPR, such that beyond request to the Web service by the requester, the monitor performs all other interactions within the SPR, and defining the sequencing constraints on Web service invocations at the Platform Layer and the Service Layer. For example, the Monitor Service will check the value of the response time metric to ensure that the QoS obligation of 200 milliseconds is fulfilled by the provider, and on violation invoke the Payment Service to perform a transfer between the requester and provider. The organization which provisions the Monitor Service must have sufficient authority within a domain to enact such sanctions. The degree of authority is based upon the organization in the domain which provisions the Web service, such that a TTP which is deemed trustworthy by many organizations has a higher degree of authority in the provision of the Monitor Service than the requester or provider. For example, a Monitor Service which is provisioned by the requester is unlikely to have sufficient authority to enact payment sanctions on the provider, but may have sufficient authority to enact social sanctions on the provider through reputation.

**Reputation Service** The Reputation Service encapsulates the functionality to provide a public opinion of a provider within a domain. This creates a credible threat to the provider to enforce a normative institution by persistently associating the QoS of a Web service in previous SPRs with that Web service, or creating a 'shadow of the future'. The service facilitates the association of reputation effect with a QoS which can be quantified by the profit which is foregone from the effect of a certain QoS on future SPRs. This effect is determined by the efficacy of the Reputation Service in punishing a certain QoS by the provider. Such efficacy relies upon the authority of the Reputation Service within a domain; the greater the authority of the Reputation Service, the more credible the threat against the provider for a certain QoS. For example, if there are only a small number of requesters which utilize the Reputation Service, it may not have sufficient authority to impose any control on the behavior of the provider through social obligation. The authority is predicated on the existence of the persistent identity provided by the Identity Service, such that the fulfillment of obligations by an organization can be persistently associated with an identity, and utilized not only to provide information to organizations to initialize beliefs (see Section 3.5.2.1) but also to control the organization and provide a credible threat.

In the next section, we describe the Communication Layer which introduces constraints on the communication between Web services at the Platform Layer and Service Layer and influences the ability to constrain the QoS at these layers.

### 3.5.1.3 Communication Layer

The Communication Layer comprises of the services which constrain the communication between organizations in an SPR. These constraints are encapsulated within communication protocols, which
define the syntax, semantics and ordering of communication between organizations. The constraints defined by the communication protocols at the Communication Layer affect the properties of communication between the Web services defined in the Platform Layer and Service Layer. These communication protocols exhibit certain properties based upon the communication channels on which the messages are communicated. Such properties pertain to qualitative aspects of communication such as reliability and latency. It is these properties which directly affect the communication at the Platform Layer and Service Layer. For example, the failure in a communication channel can result in the failure of a request to a Web service, and a resultant effect on QoS of that Web service. These qualitative aspects can emerge from the self-interest of the organizations which provision the communication services such as ISPs. The communication network at the Communication Layer can contain sets of communication channels which are provisioned by a number of different organizations. These organizations can manage communication channels in a manner which is consistent with their beliefs, attitudes and objectives. For example, a malicious organization may provide a communication service which corrupts or loses messages. This can lead to the actions at the layers above being subject to failures or variation in message delays due to the organizations which provision each communication channel.

The impact of the Communication Layer on the QoS of the Web service at the Service Layer provides difficulty for the provider in provisioning the Web service with a certain QoS. There are factors in the Communication Layer which affect the QoS but reside outside the control of the provider. In the commitment to certain obligations for QoS, the provider is subject to the uncertainty which is introduced at the Communication Layer. The provider may not wish to adopt all this uncertainty due to the impact of its revenue due to factors outside of its control, and indeed may wish to share such uncertainty with the requester. This sharing may take the form of offering a range over which the value of a metric may fall, which considers the effect of the Communication Layer. Alternatively, the provider may constrain the QoS at the Communication Layer through participation in upstream SLAs with the different providers of the services at the Platform and Communication Layer in terms of QoS, such that these services have QoS obligations which must be fulfilled. This yields a potential deep and expensive chain of contracts which detect and sanction the performance of functionality by each service at each layer in terms of QoS. This is investigated in [180] with regard to self-interested message propagation by the routers of certain organizations.

Additionally, there exists no global view of state amongst the organizations at this layer, with different organizations perceiving a different QoS from measurement at different points in the communication network. This inability to derive a global notion of state for the QoS directly affect the ability of the Platform Layer to impose constraints on the QoS of the Web service at the Service Layer. The Monitor Service perceives the QoS of the Web service at the Service Layer subsequent to the effect of communication channel between this Web service and the Monitor Service. Ac-
Accordingly, the properties of the communication channels which are utilized for an SPR have a large influence on their viability since the experience of the requester couples together the influences of both the provider and communication channel making QoS obligations troublesome to enforce in an objective manner. The requester is unaware that the lost response has arisen due to a failure of the communication channel rather than a failure of XYZ Stockbrokers itself. The requester may have to accept that the QoS obtained from the provider may at points fluctuate due to the communication channels rather than the willingness and ability of the provider of the primary Web service. Therefore, whilst the requester forms an SPR with the provider for a service with a certain QoS, this QoS can be affected by communication channels outside the control of either organization. Figure 3.5 illustrates the difference in the views of the organizations, where an outcome \((m, v)\) is perceived by XYZ Stockbrokers, an outcome \((m, v')\) is perceived by DEF Agreements, a third party organization, and an outcome \((m, v'')\) is perceived by the ABC Investments (if ABC Investments provisions the Monitor Service then \(v' = v''\)).

![Figure 3.5: An Illustration Of The Communication Layer Effects](image)

The control of the services at the Communication Layer, or indeed the Platform Layer, in order to receive a certain QoS can be analyzed in an analogous manner to the Web service at the Service Layer, by placing the Web service at the Service Layer of the framework and defining the Platform and Communication Layer in an appropriate manner to exert the control required, given the organization provisioning the service. We can reasonably assume that there will be services at the Communication Layer which are outside the control of either the requester or provider. Indeed, there will be aspects which are outside the control of the services at this level such as fluctuations in demand for the service (e.g., high load at peak times for Internet Service Providers (ISPs)). The services at this level will be unlikely to wish to enter into strict SLAs with a potential vast number of requesters for QoS, since it would be extremely challenging to manage and control to the extent that obligations will be regularly met. Accordingly, it is likely that the requester and provider will both have to accept some degree of uncertainty in the QoS themselves. SLAs due not provide complete control over the QoS obtained from a provider for the requester, and therefore cannot be complete trustworthy from an objective perspective, they may only be trustworthy to the extent that the requester is willing to participate from a subjective perspective, and accept the uncertainty at the Communication Layer. The requester and/or provider must accept the uncertainty introduced by the communication channel or face having to engage in an ever-increasing hierarchy of SLAs.
In the next section, we describe the perception of the environment by the requester in order to derive a notion of trust, and decide upon participation in an SPR based on organizational objectives.

3.5.2 Requester

The requester perceives the environment of an SPR in order to derive a notion of trust in the QoS of a Web service, and decide upon participation in the SPR based on organizational objectives. The trust in the QoS represents a subjective belief in the presence of institutions within the environment which constrain the QoS, or in the trustworthiness of the environment. Therefore, whilst the environment may be trustworthy, the subjective belief of the requester may be such that there does not exist a sufficient belief in this trustworthiness to participate in the SPR. The perception of the environment includes the perception of the three layers of the environment which define constraints on QoS. Accordingly, the perception of the environment includes:

- **Web Service at the Service Layer**
  This represents a perception of the willingness and ability of the Web service to provide a certain QoS.

- **Set of Web Services at the Platform Layer**
  This represents a perception of the willingness and ability of the Web services at the Platform Layer to provide incentives for a certain QoS from the Web Service at the Service Layer.

- **Communication Network at the Communication Layer**
  This represents a perception of the willingness and ability of the communication networks to enable interaction with the Web Services at the Service Layer and the Platform Layer.

The requester has beliefs with regard to the different Web services at the Service Layer and Platform Layer, and communication network at the Communication Layer. These different beliefs enable a model to be created for a specific environment in which an SPR may be formed. For example, ABC Investments may have beliefs relating to the willingness and ability of XYZ Stockbrokers to provision the Stock Quote Service with a certain QoS. In the event of a change in the environment, such as a change in the Communication Network or one or more Web Services at the Platform Layer, a change in the model of the environment is required. The model represents the beliefs that the requester has, not only that the incentives defined at the Platform Layer are sufficient to incentivize the provider, given his rationality, but also that the Web Services at the Platform Layer can enforce the institution to provide these incentives. The beliefs of the requester over these factors of the environment are formed from information gathering and processing. Such information can be obtained from a variety of different information mechanisms such as first-hand monitoring.
or reputation mechanisms. This information may also represent encoded human information from the organization on whose behalf the requester interacts participates in SPRs. In essence, the information pertains to the institutions in the environment which constrain the QoS. The presence of incomplete or imperfect information leads to models of the environment which do not reflect the trustworthiness of the environment, and leads to an absence of trust when trust would be justified under complete and perfect information, or the presence of trust when trust is not justified under complete and perfect information. Figure 3.6 illustrates the perception of the environment by ABC Investments.

![Figure 3.6: An Illustration Of Perception Of The Environment By The Requester](image)

These information mechanisms through their construction of models affect the perception of requesters and can therefore provide a credible threat which controls behavior. So, information mechanisms provide information on the control mechanisms present in the environment, and in doing so provide a model for the requester of the environment. Information from extrinsic mechanisms can act as control on behavior of provider as it knows that these will be used by providers to decide on participation in SPRs and so may prevent them from acting in a certain manner for fear of the shadow of the future. These beliefs can be refined over time by the requester utilizing learning models such that the beliefs reflect the latest information. Indeed, the architecture used to realize the requester, such as the utility-based agent architecture shown in Chapter 2 defines the manner in which the beliefs of the requester are created, updated and incorporated into the decision-making of the requester. Accordingly, the agent architecture determines the optimality of the decision-making by the requester, with heuristics often utilized to provide good, approximate decisions under the inherent computational constraints of the agent implementation. We do not explicitly consider the information mechanisms from which such beliefs may be formed simply that such beliefs exist and represent the state of information at the point of decision by the requester.

The perception of the environment includes the Web services at the Platform Layer which are provisioned by a TTP. The organization which provisions the Web service determines the willingness and ability of the service to provision the necessary functionality to realize the incentives. A Web service provisioned by the TTP is assumed to be trusted by the requester, such that there exists no
uncertainty over the functional or non-functional properties of the Web service. The organization requires no incentives beyond a single payment to perform this functionality. Such payments reflect a class of transaction costs incurred by the requester in order to reduce uncertainty in the QoS. The TTP can therefore be considered willing and able to provide a certain Web service for a certain payment and will not act strategically in the provision of the Web service. For example, the TTP will not avoid costly effort in order to receive the payment without cost. Accordingly, the TTP is consider to be inherently honest, rather than rational. In the event that a third party is consider to be rational, appropriate incentives must be provided for the TTP to provision the functionality to support the SPR at the Platform Layer. This yields a recursive analysis of Web services at the Platform Layer in the same manner as with the Web service at the Service Layer, such that the provision of incentives for these services can be analyzed in an analogous manner to the incentives for the provider of the Web services at the Service Layer. This yields a recursive analysis of the Web services at the Platform Layer at the Platform Layer until there exists at some level of recursion only Web services at the Platform Layer which are provisioned by benevolent organizations. These organizations can be considered the root of trust in any environment of an SPR, providing a Web service whose functionality does not need to be incentivized. The requester may have beliefs with regard to the Web services provisioned by certain TTPs, such that their services are always trusted. For example, the requester may have beliefs that a service provided by the government is completely trusted. The Web services for which the requester has beliefs are conventionally dependent on the administrative, social, geographical and political domains in which the requester resides. This constrains the set of potential services which can be utilized to support an SPR, with it often necessary for certain Web services to trusted by both the requester and provider in the SPR. This dictates that a certain degree of commonality must exist in the beliefs of the requester and provider for an environment to be feasible for a certain SPR.

Figure 3.7 provides a simple illustration of these different domains, where domain \( A \) could represent the political domain of a single government, domain \( B \) could represent the administrative domain of a single organization, domain \( C \) could represent the administrative domain of a trade body, and domain \( D \) could represent the social domain of a friendship group. The constraints defined within domain \( B \) and domain \( C \) are dependent on the constraints defined in domain \( A \). The labels \( R, M, P, I, A \) represent the organizations which provision the Reputation, Monitor, Payment, Identity and Agreement Services within each domain. There may exist zero or more of these services within the domain based upon the social relations in the domain. The domains contain the social relations between organizations such as those of authority and power. Such social relations are vital for the control of the provider through Web services provisioned by TTPs at the Platform Layer. For example, in domain \( B \) there will exist relations of power between the government and the requesters and providers in the domain. Each domain can have certain Web services which are trustworthy for
requesters in that domain. For example, a government may provide a Web service which is trustworthy for requesters in a certain political domain, but not trusted in other political domains. Such issues may be mitigated through the utilization of trusted modules within untrusted organizations rather than untrusted modules in trusted organizations to provide functionality. One could envisage that the requester would more easily trust a module whose functionality can be verified, than an organization whose objectives and functionality may not be verifiable.

### 3.5.2.1 Participation

The rationality of the requester dictates that participation in an SPR reflects the unilateral pursuit of organizational objectives. In accordance with this model, the objectives of the requester are defined within a utility function, $u_m(v)$, which expresses objectives over the QoS, $(m, v)$ for a given metric, $m$ and an assigned value for that metric, $v \in V$. The utility function contains a value function, $w_m(v)$, which expresses the value to the requester of the Web service with a certain QoS, $(m, v)$, and a payment $p_m(v)$ for that QoS.

$$u_m(v) = w_m(v) - p_m(v) \quad (3.2)$$

We consider two distinct outcomes of an SPR from the perspective of the requester, the fulfillment of a certain QoS or the violation of that QoS. The value function can be represented by a step function to reflect the significant difference in value between these outcomes for the requester. Figure 3.8
illustrates a step function for ABC Investments, which requires that the response time of the Stock Quote Service is less than 200 milliseconds, and on violation of this bound the value of the Web service diminishes significantly towards zero. The QoS experienced by the requester is subject to uncertainty, given that the requester cannot verify the QoS which will be experienced from a Web service prior to participation in an SPR. This uncertainty in QoS for a certain environment is reflected in the beliefs of the requester which can be represented by a random variable\(^1\), \(V_m\), with an associated probability distribution, \(f_m(v)\), which imposes a real value the QoS of a Web service representing the degree of belief that the Web service will exhibit those properties. This probability distribution emerges from the model of the environment held by the requester. The requester requires a method by which an encoding of the environment, and the institutions within that environment, as perceived by the requester, can be evaluated to yield such a probability distribution. This will involve the appropriate consideration of dependencies amongst institutions, and the constraints defined within these institutions. The detail of such an encoding and evaluation is omitted from consideration in this chapter, and forms part of the future work which arises from the thesis.

![Figure 3.8: An Illustration Of A Step Function](image)

The objectives and beliefs of the requester can be combined to yield an expected utility function from an SPR:

\[
EU = \int_{v \in \mathbb{R}} f_m(v) \cdot u_m(v) \tag{3.3}
\]

The intentions of the requester are determined by the form of the utility function, \(u_m(v)\), in conjunction with a real value, \(\overline{a}\), representing the minimum utility required by the requester from an SPR, given the beliefs. The form of the utility function defines the manner in which utility varies with the QoS and the disposition of the requester to accept uncertainty and participate in an SPR. This disposition is analogous to the notion of risk-propensity in economic literature, where organizations can be risk-loving, risk-neutral or risk-loving. These propensities to risk represent an increasing acceptance of uncertainty in the QoS by the requester. The requester will participate in an SPR when Equation (3.4) is satisfied. For example, should \(\overline{a} = 0\) then the requester requires that

\(^1\)The non-functional property of availability is assumed to be defined over a continuous domain, and therefore represented by a continuous random variable
the expected utility from the SPR is positive.

\[ EU \geq \pi \] (3.4)

This defines a calculative notion of trust for the requester in an SPR, where a requester has trust in a Web service to provide a QoS if the beliefs of the requester are such that the individual rationality constraint of the requester is satisfied. These beliefs are determined by the environment of an SPR, and under the assumption that the objectives and attitudes of the requester remain static, the participation of the requester in an SPR is influenced solely by these beliefs, which are derived from perception. The different environments for an SPR can reduce the uncertainty in the QoS of the Web service to different extents, and therefore increase trust to different extents. The requester can verify the fulfillment of the individual rationality constraint by different environments, and choose to participate in an SPR that environment which provides the greatest expectation of utility. For example, the ABC Investments may choose to participate in an SPR with XYZ Stockbrokers in the environment which reduces the uncertainty to the greatest extent, such that the individual rationality constraint is fulfilled and the expected utility of the requester is maximized. The institutions in the environment define the incentives for the provider to provide a certain QoS, but the requester must be able to verify the incentives which are sufficient for the provider to provide a certain QoS. This must implicitly considers the costs incurred by the provider, and the payment received. These obligations can define the appropriate incentives for the provider to provision the Web service with a certain QoS and for the participation of the requester.

3.6 Discussion

The institutional framework presented in this chapter provides a foundation on which methods for the formal verification of an environment can be performed. Such verification can prove the correctness of an environment with respect to the trust of a requester, and the participation of that requester in an SPR. The ability to perform such verification on the environment of an SPR would enable an environment to be verified for trust or absence of trust, under assumptions of the organizational objectives and beliefs of the requester, and therefore whether the requester would participate in an SPR within such an environment. This could inform the design of environments for SPRs to increase the trustworthiness of the environment, and the trust of the requester in this environment such that SPRs are prevented from failure due to the uncertainty in QoS experienced by the requester.

The formal verification of an environment requires methodologies to encode the holistic model of the environment described by the framework in this chapter. This encoding of the environment could then be utilized to verify whether the environment is trusted by the requester. The trust of the requester can be encoded as property of the environment such that the model of the environment
must exhibit this property. The property we are concerned with is the participation constraint of
the requester, since this property dictates the participation of the requester in an SPR given his
organizational objectives and beliefs. The environment is trusted when the individual rationality
constraint is fulfilled by the environment under a given model of the requester. The model of the
environment must consider the different layers in the environment and the different factors in the
environment which can affect the fulfillment of the individual rationality constraint for the requester.
Additionally, the model must consider the set of beliefs held by the requester at the point of the
decision to participate in the SPR, as these beliefs define the perception of the environment and
inform the decision to participate. The environment in which an SPR is formed dictates that a
model of the environment and a model of the perception of this environment from the perspective of
the requester is likely to have a high degree of complexity. There are numerous interacting factors in
the environment which can together affect the trust of the requester. Accordingly, regardless of the
methodology utilized for such formal verification, the computational complexity is likely to be high,
and/or the veracity of the verification is likely to be low. The issue of computational complexity
is a particular obstacle in the run-time verification of an environment by a requester, with such
verification subject to temporal constraints. The design-time verification is more tolerant to high
computational complexity; yet the problem of veracity remains.

Game theory [121, 181] is a mathematical framework for the modeling of agents which are
interacting with one another and making interdependent decisions. Game theory provides a feasible
methodology for the formal verification of the environment of an SPR. The SPR is modeled as a
game between the requester and provider agents, such that their interaction leads to a certain set of
outcomes. The interaction of these agents is assumed to be rational, such that the agents interact in
accordance with self-interest and therefore to maximize expected utility. The beliefs, attitudes and
objectives of the requester, the provider are explicitly represented by an equilibrium concept, with
their execution and interaction dictated by the beliefs, attitudes and objectives encapsulated within
their deliberative process. The payoffs for certain outcomes are determined by the communication
and Platform Layers. For example, the presence of a monitor which can sanction a certain QoS
reduces the payoff of the provider for the outcome where that QoS is provisioned.

The framework defined by game theory model the behavior of organization within an SPR from
a global perspective. It “demonstrates the gains from cooperating and defecting in various contexts”
[162] but is not able to provide “a theory of underlying costs of transacting and how these costs
are altered by different institutional structures” [162]. Accordingly, there is no consideration in
game theory of the “creation, evolution and consequence of rules” [182], focuses only on “modeling
skills and strategies of players” [182]. Alternatively phrased, game theory models the reaction of
organizations to a structure of rules rather than the formulation of the rules themselves. The rules
are simply the determinant factors of the payoff structure which defines the game. The framework
can evaluate an existing environment but cannot define how to realize a better environment.

The rules define the utility for certain strategy profiles chosen by the requester and provider, but in order to consider the rules, the behavioral model of the organizations must incorporate these rules. That is, the requester and provider must be aware of the rules. This relies on a consistent perception of the environment of an SPR between the requester and provider, otherwise one may perceive rules which another does not, and essentially play a different game to the other. The behavioral model of the requesters and providers, under the rules defined in the institutions of the social context can be “contained in the description of the equilibrium” [171]. This behavior model can be represented by an appropriately defined equilibrium concept, which encapsulates all the rules to which the strategy selection of a social actor is subject. The framework enables the analysis of interaction from a global perspective under certain “rules of the game” but does not represent the rules only the consequences on the requester and provider, and common knowledge of these rules is assumed including the model of the requester or provider.

The ability to utilize an appropriate equilibrium concept to represent agents in an SPR requires the ability to formalize all the constraints to which the behavior of the agents are subject. These equilibrium concepts are at best a very generic approximation of behavior of computational agents, and only give an indication of how the game may be enacted. The formal verification is equivalent to the solving games with appropriate equilibrium concepts, where the equilibrium concepts may be computationally tractable. We need to be able to not only define the “rules of the game” but also how each agent reacts to the rules of the game, and moreover how each agent believes other agents will react to the rules of the game, ad infinitum. These rules can be defined in the form of what actions the requester and provider are obliged or permitted to perform in certain states of the game. Under the assumption that one can define an appropriate equilibrium concept, the game or service provisioning relationship in a given social context can be verified as to the properties which the predicted outcomes of the service provisioning relationship exhibit. The properties are defined as constraints over the equilibrium outcomes of the system, such that, in equilibrium, the system exhibits those properties. These properties are defined in terms of utility structures amongst agents. The equilibrium concepts have difficulty in representing in dynamic information, predicting the reaction of the agents to such dynamic information and the resultant effect on the outcome of the game. The verification is only a prediction under the abstract equilibrium concepts.

3.7 Conclusion

This chapter has addressed the problem of uncertainty in QoS experienced by the requester of a Web service. The main contribution of the chapter was a framework which facilitates the holistic representation of the environment of an SPR, and the subjective perception of this environment
by the requester. In the next chapter, this framework is utilized as the basis for the design and implementation of a software architecture for SPRs. This software architecture enables the practical consideration of the technical constraints to which organizations are bound, and demonstrates the efficacy and generality of the framework in the representation of environments.
Chapter 4

A Software Architecture For Service Provisioning Relationships

This chapter addresses the problem of uncertainty in QoS experienced by the requester and provider of a Web service. The chapter utilizes the framework presented in Chapter 3 to design and implement a software architecture which provides an environment for SPRs. The chapter has two main contributions. Firstly, a structured language for the representation of SLAs as contingent contracts, whose contingencies are defined over the QoS experienced by the requester. Such an approach differs from previous work, which does not provide a formal basis for the representation of SLAs as contingent contracts, where contingencies are defined in a verifiable and enforceable manner. The value of this approach is to enable the utilization of insights from economic literature on the design of contingent contracts to the creation of SLAs, such that the uncertainty of an organization in the QoS can be reduced. Secondly, a practical methodology for the creation of SLAs as contingent contracts, whose contingencies are optimal with regard to the objectives of an organization, in the presence of uncertainty in QoS. Such an approach differs from previous work, which does not provide a generic process for the creation of SLAs for any QoS metric of any Web service, given organizational objectives. The value of such an approach is to provide a formal process for the creation of optimal SLAs, such that organizations no longer utilize processes based on ad-hoc, sub-optimal reasoning which can be inconsistent with organizational objectives.

The remainder of this chapter is structured as follows. Section 4.1 introduces the problem addressed in this chapter. Section 4.2 presents a set of functional and non-functional requirements for the software architecture to address this problem. Section 4.3 presents the assumptions of the architecture. Section 4.4 describes the design of the software architecture to fulfill the set of requirements. Section 4.5 presents the implementation of the architecture. Section 4.6 presents two different deployments of the software architecture. Section 4.7 evaluates the software architecture. Finally, the chapter is briefly summarized and concluded in Section 4.8.
4.1 Introduction

Uncertainty in QoS can be experienced by the requester and provider of a Web service. The requester of a Web service can be uncertain of the willingness and ability of a provider to provision a Web service with a certain QoS. This uncertainty arises from a lack of complete control over, and complete information pertaining to, the Web service. Additionally, the provider of a Web service can be uncertain of his ability to provision a Web service with a certain QoS. This uncertainty arises from a lack of complete control over, and complete information pertaining to, the computing infrastructure on which the Web service is provisioned. Such uncertainties leaves the requester and provider vulnerable to the provision of a Web service with a QoS which does not meet the requirements of a requester, leading to negative effects on the fulfillment of organizational objectives. These uncertainties can endanger the economic viability of SPRs, and mitigate any increases in organizational efficiency for the requester and provider. The organizations may prefer not to participate in SPRs given the presence of such uncertainties, due to the negative effects on the fulfillment of organizational objectives from usage or provision of the Web service with a certain QoS. Accordingly, the economic viability of SPRs is predicated on the ability of organizations to address such uncertainties.

SLAs are often formed between the requester and provider in an SPR, in order to formalize the obligations of each organization and reduce uncertainty in QoS. These SLAs can be formulated as regulative institutions between the requester and provider, with formal sanctions for breaches of contractual terms to incentivize a certain QoS. The contractual terms within such regulative institutions can take many different forms dependent on the extent of the uncertainty which is to be overcome by the organizations. Contingent contracts [183] are a specific class of SLA which can address the uncertainty in QoS experienced by both organizations. Such contracts consist of a set of contingencies, representing the set of outcomes for an uncertain event, and contractual terms on the occurrence of these contingencies. The uncertain event in an SPR is the provision of a Web service with a certain QoS, and the set of contingencies are the different feasible levels of QoS with which the Web service may be provisioned, along with the contractual terms for each level of QoS, such as monetary payments. The outcomes which represent each contingency must be verifiable, such that the actual outcome can be unambiguously determined, and the appropriate contingency enacted within the contract. Such contracts can provide motivation for the provider to provision the Web service with a certain QoS, can facilitate the shifting of uncertainty in QoS between the requester and provider, and can overcome the informational advantage of the provider with regard to the expected QoS. In essence, such contracts make the differences in expectation of the QoS “the basis of a bet” [183] between the requester and provider, and are particularly useful in domains where highly dynamic relationships are formed between organizations with no previous relationships.
In accordance with the framework defined in Chapter 3, contingent contracts must be defined and enforced by Web services at the Platform Layer. This Platform Layer can then be deployed on a certain Communication Layer to provide constraints for any Web service defined at the Service Layer, such as the Stock Quote Service. The Web services required to realize an environment for such institutions is an aspect of contingent contracts which has not been addressed in previous work such [134, 159]. Such work focuses on the process by which contractual terms should be instantiated to shift uncertainty between organizations and overcome informational advantages. There are a number of interdependent Web services required to realize the environment to support an SLA as a contingent contract. These Web services must facilitate the creation and negotiation of such SLAs where the contingencies and contractual terms reflect the objectives of an organization, such as risk-sharing or mitigation of information advantage. Such Web services must facilitate the monitoring of the QoS to facilitate enactment of the appropriate contingencies in these SLAs, and must define the contingencies in a manner which is verifiable using commonly understood, unambiguous semantics. Additionally, there must exist Web services which provide resources that can be utilized for the purposes of sanctioning, such as monetary payments. Accordingly, this chapter presents a software architecture which realizes the Web services required in an environment for SPRs based upon contingent contracts. Such instantiation of the framework from Chapter 3 provides a demonstration of the expressiveness and generality of the framework, and enables the technical considerations of realizing such Web services, and the communication between these Web services to be investigated.

4.2 Requirements

The requirements of a software architecture refer to the “information, processing and the characteristics of that information and processing required by the user of the system” [184], and include both functional and non-functional aspects of the software architecture. Functional requirements refer to the desired behavior of an architecture, defining the set of functions which encapsulate the information and processing required of the system. Non-functional requirements refer to the qualitative properties [185, 186, 187] with which the efficacy of the functionality provided by the system can be assessed. The requirements of the software architecture which is defined in this chapter are as follows:

4.2.1 Functional Requirements

The functional requirements of the software architecture are defined as follows:

1. A structured language for the representation of SLAs

   The software architecture must provide a structured language for the explicit representation of
SLAs formulated as contingent contracts, where QoS is defined with precise well-understood semantics and is expressed in a verifiable and enforceable manner.

2. **A Web service for the creation and negotiation of SLAs**
   The software architecture must provide a Web service for the creation of SLAs formulated as contingent contracts whose contingencies are optimal in relation to certain organizational objectives, and enable negotiation of the SLA such that the contingencies remain consistent with organizational objectives.

3. **A Web service for the monitoring of QoS**
   The software architecture must provide a Web service for the monitoring of QoS within an SPR, to facilitate the enforcement of an SLA and the enactment of contingencies based on the QoS.

### 4.2.2 Non-Functional Requirements

The functional requirements of the software architecture are defined as follows:

1. **Simplicity of SLAs**
   The representation of SLAs must be sufficiently simple to facilitate straightforward design and evaluation of contingencies with regard to organizational objectives.

2. **Adaptability to changes in objectives.**
   The Web services within the software architecture must be easily adaptable to changes in organizational objectives, such as changes in management costs or monetary payments.

3. **Extensibility to different Web services and different metrics**
   The Web services within the software architecture must be easily extensible to the creation and monitoring of SLAs for different Web services and different QoS, and must not require any changes to these Web services.

### 4.3 Architectural Assumptions

The framework presented in this chapter is based upon a set of assumptions which include those defined by the framework in Chapter 3 and the following additional assumptions:

1. **The SLA contains one SLO for a single usage of a Web service**
   The SLAs within the software architecture contain one SLO defined for a single metric, and for a single immediate usage of a Web service. These SLOs define a binary set of outcomes for a metric, representing the fulfillment and violation of a certain value for the metric.
2. **A Web service is utilized immediately after negotiation of an SLA**

The usage of the Web service immediately follows the negotiation of an SLA, in a manner consistent with spot pricing [188]. Such consumption considers Web services to be commodities, with identical and substitutable Web services provisioned by different providers.

3. **The impact of the communication network and the Web service on the QoS can be distinguished**

The QoS experienced by the requester is a function of the QoS of the Web service and the QoS of the communication network. This approach assumes an ability to distinguish the impact of the communication network from the impact of the Web service on the QoS experienced in some (approximate) manner.

4.4 **Design**

The design of a software architecture describes the “modularization and detailed interfaces of the design elements, their algorithms and procedures, and the data types” [184], such that the functional and non-functional requirements of the architecture are fulfilled. In this section, we provide a summary of the architectural style which will be utilized for the software architecture, present a set of architectural prerequisites, and describe the Web services which comprise the architecture in accordance with the chosen architectural style.

4.4.1 **Architectural Style**

Web services can adhere to different architectural styles, which define a “pattern for construction” [189]. These styles impose constraints on interaction with Web services to induce desirable non-functional properties. There are two common architectural styles utilized for Web services: Representational State Transfer (REST) [190] and Service Oriented Architecture (SOA) [191, 192]. These architectural styles impose different constraints on the interaction with a Web service. The functional requirements of the software architecture (see Section 4.2.1) can be fulfilled by both architectural styles, with appropriate design of the architectural components. The key distinction between these architectural styles arises from the extent to which certain non-functional properties are exhibited by these architectural components, and the resultant software architecture. The architectural style of REST has been chosen for the software architecture. Such a selection is of particular interest given the absence of any software architecture in previous work which utilizes the REST style. Therefore, the software architecture defined in this chapter can be considered a proof-of-concept for the utilization of this architectural style for such a software architecture.

REST necessitates the definition of a uniform interface to define interaction with resources.
We consider a generic, uniform interface based on four state-centric operations. These operations facilitate introspection on, and manipulation of the state of a resource through some representation of that state: `create()`, `retrieve`, `update()`, and `delete()`. A more concise set of operations consisting of `retrieve()` and `update()` could be utilized for resources, but such a set of operations makes certain semantics involved with the manipulation of state implicit, namely `create()` and `delete()`. This places more relevance on the representation to determine the semantics of a response. The operations can be mapped to any concrete communication protocol in a specific implementation of the software architecture. The functionality provisioned by any Web service in the software architecture must conform to this uniform interface, and provide the set of state-centric operations for interaction with the functionality through this resource. The requests to the Web service contain the operation to perform on the resource along with auxiliary data, including the representation to utilize in the request (if applicable) and any metadata pertaining this representation. The responses from the Web service can also contain auxiliary data, including the representation resulting from the request (if applicable) and any metadata pertaining to the resource or the representation of the resource. The design of the architecture is presented with an emphasis on the data flow of requests and responses transmitted along pipes through a “series of computational or manipulative processing components” [189], consistent with a pipe-and-filter pattern.

4.4.2 Architectural Prerequisites

The architectural prerequisites define two Web services on which the Web services defined in Section 4.4.3 are dependent. These pre-requisite Web services provide general functionality required by the software architecture, but whose design and implementation is omitted in this thesis. Such omission is motivated by the existence of varied commercial Web services provisioning such functionality which could be utilized within the software architecture. This avoids the design and implementation of Web services to provide this functionality which simply re-implement existing functionality. It is assumed that such services pre-exist in the environment, and are provisioned by a TTP, such that the functionality provisioned by these services is not subject to any uncertainty. In the next two sections, we describe these two Web services, and provide an overview of their utilization within the software architecture.

4.4.2.1 Identity Service

The Identity Service provides the functionality to authorize and authentication organizations within a domain. Authorization enables the Web service to determine the organization performing an interaction with a Web service. For example, an interaction with a Web service can be associated with ABC Investments. Authentication enables the Web services to determine the properties of
the organization performing an interaction. For example, ABC Investments has the appropriate properties to interact with the Stock Quote Service of XYZ Stockbrokers.

Figure 4.1 illustrates an Identity Service, defined in accordance with REST style. Such adherence to the REST style is not mandatory but provides consistency for the Web services defined within the software architecture. A Web service outsources the functionality to authorize and authenticate organizations to the Identity Service, enabling the Web service to specialize in the provision of functionality predicated on this notion of identity, such as the creation of an SLA. The Identity Resource provides a representation of the identity of a real-world organization. This representation includes properties of that real-world organization, as verified by the Identity Service, such as name and address. This representation can be retrieved by other Web services for authentication, or may be manipulated by other Web services to change the properties of the organization in accordance with updated information. The functionality of authorization and authentication is a pre-requisite of the software architecture due to the requirement to provide accountability for the interactions of organizations within an SPR, and to define obligations on organizations given this accountability.

In the absence of a persistent notion of identity for the organizations, there is no basis on which different organizations can be distinguished or held accountable for their interactions retrospectively. Commercial examples of Identity Services include those provided by Verisign [91], Google Accounts [109] and Facebook [193]. Such Identity Services can be based upon proprietary standards for the representation of identity, and methods of authentication and authorization, or on open standards such as Open ID [194]. Conventionally, these Web services link to a real-world notion of identity, such that a certain identity within the Web service corresponds to a real-world organization or individual. This facilitates the utilization of real-world institutions to constrain the behavior of organizations in an SPR in a similar manner to constraints applied in real-world outsourcing relationships.

### 4.4.2.2 Payment Service

The Payment Service provides the functionality to transfer monetary payment between organizations in a domain. These monetary payments between organization provides a medium of exchange,
and common store of value between organizations. For example, ABC Investments can transfer payment to XYZ Stockbrokers for usage of the Stock Quote Service. The functionality of the transfer of monetary payments enables value to be transferred between organizations and eliminates the problems of barter exchange, and enables monetary sanctions to be imposed on organizations for certain interactions with a Web service. For example, XYZ Stockbrokers may transfer a payment to ABC Investments as part of a sanction for a certain QoS.

![Diagram](Image)

**Figure 4.2: An Illustration Of The Payment Service**

Figure 4.2 illustrates a Payment Service, defined in accordance with the REST style, which, in an analogous manner to the Identity Service, provides consistency amongst the Web services in the software architecture. A Web service outsources the functionality to transfer monetary payments between organizations to the Payment Service, enabling the Web service to specialize in the provision of functionality predicated on this notion of payment, such as the monitoring and enforcement of SLAs. Commercial examples of Payment Services include those provided by Paypal [195] and Western Union [196]. Conventionally, these Web services link to a real-world notion of money, such that the monetary transfers performed within the Web service correspond to actual monetary transfers between real-world organizations or individuals. Indeed, the Payment Service is predicated on the existence of the Identity Service, in order to be able to authorize and authenticate monetary transfers between organizations. The Account Resource represents the set of monetary payments for an organization, and can have a representation which includes some or all of these monetary payments and a balance of payments. This representation can be retrieved by the organization to which it pertains, or may be manipulated by other Web services to change the balance. Such retrieval and manipulation requires appropriate authorization and authentication for organizations, such that the manner in which the account resource can be manipulated is based upon the organization performing the manipulation. For example, any organization may be able to transfer payments to an account resource, whilst only a specific set of trusted organizations, such as the Government, can transfer payments from an Account Resource.
4.4.3 Architectural Components

The architectural components whose design is presented in this section, in addition to the architectural prerequisites defined in Section 4.4.3, constitute the platform layer on which an SPR for a specific Web service can be supported.

4.4.3.1 Service Level Agreement

The Service Level Agreement component is a data component which defines the language and structure for the explicit representation of SLAs which expresses QoS in a verifiable manner, and whose terms refer to precise well-understood semantics for organizations. This language and structure was defined with the verifiability of outcomes and the enforceability of SLAs as contingent contracts.

Previous work on SLAs discussed in Chapter 2 often focuses on SLAs from a management rather than a trust perspective, often utilizing SLOs which focus on system metrics of the provider rather than experience metrics of the provider.

Figure 4.3: An Entity Relationship Diagram For A SLA

Figure 4.3 provides an entity relationship diagram to describe the language and structure chosen for an SLA. The SLA contains an identifier to facilitate the unique identification of a particular SLA. The organizations within the SPR defined by the SLA are uniquely identified within the SLA, along with the Web service to which the SLA pertains. This unique identification can utilized an Identity Service as described in Section 4.4.2.1. The QoS is within a set of SLOs, where an SLO contains the identifier of the metric to which the obligations pertain, a set of outcomes over this metric.
(defined by a binary operator and a value), and a monetary payment between the organizations for the realization of this specific outcome for each service usage request. This payment can utilize a Payment Service as described in Section 4.4.2.2. The outcomes for a metric partitioned the domain of values for a metric into disjoint sets, such that there is no ambiguity with regard to the outcome. This domain of values can be defined over a discrete domain such that the binary operator utilized for an outcome is =, or can be defined over a continuous domain such that the binary operator utilized for an outcome is <, ≤, ≥, or >.

There are a set of requests defined within the SLA, which uniquely identify the requests to which the SLA pertains, such that the outcomes defined in the SLA apply to each of these requests. This is distinct from previous work on SLAs which often define the validity period of an SLA with a time period. Such utilization of time is troublesome as requests within a period have no unique reference for the organizations in the SPR, such that QoS cannot be verified for each individual request.

![Figure 4.4: A Finite State Automata For Response Time](image)

Figure 4.4 illustrates the ability to model each request utilizing a Finite State Automata (FSA) [197]. The transitions of the FSA represent the interaction with the Web service through messages, with each transition representing one message. The message can be request to the Web service, or a response from the Web service. The metrics are defined over the final states of the FSA, which in this case are the outcomes representing a response time of less than or equal to 200 milliseconds, or greater than 200 milliseconds. For any request, the state machine has a final state which represents the outcome in terms of QoS.

The ability to verify an outcome is dependent on the ability to detect the request messages to, and response messages from the Web service, and determine the final state based upon these messages. We choose to distinguish two classes of metric for a single request to a Web service. The composition of these two classes of metric define the space of metrics which can be defined for each request. A boolean metric is a metric where the final state refers to the semantics of the response. For example, a boolean metric to represent availability would have two final states: available and unavailable which can be determined from the semantics of the response from the Web service. A temporal metric is a metric where the final state refers to time taken to transition to a final state. For example, a temporal metric to represent response time would have \( n \) final states, where \( n \) represents the number of intervals into which the domain of values for response time has been partitioned to
distinguish the outcomes. Such metrics are derived through the performance of time-stamping at each state in the FSA. The semantics of messages utilized to define the domain of values for a boolean metric can be based on those semantics which can be unambiguously defined by the organizations in the SPR. These semantics can be mapped to the semantics of the communication protocol on which messages are transmitted, or the semantics of the messages themselves. For example, a Web service based on SOA which utilizes SOAP could define metrics based on the semantics of the SOAP messages, or the semantics of the underlying communication protocol on which the SOAP messages are communicated.

### 4.4.3.2 Agreement Service

The Agreement Service provides the functionality for the creation and negotiation of SLAs whose contingencies are optimal in relation to the beliefs and objectives of the organization provisioning the Web service. For example, XYZ Stockbrokers can create a SLA for the Stock Quote Service which maximizes the expected positive payment from participation in the SPR with ABC Investments. The Web service defined in this section utilizes the language and structure of SLAs defined in Section 4.4.3.1.

![Figure 4.5: An Illustration Of The Agreement Service](image)

Figure 4.5 illustrates the two resources which comprise the Agreement Service: Factory Resource and Agreement Resource. The Factory Resource encapsulates the functionality for the creation of a SLA on request. For example, a requester could request the creation of a SLA from the provider of a Web service. This SLA can change in accordance with the beliefs and objectives of the organization such that a request for the creation of a SLA at two different points in time yields SLAs with different SLOs. For example, the beliefs of the organization over a certain metric may change, leading to a change in the SLOs which are created for that metric which is reflected in the state of the factory resource.

The Agreement Resource encapsulates the functionality for the negotiation of a SLA. The request to the Factory Resource creates a unique resource to represent that specific SLA. The requests to the agreement resource facilitate introspection on the SLA, and manipulation of the SLA as part
of a negotiation process. For example, a request to the Agreement Resource can update the state of the SLA represented that resource to contain different SLOs. The acceptance of such updates is defined by the beliefs and objectives of the organization which provisions the Agreement Service. For example, a provider will only accept an update to the state of the SLA if such an update is consistent with his objectives. In order to facilitate the creation of SLAs, and negotiation of SLA in accordance with beliefs and objectives. The beliefs, attitudes and objectives of the organization provisioning the Agreement Service must be defined in an appropriate manner. This information is contained within the configuration supplied to the Web service prior to its instantiation.

![Diagram](image)

**Figure 4.6: An Illustration Of The Agreement Service Configuration**

Figure 4.6 defines the information which is utilized to configure the Agreement Service. The configuration contains the set of Web services for which the creation of SLA is supported. These Web services are uniquely identified such that their functional semantics are unambiguously defined for organizations. For each Web service, the Agreement Service defines a set of metric for which the creation of SLOs in a SLA for the Web service are supported. These metrics are uniquely identified such that their semantics are unambiguously defined for organizations. We discuss such unambiguous definition of metrics in Section 4.4.3.3. A modeler is associated with each metric, which defines the manner in which the beliefs of the organization with regard to this metric are obtained. This modeler can utilize any theoretical or empirical techniques to model the values of the metric and produce a probability distribution over values of the metric. This probability distribution represents the beliefs of the organization.

The objectives of the organization over the values of the metric are defined within two different functions: fulfillment and violation. These functions define monetary payments for the organization for a fulfillment outcome and violation outcome respectively, under the assumption that a SLO contains two contingencies for any metric representing fulfillment and violation of a QoS. The fulfillment and violation functions are static, such that the monetary payments are not contingent on the actual value of the metric experienced, only that the value of the metric was within the domain of values which constitutes fulfillment or violation. This yields a step function representing the objectives of
the organization across the domain of possible values for a metric. Finally, the SLO factory defines
the disposition of the organization with regard to uncertainty, defining the manner in which the
beliefs and objectives are combined into the optimization problem which can be subsequently solved
for the metric to yield optimal SLOs.

Figure 4.7 provides a data flow diagram which illustrates the design of the Agreement Service,
consisting of the Factory and Agreement Resource. The diagram describes the flow of requests
and responses between internal components of the Web service in order to realize the creation
and negotiation of SLAs. The Admission Control component is a filter of requests which performs
authorization, using the Identity Service, such that the SLAs can only be created for, retrieved and
manipulated by a certain organization. This component can control the admission of requests for
SLAs based on information such as the current load on the Web service. This information is stored in
the Global Context of the Web service. The representation factory component is a filter of requests
and responses which performs transformation between the representation of a SLA communicated
over the network, and the representation of an SLA as a run-time object within the Agreement
Service.

The QoS modeler is a processing component which derives the beliefs of the organization for
utilization within the creation of an SLA. The modeler utilizes the method defined for each metric
in the configuration of the Agreement Service to derive a probability distribution utilized by the SLA
Factory in the creation of SLOs for that metric. These modelers can utilize information within the
Global Context to inform the modeling process. This is particularly pertinent when the Agreement
Service can access information on the current state of the Web service, obtained from the Monitor
Service (discussed in Section 4.4.3.3).
The SLA Factory is the principal processing component in the Agreement Service, and performs the optimization process to derive the optimal SLA. The SLA Factory contains the objectives of the organization defined for every metric, or every Web service for which the creation of SLAs is supported. These objectives are combined with the beliefs obtained from the QoS modeler to form an expected utility function. This expected utility function can be utilized to calculate the expected utility of any SLO. The SLO Factory for each metric can utilize this ability to calculate expected utility over any SLA in order to derive the optimal SLO, over a set of potential SLOs. The set of potential SLOs is the domain over which a metric is defined. For example, a response time metric, \( m \), would be defined over the domain of real numbers, \( v \in \mathbb{R} \). The domain over which a metric is defined can be partitioned up into any number of outcomes in accordance with the granularity of SLOs required. Each of these outcomes can have different associated utilities such that the optimization process must optimize across the beliefs in which outcomes will occur and the utilities for these outcomes.

\[
\begin{align*}
\text{input} & : \text{Metric, } m \\
\text{input} & : \text{Desires, } g_m(v) \text{ and } h_m(v) \\
\text{input} & : \text{Beliefs, } f_m(v) \\
\text{output}: \text{Optimal SLA, } a^* \\
\end{align*}
\]

\[
eu \leftarrow \text{EUBuild}(g_m(v), h_m(v), f_m(v));
\]

\[
dv \leftarrow \text{Differentiate}(\text{eu}, v);
\]

\[
v^* \leftarrow \text{BisectionMethod}(dv);
\]

\[
a^* \leftarrow ((m, v^*), g_m(v^*), h_m(v^*));
\]

Figure 4.8: An Algorithm For Optimal SLA Creation

Figure 4.8 illustrates the algorithm utilized to perform the optimization over the domain of SLOs. The optimization of SLOs for each metric yields an optimal SLA where the expected utility of the organization is maximized. The objectives are represented by the two functions: \( g_m(v) \) and \( h_m(v) \) which represent fulfillment and violation function respectively. These functions are assumed to be linear polynomials to ease the differentiation in order to find the first-order derivative of the function and perform optimization. In order to find the optimal value of the metric, we find the turning or stationary points of the first-order derivative where the derivative is equal to zero. The bisection method of root-finding was utilized, which takes as input the function whose root is to be found, the lower and upper bounds of this function, the maximum number of iterations to be performed in root-finding, and the acceptable error in the root-finding. The maximum number of iterations and the acceptable error determine the computational tractability of the algorithm, with a greater number of iterations and lower higher leading to high consumption of time and computational resources by the algorithm. The output is the value of the differentiated expected utility function which evaluates
to zero, or the root of the function, which represents the optimal value for the metric.

The creation of a SLA instantiates an Agreement Resource to represent to SLA and facilitate introspection or manipulation. The SLA manager component enables this introspection and manipulation through the provision of the functionality to store SLA in the persistent storage of the database, retrieval SLAs from the persistent storage, create a run-time object for the SLA, perform any processing on the run-time object to reflect negotiation, and then returning the updated representation of the SLA in the response. The SLA manager must be able to check that the any manipulation of the SLA within the negotiation process is valid. The SLA manager can interact with the SLA factory in order to check the expected utility of a proposed manipulation of the SLA, and verify that a minimum level of expected utility is yielded. Clearly, such negotiation will yield a SLA which is no longer optimal, but may still be preferable for the organization than the absence of participation in a SPR. The process of negotiation is assumed to be completed, and the SLA committed to, when the proposed SLA is equal to the current state of the SLA.

4.4.3.3 Monitor Service

The Monitor Service provides the functionality the monitoring of QoS within the SPR defined by the SLA to facilitate the enactment of contingencies in the SLA based on the QoS. This service is an intermediary on the communication network between the requester and provider in the SPR, and can monitor the QoS for interaction without influence on the semantics of those requests and responses. For example, CDE Trust monitor the QoS in the SPR between ABC Investments and XYZ Stockbrokers for the Stock Quote Service, and enactment the contingencies in the SLA based on the QoS.

![Diagram of Monitor Service](image)

Figure 4.9: An Illustration Of The Monitor Service

Figure 4.9 illustrates the Monitor Service. The Monitor Service exposes a set of outcome resources which encapsulates the state of a request defined within a SLA. The requests to the outcome resource represent requests to the underlying Web service for which the monitoring is performed. The context of a request, such as the Web service to which the request pertains and the SLOs to which the request is subject can be derived from interaction with the Agreement Service.
Figure 4.7 provides a data flow diagram illustrating the design of the Monitor Service in order to provide the functionality to monitor the QoS of a Web service. The data flow diagram illustrates the flow of requests and responses between the components in the Web service and the Web services discussed in the Section 4.4.2. The Admission Control performs authorization and authentication of requests utilizing the Identity Service. This enables the Monitor Service to verify the identity of the organization, and to utilize the Agreement Service to retrieve the SLA to which the request pertains, and verify that the organization is the requester in the SLA. Additionally, the Admission Control component verifies that a request with the same identifier has not been previously sent to the Monitor Service. This SLA information is associated with the context of the request in the Monitor Service, such that it can be utilized subsequent to the processing of the request to enactment appropriate contingencies.

The request for the Web service is passes through a set of Metric Monitor components, where each Metric Monitor represents the monitor of a specific metric. This enables metrics to be easily added and removed as necessary, and provides a clear distinction amongst metrics and their semantics. The Metric Monitor for each metric is simply defined using the state machine representation defined Section 4.4.3.1. The monitor detects a request and performs any pre-processing on the request (storing this in the context of request), forwards the request to the Web service, and then performs any post-processing on the response which involves the detection of the final state of the request. This may involve introspection on the semantics of the response (boolean metric) or may involve another time-stamp to calculate a time for the request-response pair (temporal metric).

The Dispatcher holds the set of services for which SLAs can be monitored. The context of the
request is inspected to derive the Web service to which the request must be dispatched. The Dis-
patcher is initialized with all the services for which monitoring is supported, and associated with
each Web service a Service Manager which processes the requests for that specific Web service. The
Service Manager performs any pre-processing on the request before dispatching the request to the
service for processing. The Service Manager then performs any post-processing on the response
before forwarding the response onto the Metric Monitors for verification of the QoS. The Service
Manager separates the requests for the Web service from the resources on which these requests are
processed. This enables the requests to be unconcerned about where they are processed, and enables
workload management such as load balancing to take place, or the utilization of different providers
for functionally analogous Web services for the purposes of fault-tolerance. The functionality of the
Service Manager is dependent on the organization provisioning the Monitor Service. The Service
Managers can update the information in the Global Context for utilization by, for example, Admis-
sion Control in the Agreement Service (when both services are co-located at the same organization).
We describe the design of two specific Service Managers in the software architecture: Grid Service
Manager and Cloud Service Manager.

- **Grid Service Manager**
  The Grid Service Manager enables the monitoring of QoS for a Web service provisioned on
  a Grid computing infrastructure. The Grid Service Manager enables a Web service to be
deployed on a Grid computing infrastructure such that the same Web service is replicated
over a physical resource capacity. Figure 4.11 illustrates the Grid Service Manager. The Grid
Service Manager contains a pool of resources on which a certain Web service is deployed, such
that requests for that service can be dispatched to those resources. The requests to the service
are held in a FIFO queue before being dispatched to a resource when available.

![Figure 4.11: An Illustration Of The Grid Service Manager](image-url)

- **Cloud Service Manager**
  The Cloud Service Manager enables the monitoring of QoS for a Web service provisioned on
  a Cloud computing infrastructure. The Cloud Service Manager enables a Web service to be
deployed on a Cloud computing infrastructure such that the Web service is replicated over
a logical resource capacity. Figure 4.12 illustrates the Cloud Service Manager. The Cloud
Service Manager contains any necessary pre-processing required to dispatch requests to the
cloud service. This can include the transformation of the request body into a specific format required by the API of the cloud service. Such transformation may be required in the response received from the service.

![Cloud Service Manager Pre-Processing Post-Processing Request Response Request Response](image)

Figure 4.12: An Illustration Of The Cloud Service Manager

The Feedback Manager deals with the enactment of contingencies in the SLA for a certain outcome. The Metric Monitors store the outcome for each metric within the context of the request and this request is passed to the Feedback Manager which can enact contingencies in the SLA based upon these outcomes. The outcomes are also written to persistent storage, for instance, to inform future creation of SLAs in the Agreement Service (when both services are co-located at the same organization), or to update beliefs as part of a trust mechanism based upon learning. Indeed, the Feedback Manager can provide a representation of the outcome resource subsequent to the processing of the request to which it pertains, which represents the QoS for that request. We do not consider such a representation in this work.

4.5 Implementation

The implementation of a software architecture provides the “representations of the algorithms and data types” [184] described in the design, such that the functional requirements and non-functional requirements of the architecture are fulfilled. In this section, we describe the implementation of the architectural components, the deployment of these architectural components for Web services on two different computational infrastructures, and the software tools utilized to implement the software architecture.

4.5.1 Architectural Components

The implementation of the architectural components in Section 4.4.3 is presented in this section.

4.5.1.1 Service Level Agreement

The Service Level Agreement component designed in Section 4.4.3.1 is implemented as a run-time object utilizing a hierarchy of dependent Java classes. These Java classes encapsulate the data
which represents the SLA, and a set of operations for introspection on, and manipulation of this data, which can be utilized by the Web services within the software architecture.

Figure 4.13: A Class Diagram For An SLA

Figure 4.13 illustrates the primary components in the hierarchy of classes which implement the SLA data component. This class diagram provides a concrete implementation of the entity relationship diagram illustrated in Figure 4.3, with the selection of appropriate data types. The ServiceLevelAgreement class represents the top of the hierarchy of classes, encapsulating all the data which represents the SLA. The ID of the SLA is represented by a Universal Unique Identifier (UUID) [198] which is created at random by the Agreement Service on instantiation of an SLA object. This data type enables an ID to be created for each SLA without fear of collisions amongst the IDs created for these SLAs, and therefore without fear of ambiguity. The service, organizations in the SLA are represented by a URI. This representation enables the service, organizations to be identified by a resource. The SLOs in the SLA are contained within an array of ServiceLevelObjective.

The ServiceLevelObjective class contains the metric to which the SLO pertains, where the metric is represented by a URI for analogous reasons to the service, organizations. An array of GuaranteeOutcome is defined which contains an operator over the metric, a value for the metric in the form of a double such as 0.10, and a payment. The operator is encapsulated within a OperatorType class, which enables the construction of a set of finite set of binary operators such as =, ≤, or ≥. The payment is represented by an OutcomePayment class which defines the payment as a polynomial function, whose single variable was the value of the metric over which the payment
The communication of the SLA between organizations on a communication network necessitates an appropriate encoding of the SLA in a data format suitable for transmission over that network. Accordingly, a XML representation is defined for SLAs based upon XML. XML provides a simple and general set of rules for encoding documents as hierarchically structured text for transmission over a communication network. An alternative language for the representation of the SLA is Javascript Object Notation (JSON) [199], which defines a lightweight language in for encoding documents as groups of name-value pairs. The generality of XML and the software support for its utilization motivate its selection within the software architecture. The utilization of XML to represent the language, enables the structure of an SLA to be formally defined in XML Schema.

Figure 4.14 illustrates an XML Schema for the language, and Figure 4.15 provides an example SLA for the Stock Quote Service based on this schema. This SLA contains a single SLO comprising of two outcomes and the payments between the organizations for these outcomes. The XML representation provides an XML representation of the Java class structure and data types defined in Figure 4.13. The Java class hierarchy is can be transformed to and from the XML representation by the services on transmission and reception of this data respectively utilizing the XStream library described in Section 4.5.2.3.

4.5.1.2 Agreement Service

The Agreement Service designed in Section 4.4.3.2 is implemented as a Web application, consisting of a set of Java Servlets and Filters, along with any libraries and classes on which these Servlets and Filters are dependent. In accordance with the utilization of a Web application, the REST style to which the design of the Agreement Service adheres is realized utilizing Hypertext Transfer Protocol (HTTP), such that resources are identified by a URI in the form of a Web address, and interaction with the resources of the Agreement Service comprises of a synchronous HTTP request-response pair. The resources support a uniform interface for interaction defined by the HTTP methods, and can utilize the HTTP status codes to denote the semantics of responses. These methods map onto state-centric operations defined in Section 4.4.1 to provide introspection on, and manipulation of the state of resources.

Figure 4.16 provides a table of interactions supported by the Factory resource of the Agreement Service, implemented using HTTP. The factory resource is identified by a URI of the form: /SLAs?service=services:stock_quote_service, where /SLAs provides a mapping of the request to a specific set of Filters and Servlets associated with the factory resource, and the URI for the specific service for which the SLA is requested is services:stock_quote_service. The factory resource supports a single interaction, GET. This interaction represents the retrieval of the currently proposed SLA from the Agreement Service. This request contains the data required from the cre-
<?xml version="1.0" encoding="ISO-8859-1" ?>
<xs:schema xmlns:xs="http://www.w3.org/2001/XMLSchema">
  <xs:element name="sla">
    <xs:complexType>
      <xs:attribute name="id" type="xs:string"/>
      <xs:attribute name="service" type="xs:anyURI"/>
      <xs:attribute name="user" type="xs:anyURI"/>
      <xs:attribute name="provider" type="xs:anyURI"/>
      <xs:element name="slos">
        <xs:complexType>
          <xs:element name="slo">
            <xs:complexType>
              <xs:attribute name="metric" type="xs:string" use="required"/>
              <xs:sequence>
                <xs:element name="outcome" maxOccurs="unbounded">
                  <xs:complexType>
                    <xs:attribute name="operator" type="xs:string" use="required"/>
                    <xs:attribute name="value" type="xs:decimal" use="required"/>
                    <xs:element name="payment">
                      <xs:complexType>
                        <xs:attribute name="payer" type="xs:string" use="required"/>
                        <xs:attribute name="payee" type="xs:string" use="required"/>
                        <xs:attribute name="value" type="xs:decimal" use="required"/>
                      </xs:complexType>
                    </xs:element>
                  </xs:complexType>
                </xs:element>
              </xs:sequence>
            </xs:complexType>
          </xs:element>
        </xs:complexType>
      </xs:element>
      <xs:element name="requests">
        <xs:complexType>
          <xs:element name="request">
            <xs:attribute name="id" type="xs:anyURI"/>
          </xs:element>
        </xs:complexType>
      </xs:element>
    </xs:complexType>
  </xs:element>
</xs:schema>

Figure 4.14: An XML Schema For SLAs
<sla id="123a0123-a12b-12d4-a123-12344321000" service="services:stock_quote_service" requester="ABC Investments" provider="XYZ Stockbrokers">
  <slos>
    <slo metric="metrics:response_time">
      <outcome operator="LEQ" value="200">
        <payment payer="ABC Investments" payee="XYZ Stockbrokers" value="0.05"/>
      </outcome>
      <outcome operator="GT" value="200">
        <payment payer="XYZ Stockbrokers" payee="ABC Investments" value="0.07"/>
      </outcome>
    </slo>
  </slos>
  <requests>
    <request id="456b0456-b56g-hg87-jf85-547380987876"/>
  </requests>
</sla>

Figure 4.15: An SLA For The Stock Quote Service

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Status Code</th>
<th>Response Body</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>200</td>
<td>Newly created SLA encoded in SLA Hypermedia Format.</td>
</tr>
<tr>
<td></td>
<td>400</td>
<td>-</td>
</tr>
<tr>
<td>PUT</td>
<td>405</td>
<td>-</td>
</tr>
<tr>
<td>POST</td>
<td>405</td>
<td>-</td>
</tr>
<tr>
<td>DELETE</td>
<td>405</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.16: A Table Of Interaction Methods For The Factory Resource
ation of an SLA, namely the organization requesting the SLA, and the service for which the SLA is being requested. As described above, the service is included in the query string, whilst the identity of the organization is provided by the Identity Service. The absence of the necessary data in the GET request for the SLA yields a response from the service with a status code of 400 representing a bad request which must be modified in order to successfully request an SLA. In the presence of the necessary data in the request, the response from the GET request is contains a status code 200 representing a successful request, and the body of the request contains an SLA in the hypermedia format described in Section 4.5.1.1. The response contains in the metadata, a content-location header which contains a URI reference to that particular SLA such that the SLA with that particular ID can be resolved at the negotiation resource. The response from any other interactions requests, such as PUT or POST, contain a status code representing the absence of support for such an interaction, and an empty request body.

<table>
<thead>
<tr>
<th>Interaction</th>
<th>Status Code</th>
<th>Response Body</th>
</tr>
</thead>
<tbody>
<tr>
<td>GET</td>
<td>200</td>
<td>Appropriate SLA encoded as XML representation.</td>
</tr>
<tr>
<td></td>
<td>401</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>404</td>
<td>-</td>
</tr>
<tr>
<td>PUT</td>
<td>405</td>
<td>-</td>
</tr>
<tr>
<td>POST</td>
<td>200</td>
<td>Modified SLA encoded as XML representation.</td>
</tr>
<tr>
<td></td>
<td>304</td>
<td>Unmodified SLA encoded as XML representation.</td>
</tr>
<tr>
<td></td>
<td>401</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>415</td>
<td>Unmodified SLA encoded as XML representation.</td>
</tr>
<tr>
<td>DELETE</td>
<td>405</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 4.17: A Table Of Interaction Methods For The Agreement Resource
Figure 4.17 provides a table of interactions supported by the Agreement resources of the Agreement Service, implemented using HTTP. The Agreement resources are identified by a URI of the form: /SLA?id=123a0123-a12b-12d4-a123-12344321000, /SLA provides a mapping of the request to a specific set of Filters and Servlets associated with the Agreement resources, and where 123a0123-a12b-12d4-a123-12344321000 is a Universal Unique Identifier (UUID) for the specific SLA. The agreement resources support two different interactions: GET and POST, which correspond to retrieve() and update(). The GET interaction represents the retrieval of the SLA identified by the ID supplied in the query string. In the presence of a valid ID, the request is authenticated and authorized utilizing the Identity Service, such that only an organization in the SLA can retrieve the SLA. An unauthorized organization receives a response from the service containing a status code of 401 and an empty body, while an authorized organization receives the SLA encoded in the SLA XML representation.

The POST interaction facilitates the proposal and counter-proposal which constitutes negotiation over the SLOs in the SLA. The organization can interact through POST with inclusion of an XML representation of the SLA in the body of the HTTP request, representing the counter-proposal. In an analogous manner to the GET interaction, only an authorized organization can perform the proposal or counter-proposal, and a request which is unauthorized will receive a response with the status code 401. The representation filter performs the transformation of the SLA representation from XML to Java object, and from Java object to XML in the event of another proposal. This transformation utilizes XStream (see Section 4.5.2.3) with appropriate convertors and aliases setup. The inclusion of an invalid XML representation of the SLA in the request body leads to a response from the service with a status code 415. Such an invalid encoding may be due to the manipulation of the encoding structure such that it no longer conforms to the schema in Figure 4.14. A valid counter-proposal to the service is considered by the service in an accordance with beliefs, objectives and attitudes and either accepted, represented with a status code 201, or not accepted with a status code 304. Indeed, as a simplification of the negotiation service, we implement the service to support a “take-it-or-leave-it” style of negotiation, where the service proposes an SLA which is either accepted or not accepted, with no counter-proposal facilitated. The support for such a counter-proposal would be straightforward to implement, simply using the methodology in the SLA Factory to evaluate the expected utility of an existing SLA rather than formulate an optimal SLA, and accepting that counter-proposal if an acceptable level of expected utility is attained. The response from any other interactions requests, PUT or DELETE, contain a status code representing the absence of support for such an interaction, and an empty request body.

In order to facilitate ease the definition of QoS modelers for each metric, a library of parametric and non-parametric distributions were implemented as classes in Java. These distributions can be utilized by any QoS modeler as a basis for modeling the distribution of a metric. For example, the
empirical data available to the QoS modeler could be utilized to bootstrap a parametric distribution such as an exponential distribution. Of course, such an ability to utilize a parametric distribution is predicated on the knowledge of the organization provisioning the Web service that the values of a certain metric do correspond to a certain distribution. The parametric distributions implemented were the `NormalDistribution`, `ExponentialDistribution` and `TruncatedNormalDistribution`, which require the appropriate parameters to be inputted to them. The non-parametric distribution implemented was the `EmpiricalDistribution` classes, which utilizes empirical data, deriving the probability of values based upon the number of observations in the empirical data within each section of the potential domains of values for the metric.

![Class Diagram For Probability Distributions](image)

Figure 4.18: A Class Diagram For Probability Distributions

Figure 4.18 provides a class diagram for the different distributions supported by the SLA Factory. The Agreement Service defines a QoS model manager which facilitated the construction of the distribution to utilize in the creation process from empirical data. This distribution manager is based around the utilization of data from a JDBC data-source (in this case the database) to create a distribution. For each metric, a QoS Modeler is defined which defines the metric for which it derives a distribution, and the number of empirical observations it requires from the data source in order to produce a distribution. The `getDistribution()` method is called to create a distribution, including any feedback which may be utilized in the creation of the distribution. This feedback represents auxiliary information, such as system metrics like queue size, which can augment the information utilized in the creation of the distribution, under the assumption that the global context is shared with the Monitor Service. The QoS modeler can be implemented for any of the different types of distribution described above.
Figure 4.19 provides a class diagram for the QoS model manager. This model manager is utilized within the creation process by the SLO factory for each metric. This SLO factory combines the beliefs represented by the distribution and the desires of the organization to derive intentions with regard to the SLA. This SLO factory is utilized to create the SLOs for a given metric within an SLA. It is this component which performs the optimization process.

Figure 4.20 provides a class diagram for the SLO Factory. The SLO Factory contains the ID of the metric to which it pertains, the functions which determine the objectives over the success and failure outcomes, in the form of polynomials, an operator which defines the operator utilized to partitioned the domain of values for a metric to create an SLO, and a utility function. The utility
function performs the optimization process for the metric. On the execution of the `getOutcomes()` method, a utility function is constructed from the component parts within the `SLOFactory`, the fulfillment and violation functions, the operator type and the distribution which is passed to the `getOutcomes()` method.

### 4.5.1.3 Monitor Service

The Monitor Service designed in Section 4.4.3.2 is implemented as a Web application, consisting of a set of Java Servlets and Filters, along with any libraries and classes on which these Servlets and Filters are dependent. In an analogous manner to the Agreement Service, the Monitor Service is realized utilizing Hypertext Transfer Protocol (HTTP), such that the interaction with the resources of the Monitor Service comprises of a synchronous HTTP request-response pair. The resources support a uniform interface for interaction defined by the HTTP methods, and can utilize the HTTP status codes to denote the semantics of responses. These methods map onto state-centric operations defined in Section 4.4.1 to provide introspection on, and manipulation of the state of resources. The outcome resource supports any interaction, as the semantics of the response will be determined not by the Monitor Service but by the Web service to which the request is subsequently dispatched. Therefore, the outcome resource must be able to support any interaction which may be required by any of the Web services it monitors.

The metrics supported by the Monitor Service were bound to the HTTP protocol, such that the status codes of HTTP were utilized to reference the set of responses from the service. Accordingly, the state machine defined in the design of the Monitor Service can have states representing the HTTP status codes. Figure 4.21 shows this concrete incarnation of the state machine. A filter is created for temporal metrics and for boolean metrics, where each filter was initialized with the name of the metric they represented, and the status code which they represented (for boolean metrics). These filters extend those provided by Apache Tomcat (see Section 4.5.2.1), and are placed sequentially within the data flow of the Monitor Service. Figure 4.22 provides a class diagram showing the two different filters created.

![Figure 4.21: A Finite State Automata For Response Time](image)

The temporal metrics were realized using filters which perform a time-stamp of reception of the request from the requester entity, and a time-stamp on the reception of the response from
the service. The initial time-stamp was stored in context of the request, and the value of the temporal metric was derived on the time-stamp of the response, utilizing the time-stamp stored in the request. This time was then stored in the database in the form: \((m, v)\), and associated with the unique identifier of the request to which it pertained. The boolean metrics were realized using filters which perform a boolean check on the status code in the response from the service. This boolean was then stored in the database in the form: \((m, v)\), where \(v \in \{0, 1\}\), and associated with the unique identifier of the request to which it pertained. The Monitor Service was implemented with support for two metrics: \texttt{metrics:response\_time} and \texttt{metrics:unavailable}. These two metrics were implemented as individual Metric Monitors, where the \texttt{metrics:response\_time} metric was implemented as a temporal metric where the monitor time-stamps requests and responses, and the \texttt{metrics:availability} metric was implemented as a boolean metric where the monitor simply checks the status code associated with the response. The status code we associate with the metric was the HTTP status code \(503\) which has well-defined, precisely defined semantics in the HTTP specification [19].

### 4.5.2 Implementation Tools

The implementation of the software architecture utilizes a number of different tools. These tools are based upon the Java [200] programming language. Java is ubiquitous in the development of Web services, and consequently there exists a vast number of tools based upon Java which can be utilized to assist such development. Java programs run within the Java Virtual Machine (JVM), which provides a framework on which these programs can be built.

#### 4.5.2.1 Apache Tomcat

Apache Tomcat [201] is an open source servlet container which provides a Java-based implementation of Java Servlets [202] within a Java-based Web server. The servlet container can contain a number of different Web applications. A Web application is contained within a Web Application Archive (WAR) file. The WAR file contains a context which defines the context path of the Web application. The servlet container directs HTTP requests to a Web application based upon the Request URI
and the context path defined for each Web application. Once the request has been passed to the appropriate Web application, the context will choose the servlet to which the request will be passed for processing, in accordance with the Web application deployment descriptor file located in the WAR file.

![Diagram](image)

**Figure 4.23: An Illustration Of Apache Tomcat**

Figure 4.23 illustrates the execution environment of Tomcat, and the Web applications deployed within Tomcat. Servlets are designed to work within a request/response processing model. In a request/response model, a client sends a request message to a server and the server responds by sending back a reply message. Requests can come in the form of any protocol, and the servlets can be implemented to support any protocols, but the Apache Tomcat Servlet Container provides in-built support for HTTP servlets. Accordingly, our implementation will realize the REST architectural style with the HTTP protocol utilizing Java Servlets. These servlets provide the uniform interface to resources, where resources are identified by Uniform Resource Identifier [18], and mapped to functionality through the context of the Web application. The uniform interface comprises of the set of the HTTP methods [19].

<table>
<thead>
<tr>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GET</strong></td>
<td>Retrieve the representation of the resource identified by the URI.</td>
</tr>
<tr>
<td><strong>POST</strong></td>
<td>Accept the representation enclosed in the request as a new subordinate of the resource identified by the URI.</td>
</tr>
<tr>
<td><strong>PUT</strong></td>
<td>Store the enclosed representation under the URI.</td>
</tr>
<tr>
<td><strong>DELETE</strong></td>
<td>Delete the resource identified by the URI.</td>
</tr>
</tbody>
</table>

**Figure 4.24: A Table Of HTTP Methods**
Figure 4.24 summarizes the methods utilized in the implementation. These methods provide introspection on, and manipulation of resources utilizing their representations. A request to a certain resource, through the uniform interface, passes through a chain of filters before being ultimately processed by a servlet, which performs some business logic on the request. The pipe-and-filter style of the design is realized using this chain of filters and servlet on each request and response pair. This can include the pre-processing of request prior to the servlet, and the post-processing of responses from the servlet. These pipes and filters are combined to form a component within the deployment descriptor, which maps a URI (a resource) to a chain of pipes and filters which comprise the component. The responses from requests utilize the HTTP status codes [19] to reflect the semantics of the response, such as fulfillment or violation of the request. Figure 4.25 summarizes some of the broad categories of status codes utilized in the implementation.

<table>
<thead>
<tr>
<th>Status Code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1xx</td>
<td>Request received, continuing process.</td>
</tr>
<tr>
<td>2xx</td>
<td>Action successfully received, understood and accepted.</td>
</tr>
<tr>
<td>3xx</td>
<td>Further action required to complete request.</td>
</tr>
<tr>
<td>4xx</td>
<td>Request contains bad syntax or cannot be fulfilled.</td>
</tr>
<tr>
<td>5xx</td>
<td>Server failed to fulfill valid request.</td>
</tr>
</tbody>
</table>

Figure 4.25: A Table Of HTTP Status Codes

4.5.2.2 Apache Derby

Apache Derby [203] is an open source Relational Database Management System (RDBMS) which provides support for Structured Query Language (SQL) through a Java-based implementation. The Derby database engine enables connections through the Java Database Connectivity (JDBC) application programming interface utilized in Java applications to provide uniform methods for introspection on, and manipulation of a relational database. Derby supports the creation of multiple databases within the same database engine, and a Derby system comprises of the database engine along with the environment in which the engine runs. The system comprises of a system directory which contains any persistent system-wide configuration parameters, or properties, specific to that system in a properties file and zero or more databases. Each database within the system is contained in a subdirectory, which has the same name as the database.
Figure 4.26 illustrates the execution environment of Derby. There is support for two different environments within which the database can reside: embedded and server. The embedded environment enables the database to exist within a local file system, such that connections to the database are internal to the system on which the database resides. The Derby database engine runs within the same Java Virtual Machine (JVM) as the Java application which utilizes the database. This enables persistent storage to be achieved within the application without the complexity and overhead of a separate database process. The server environment enables the database to exist on a remote server, such that connections to the database are external to the system on which the database resides. The Derby Network Server embeds Derby and handles connections to the database from network client in different JVMs on the same machine or on remote machines. We utilize the embedded environment for the purposes of simplicity since it enables the persistent storage of data to be performed in the same JVM as the servlet container. This provides an elegant encapsulation of functionality, with the trade-off arising from the increased load on the resources of the JVM. The embedded database is placed within the Web application and accessed from within servlets utilizing JDBC connections. This means that the Web application can be easily transferred across machines with the servlet container installed without fear of configuration from changes in the addressing of the database.

4.5.2.3 XStream

XStream [204] is a library for the serialization of Java objects to XML, and the parsing of XML to Java objects, based upon the Xerces XML Parser [205]. The library is based around the notion of a converter which takes a Java object and converts the object to a serialized XML representation, or takes a serialized XML representation and converts the representation to a Java object. There exists a large number of converters for standard Java types such as Integers and Booleans. Additionally, the library facilitates the creation of custom converters which can stipulate with greater precision how custom classes are converted to and from XML. The serialization to and from XML can be
customized further utilizing aliases, which enable attribute within a Java object to be displayed as attributes in the XML serialization. An XStream object is created to perform the serialization and/or parsing, and the aliases and custom converters are added to the configuration of this object.

![Figure 4.27: An Illustration Of XStream](image)

Figure 4.27 illustrates the process of conversion between XML representations and Java objects using XStream. The operations `xstream.toXML(myObject)` or `xstream.fromXML(myXML)` are performed on the Java object and XML representation respectively to perform conversion.

### 4.6 Deployment

The deployment of a software architecture provides a description of the placement of architectural components onto computational resources. The Web services which represent the architectural prerequisites were included in the deployment in an indicative manner. These Web services were not invoked during the experimentation which utilized these deployments (see Chapter 5) for reasons of augmented cost and complexity. The encapsulation of the Agreement Service and Monitor Service within Web Application Archive (WAR) files facilitates their ease of deployment within any Web application container, such as Apache Tomcat 4.5.2.1. This provides flexibility in which organizations can utilize the Web services since they exhibit portability and are not tied to any specific hardware or software environment.

In the next two subsections, we describe the deployment of the software architecture for utilization with Web services provisioned on two different computational infrastructures: Grid and Cloud.

#### 4.6.1 Grid Deployment

The Grid deployment places the Web service for which the SLAs are created, the Stock Quote Service, on a Grid computing infrastructure. This deployment is utilized in the experimental procedure of the empirical study described in Chapter 5. This Grid computing infrastructure is located at Newcastle University, and consists of a set of 20 homogenous Linux machines. An indicative, dummy Stock Quote Service is deployed on each of these machines, which receives a request, waits for a randomly determined time period and then returns a response. The Web service adheres to
the REST architectural style, and supports a single operation for introspection on state, namely GET. The Agreement Service and Monitor Service are deployed on a Windows machine within the Local Area Network (LAN) of Newcastle University, and are assumed to be provided by a third party organization, DEF Agreements. The Monitor Service is configured with the Grid Service Manager specific to the utilization of a Grid by the Web service being monitored. The requester performs interactions with the Agreement Service and Monitor Service over the World Wide Web. Additionally, the Agreement Service and Monitor Service perform interactions with the Identity Service of GHI Identity, and the Payment Service of JKL Payments over the World Wide Web.

Figure 4.28: A Deployment Diagram For A Grid-Based Web Service

This deployment assumes that the Agreement and Monitor Services are provisioned by DEF Agreements, which is a TTP. This organization is assumed to reflect the desires of the provider with regard to optimality of SLAs, but reflect objectivity with regard to the monitoring and enforcement of these SLAs. Alternatively, the Agreement and Monitor services could be deployed at different third party organizations, such as a dedicated broker for SLAs and a dedicated monitor for SLAs. Such a deployment may increase the trust of the requester in the third party organization, due to the absence of the potential conflict of objectives which may arise from reflecting the desires of the provider with certain functionality and not with other functionality.
4.6.2 Cloud Deployment

The Cloud deployment placed the Web service for which the SLAs are created on a Cloud computing infrastructure. This Cloud computing infrastructure was provided by Amazon [105]. The Simple Stock Quote Service (S3) [206] is deployed on this cloud by Amazon, which enables the storage and retrieval of data objects. The S3 Web service adheres to the REST architectural style, and supports operations for introspection on state, representing retrieval of a data object, and manipulation of state, representing storage of a data object.

![Deployment Diagram For A Cloud-Based Web Service](image)

Figure 4.29: A Deployment Diagram For A Cloud-Based Web Service

In an analogous manner to the Grid deployment, the Agreement Service and Monitor Service is deployed on a Windows machine within the Local Area Network (LAN) of Newcastle University, and are assumed to be provided by MNO Infrastructures. The Monitor Service is configured with the Cloud Service Manager specific to the utilization of a Cloud by the Web service being monitored. The requester performs interactions with the Agreement Service and Monitor Service over the World Wide Web. Additionally, the Agreement Service and Monitor Service perform interactions with the identity, payment and Stock Quote Services over the World Wide Web. This deployment assumes that the Agreement and Monitor Services are provisioned by a TTP. In contrast to the Grid deployment, the organization provisioning the Agreement and Monitor Services is assumed to reflect its own desires and objectives with regard to the optimality of SLAs. MNO Infrastructures is assumed to provision a Web service which provides the functionality of a broker for requesters, reselling the Stock Quote Service provisioned by Amazon. This broker can provide additional QoS constraints.
to those provided by Amazon, trading on beliefs acquired from monitoring of interaction with the Stock Quote Service, and the creation of SLAs which are optimal with regard to these beliefs and organizational objectives.

4.7 Evaluation

The software architecture defined in this chapter provides an instantiation of an environment for SPRs, as described by the framework in Chapter 3. This software architecture can be evaluated against the set of functional and non-functional requirements which were defined for the software architecture in Section 4.2 in order to determine the efficacy with which the software architecture has been designed and implemented in accordance with these requirements. This efficacy is then demonstrated in Chapter 5 which utilizes the software architecture to perform an empirical study of uncertainty for the provider in the creation of SLAs as contingent contracts.

The functional requirements stipulated that the software architecture must provide a structured language for the representation of SLAs as contingent contracts. Such a structured language is defined within the software architecture, and utilizes HTTP status codes in order to provide verifiable and enforceable outcomes, whose semantics are well-defined and understood by organizations. The language facilitates the definition of multiple SLOs which partition the space of possible metric values into two or more contingencies. The partitioning of the domain in this manner can avoid many instances of incomplete contracts, where contingencies arise which are not included in the contract. These contingencies can then be associated with a payment between the requester and provider. Each request to a Web service is assigned a unique identifier such that the outcome of each request is verifiable, and the appropriate contingency can be enforced for that request. This language was utilized in the Agreement Service to create and negotiate SLAs which are optimal with regard to certain organizational objectives, and therefore fulfill the second functional requirement. This Web service is instantiated with certain organizational objectives, in the form of a utility function, and a QoS modeler to facilitate the derivation of beliefs over QoS. An optimization problem is then solved by the Web service for each metric in order to derive an SLA whose SLOs are optimal with regard to the organizational objectives and the beliefs of the organization.

The monitoring of these contingencies was realized by the Monitor Service, which intercepts requests to a Web service and stores the outcome of each request to facilitate the enactment of the appropriate contingencies with an SLA based on that outcome. In essence, the Monitor Service performs the centralized coordination of the interactions within an SPR. This involves the verification of the QoS experienced, and the enactment of contingencies within a contingent contract based upon this QoS. Clearly, such coordination must be performed by a trustworthy organization, otherwise the organization could simply choose not to enact a certain Web service when it is contrary to
organizational objectives. For example, if the provider provisions the Monitor Service he may detect that the QoS is such that a monetary payment must be made to the requester, but may choose not to enact the Payment Service to avoid payment. Therefore, the Monitor Service encapsulates coordination functionality in addition to the detection of the QoS. Such functionality could be stripped out of the Monitor Service, but would then require provisioning from an appropriately trustworthy organization, otherwise the SLA would lack the credible threat it requires to control the provider. The communication with Web services by the Monitor Service in order to coordinate the SPR is subject to the constraints of the Communication Network at the Communication Layer, namely the WWW. These constraints apply not only to the invocation of the Web service at the Service Layer, such as the Stock Quote Service, but also the invocation of Web services such as the Identity Service or the Payment Service. Accordingly, the invocation of such services is subject to the reliability and latency properties of the communication network. Such properties may prevent the correct invocation of certain Web services at the Platform Layer and may therefore prevent the controls at the Platform Layer from being enforced. For example, the Monitor Service may enact the Payment Service to make a payment between organizations for the experience of a certain QoS. The Monitor Service may invoke the Payment Service, but the communication network may lose or corrupt one or more of the messages which comprise the invocation. Therefore, whilst the Web services may be provisioned in a trustworthy manner, the coordinated enactment of the Web services may not be trustworthy due to the constraints of the communications network. This provides a concrete illustration of the framework layers, which dictate that as we move upward through the layers, the controls at one layer are subject to the controls of the layer below. Such issues of reliability in the communication network illustrate this point in a lucid manner.

The non-functional requirements stipulated that the structured language for SLAs should be sufficiently simple to enable straightforward design and evaluation of SLAs with regard to organizational objectives. The language demonstrates such simplicity by including only the minimal detail required to commit organizations to certain obligations, and to enforce these obligations through payments. Each metric can be simply defined utilizing HTTP status codes, and a notion of time, and the fulfillment or violation (or more granular notions of fulfillment or violation) of SLOs based on these metrics can be simply defined through the partitioning of the space of values into two or more partitions. The SLAs represented by this structured language, and created by the Agreement Service, are highly adaptable to changes in organizational objectives. An organization is simply required to redefine the utility function for a certain metric, which defines the monetary payment yielded by the organization for each value of the metric, considering factors such as management costs. This redefinition is performed through straightforward manipulation of a configuration file within the Agreement Service. The creation of SLAs, and the monitoring of the QoS for enforcement of these SLAs can be easily extended to different Web services and different metrics. For any given
Web service, the Agreement Service must have a unique identifier for that Web service, a definition of the organizational objectives with regard to the metric, and a QoS modeler for that metric by which the beliefs over the values of the metric can be derived. The Agreement Service can then create SLAs for any given Web service, based on these objectives and beliefs. The metrics included in the SLAs for each Web service can be manipulated such that different Web services support different metrics. The Monitor Service retains a list of Web service for which monitoring is supported, and forwards requests and responses to and from these Web services after the performance of the appropriate monitoring functionality. Clearly, in order for an SLA which is created by an Agreement Service to be enforced, the Monitor Service which provides the monitoring and enforcement must support monitoring for the Web service and metrics included within the SLA.

4.8 Conclusion

This chapter has addressed the problem of uncertainty in QoS experienced by the requester and provider of a Web service. The chapter presents the design and implementation of a software architecture which provides an environment for SPRs. The chapter has two main contributions. Firstly, a structured language for the representation of SLAs as contingent contracts, whose contingencies are defined over the QoS experienced by the requester. Secondly, a practical methodology for the creation of SLAs as contingent contracts, whose contingencies are optimal with regard to any organizational objectives, in the presence of uncertainty in the QoS. In the next chapter, the efficacy of the software architecture is demonstrated through its utilization to carry out an empirical study of uncertainty in QoS experienced by the provider of a Web service in an SPR.
Chapter 5

An Empirical Study Of Uncertainty In Service Provisioning Relationships

This chapter addresses the problem of uncertainty in QoS experienced by the provider of a Web service. The chapter presents an empirical study of uncertainty in SPRs carried out utilizing the software architecture presented in Chapter 4. The main contribution of the chapter is a theoretical description of a methodology for the creation of SLAs as contingent contracts, whose contingencies are optimal with regard to any organizational objectives, in the presence of uncertainty in the QoS. Such an approach differs from previous work, which does not provide a generic process for the creation of SLAs for any QoS metric of any Web service, given organizational objectives. The value of such an approach is to provide a formal process for the creation of optimal SLAs, such that organizations no longer utilize processes based on ad-hoc, sub-optimal reasoning which can be inconsistent with organizational objectives.

The remainder of the chapter is structured as follows. Section 5.1 introduces the problem domain of uncertainty which is addressed in this chapter. Section 5.2 formulates a set of requirements for the empirical study to investigate the problem of uncertainty in the model of the QoS. Section 5.3 lists the assumptions of the empirical study. Section 5.4 discusses the methodology which is utilized to perform the empirical study. Section 5.5 describes the experimental procedures performed to obtain the results of the empirical study. Section 5.6 presents the empirical results obtained from experimentation and discusses their significance. Finally, the chapter is briefly summarized and concluded in Section 5.7.

5.1 Introduction

Uncertainty in QoS can be experienced by the provider of a Web service. The provider of a Web service can be uncertain of his ability to provision a Web service with a certain QoS. This uncertainty
arises from a lack of complete control over, and complete information pertaining to, the computing infrastructure on which the Web service is provisioned. The infrastructure can be prone to resource failures and fluctuations in usage patterns, introducing variability in resource capacity and QoS. Such uncertainty leaves the provider vulnerable to the provision of a Web service with a QoS which does not meet the requirements of a requester, leading to negative effects on the fulfillment of organizational objectives. This uncertainty can endanger the economic viability of SPRs, and mitigate any increases in organizational efficiency for the provider. The organization may prefer not to participate in SPRs given the presence of such uncertainty, due to the negative effects on the fulfillment of organizational objectives from provision of the Web service with a certain QoS.

The provider can address uncertainty in the QoS of a Web service with management. Management involves the “monitoring, controlling and reporting of, service qualities and service usage” [28] by an organization such that a Web service “fulfills the requirements of both owners and users of the system” [20]. Management mechanisms are those mechanisms utilized by the provider to reduce the uncertainty in the QoS through the imposition of control over the computing infrastructure on which the Web service is provisioned, or through information pertaining to the computing infrastructure. The resource capacity of the computing infrastructure can be subject to failures and fluctuations in service usage which reside outside the control of the provider and influence the QoS. The absence of control of the provider over such failures and fluctuations, dictates that the provider must utilize information to reduce such uncertainty. This information encapsulates the capabilities of the provider with regard to the QoS of a Web service and is represented by a model of QoS. This model is subject to the bounded-rationality of the provider which can introduce uncertainty into the model, where the ability to provision the Web service with a certain QoS is either over-estimated or under-estimated. Additionally, the derivation of the model is subject to costs through the consumption of resources leading to a cost-benefit trade-off for management mechanisms.

In accordance with Chapter 4, contingent contracts may be utilized in order to reduce the uncertainty of the requester in the QoS of a Web service. The management of the Web service by the provider be consistent with the contingent contracts which determine his obligations in an SPR. The participation of the provider in an SPR controlled by a contingent contract requires that the provider must have an accurate model of the QoS of the Web service. The absence of such a model can lead to participation in SPRs which are contrary to organizational objectives, with the provider prone to the efficiency losses of over-estimation, such as negative monetary payments, or under-estimation of QoS, such as organizational slack. The inability of the provider to accurately determine the uncertainty over the QoS of a Web service leads to an inability to determine the uncertainty over which contingency of the contract will be enacted, and therefore the contractual terms to which the provider will be obligated. Given that such contracts can shift some or all of the uncertainty in QoS onto the provider, the provider must be able to effectively quantify such uncertainty with
appropriate management mechanisms, such that contingent contracts can be created or participated in by the provider which are consistent with this uncertainty. Accordingly, this chapter presents a theoretical methodology for the creation of SLAs as contingent contracts, whose contingencies are optimal with regard to certain organizational objectives. This methodology is utilized to perform simulation in order to investigate the impact of monitoring cost on organizational objectives, and the practical realization of this methodology within the software architecture presented in Chapter 4 is utilized to perform investigation into the cost and benefit of QoS modeling methods.

5.2 Requirements

In this section, we describe the requirements of the empirical study of uncertainty in SLAs. These requirements motivate the experimental procedures and empirical results obtained within this empirical study.

1. A methodology for the creation of optimal SLAs
   The methodology must enable the creation of SLAs whose contingencies, or SLOs, are optimal with regard to the objectives of the provider. These objectives are assumed to be revenue on a per-SLA basis, such that the SLA contains SLOs which generate optimal revenue for the SLA given the presence of uncertainty in the metrics over which the SLOs are defined.

2. An empirical study of the negative consequences of uncertainty in QoS, the costs of QoS modeling methods and benefit of different QoS modeling methods
   The study must demonstrate the impact of epistemic uncertainty in the QoS, arising from the QoS modeling methods utilized by the provider, on the ability to create SLAs whose SLOs are optimal with regard to the objectives of a provider within the SPR. Additionally, the study must demonstrate the different types of costs, arising from the QoS modeling methods utilized by the provider, on the ability to create SLAs whose SLOs are optimal with regard to the objectives of the provider within the SPR. Finally, the study must demonstrate the varied benefit of different QoS modeling methods under different service usage patterns, in terms of the reduction of uncertainty and the effect on the objectives of the provider within the SPR.

5.3 Study Assumptions

The empirical study presented in this chapter is based upon a set of assumptions which include those defined by the framework in Chapter 3, those defined by the architecture in Chapter 4 and the following additional assumptions:

1. The SLA is optimal for the objectives of the provider
The SLA is assumed to be formulated to be optimal with regard to the objectives of provider of the Web service, given the beliefs, or QoS model, of the provider obtained from management of the computing infrastructure on which the Web service is provisioned.

2. **The SLA is adapted in accordance with the QoS model**

The SLA is assumed to be adapted in accordance with the QoS model. This is in contrast to much of the previous work which assumes the SLA to be static and controls the computing infrastructure to fulfill the SLOs of that SLA. The adaption of SLAs enables the provider to quickly adapt to circumstances outside of his control such as resource failures or fluctuations in service usage, over a certain period of time. Such adaption may be utilized as a short-term measure whilst the computing infrastructure is adapted to changes in resource capacity, such as the addition of more resources.

5.4 **Methodology**

In this section, we describe the methodology which will form the basis of the empirical study. This methodology includes a novel methodology for optimal SLAs under uncertainty in the QoS, a description of QoS modeling methods and the presentation of four different QoS modeling methods which will be utilized for illustrative purposes in the experimental procedure.

5.4.1 **Methodology For Optimal SLAs**

The methodology we present can facilitate the creation of SLAs which are optimal with regard to the objective function of any organization. Therefore, the SLA could be optimal with regard to the objective function of the requester, the provider or a third party involved in the creation of SLAs. For example, an industry body may be a third party which creates SLAs for SPRs which are efficient and/or equitable. In this study, we assume that the optimality of the SLA is in terms of the objectives of the provider and manifested through factors such as profit or revenue. The methodology could be easily adapted to represent the objective function of other organizations in the SPR such as the requester or a third party.

The provider creates those SLAs, or intentions, which unilateral maximize his desires, given his beliefs over the QoS. The notion of optimality for the provider is represented by maximization of expected utility, where utility can represent business metrics such as revenue or profit. Alternative objectives may include the minimization of losses or fulfillment of a given threshold for revenue on a per SLA basis. These alternative metrics could be incorporated through the manipulation of the terms within the expected utility function and/or the imposition of auxiliary constraints on optimization problem. Given that the SLAs created by the methodology are optimal with regard
to beliefs, the SLAs yielded by the methodology will change with changes in beliefs over time. This enables the SLAs to adapt to changes in beliefs, and remain optimal with regard to the beliefs and objectives of the provider.

The SLA is created at the negotiation stage of the SPR, and follows a simple negotiation process. The provider creates SLAs which are unilaterally optimal with regard to his objectives, and then offers these SLAs to requesters of the Web service for acceptance or rejection. There is no consideration of a counter-proposal from the requester, but the work could be easily extended to consider the proposal and counter-proposal of SLAs to yield an SLA which is mutually acceptable, but not necessarily optimal, with regard to the objectives of both requester and provider. Accordingly, the negotiation and settlement stage of the SPR between the requester and provider comprise of the following steps:

1. The requester requests a SLA for a Web service.
2. The provider formulates an SLA utilizing the methodology for optimal SLAs and a model of the QoS derived from the chosen QoS modeling method, and responds to the requester with the SLA.
3. The requester accepts the SLA through submission of a request for the service.
4. The provider services the request for the service, and responds to the requester with the service result.

The SLA which is created by the methodology in accordance with the beliefs and objectives of the provider, has the following structure:

**Definition 1 (SLA)** A set of SLOs, \( \{s_1, \ldots, s_n\} \).

For ease of analysis we restrict SLAs to containing a single SLO, such that the SLO and SLA can be referred to in an analogous manner. An SLO is defined to contain monetary payments for the experience of two levels of QoS. These two levels of QoS are two different outcomes which can emerge in the SPR.

**Definition 2 (Outcome)** A pair, \( o = (m, v) \), where \( m \) is some chosen quality metric and \( v \in \mathbb{R} \) is an assigned value for \( m \).

Accordingly, there exists a binary outcome set for an SLO, \( \mathcal{O} = \{o, \neg o\} \), where \( o \) represents the service usage with a certain QoS, and \( \neg o \) represents service usage without a certain QoS. This outcome set could be easily augmented to represent varied levels of fulfillment and violation, but for reasons of brevity we restrict our discussion to a binary outcome set.
Definition 3 (SLO) A pair, \( s = ((o, g_m(v)), (\neg o, h_m(v))) \) were \( o \) and \( \neg o \) are outcomes and \( g_m(v), h_m(v) \in \mathbb{R} \) are the monetary payments for these outcomes.

For example, the SLO in the SLA presented in Figure 4.15 has the form: \(((\text{response time}, 200), 0.05), (\neg (\text{response time}, 200), -0.07)\), where 200 milliseconds is an upper bound on the value of the response time metric, and where the monetary payments for the outcomes to the provider are 0.05 and -0.07 respectively. Under the assumption that a metric is defined over a continuum of values, where the continuum represents the space of possible outcomes, the definition of an SLO represents the partitioning of the outcome space, \( \mathbb{R} \), into two sub-domains: \( V_{m,v}^+ \subset \mathbb{R} \) and \( V_{m,v}^- = \mathbb{R} \setminus V_{m,v}^+ \). The domain of values, \( V_{m,v}^+ \) represents the domain over which the SLO is deemed to be fulfilled, and the service is supplied with the QoS. The domain of values, \( V_{m,v}^- \), represents the domain over which the SLO is deemed to be violated, and the service is supplied without the QoS. In order to model the uncertainty in the QoS for a given metric \( m \), a continuous random variable \( V_m \) is defined to represent the value \( v \), with an associated probability density function, \( f_m(v) \). This random variable models the aleatory uncertainty of the metric arising from the computing infrastructure.
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**Figure 5.1: An Graph Of Example Payment Functions**

\[ g_m(v) = -1.5v + 15, \quad h_m(v) = 0.5v - 5 \]

The monetary payments associated with the outcomes are determined by a pair of payment functions, \( g_m(v) \) and \( h_m(v) \) (see Figure 5.1). The payment function \( g_m(v) \) determines the payment from the requester to the provider for the fulfillment of the SLO, whilst the payment function \( h_m(v) \) determines the payment from the requester to the provider for the violation of the SLO. For
simplicity, we utilize simple linear payment functions to explicate our methodology, yet different payment functions can be utilized to represent different objectives of the provider.

In order to simplify the definition of the payment functions and utilize easily manageable terms, we normalize the values of any given metric to be defined over the domain of values \([0, 10]\) rather than \(V_{m,v}^+ \cup V_{m,v}^-\), where \(v_{min}\) represents the lower bound of this domain and \(v_{max}\) represents the upper bound of this domain\(^1\). For example, the response time metric may be defined over \([0, 10]\) rather than \([0, 5000]\). Alternatively, the payment functions could be defined over the actual domain of the metric through appropriate manipulation of the coefficient in the payment functions and the constant terms such that they realistically reflect the objectives of an organization. Let \(v'_{max}\) represent the normalized upper bound of the domain, and \(v'\) represent the normalized value of \(v\), the following normalization formula is utilized:

\[
v' = \frac{v - v_{min}}{v_{max} - v_{min}} \cdot v'_{max}
\]

Given our definition of a random variable to represent the value of a metric, and payment functions to define the monetary payments for different values of the metric over the outcome space, the expected utility of a provider for a given contingent SLA can be defined by:

\[
EU(m, v) = \int_{x \in V_{m,v}^+} f_m(x)dx \cdot g_m(v) + \int_{x \in V_{m,v}^-} f_m(x)dx \cdot h_m(v)
\]

The expected utility function, \(EU(m, v)\), enables reasoning over the SLA with explicit consideration of the uncertainty in the QoS. Given any value, \(v\), for metric \(m\), the expected utility can be calculated utilizing Equation 5.2. The selection of an optimal SLA is a case of selecting the appropriate partitioning of the outcome space into two outcomes, in accordance with the objectives, and will utilize the optimal QoS, \(q^* = (m, v^*)\), where \(v = v^*\) is such that:

\[
\frac{dEU(m, v)}{dv} = 0
\]

Figure 5.2 illustrates the derivation of the optimal QoS, \(q^*\), for selected payment functions and uncertainty, yielding optimal expected utility, \(EU^*\). This optimal QoS represents a local optima rather than a global optimum, and accordingly is optimal only over some defined domain of values for the metric. The optimal QoS will vary with different payment functions and density functions (uncertainty in QoS), which change the terms within the expected utility function. In presence of a perfectly accurate model of the aleatory uncertainty in the QoS, such as SLA will maximize the expected utility of the provider. Accordingly, the provider can adapt the SLA to the changes in the QoS such that expected utility is always optimized.

\(^1\)For a temporal metric, such as response time, a low QoS is better than a high QoS, since a higher normalized value represents a higher response time.
The SLA formulated in accordance with the objectives of the provider does not necessarily provide an appropriate level of trust for the requester. The trust is derived from the extent to which the payment functions shift the uncertainty from the requester to the provider such that the disposition of the requester is sufficient to participate in the SPR. The requester must perceive an expectation of objectives which exceeds his participation constraint from the SPR defined by the SLA. In the absence of information with regard to the provider and the QoS on which to base trust, the trust must arise from constraints imposed at the Platform Layer. Under the assumption that the provider is self-interested, the SLA must be such that the participation constraints of a range of requesters (distinguished by their utility functions) would be fulfilled in the absence of information relating to the provider. The expected values of objectives required for participation may differ amongst different requesters with different beliefs and objectives. For a given requester we denote the value by, $\pi$ and define the participation constraint below:

$$EU_c(m, v) \geq \pi, \forall v \in \mathbb{R}$$  \hspace{1cm} (5.4)

Indeed, the payment functions shown in Figure 5.1 provide a greater than money-back guarantee, and represents the fact that the failure of the Web service to fulfill a certain QoS is costly for the requester. The requester is assumed to be at least indifferent between the payment received in the event that the QoS is violated and service usage in accordance with a certain QoS, such that the
payment is an adequate substitute for the service. Therefore, in the constraint above, we assume that \( u = 0 \). Such a transfer may vary on the nature of the service, such that mission-critical services have a high payment due to the monetary impact of violated QoS. Clearly, such SLAs shift all the uncertainty of the QoS onto the provider, with the requester able to verify (with trust in the enforcement of the SLA) that regardless of the outcome, his participation constraint will be fulfilled.

5.4.2 Methodologies For QoS Modeling

The methodology defined in this section facilitates the formation of SLAs under uncertainty in the QoS. It has been assumed that the random variable \( V_m \) represents a perfectly accurate model of the aleatory uncertainty in the QoS. Such a model will, though, be subject to epistemic uncertainty due to the bounded capacity of the provider to enumerate and quantify all influencing factors on the computing infrastructure, and therefore to accurately model the aleatory uncertainty. In the next section, we introduce four different QoS modeling methods to illustrate different QoS modeling methods by which the model of the QoS, \( V_m \), can be derived by the provider for subsequent utilization in the methodology. In this section, we discuss the utilization of QoS modeling methods to derive a model of the aleatory uncertainty in the QoS.

The QoS modeling methods monitor the computing infrastructure to derive a model (in the form of a random variable \( V_m \)), which is utilized in the methodology described in Section 5.4.1. These QoS modeling methods utilize different perceptions to derive a model of the QoS. The models seek to most accurately model the aleatory uncertainty in the QoS, and therefore to minimize the epistemic uncertainty. The provider is subject to the aleatory uncertainty of the QoS, and to the epistemic uncertainty of the QoS modeling methods which model this aleatory uncertainty when utilizing the methodology in Section 5.4.1.

A QoS modeling method generates an estimator, \( \hat{f}_m(v) \), from a set of empirical observations of the QoS, such as previous values of experience metrics and current values of system metrics, to represent a model of the QoS. In the case that \( f_m(v) = \hat{f}_m(v) \), no epistemic uncertainty is present and a completely accurate estimator of the aleatory uncertainty is generated by the method. We refer to such a scenario as perfect information [30], under which the methodology provided in Section 5.4 will lead to an optimal SLA for the provider. Epistemic uncertainty is manifested through inaccuracy in the estimators generated by a QoS modeling method. The acquisition of perfect information is, for all but the most elementary phenomenon, extremely if not prohibitively costly. Consequently, the provider must accept the ubiquity of epistemic uncertainty, and should seek to minimize this uncertainty to reduce exposure to uncertainty in QoS. These techniques of information gathering to derive a model of the QoS are likely to be utilized in conjunction with control mechanisms such as admission control policies which can be utilized to reduce aleatory uncertainty as much as is feasible given the scope of control of the provider.
Four illustrative QoS modeling methods are defined to demonstrate the difference in epistemic uncertainty experienced through the selection of a QoS modeling method, utilizing different input parameters and deriving varied models of the QoS. The models are assumed to be derive by the QoS modeling methods prior to the formulation of an SLA by the provider. It is important to note that the aim is not to define an optimal QoS modeling method, rather to illustrate the value of QoS modeling in terms of benefit to the provider, where the different methods provide different models and yield different SLAs with different objectives for the provider. The set of feasible QoS modeling methods is vast and may contain methods utilized complex machine learning techniques such that the model of the QoS can be refined over time in accordance with the learning. For the purposes of our work, we omit consideration of such methods, and focus on QoS modeling methods which utilize empirical observations and system state information in a stateless manner to derive the model of the QoS. The methods are assumed to utilize a set, $\Theta$, containing chronologically ordered empirical observations of a given metric obtained from previously completed requests to the service:

\[
\Theta = \{\theta_1, \ldots, \theta_m\}
\]  

Additionally, the methods are assumed to have access to system state information pertaining to the number of requests which are in the queue of those to be processed by the service:

\[
j \in \mathbb{N}
\]  

In the next four subsections, we define different QoS modeling methods which can derive a model of the QoS from these empirical observations.

### 5.4.2.1 Random Sampling

The random sampling method derives a model of the QoS through the utilization of historical data selected from $\Theta$ based on random sampling. A sample set of size $n$ is drawn from the set of observations, $\Theta$ with equal probability, and the size of the sample set, $n$, can be established in accordance with a variety of criteria, for example, the desired confidence interval. The mean, $\mu$, of the observations in the sample is calculated to provide an estimator for the rate of the exponential distribution, $\lambda$:

\[
\mu = \frac{\sum \theta_i}{n}, \lambda = \frac{1}{\mu}
\]  

### 5.4.2.2 Sliding Window

The sliding window method derives a model of the QoS through the utilization of historical data selected from $\Theta$ such that the most recent $w$ observations are utilized. The size of the window,
can be established in accordance with desired reactivity of the method, with a smaller window denoting increased reactivity to recently completed requests. The mean, $\mu$, of the observations in the sample is calculated to provide an estimator for the rate of the exponential distribution, $\lambda$:

$$\mu = \frac{\sum \theta_i}{w}, \lambda = \frac{1}{\mu} \quad (5.8)$$

### 5.4.2.3 Least Squares

The least squares method derives a model of the QoS through the utilization of historical data selected from $\Theta$ in accordance with the sliding window method, and the utilization of statistical inference using Linear Regression (see [207]). The method identifies a correlation between the requests and the QoS utilizing two constants, $a$ and $b$ to represent the correlation, such that the next QoS can be predicted. The least squares line defined by the constants illustrates the linear correlation between the requests and the QoS, and to predict the quality of the next request. This correlation will likely take in account some queueing effect, manifested as a positive correlation.

Let $x$ refer to the request, and $y$ refer to the response time for the request, then parameter $b$ is calculated by:

$$b = \frac{s_{xy}}{s_{xx}} \quad (5.9)$$

where:

$$s_{xy} = \sum xy - \frac{\sum x \sum y}{w + 1} \quad \text{and} \quad s_{xx} = \sum x^2 - \frac{(\sum x)^2}{w + 1} \quad (5.10)$$

The parameter $a$ is calculated by:

$$a = \frac{\sum y - b \sum x}{w + 1} \quad (5.11)$$

The value calculated by the method is utilized to provide an estimator for the rate of the exponential distribution, $\lambda$:

$$\mu = a + b(w + 1), \lambda = \frac{1}{\mu}, \lambda = \frac{1}{\mu} \quad (5.12)$$

### 5.4.2.4 Queue Size

The queue size method derives a model of the QoS through the utilization of historical data selected from $\Theta$ in accordance with the sliding window method, and the utilization of information pertaining to the number of requests in the single queue of requests to the service, $j$, and the number of resources in the QoS $r$ (assumed to serve requests in a sequential manner). The mean of the
empirical observations is calculated, and is assumed to represent an estimator for the value of the
given metric for each request in the queue. The queue size, $j$, and number of resources, $r$, is then
considered, yielding an estimator of the mean, $\mu$. This mean will explicitly consider and react to
queuing effects within the QoS, in order to increase the accuracy of the model at any point in time.

$$\mu = \sum_{i} w_i \cdot \left(1 + \frac{j}{r}\right), \lambda = \frac{1}{\mu} \quad (5.13)$$

5.5 Experimental Procedure

In this section, we describe the utilization of the methodology presented in Section 5.4 to fulfill the
requirements of the study presented in Section 5.2.

5.5.1 Negative Consequences Of Uncertainty In QoS Model

In order to investigate the negative consequences of epistemic uncertainty in the model of QoS for
a Web service, we define an experimental procedure based upon simulation in Maple [208], which
demonstrates the change in utility with the change in epistemic uncertainty, under two different set
of payment functions.

The QoS under perfect information is modeled utilizing an exponentially distributed random
variable, $V_m$, such that $f_m(v) = \exp(\lambda = 0.25)$. The optimal SLA will then be derived utilized
the methodology in Section 5.4.1, maximizing Equation (5.2). This SLA will represent the optimal
SLA given perfect information regarding the computing infrastructure, in the absence of epistemic
uncertainty, and contains an optimal SLO for some value, $v$ of $m$. In order to investigate the
effect of epistemic uncertainty, an error can be introduced into the model of the QoS such that the
methodology is utilizing an inaccurate model of the QoS. Accordingly, the process of deriving the
optimal SLA will carried out with the introduction of an error into $\lambda$, such that modeling error is
manifested through an inaccurate value for the rate of the exponential distribution, $\tilde{f}_m(v) = \exp(\lambda =
0.25 + \epsilon)$ where $\epsilon \in [-0.2, 0.2]$ defines the modeling error, maximizing Equation (5.14). For example,
an error of -0.02 would yield a model of the QoS such that $\lambda = 0.23$. This yields an SLA which
contains a sub-optimal SLO for some value, $\overline{v}$ of $m$.

$$EU(m, v) = \int_{x \in V^+_{m,v}} \tilde{f}_m(x)dx \cdot g_m(v) + \int_{x \in V^-_{m,v}} \tilde{f}_m(x)dx \cdot h_m(v) \quad (5.14)$$

The expected utility of the value, $\overline{v}$, quoted in the sub-optimal SLA, is then derived under the
model of the QoS with perfect information, $EU(m, \overline{v})$. This generates the real expected utility of
$\overline{v}$ which will necessarily be less than $v$. Therefore, the errors in the model which lead to epistemic
uncertainty, will necessarily yield sub-optimal SLAs which are potentially damaging to the provider.
The extent of the damage to the provider is determined by the payment functions defined by the provider. Clearly, the greater the payment to the requester in the event of violation, the greater the damage from sub-optimal SLAs which are prone to a higher number of violations. The experimental process is repeated for two sets of indicative payment functions to demonstrate the varied consequences of uncertainty in QoS under different payment functions:

\[
g_m(v) = -1.5v + 15 \\
h_m(v) = 0.5v - 5
\]

and

\[
g_m(v) = -1.5v + 15 \\
h_m(v) = 0
\] (5.16)

### 5.5.2 Costs Of QoS Modeling Methods

In order to investigate the cost of the QoS modeling methods which derive the model of the QoS, we define two types of cost which can be incurred and investigate the effect of such costs on the objectives of an organization for a SLA. These costs were utilized in an experimental procedure based upon simulation in Maple [208], which demonstrates the change in utility with the change in cost, under certain payment functions.

#### 5.5.2.1 Constant Cost

A constant cost can be attributed to the derivation of a model by a QoS modeling method which is assigned to each SLA. This changes the expected utility of an SLA for the provider from Equation (5.2) to:

\[
EU(m, v, \omega) = \int_{x \in V_{m,v}} \mathcal{T}_m(x)dx \cdot g_m(x) + \int_{x \in V_{m,v}} \mathcal{T}_m(x)dx \cdot (g_m(x) - h_m(x)) - k(\omega)
\] (5.17)

The associated of a constant cost, \(k(\omega)\), on a per-SLA basis is a challenging undertaking, and would require in-depth information on the scarce resources of the QoS by the QoS modeling method, in order to reflect the opportunity cost. Under the assumption that such a cost could be reasonably assigned, the provider would then select the QoS modeling method whose accuracy is greatest and constant cost is minimized.
Definition 4 (Constant Cost) A cost for QoS modeling represented by a per-SLA cost function \( k : \Omega \rightarrow \mathbb{R} \) where \( \Omega \) is the set of QoS modeling methods.

In order to investigate the effect of constant cost on the expected utility of an SLA for the provider a range of constant costs can be introduced, \( k(\omega) \in [0, 2] \), and a benefit from the QoS modeling method, in terms of accuracy, can be introduced in an analogous manner to the experiment in Section 5.5.1. The expected utility is maximized when both constant cost and modeling error are minimized. The constant cost is worth incurring if the resultant accuracy of the model is such that greater expected utility is yielded over and above the cost. As described in Section the negative consequences of uncertainty in QoS are determined by the payment functions. We define a set of payment functions to utilize in this experimental procedure which is analogous to those defined in Equation (5.15).

5.5.2.2 Overhead Cost

An overhead cost can be attributed to the derivation of a model by a QoS modeling method which is assigned to each SLA. The overhead cost emerges through the intrusive effect of the QoS modeling method on the computing infrastructure, caused by the consumption of scarce resources which could be utilized for provision of the service. This expected utility function of the provider remains analogous to Equation (5.2).

![Figure 5.3: An Illustration Of The Overhead Cost Of QoS Modeling Methods](image)

The QoS modeling method, in its utilization of scarce resources, influences the aleatory uncertainty in the QoS, and therefore changes the computing infrastructure it is seeking to model (see Figure 5.3). Therefore, the expected utility of the provider is defined in terms of a distribution, \( f_{m}(v) \), which results from the intrusive effect of the QoS modeling method. The empirical observations, \( \theta_{i} \in \Theta_{m} \), utilized by each QoS modeling method will be transformed in accordance with the influence, such that the model utilized to formulate the SLA is directly affected. This has a con-
sequential effect on the expected utility yielded by a given SLA. Thus, not only does the epistemic uncertainty experienced by the QoS modeling method affect expected utility, but also the contribution of the method to aleatory uncertainty made by the method. Accordingly, a QoS modeling method is subject to a trade-off between an effect on epistemic uncertainty and an effect on aleatory uncertainty, and an apparent paradox in which attempts to reduce epistemic uncertainty can increase aleatory uncertainty. The resolution of such a trade-off is beyond the scope of this paper but is an important consideration in the selection of an appropriate QoS modeling method, especially in computing infrastructures with limited resources. A particular challenge is that of decoupling the epistemic uncertainty of the model derived by the QoS modeling method and the intrusive effect of the QoS modeling method on the computing infrastructure, and therefore on aleatory uncertainty.

**Definition 5 (Overhead Cost)** A cost for QoS modeling represented by a transformation function $\delta : f_m(v) \rightarrow f'_m(v)$, for any all $v$.

In order to investigate the effect of constant cost on the expected utility of an SLA for the provider a range of overhead costs can be introduced in the interval, $[0, 2]$, and a benefit from the QoS modeling method, in terms of accuracy, can be introduced in an analogous manner to the experiment in Section 5.5.1. The overhead cost in $\lambda$ represents the intrusive effect of the QoS modeling method, and therefore the aleatory uncertainty resulting from the consumption of scarce resources by the QoS modeling method. Therefore, in the derivation of a model for the computing infrastructure, reflected by a certain value for $\lambda$, the provider is changing the underlying value of $\lambda$. The process of gathering, processing and filtering information is changing the underlying phenomenon being modeled (see Figure 5.3). For instance, an overhead cost of 0.1 would represent the fact that in the derivation of the value of $\lambda$ by the QoS modeling method, the actual value of $\lambda$ is changed in the objective distribution by 0.1, such that the modeling is made on a past state of the QoS. The modeling error in $\lambda$ represents the epistemic uncertainty resulting from QoS modeling method. We define a set of payment functions to utilize in this experimental procedure which is analogous to those defined in Equation (5.15).

### 5.5.3 Benefit Of QoS Modeling Methods

In the next two sections, we describe the experimental procedure utilized to evaluate the different QoS modeling methods presented in Section 5.4.2 under different service usage patterns. These methods and service usage patterns were utilized in an experimental procedure based on deployment described in Chapter 4 to demonstrate the change in utility with the change in QoS modeling method, under certain payment functions (analogous to the experimental procedure in Section 5.5.2.2).

In order to investigate the benefit of QoS modeling methods, we define two different service usage patterns: stable usage pattern and unstable usage pattern. The parameters for these service
usage patterns were established utilizing some basic queuing theory. In accordance with the Grid deployment as described in Chapter 4, 20 nodes with a dummy Stock Quote Service installed were utilized, in which the service time (in seconds) for each request was modeled by an exponentially distributed random variable\(^2\), \(exp(\lambda)\) where \(\lambda = 0.25\). The service time represent the aleatory uncertainty of the service, and can be viewed as modeling the uncertainty in the time taken to execute internal business logic or database queries. The use of the exponential distribution to model the aleatory uncertainty is indicative and not restrictive. The distribution could easily be changed to an alternative distribution such as a normal distribution. Given the service time and the availability of 20 nodes, 5 requests per second can be processed on average. Therefore, the service will be stable when the number of arrivals in a given second is less than 5 and unstable when the number of arrivals in a given second is greater than or equal to 5. We shall refer to 5 jobs per second as 100% service usage. For each different QoS modeling method, and under the two different service usage patterns, the web service was supplied 10000 times by the provider to 100 homogenous requesters who independently requested the service. The random sampling method (see Section 5.4.2.1) was configured to utilize a sample size of \(n = 20\) from the set of empirical observations, whilst the sliding window method (see Section 5.4.2.2) was configured to utilize a window size of \(w = 20\). This window size was also retained for utilization in the least squares method (see Section 5.4.2.3) and the queue size method (see Section 5.4.2.4).

![Figure 5.4: An Illustration Of Service Usage Patterns](image)

The requesters were realized as independent threads in an Apache JMeter [209] test plan defined for the experiment. These 100 requesters were introduced gradually over 20 seconds, in order to ramp-up to the specified service usage pattern. The service usage patterns for stable service usage

\(^2\)For each QoS modeling method a bootstrap model where \(\lambda = 0.0005\) was utilized. This represents a conservation initial modeling to utilized until subsequent observations are available to refine the modeling.
and unstable service usage are defined as follows:

5.5.3.1 Stable Service Usage

The stable service usage pattern was defined to be indicative of a service usage within the capacity of the service. Accordingly, we established parameters such that the average number of requests arriving in a given time period was equal to the average number of requests being serviced in a given time period. The time between arrivals for the 100 independent requesters was modeled by an exponentially distributed random variable, \( \exp(\lambda) \) where \( \lambda = 0.025 \), generating an average of 2.5 requests per second when all 100 requesters were introduced to the provider, which we shall refer to as 50% service usage.

5.5.3.2 Unstable Service Usage

The unstable service usage pattern was defined to be indicative of service usage outside of the capacity of the system such that request were subject to non-negligible time in a queue. We chose to model the time between arrivals for each independent thread by an exponentially distributed random variable, \( \exp(\lambda) \) where \( \lambda = 0.1 \), generating an average of 10 requests per second when all 100 requesters were introduced to the provider, which we shall refer to 10 requests per second as 200% service usage. Clearly, such conditions of heavy service usage are not sustainable in the long run for reasons of stability, yet such conditions serve to be indicative of time periods in which we have unanticipated demand which require the system to react.

5.6 Empirical Results And Discussion

In this section, we present and discuss the empirical results obtained from the experimental procedures described in Section 5.5.

5.6.1 Negative Consequences Of Uncertainty In QoS Model

Figure 5.5 illustrates the negative consequences of epistemic uncertainty in the model of the QoS on the expected utility of the provider. As the error in the model generated by the QoS modeling method increases (either positively or negatively), the information utilized to formulate the SLA is increasingly imperfect, and the expected utility decreases as a result of the sub-optimality for the provider of the SLO included in the SLA. The impact on expected utility is particularly significant when it is considered that such sub-optimality would be incurred for each SLA.

The payment functions described in Section 5.4.1 are fundamental to the negative consequences of uncertainty in QoS. The form of these functions defines the monetary payments to which the provider is subject for a violation of the SLO. Greater monetary payments for violation of the SLO
Figure 5.5: A Graph Of Modeling Error vs Expected Utility (a)
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Figure 5.6: A Graph Of Modeling Error vs Expected Utility (b)
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will lead the provider to include SLOs in contingent SLAs with a higher probability of fulfillment with a lesser chance of incurring the monetary payments. Accordingly, as shown in Figure 5.2, the provider will not simply quote the mean QoS, due to the fact that the violation of the SLO carries sufficiently high sanctions that the utility of the provider will be negative on violation. The mean QoS is deemed by the provider, under the assumption that the provider is risk-neutral, to yield less utility, in expectation, than an SLO with higher probability.

In the case of different payment functions, the monetary payments to the provider for violation may be reduced, such that the provider expects greater utility from SLOs with lower probability. This is illustrated in Figure 5.6 in which the payment functions are changed such that the monetary payments for violation are reduced to a simple money back guarantee. In doing so the loss in expected utility from errors in modeling are no longer as damaging since uncertainty for the provider, in general, is less damaging. The key point with regard to the payment functions is that the provider is seeking to mitigate the uncertainty in QoS experienced by the requester by taking on that uncertainty. The payment functions are equivalent to a money-back guarantee plus a bonus to the requester for violation of the SLO. Accordingly, regardless of the uncertainty in QoS of the requester, he has an expectation of positive utility from the supply of the service by the provider. Through manipulation of the payment functions, the allocation of uncertainty in QoS to the requester and provider are manipulated which consequently affects the expectation of utility for both. In the case of the payment functions chosen, the negative consequences of the provider are greater due to the uncertainty in QoS he takes on for the requester to increase trust.

5.6.2 Costs Of QoS Modeling Methods

In the next two subsections, we define two different classes of cost which can be associated with the utilization of QoS modeling methods.

5.6.2.1 Constant Cost

Figure 5.7 illustrates the effect of constant cost on the expected utility yielded when utilizing some QoS modeling method. The benefit of a modeling method is manifested in the minimization of modeling error, such that an accurate model of the QoS is derived, and the expectation of utility for a given SLO is not significantly over or under-estimated. Since the cost of a QoS modeling method is manifested in the constant cost of modeling for each SLA, and given an ability to accurately quantify the constant cost of modeling on a per-SLA basis, a simple cost-benefit analysis could be utilized for each method to select that method which resolves the cost-benefit trade-off in the most profitable manner and maximizes the expected utility of the provider.
5.6.2.2 Overhead Cost

Figure 5.8 shows the effect of an overhead cost on the expected utility as derived by the simulation. Perhaps, not intuitively, the increased proximity of the modeling error to the overhead cost reflects increased accuracy in the modeling method. This is due to the fact that the modeling error introduces a certain inaccuracy to the predicted value of \( \lambda \) such that the subjective distribution is inaccurate according to the underlying phenomenon at that point in time. The overhead cost also introduces an inaccuracy to the predicted value of \( \lambda \) such that objective distribution is changed. Therefore, in the case, for example, of a modeling error of 0.1 in Figure 5.8 and an overhead cost of 0.1, the modeling method actually becomes completely accurate with regard to the underlying phenomenon, somewhat inadvertently. Therefore, the closer the modeling error is to the overhead cost, the more utility the QoS modeling method will yield. Expected utility is maximized where modeling error and overhead cost are identical and themselves maximized. Given our payment functions, greater expected utility is yielded by QoS with higher probability and subject to some under-consumption, than QoS with low probability and subject to increased violations and the resultant monetary payments. In a similar manner to constant cost, in the event that the provider is able to decouple the modeling error and overhead cost introduced by a given QoS modeling method, where minimized modeling error is the benefit and overhead cost is the cost, a cost-benefit analysis could again be performed to compare methods and select the method which maximizes expected utility. The provider would
desire those QoS modeling method which are minimally intrusive (low overhead cost) and maximally accurate (low modeling error).

5.6.3 Benefit Of QoS Modeling Methods

Figure 5.9 and Figure 5.10 illustrate the utility yielded of the service, utilizing the different QoS modeling methods, and under the different service usage patterns. Under the first service usage pattern (Figure 5.9) all QoS modeling methods yielded similar utility. These results indicate that under steady service usage the QoS modeling method utilized has no significant effect on utility. Under the second service usage pattern, the queue size modeling method yields significantly greater utility than the three other modeling methods, demonstrating the importance of reactivity in the presence of high service usage patterns. The reactivity of the queue size method to the increasing size of the queue under high demand enables the optimal QoS to be adapted accordingly without a significant negative impact on utility. The other methods, such as random sampling and sliding window, require far longer to react to such service usage patterns, relying on information collected after each request, rather than current state information. The utility of the service under the second service usage pattern is positively correlated with reactivity, with least squares method yielding the next greatest utility, followed by sliding window and finally random sampling. Figures 5.11 and 5.12 illustrate the number of the QoS encountered by the service, utilizing the different QoS modeling methods, and under different service usage patterns. In a similar manner to Figures 5.9 and 5.10,
Figure 5.9: A Graph Of Cumulative Utility vs Requests - Stable Service Usage

Figure 5.10: A Graph Of Cumulative Utility vs Requests - Unstable Service Usage
Figure 5.11: A Graph Of Number Of Violations vs Requests - Stable Service Usage

Figure 5.12: A Graph Of Number Of Violations vs Requests - Unstable Service Usage
the reactivity of the queue size method is able to minimize the number of violations under the second service usage pattern. The number of violations impacts directly on utility, in both the present and in the future, through a negative impact on aspects such as trust.

![Graph of Modeling Error vs Requests - Stable Service Usage](image)

**Figure 5.13:** A Graph Of Modeling Error vs Requests - Stable Service Usage

<table>
<thead>
<tr>
<th>Method</th>
<th>Mean</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queue Size</td>
<td>521.45</td>
<td>4046.51</td>
</tr>
<tr>
<td>Random Sampling</td>
<td>517.22</td>
<td>4046.26</td>
</tr>
<tr>
<td>Sliding Window</td>
<td>521.07</td>
<td>4058.95</td>
</tr>
<tr>
<td>Least Squares</td>
<td>538.26</td>
<td>3988.79</td>
</tr>
</tbody>
</table>

**Figure 5.14:** A Table Of Modeling Error Statistics - Stable Service Usage

Figure 5.13 and Figure 5.15 illustrate the modeling error experienced by each QoS modeling method. The errors associated with each request are sorted to show the proportion of requests for which there is over-estimation or the quality, and those for which there is under-estimation. Some summary statistics pertaining to these graph are provided in Figure 5.14 and Figure 5.16. It is clear from the graphs that for the 50% service usage there is no significant difference in the error experienced by any of the methods. The difference arises for the 200% service usage, where the computing infrastructure is subject to significant over-utilization. The queue size method is able to adapt to the over-utilization such that the quality predicted reflects the changing state of the infrastructure. These results show that the selection of QoS modeling method can affect the epistemic uncertainty experienced by the provider, although the differentiation of the methods only
Figure 5.15: A Graph Of Modeling Error vs Requests - Unstable Service Usage

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Std Dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>Queue Size</td>
<td>-649.69</td>
<td>4285.93</td>
</tr>
<tr>
<td>Random Sampling</td>
<td>-1686.38</td>
<td>4255.07</td>
</tr>
<tr>
<td>Sliding Window</td>
<td>-1670.58</td>
<td>4159.57</td>
</tr>
<tr>
<td>Least Squares</td>
<td>-1623.54</td>
<td>4184.09</td>
</tr>
</tbody>
</table>

Figure 5.16: A Table Of Modeling Error Statistics - Unstable Service Usage
becomes significant under unstable service usage. Those methods utilizing the historical data alone perform similarly under both service usage pattern, with the only differentiation occurring for the queue size modeling method under the unstable service usage pattern. This is due to the fact that under unstable service usage, the queue size method is able to react to the increasing size of the queue and adapt the SLO accordingly.

5.7 Conclusion

This chapter has addressed the problem of uncertainty in QoS experienced by the provider of a Web service. The chapter presents an empirical study of uncertainty in SPRs carried out utilizing the software architecture presented in Chapter 4. The main contribution of the chapter is a theoretical description of a methodology for the creation of SLAs as contingent contracts, whose contingencies are optimal with regard to any organizational objectives, in the presence of uncertainty in the QoS. In the next chapter, we briefly summarize the contributions of this thesis and describe some threads of potential future work.
Chapter 6

Conclusion

The thesis has focused on uncertainty in QoS within a SPR experienced by the requester and provider of the Web service. The thesis has made a number of contributions to address the problem of uncertainty in SPRs, and these contributions have highlighted future threads of work which can contribute further to addressing the problem. This chapter will summarize the contributions of the thesis to the problem of uncertainty in SPRs, and provide a discussion of future threads of work relating to the problem of uncertainty in SPRs which have been highlighted by these contributions.

The remainder of this chapter is structured as follows. Section 6.1 provides a summary of the novel contributions of this thesis. Finally, future work relating to this thesis is discussed in Section 6.2.

6.1 Summary Of Contributions

This thesis has provided a number of key contributions to address the problem of uncertainty in SPRs:

- **A cross-disciplinary background and literature review of uncertainty in SPRs**
  This cross-disciplinary background and literature review summarizes the key concepts and methodologies from a variety of different disciplines including computer science, economics and sociology. Such an approach differs from previous work, which focuses on concepts and methodologies from the perspective of a single discipline. The value of this cross-disciplinary approach is to provide of a theoretical and practical basis for the study of uncertainty in SPRs which jointly considers technological, economic and social perspectives. This enables such perspectives to inform the design and evaluation of software components to support SPRs.

- **An institutional framework for trust in SPRs**
  This framework provides a holistic representation of the environment of an SPR, and the perception of this environment by an organization to derive a notion of trust. Such an approach
differs from previous work, which makes implicit or explicit assumptions regarding the environment without explanation of the implications of such assumptions for trust, and often focuses on environments containing a single class of trust mechanism rather than environments as a holistic encapsulation of the context of an SPR. Additionally, in contrast to previous work, institutions are utilized to model the constraints in the environment of an SPR, such that institutions are perceived by an organization to analyze, evaluate, and decide upon participation in an SPR. The value of this approach is to provide a basis for the evaluation of an environment of an SPRs in terms of the absence or presence of trustworthiness and trust, and the mismatch between trust and trustworthiness. This enables environments to be appropriately designed or manipulated by organizations to increase both trustworthiness and trust.

• A structured language for the representation of SLAs
This structured language enables the representation of SLAs as contingent contracts, whose contingencies are defined over the QoS experienced by the requester. Such an approach differs from previous work, which does not provide a formal basis for the representation of SLAs as contingent contracts, where contingencies are defined in a verifiable and enforceable manner utilizing HTTP status codes. The value of this approach is to enable the utilization of insights from economic literature on the design of contingent contracts to the creation of SLAs, such that the uncertainty of an organization in the QoS can be reduced.

• A theoretical and practical methodology for the creation of optimal SLAs
This methodology facilitates the creation of SLAs as contingent contracts, whose contingencies are optimal with the objectives of an organization, in the presence of uncertainty in QoS. Such an approach differs from previous work, which does not provide a generic process for the creation of optimal SLAs for any QoS metric of a Web service, given organizational objectives, and does not describe the practical methodology required to realize such an optimization process in a software component. The value of such an approach is to provide a formal process for the creation of optimal SLAs, such that organizations no longer utilize processes based on ad-hoc, sub-optimal reasoning which can be inconsistent with organizational objectives.

6.2 Future Work
The work in this thesis can provide the basis for a number of different threads of future work. The different threads of future work which can emerge from each chapter in the thesis can be summarized as follows:

• An Institutional Framework For Trust In Service Provisioning Relationships
The work presented in Chapter 3 highlights a potential future thread of work involving the
empirical evaluation of existing environments for SPRs. This empirical evaluation could consider the trust of a requester in SPRs utilizing the environments, and the trustworthiness of the environment itself. Such an evaluation could demonstrate the mismatches between trust and trustworthiness, highlighting those environments which are trustworthy but not trusted, or vice versa. Additionally, such an evaluation could consider the costs associated with the increasing the trust of a requester in a SPR, the trustworthiness of the environment, or both. The incurrence of such costs by the requester and/or provider in the SPR may not provide a sufficient contribution to trustworthiness and trust to be justified, such as the utilization of a third party Web service for monitoring. Finally, a future thread of work could involve the automated construction of environments for SPRs which are trusted by a requester, under certain assumptions of the disposition, beliefs and objectives of the requester. These beliefs and objectives could be utilized to construct an environment for a SPR which is trusted by the requester in an automated manner, utilizing the set of Web services and communication networks over which the requester has beliefs. Such automated construction may itself be encapsulated within a Web service.

• **A Software Architecture For Service Level Agreements**

The work presented in Chapter 4 highlights a potential future thread of work involving the expansion of the Web services within the software architecture to include a reputation service. A reputation service of particular interest is that defined in [110]. This reputation service attempts to address the manipulation of reputation data based upon the rationality of organizations in the SPR. For example, the requester may provide false feedback on the QoS in order to reduce the payment required for the utilization of the Web service within the SPR. Given our assumption of rationality for both the requester and provider, such a reputation service would provide control over the provider which both credible for the requester, and viable for the provider. Another potential future thread of work involves the explicit consideration of the impact of the communication network on the QoS of a Web service, and on the ability to control the provider of a Web service with regard to this QoS. The monitoring service within the architecture would need to facilitate the distinction between the impact of the provider of the Web service, and the impact of the communication network on the QoS. In the absence of such consideration, the utilization of Service Level Agreements may incur high costs but not increase the trust sufficiently to make participation in the SPR viable for the requester. Finally, a future thread of work could involve an investigation into the viability of caching of SLAs over a certain period of time. This would avoid the computation involved with optimization on a per-SLA basis, but may introduce additional uncertainty in the QoS, with the computing infrastructure subject to change over the period of caching. In a similar manner, such a thread of work could empirically investigate the computation involved with the monitoring of every
request to a Web service with regard to every metric. For Web services with high load such monitoring may require significant computation which could introduce the uncertainties which are discussed in the empirical study.

- An Empirical Study Of Uncertainty In Service Provisioning Relationships

The work presented in Chapter 5 highlights a potential future thread of work involving the expansion of an SLA beyond a single SLO. In practical SPRs, the requester is likely to be concerned with more than one metric, such as availability and response time. The consideration of multiple metrics would increase the complexity of optimization problem significantly, and may prove to be too costly to perform on a per-SLA basis. Another potential thread of future work involves the utilization of the methodology in conjunction with different admission control mechanisms. Such admission control mechanisms can control the service usage patterns to the extent that the task of QoS modeling is eased. The increase in predictability of the service usage patterns would facilitate the utilization of the methodology to create optimal Service Level Agreements within some usage bounds, providing some security against large fluctuations in service usage which can make the creation of optimal Service Level Agreements subject to high uncertainty. Finally, a future thread of work could involve an investigation into the costs of monitoring and prediction based upon empirical evidence. This would require the ability to apply costs to the consumption of resources by the monitoring and prediction mechanisms, whether in terms of fixed costs from the additional dedicated resources required in the infrastructure, or variable costs in terms of the consumption of existing resources and the consequential effect on QoS.
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