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Abstract

Stochastic parametric hybrid systems provide a means of formalising automata with continuous nonlinear dynamics, discrete interruptions, and parametric uncertainty (e.g. randomness and/or nondeterminism). They can be used for modelling a vast class of cyber-physical systems – machines comprising physical components orchestrated by a digital control (e.g. medical devices, self-driving cars, and aircraft autopilots). Assuring correct and safe behaviour of such systems is crucial as human lives are often involved.

One of the main problems in system verification is reachability analysis. It amounts to determining whether the studied model reaches an unsafe state during its evolution. Introduction of parametric randomness allows the formulation of a quantitative version of the problem – computing the probability of reaching the undesired state.

Reachability analysis is a highly challenging problem due to its general undecidability for hybrid systems and undecidability of nonlinear arithmetic (e.g. involving trigonometric functions) over the real numbers. A common approach in this case is to solve a simpler, yet useful, problem. In particular, there are techniques for solving reachability rigorously up to a given numerical precision.

The central problem of this research is probabilistic reachability analysis of hybrid systems with random and nondeterministic parameters. In this thesis I have developed two new distinct techniques: a formal approach, based on formal reasoning which provides absolute numerical guarantees; and a statistical one, utilising Monte Carlo sampling that gives statistical guarantees. Namely, the former computes an interval which is guaranteed to contain the exact reachability probability value, while the latter returns an interval containing the probability value with some statistical confidence.
By providing weaker guarantees, the statistical approach is capable of handling difficult cases more efficiently than the formal one, which in turn, can be used for parameter set synthesis in the absence of random uncertainty. The latter is one of the key problems in system modelling: identifying sets of parameter values for which a given model satisfies the desired behaviour.

I have implemented the described techniques in the publicly available tool ProbReach, which I have then applied to several realistic case studies such as the synthesis of safe and robust controllers for artificial pancreas and the design of UVB treatment for psoriasis.
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Chapter 1

Introduction

Mathematical modelling and model verification have a greatly positive impact on the system design process. They can be used for rejecting faulty implementations which would be very costly and time-consuming, or even impossible to investigate experimentally. Also, in silico (computational) analysis can provide further guidance and predictions for the physical experiments.

Stochastic hybrid systems find application in modelling numerous real world systems from various domains. For instance, they can model biological systems such as gene regulatory networks and DNA replication [58], closed-loop (with feedback) systems such as insulin delivery for patients with type 1 diabetes [44] (also known as artificial pancreas), and cyber-physical systems such as powertrains [49], wind turbines [87] and autonomous underwater vehicles [19].

Verification of stochastic hybrid systems allows solving important problems such as probabilistic reachability and safety analysis [2], devising control and planning strategies [27], and parameter set synthesis [60].

This chapter aims to introduce the relevant background and the related work in the field of verification of stochastic parametric hybrid systems, i.e., hybrid systems parametrised by random and nondeterministic initial conditions. Then it states the aim and the objectives of this work, and declares the contributions of this thesis according to the identified goals.
1.1 Background

1.1.1 Hybrid Systems

Hybrid systems \cite{3} can be seen as a generalisation of finite-state machines depicting the continuous behaviour. Hybrid systems comprise continuous components - \textit{flows} behaving according to the laws of physics and generally modelled using nonlinear ordinary differential equations (ODEs), and discrete control - \textit{jumps} specifying the discrete state changes between the flows. The discrete transitions are represented by a set of Boolean predicates defining when the transition between the continuous flows may take place. Also, when a discrete transition takes place it typically causes a \textit{reset} of the initial values of continuous variables in the successor flow. Besides, hybrid systems can feature invariants – conditions which should be satisfied for all time points in the flow.

A cannonball presents a simple example of a hybrid system. Consider a ball launched with some initial speed and some angle to horizon (see Figure 1.1). The ball’s dynamics evolve continuously while it is in the air (\textit{flow}), and the discrete state change occurs when it touches the ground (\textit{jump}). During the contact with the ground its speed is reduced (\textit{reset}).

![Figure 1.1: A trajectory of a cannonball launched from the point (0,0) with initial speed $v_0$ and angle to horizon $\alpha$.](image)

Systems featuring uncertainties can be modelled by means of stochastic parametric hybrid systems (SPHS). There are different variants of SPHSs depending on the level of abstraction, starting from systems with random and nondeterministic parameters.
to systems with stochastic dynamics (defined by stochastic differential equations).

1.1.2 Model Checking

Model checking is a set of techniques for the verification of finite state machines [5, 12]. Since its introduction in the 1980’s [14, 67] it has been successfully applied to the verification of hardware and software systems of various complexity [41]. Model checking allows reasoning about numerous system properties in a sound and rigorous manner (unlike the approaches based on testing).

A model checker is an automated tool which takes a model of a system and a desired property formulated in the defined specification language, and correctly decides whether the corresponding property holds or not. If the latter is the case, a counter-example falsifying the property is provided.

Reachability is one the most important properties studied in verification. It asks whether a specified state (set of states) is reachable. Many system properties (e.g., safety, unreachable states) can be expressed in terms of reachability.

One of the fundamental problems in model checking is state space explosion – the number of states of the model can be incredibly large. Approaches such as symbolic and bounded model checking allow dealing with this problem rather successfully.

Symbolic Model Checking The main idea behind symbolic model checking is to represent and treat a finite state system as a Boolean function [4, 16, 62]. This approach proved to be quite powerful for finite state systems, but extending their application from finite state machines to hybrid systems introduces some complications. Dealing with the latter implies that the system’s continuous flows must be taken into account. As symbolic model checking cannot easily deal with the infinite state space introduced by the continuous dynamics, its applicability is limited to hybrid systems whose continuous behaviour can be abstracted to a finite state space (e.g., affine hybrid system [8, 90]). In this regard, bounded model checking can be applied to a wider range of hybrid systems while still successfully dealing with the state space explosion problem.
**Bounded Model Checking**  The aim of bounded model checking (BMC) \cite{13, 15} is to create a formula of a finite length $l$ and feed it to a Boolean satisfiability (SAT) solver. With respect to reachability analysis this means that reachability of the desired state will be explored for the given depth value $l$. If for none of the considered paths the goal state is reachable the bound $l$ can be increased. Otherwise, a witness of width $l$ is returned.

BMC demonstrated to be more efficient than symbolic model checking for finite state systems, and it can also be applied to verification of hybrid systems. This requires introducing the appropriate logic on top of SAT such as nonlinear arithmetic (including numerical solvers for the nonlinear ODEs, as in general they may not have explicit solutions \cite{22, 37, 47}). However, the introduction of nonlinear arithmetic adds another problem to the state space explosion – undecidability.

**Undecidability of Reachability**  Checking reachability in hybrid systems is generally undecidable (even for linear hybrid systems)\cite{3}. Furthermore, bounded reachability in hybrid systems featuring nonlinear continuous dynamics is undecidable due to undecidability of nonlinear arithmetic over the reals. Although Tarski has proven that the first-order logic of real polynomials is decidable \cite{84}, the problem becomes undecidable when trigonometric functions (e.g. $\sin, \cos$) are introduced \cite{54, 70, 88}. This proof is based on the well-known Hilbert’s tenth problem – whether a Diophantine equation with any number of unknowns and with integral coefficients is solvable in the integers, and it was proven do be undecidable by Davis, Putnam, Robinson and Matiyasevich \cite{21, 61}. However, the reachability becomes decidable for robust hybrid systems \cite{28, 35} (such systems where the reachability property holds under small input perturbations).

There exist decision procedures which can return one sided guaranteed answers. For example, $\delta$-satisfiability tackles the problem of undecidability over the reals by introducing a procedure which returns one-sided guaranteed answers: one of the two answers can be trusted while the other one is subject to some over-approximation \cite{35, 64}. Such problem, called $\delta$-decision, is decidable – there exists an algorithm which always terminates correctly returning one of the answers above.

Analogously, in \cite{30} the authors introduce a procedure that integrates interval constraint propagation (ICP) and SAT solving techniques to provide one-sided decisions for Boolean combinations on nonlinear arithmetic constraints.
Similarly, in [69] the author introduces a semi-terminating algorithm for safety verification of nonlinear hybrid systems. This algorithm terminates for robust instances of the problem (i.e., safety holds comfortably for some positively perturbed version of the system), and it may run eternally otherwise.

The $\delta$-complete decision procedure is one of the fundamental elements of the novel theory introduced in this thesis.

### 1.1.3 Delta-Complete Decision Procedure

Delta-complete decision procedures are defined for bounded $\mathcal{L}_\mathbb{R}$-sentences, and they correctly decide whether a given sentence is false or its weaker version, called $\delta$-weakening, is true.

**Definition 1.1. (Bounded $\mathcal{L}_\mathbb{R}$-formula [35])** A bounded $\mathcal{L}_\mathbb{R}$-formula is defined as follows:

$$
t := c \mid x \mid f(t(x)),
$$

$$
\phi := t(x) > 0 \mid t(x) \geq 0 \mid \phi \land \phi \mid \phi \lor \phi \mid \exists [u,v] x : \phi \mid \forall [u,v] x : \phi,
$$

where $c$ is a constant, $x$ is a variable, $f$ is a computable real function, and $\exists [u,v] x, \forall [u,v] x$ are bounded quantifiers – shorthand for $\exists x \in [u, v]$ and $\forall x \in [u, v]$.

In this thesis, computable real functions are defined in terms of Type 2 computability (see Definition A.2 in Appendix A.2). Informally, a real function is computable if its value can be algorithmically approximated with arbitrary finite precision. An important property of computable functions is that they are continuous (while the opposite is not true) [50].

**Definition 1.2. ($\delta$-Weakening [35])** Given an arbitrary $\delta > 0$ and a bounded $\mathcal{L}_\mathbb{R}$-sentence

$$
\phi := Q_1^{X_1} x_1, \ldots, Q_n^{X_n} x_n : \bigwedge_{i=1}^m \left( \bigvee_{j=1}^{k_i} (f_{i,j}(x_1, \ldots, x_n) \circ 0) \right),
$$

where each $f_{i,j}$ is a real computable function, $Q_i = \{\exists, \forall\}$, and $\circ \in \{>, \geq\}$, its $\delta$-weakening is

$$
\phi^\delta := Q_1^{X_1} x_1, \ldots, Q_n^{X_n} x_n : \bigwedge_{i=1}^m \left( \bigvee_{j=1}^{k_i} (f_{i,j}(x_1, \ldots, x_n) \circ -\delta) \right).
$$
Definition 1.3. (δ-complete decision procedure [35]) Given $\delta > 0$, a δ-complete decision procedure correctly decides whether an arbitrary bounded $\mathcal{L}_R$-sentence is false or its $\delta$-weakening is true, returning unsat and $\delta$-sat respectively. When both cases overlap, either answer can be returned.

From the above definition it is clear that unsat means that the given $\mathcal{L}_R$-sentence is false. However, $\delta$-sat implies satisfiability of the $\delta$-weakening of the given sentence while its original version can still be false. This is usually referred to as a false alarm, i.e., a δ-complete decision procedure returns $\delta$-sat for the unsatisfiable $\mathcal{L}_R$-sentence due to the coarse over-approximation introduced by $\delta$.

There are several SAT ODE solvers such as iSAT-ODE [23], and dReal [36] which can provide $\delta$-decisions.

1.1.4 Related Work

Introducing random parameters to a hybrid system adds a quantitative measure to bounded reachability – the reachability probability. Adding nondeterministic parameters to the system above introduces a range of reachability probabilities (i.e. the reachability probability becomes a function of nondeterministic parameters).

Verification of such systems can be done formally – integrating the probability measure of random parameters over the parameter sets satisfying the bounded reachability property, or statistically – sampling the parameter space according to the parameters’ distributions and evaluating bounded reachability for each drawn sample. The former provides stronger (absolute) guarantees but suffers from high computational complexity [91], while the latter grants weaker (statistical) guarantees relaxing the complexity [92].

Regarding the formal verification approach, in [85] the authors introduce Stochastic Satisfiability Modulo Theory (SSMT) by extending the classical nonlinear Satisfiability Modulo Theory with randomised quantifiers. However, this work is limited to finite domains (only discrete randomness is supported). In [38] the authors address this problem by extending SSMT to continuous domains (CSSMT) to support continuous randomness. However, the presented approach does not feature ODEs, and the guarantees on the accuracy of the produced results are not discussed. At the same time the techniques discussed in [38] solve a more general problem than bounded reachability
in hybrid systems and can be applied to computing the probability of satisfiability of
an arbitrary bounded CSSMT formula.

In [25] the authors present a technique for computing $p$-boxes using validated ODE
integration. However, the technique is restricted to ODE systems and finite-support
random parameters. Moreover, it is not clear what guarantees are given for models
containing only continuous and/or discrete random parameters: the size of the com-
puted $p$-box might be quite large. In contrast, the technique presented in Section 3.6.2
of this thesis computes an arbitrarily small interval containing the exact reachability
probability for systems featuring both continuous (possibly with unbounded support)
and discrete random parameters.

In [1] the authors introduce a technique for computing bounds on reachability prob-
abilities for stochastic parametric hybrid systems, using abstraction by discrete-time
Markov chains. The technique is further extended to full Linear Temporal Logic (LTL)
and nondeterminism [86]. In [68] the authors give model checking algorithms for Prob-
abilistic Computation Tree Logic (PCTL) formulae over continuous-time stochastic
parametric hybrid systems. However, in [1, 68, 86] the continuous state space is han-
dled through finite discretisation, and approximate numerical solutions are provided for
the experiments. The algorithms presented in this thesis instead consider continuous
time and space, and give full mathematical/numeric guarantees.

Regarding the statistical verification approach, in [24] the authors introduce a sta-
tistical model checking technique for verifying hybrid systems with continuous random-
ness and nondeterminism. However, the presented approach combines SMT decision
procedures with the fixed-sample size techniques, i.e., based on Hoeffding’s inequality.
Also stochastic hybrid systems whose dynamics are defined by ODEs are not discussed
in this work. In contrast, the algorithm developed in Section 4.2.2 employs more ef-

cient sequential Bayesian approach, and it incorporates an SMT-based verification
procedure that can handle Lipschitz-continuous ODEs.

1.1.5 Related Software

dReal Tool Family  The tool dReach [51] performs bounded reachability analysis
in hybrid system. Given a model of a hybrid system and a reachability depth value
$l$ it creates a reachability formula of length $l$ which is then verified using dReal –
an SMT solver implementing a \( \delta \)-complete decision procedure with nonlinear ODEs support. \texttt{dReach} was successfully applied for parameter set identification in biological systems such as cardiac disorders and hormone therapy for treating prostate cancer \cite{60}. However, it does not support stochastic parametric hybrid systems, and it bases its verdict on \( \delta \)-decisions, which implies that the correctness of the \texttt{sat} answer is subject to over-approximation introduced by \( \delta \). The technique developed in Section 2.3.1 attempts to strengthen the \( \delta \)-sat verdict, and thus, to provide a more precise answer.

The tool \texttt{SReach} \cite{89} combines \( \delta \)-complete procedures with statistical estimation techniques in order to accommodate SPHSs. Namely, it uses Monte Carlo methods for sampling the domain of random parameters, and each sample is evaluated using \texttt{dReach}. As a result of the one-sided guarantees provided by \texttt{dReach}, \texttt{SReach} produces confidence intervals for the over-approximation of the bounded reachability probability. In contrast, the algorithms developed in Section 4.2.1 and Section 4.2.2 of this thesis provide confidence intervals containing the exact probability value by taking into account the under-approximation of the reachability probability (along with its over-approximation).

Also, \texttt{SReach} handles nondeterministic parameters at the SMT level (directly inside the \( \delta \)-complete decision procedure) where complexity grows exponentially with the number of nondeterministic parameters, and it can only estimate the maximum reachability probability. At the same time the technique developed in Section 4.3.1 of this thesis handles nondeterministic parameters by sampling the parameter search space randomly, and allows computing both the maximum and the minimum reachability probabilities.

\textbf{iSAT Tool Family} Analogously to \texttt{dReach}, the tool \texttt{iSAT3} \cite{74} performs bounded reachability analysis in hybrid systems. It also supports nonlinear ODEs and allows checking the \( \delta \)-\texttt{sat} answer automatically, unlike \texttt{dReach}.

The tool \texttt{SiSAT} \cite{31} solves probabilistic bounded reachability by returning answers guaranteed to be numerically accurate. However, it does not currently support continuous random parameters in the formal setting. The tool \texttt{CSiSAT} \cite{39} solves this problem for continuous random parameters with bounded support. However, it does not provide ODEs support, which significantly limits the range of supported SPHSs.
Other Tools  

C2E2 [26] is a tool that verifies bounded reachability in nonlinear hybrid systems through computing and analysing over-approximations of systems dynamics. This tool, however, does not yet support systems with random parameters. UPPAAL [55] is an extremely powerful model checker for timed automata, and it has been recently extended to support (dynamic) networks of stochastic timed automata via UPPAAL SMC [20]. PRISM [53] is a state-of-the-art model checker for a variety of discrete-state stochastic systems, but with respect to real-time systems it is limited to probabilistic timed automata. The tool FAUST² [81] utilises abstraction techniques to verify nondeterministic continuous-state Markov models, although currently for discrete-time models only. ProHVer computes an upper bound for the maximal reachability probability [94], and handles continuous random parameters via discrete over-approximation only [29].

1.2 Aim and Objectives

The aim of this work is to

devise novel techniques for the verification of stochastic parametric hybrid systems in a numerically rigorous and sound manner.

The following objectives were identified:

- investigate formal techniques for probabilistic reachability analysis and develop an algorithm for computing bounded reachability probability in SPHSs with absolute numerical guarantees,

- explore statistical methods for improving the performance of the formal approach, while providing statistically and numerically accurate results (i.e., the precision for samples evaluation should not affect the correctness of produced result),

- implement attained theoretical findings in a software tool, and apply it to several complex case studies.

1.3 Thesis Outline and Contributions

This section introduces the outline and discusses the contributions of this thesis with respect to the declared aim and objectives.
• **Chapter 2** defines bounded reachability in parametric hybrid systems (PHS) and introduces the evaluation procedure that is based on a $\delta$-complete decision procedure, and which can be used for guaranteed reasoning about parameter subsets of a PHS. Some of the material presented in this chapter was published in [78].

• **Chapter 3** extends the notion of PHS to stochastic parametric hybrid systems (SPHS) by introducing random parameters, and presents a formal approach for computing enclosures (sometimes arbitrarily tight) containing the range of the bounded reachability probability with absolute numerical guarantees. Some of the material presented in this chapter was published in [79].

• **Chapter 4** presents a technique combining Monte Carlo sampling with numerically rigorous evaluation procedure from Chapter 2 for producing confidence intervals for the bounded reachability probability that are both statistically and numerically correct. Some of the material presented in this chapter was published in [78].

• **Chapter 5** describes the architecture and implementation details of the developed tool ProbReach, which incorporates the algorithms introduced in Chapters 2, 3 and 4. Some of the material presented in this chapter was published in [76, 77].

• **Chapter 6** demonstrates application of ProbReach to several case studies, such as UVB therapy for treating psoriasis and automated synthesis of PID controllers for an artificial pancreas model. Some of the material presented in this chapter was published in [75].

• **Chapter 7** contains final remarks and several directions for future work.
1.4 List of Publications

Portions of the work within this thesis have been documented in the following publications.


Chapter 2

Bounded Reachability in Parametric Hybrid Systems

2.1 Introduction

Hybrid systems provide a framework for modelling and verification of systems with continuous components and digital control. One of the most important properties in hybrid systems verification is reachability. It aims at deciding whether a hybrid system reaches some predefined goal state (or set of states).

It was already discussed that reachability is undecidable even for linear hybrid systems. Moreover, its bounded version (when the number of discrete transitions in the reachability analysis is finite) is also undecidable.

By applying a $\delta$-complete decision procedure [35] it is possible to decide whether a bounded reachability question is unsatisfiable – a goal state cannot be reached – or its relaxed version (characterised by some positive over-approximation) holds. However, due to the properties of $\delta$-decision procedures, the latter does not imply that the goal state is reachable. Tools such as dReach [51] and iSAT-ODE [23] can solve bounded reachability in hybrid systems by incorporating SMT solvers that implement $\delta$-decision procedures.

In this chapter I study parametric hybrid systems (PHS) – systems with parametrised continuous and discrete dynamics. The system’s parameters are defined in the initial state and stay invariant during the system’s evolution. Here I introduce a procedure
that attempts to decide whether bounded reachability is true for all parameter values in a given non-empty subset of the system’s parameter space, or whether it is unsatisfiable on this subset. While the latter can be checked using one of the existing tools, the former is a non-trivial task that cannot be handled directly by existing SMT solvers. Also note that it is not guaranteed that this procedure always decides given such parameter subset due to undecidability. This evaluation procedure plays a central role in probabilistic reachability analysis and parameter set synthesis, which will be discussed in Chapter 3.

In this chapter I give a formal definition of parametric hybrid systems and formulate the bounded reachability property in terms of bounded $\mathcal{L}_R$-sentences. Then I introduce a theoretical evaluation procedure utilising $\delta$-complete decision procedures and discuss several challenges faced during the implementation stage due to the limitations of the existing SMT solvers. Finally, I provide an over-approximating implementation of the theoretical evaluation procedure and identify a subclass of PHSs for which “theory” and “implementation” are equivalent.

### 2.2 Parametric Hybrid Systems

A parametric hybrid system (PHS) is a hybrid system featuring continuous and discrete parameters [10, 51] whose values are set in the initial state and do not change during the system’s evolution. The parameters can be defined over intervals (continuous parameters) or over finite sets of constants (discrete parameters). Formally, a PHS can be defined as the following.

**Definition 2.1. (Parametric Hybrid System)** A parametric hybrid system (PHS) is a tuple:

$$H = < Q, X, P, T, \text{init}, \text{param}, \text{flow}, \text{invt}, \text{jump}, \text{reset}, \text{goal} >,$$

where

- $Q := \{q_0, \ldots, q_m\}$ — set of the discrete states (modes) of the system,
- $X := \times_{i=1}^{n}[u_i, v_i] \subset \mathbb{R}^n$ — domain of the continuous state variables,
- $P := \times_{i=1}^{k}[a_i, b_i] \times \times_{i=k+1}^{k+j}\{a_{(i,1)}, \ldots, a_{(i,d_i)}\} \subset \mathbb{R}^{k+j}$ — parameter space (Cartesian product of the continuous and the discrete parameter domains),
• \( T > 0 \in \mathbb{R} \) – time upper bound,

• \( \text{param} := \{ p_1, \ldots, p_{k+j} \} \) – list of the system’s parameters,

• \( \text{init} := \{ \text{init}_q : P \to X, q \in Q \} \) – set of initial states. Each \( \text{init}_q(p) \) is a computable function that assigns the value \( x_0 \) to the continuous dynamics at time \( t = 0 \) in mode \( q \) (initial mode).

• \( \text{flow} := \{ \text{flow}_q : X \times P \times [0, T] \to X, q \in Q \} \) – set of continuous system dynamics. Each \( \text{flow}_q(x_0, p, t) \) defines an initial value problem (IVP) with Lipschitz-continuous ODEs with initial value \( x_0 \) at \( t = 0 \) in mode \( q \).

• \( \text{jump} := \{ \text{jump}_{(q,q')} : X \times P \times [0, T] \to \mathbb{B}, q, q' \in Q \} \) – set of discrete system transitions (\( \mathbb{B} \) is the Boolean set). Each \( \text{jump}_{(q,q')}(x, p, t) \) defines a jump from mode \( q \) to \( q' \) which may (but does not have to) occur if \( x \) and \( p \) satisfy the jump condition at some time point \( t \in [0, T] \) in mode \( q \).

• \( \text{reset} := \{ \text{reset}_{(q',q)} : X \times P \to X, q, q' \in Q \} \) – set of reset functions. Each \( \text{reset}_{(q',q)}(x, p) \) is a computable function that defines the initial value of the continuous dynamics at time \( t = 0 \) in mode \( q' \) after taking the transition from mode \( q \).

• \( \text{invt} := \{ \text{invt}_q : X \times P \times [0, T] \to \mathbb{B}, q \in Q \} \) – set of mode invariants. Each \( \text{invt}_q(x, p, t) \) defines a condition which should be satisfied by the continuous state variables \( x \) and the parameter vector \( p \) for all time points in mode \( q \).

• \( \text{goal} := \{ \text{goal}_q : X \times P \times [0, T] \to \mathbb{B}, q \in Q \} \) – set of goal states. Each \( \text{goal}_q(x, p, t) \) defines the set of continuous goal states in mode \( q \) (goal mode),

and

• each \( \text{jump}, \text{invt} \) and \( \text{goal} \) is represented by a finite Boolean combination of atomic formulae featuring only computable functions.

**Remark 2.1. (Unique Jumps)** Definition 2.1 assumes that each \( \text{jump}_{(q,q')} \) and \( \text{reset}_{(q,q')} \) define a unique discrete transition between modes \( q \) and \( q' \). However, if it is necessary to introduce multiple jumps between a pair of modes, one can create a new mode \( q'' \) with the same \( \text{flow} \) and \( \text{invt} \) as in \( q' \) and define the desired transition for \( q \) and \( q'' \).
The following running example of a simple PHS will be used throughout this thesis for explaining the main concepts.

Example 2.1. (Cannonball Model (CB)) Consider the following scenario visualised in Figure 1.1. A ball is launched from the point \((S_x = 0, S_y = 0)\) with initial speed \(v_0 = 25\) and angle to horizon \(\alpha\) which can take one of the three possible values: 0.7584, 1.0472 or 0.5236. The horizontal and the vertical distances travelled by the ball are governed by the differential equations \(\frac{dS_x}{dt} = v \cdot \cos(\alpha)\) and \(\frac{dS_y}{dt} = v \cdot \sin(\alpha) - g \cdot t\) (where \(g = 9.8\)), respectively. After the ball reaches the ground it bounces, and its speed is multiplied by the drag coefficient \(K\), that can take any value within the interval \([0.5, 0.9]\). The described system consists of a single mode and a single jump. A PHS formalizing this model can be defined as follows:

- \(Q := \{q_0\}\),
- \(X := [0,1000] \times [0,100] \times [0,50]\),
- \(P := \{0.7854, 1.0472, 0.5236\} \times [0.5,0.9] \times \{25\}\),
- \(T := 10\),
- \(param := \{\alpha, K, v_0\}\),
- \(init := \{ init_{q_0}(\alpha, K, v_0) := \{0,0,v_0\}\}\),
- \(flow := \{ flow_{q_0}(S^\text{init}_x, S^\text{init}_y, v^\text{init}, \alpha, K, v_0, t) := \{ \frac{dS_x}{dt} := v \cdot \cos(\alpha), \frac{dS_y}{dt} := v \cdot \sin(\alpha) - 9.8 \cdot t, \frac{dv}{dt} := 0, S_x(0) := S^\text{init}_x, S_y(0) := S^\text{init}_y, v(0) := v^\text{init} \}\}\),
- \(inv:= \emptyset\),
- \(jump := \{ jump_{(q_0,q_0)}(S_x, S_y, v, \alpha, K, v_0, t) := (t > 0) \land (S_y = 0)\}\),
- \(reset := \{ reset_{(q_0,q_0)}(S_x, S_y, v, \alpha, K, v_0) := \{S_x,0,K \cdot v\}\}\),
- \(goal := \{ goal_{q_0}(S_x, S_y, v, \alpha, K, v_0, t) := (t > 0) \land (S_y = 0) \land (S_x \geq 100)\}\).
### 2.3 Bounded Reachability in PHS

I now formally define bounded reachability in PHS. It is easy to check whether the goal mode is reachable in \( l \) steps by finding a path \( \pi \) (see Definition 2.2) such that the initial element \( (\pi[0]) \) of \( \pi \) belongs to the set of initial modes, the last element \( (\pi[l]) \) of \( \pi \) is in the set of goal modes, and for each pair of successive modes \( (\pi[i], \pi[i+1]) \) there exists a discrete transition defined by \( \text{jump}_{\pi[i], \pi[i+1]} \) and \( \text{reset}_{\pi[i], \pi[i+1]} \).

**Definition 2.2.** Given a PHS \( H \), a path \( \pi \) of depth \( l \) is a finite sequence of modes of \( H \) such that \( \text{init}_{\pi[0]} \in \text{init} \), \( \text{jump}_{\pi[i], \pi[i+1]} \in \text{jump} \) for \( 0 < i < l \), and \( \text{goal}_{\pi[l]} \in \text{goal} \). A trajectory defines a continuous evolution of the system along the given path for the given initial value of the continuous dynamics.

Let \( \text{Paths}(H, l) \) be the set of all such paths for the given PHS \( H \) and the reachability depth \( l \). It can be obtained using a breadth-first search (BFS) algorithm \[80\]. The original algorithm should be modified for this purpose in two ways: a search depth bound \( l \) should be introduced, and the algorithm should not terminate after finding the first path and exhaustively explore all paths of specified length \( l \).

It is clear that finding such path \( \pi \) is not enough for concluding the reachability of the goal state as there might not be a trajectory satisfying the corresponding jump conditions, invariants and goal predicates. This requires checking the values of the continuous dynamics over \( P \times [0, T] \). Thus, bounded reachability can be formulated as:

**Definition 2.3. (Bounded Reachability)** The bounded reachability property for a PHS \( H \), a reachability depth \( l \), and a subset \( B \) of the parameter space of \( H \) is defined as the bounded \( \mathcal{L}_R \)-sentence:

\[
\text{Reach}(H, l, B) := \exists \exists^B p, \exists [0,T] t_0, \forall [0,t_0] t'_0, \ldots, \exists [0,T] t_{|\pi|-1}, \forall [0,t_{|\pi|-1}] t'_{|\pi|-1}:

\bigvee_{\pi \in \text{Paths}(H, l)} \left( (x_0(t_0) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0)) \wedge \text{invt}_{\pi[0]}(x_0(t'_0), p, t'_0) \wedge \right.
\left. \bigwedge_{i=0}^{|\pi|-2} \left( (x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}_{\pi[i], \pi[i+1]}(x_i(t_i), p), p, t_{i+1})) \wedge \right.
\left. \text{jump}_{\pi[i], \pi[i+1]}(x_i(t_i), p, t_i) \wedge \text{invt}_{\pi[i+1]}(x_{i+1}(t'_{i+1}), p, t'_{i+1}) \right) \wedge \right.
\left. \text{goal}_{\pi[|\pi|-1]}(x_{|\pi|-1}(t_{|\pi|-1}), p, t_{|\pi|-1}) \right).
\]
The following proposition is necessary to demonstrate that formula \textbf{Reach} can be verified using $\delta$-complete decision procedures.

**Proposition 2.1.** Formula \textbf{Reach} comprises a bounded $\mathcal{L}_\mathbb{R}$-sentence.

**Proof.** First of all, functions in \texttt{init} and \texttt{reset} are computable, and the formulae in \texttt{jump}, \texttt{invt}, \texttt{goal} consist of a finite combination of atomic formulae featuring only computable functions. Moreover, \texttt{flow} features Lipschitz-continuous ODEs whose solutions are unique \[7, \text{Chapter 6, Theorem 1}\] and computable \[50, \text{Theorem 7.2}\]. Finally, a path $\pi$ of length $l$ is a finite Boolean combination of predicates from \texttt{jump}, \texttt{invt}, \texttt{goal}, and the set of all such paths is finite.

As all variables in \textbf{Reach} are defined over bounded intervals, \textbf{Reach} defines a bounded $\mathcal{L}_\mathbb{R}$-sentence.

**Example 2.2. (Bounded Reachability for CB)** The bounded reachability property for the cannonball model (Example 2.1) with reachability depth $l = 1$ on the entire parameter space ($B = P$) is satisfiable as the corresponding formula \textbf{Reach}($H, 1, P$) holds.

\[
\text{Reach}(H, 1, P) := \exists \{\alpha, K, v_0\}, \exists^{[0,10]} t_0, \exists^{[0,10]} t_1 : (dS_x^{(0)}(t_0) = v^{(0)}(t_0) \cdot \cos(\alpha) \wedge (dS_y^{(0)}(t_0) = v^{(0)}(t_0) \cdot \sin(\alpha) - 9.8 \cdot t_0) \wedge (d\nu^{(0)}(t_0) = 0) \wedge (S_x^{(0)}(0) = 0) \wedge (S_y^{(0)}(0) = 0) \wedge (v^{(0)}(0) = v_0) \wedge (S_y^{(0)}(t_0) = 0) \wedge (t_0 > 0) \wedge (dS_x^{(1)}(t_1) = v^{(1)}(t_1) \cdot \cos(\alpha) \wedge (dS_y^{(1)}(t_1) = v^{(1)}(t_1) \cdot \sin(\alpha) - 9.8 \cdot t_1) \wedge (d\nu^{(1)}(t_1) = 0) \wedge (S_x^{(1)}(0) = S_x^{(0)}(t_0)) \wedge (S_y^{(1)}(0) := 0) \wedge (v^{(1)}(0) := K \cdot v^{(0)}(t_0)) \wedge (S_x^{(1)}(t_1) \geq 100) \wedge (S_y^{(1)}(t_1) = 0).
\]

For any value of $\alpha$ and $K$ and given bounds $T$ and $l$ the landing distance of the ball after a single jump can be obtained analytically as $S_x = \frac{2v_0^2 \cos(\alpha) \sin(\alpha) (K^2 + 1)}{9.8}$. Thus, \textbf{Reach}($H, 1, P$) is satisfiable by $p = \{0.7854, 0.8, 25\}$, $t_0 = \frac{2v_0 \sin(\alpha)}{9.8} \approx 3.6077$ and $t_1 = \frac{2Kv_0 \sin(\alpha)}{9.8} \approx 2.8862$ as the distance $S_x^{(1)}(t_1)$ travelled by the ball is approximately equal to 104.5918.

In order to check reachability for all values in a given parameter subset it is necessary to introduce a universal quantifier in formula \textbf{Reach}, as shown below.
Definition 2.4. (Universal Bounded Reachability) The universal bounded reachability property for a PHS $H$, a reachability depth $l$, and a subset $B$ of the parameter space of $H$ is defined as the bounded $\mathcal{L}_R$-sentence $\text{Reach}^\forall(H, l, B) := \forall^B p : \text{Reach}(H, l, \{p\})$.

Example 2.3. (Universal Bounded Reachability for CB) It is easy to see that the universal reachability property $\text{Reach}^\forall(H, 1, P)$ for the cannonball model (Example 2.1) does not hold, as there are parameter values in $P$ for which the ball fails to reach the distance $S_x^{(1)} = 100$. For example, for $p = \{0.7854, 0.5, 25\}$ the landing distance of the ball is around 79.7194.

2.3.1 Verifying Bounded Reachability in PHS

Formulae $\text{Reach}$ and $\text{Reach}^\forall$ can be verified by a $\delta$-complete decision procedure as they are defined by bounded $\mathcal{L}_R$-sentences. Given a bounded $\mathcal{L}_R$-sentence and a positive $\delta$, a $\delta$-complete decision procedure correctly decides whether the given sentence is false (returning $\text{unsat}$) or its relaxed version ($\delta$-weakening) is true (outputting $\delta$-$\text{sat}$). Thus, $\text{unsat}$ is a stronger answer implying unsatisfiability of the given formula, while $\delta$-$\text{sat}$ might in fact be a false alarm due to a coarse over-approximation characterised by $\delta > 0$, and therefore, does not guarantee satisfiability of the given bounded $\mathcal{L}_R$-sentence.

Namely, a $\delta$-complete decision procedure returns $\text{unsat}$ for $\text{Reach}(H, l, B)$ if for all parameter values in $B \subseteq P$ the system $H$ does not reach a goal state; and $\delta$-$\text{sat}$ if there exists $p \in B$ such that $(\text{Reach}(H, l, B))^\delta$ (the weakening of $\text{Reach}(H, l, B)$) is true. Likewise, if the $\delta$-decision procedure returns $\delta$-$\text{sat}$ for $\text{Reach}^\forall$ its satisfiability is not implied. However, if $\text{unsat}$ is returned for $\neg\text{Reach}^\forall(H, l, B)$ (negation of $\text{Reach}^\forall$), it means that $\neg\text{Reach}^\forall(H, l, B)$ is false, and thus, $\text{Reach}^\forall(H, l, B)$ is true, which means that for all parameter values in $B$ a goal state can be reached in $l$ steps.

Algorithm 1 incorporates formulae $\text{Reach}$, $\text{Reach}^\forall$ and the properties of $\delta$-complete decision procedures. It defines procedure $\text{evaluate}$ which, given a PHS $H$, a reachability depth $l$, a subset $B$ of the system’s parameter space $P$ and a positive $\delta$, returns:

- $\text{sat}$ if for all parameter values in $B$ the goal state is reachable in $l$ steps;
- $\text{unsat}$ if no values from $B$ satisfy the bounded reachability;
• **undet** if neither of the above can be decided, or a false alarm occurred due to a large value of \( \delta \) used by the \( \delta \)-complete decision procedure (see Example 3.6). Choosing a smaller \( \delta \) can sometimes help reducing the number of false alarms.

---

**Algorithm 1: evaluate**\((H, l, B, \delta)\)

**Input:**
- \( H \): PHS,
- \( l \in \mathbb{N} \): reachability depth,
- \( B \subseteq P \): subset of the system’s parameter space,
- \( \delta > 0 \): precision.

**Output:** sat / unsat / undet.

1. if \( \delta \)-decision\( (\text{Reach}(H, l, B)) \) == \( \delta \)-sat then
2. if \( \delta \)-decision\( (\neg \text{Reach}^\forall (H, l, B)) \) == \( \delta \)-sat then
3. return undet;
4. return sat;
5. return unsat;

**Example 2.4. (Applying Algorithm 1 to CB)** Given the cannonball model (see Example 2.1), with reachability depth \( l = 1 \), \( \delta = 10^{-3} \) and parameter subsets \( B_1 = \{0.7854\} \times [0.5, 0.6] \times \{25\} \), \( B_2 = \{0.7854\} \times [0.8, 0.9] \times \{25\} \) and \( B_3 = \{0.7854\} \times [0.7, 0.8] \times \{25\} \), Algorithm 1 returns unsat, sat and undet, respectively.

2.4 **Evaluation Procedure Implementation**

The evaluation procedure introduced above can be used for exploring the parameter space of a PHS. However, to the best of my knowledge, there are no publicly available SMT solvers that can handle bounded \( \mathcal{L}_\mathbb{R} \)-sentences with arbitrary alternation of quantifiers. Namely, solvers such as \texttt{dReal} and \texttt{iSAT-ODE} only allow existentially quantified bounded formulae with Lipschitz-continuous ODEs and mode invariants. The latter means that only one free variable per mode can be quantified universally. In other words, formulae of the type \( \exists^{[0,T]}t_1, \exists^{[0,T]}t_2, \forall^{[0,T]}t_3 : \phi(t_1, t_2, t_3) \) (where \( \phi(t_1, t_2, t_3) \) is some quantifier-free bounded \( \mathcal{L}_\mathbb{R} \)-formula) are supported by the existing solvers implementing \( \delta \)-decision procedures. However, formulae with two or more universally quantified free variables (e.g., \( \exists^{[0,T]}t_1, \forall^{[0,T]}t_2, \forall^{[0,T]}t_3 : \phi(t_1, t_2, t_3) \)) currently cannot be
handled. Thus, \textbf{Reach} can be verified using one of the available SMT solvers, but formula \(\neg\text{Reach}^\forall\) introduces \(l+1\) universally quantified time variables for the reachability depth \(l\), and therefore, cannot be checked if \(l > 0\). As a result, procedure \textbf{evaluate} cannot be implemented because formula \(\neg\text{Reach}^\forall\) cannot be verified by the existing SMT solvers.

This section shows how formula \(\text{Reach}^\forall\) can be approximated by a set of simpler bounded \(\mathcal{L}_R\)-sentences supported by the available implementations of \(\delta\)-complete decision procedures.

### 2.4.1 Verifying Universal Bounded Reachability

As it is necessary to avoid arbitrary alternation of existential and universal quantifiers in the newly defined formulae, it is assumed that considered PHSs do not feature any invariants. Also, a corresponding invariant-free formula \(\text{reach}\) is introduced. It defines the bounded reachability property for a path \(\pi \in \text{Paths}(H,l)\) and a parameter value \(p \in P\). It can be seen that \(\exists^B p \forall_{\pi \in \text{Paths}(H,l)} \text{reach}(\pi, p) \iff \text{Reach}(H, l, B)\). Formula \(\text{reach}\) will be used for introducing the main methodological concepts.

\[
\text{reach}(\pi, p) := \exists^{[0,T]}t_0, \cdots, \exists^{[0,T]}t_{|\pi|-1}:
\]

\[
\begin{align*}
(x_0(t_0) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0)) & \land \\
\bigwedge_{i=0}^{|\pi|-2} \left( \text{jump}_{\pi[i],\pi[i+1]}(x_i(t_i), p, t_i) \land \right) & \\
(x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}_{\pi[i],\pi[i+1]}(x_i(t_i), p), p, t_{i+1}) \right) & \land \\
\text{goal}_{\pi[|\pi|-1]}(x_{|\pi|-1}(t_{|\pi|-1}), p, t_{|\pi|-1}) .
\end{align*}
\]  

(2.1)

Despite the absence of invariants, they can still be encoded and checked in terms of non-reachability of their complement in each mode along the considered path. However, this requires considering up to \(l\) additional reachability formulae similar to \(\text{reach}\) of length smaller than or equal to \(l\). Thus, for simplicity I consider PHSs without invariants.

Now I employ the approach described in [78] to define formula \(\text{fail}_j\) for every discrete transition in \(\text{reach}\) such that: 1) each \(\text{fail}_j\) features only one universally quantified time variable, and thus, can be handled by current SMT solvers; and 2) their conjunction implies satisfiability of formula \(\text{reach}\). Intuitively, each \(\text{fail}_j\) describes whether the \(j\)-th jump condition (if \(j < |\pi| - 1\)) or the goal predicate (if \(j = |\pi| - 1\)) is satisfiable.
for all time points in \([0,T]\).

Given a path \(\pi \in \text{Paths}(H,l)\) and some parameter value \(p \in P\), formula \(\text{fail}_j\) is defined as:

\[
\text{fail}_j(\pi, p) := \exists^{[0,T]} t_0, \ldots, \exists^{[0,T]} t_{j-1}, \forall^{[0,T]} t_j : \\
(x_0(t_0) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0)) \\
\bigwedge_{i=0}^{j-1} \left[ \text{jump}_{(\pi[i], \pi[i+1])}(x_i(t_i), p, t_i) \land \\
(x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}(\pi[i], \pi[i+1])(x_i(t_i), p), p, t_{i+1}))) \right] \\
\land \\
\neg \text{jump}_{\pi[j], \pi[j+1]}(x_j(t_j), p, t_j).
\] (2.2)

if \(j < |\pi| - 1\), and as

\[
\text{fail}_j(\pi, p) := \exists^{[0,T]} t_0, \ldots, \exists^{[0,T]} t_{j-1}, \forall^{[0,T]} t_j : \\
(x_0(t_0) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0)) \\
\bigwedge_{i=0}^{j-1} \left[ \text{jump}_{(\pi[i], \pi[i+1])}(x_i(t_i), p, t_i) \land \\
(x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}(\pi[i], \pi[i+1])(x_i(t_i), p), p, t_{i+1}))) \right] \\
\land \\
\neg \text{goal}_{\pi[j]}(x_j(t_j), p, t_j).
\] (2.3)

if \(j = |\pi| - 1\).

Formula (2.2) states that the system arrives at the \(j\)-th mode and fails to satisfy the \(j\)-th jump, while formula (2.3) asserts the same but for the goal predicate at the \(j\)-th mode.

At this point the first condition requiring formulae \(\text{fail}_j\) to feature only one universally quantified variable is met. The following proposition establishes implication between the conjunction of formulae \(\text{fail}_j\) and \(\text{reach}\). Note that the opposite implication (from \(\text{reach}\) to \(\text{fail}_j\)) does not hold in general, as shown in Example 2.5.

**Proposition 2.2.** With the definitions in (2.1), (2.2) and (2.3) the following holds:

\[
\bigwedge_{j=0}^{|\pi|-1} \neg \text{fail}_j(\pi, p) \Rightarrow \text{reach}(\pi, p).
\]
Proof. Let’s introduce the following notations:

\( J_{n-1}(t_0, \ldots, t_{n-1}) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0) \) \land 
\[
\bigwedge_{i=0}^{n-2} \left( x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}_{\pi[i],\pi[i+1]})(x_i(t_i), p, p, t_{i+1}) \right) \land 
\]
\( \text{jump}_{\pi(n-1),\pi(n)}(x_{\pi(n-1)}(t_{n-1}), p, t_{n-1}), \right) \)

\( J_n(t_0, \ldots, t_n) := \left( x_0(t_0) := \text{flow}_{\pi[0]}(\text{init}_{\pi[0]}(p), p, t_0) \right) \land 
\[
\bigwedge_{i=0}^{n-1} \left( x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}_{\pi[i],\pi[i+1]})(x_i(t_i), p, p, t_{i+1}) \right) \land 
\]
\( \text{goal}_{\pi(n)}(x_{\pi(n)}(t_n), p, t_n). \)

Note that \( x_{i+1}(t_{i+1}) := \text{flow}_{\pi[i+1]}(\text{reset}_{\pi[i],\pi[i+1]})(x_i(t_i), p, p, t_{i+1}) \) are assignments. Hence, the notion of negation does not apply to them. Using the given notation and assuming \( n = |\pi| - 1 \):

\[
\bigwedge_{j=0}^{n} \neg \text{fail}_j(\pi, p) \iff \left[ \exists [0,T] t_0 : J_0(t_0) \right] \land 
\[
\bigwedge_{j=1}^{n} \left[ \forall [0,T] t_0, \ldots, \forall [0,T] t_{j-1}, \exists [0,T] t_j : \left( \bigwedge_{i=0}^{j-1} J_i(t_0, \ldots, t_i) \rightarrow J_j(t_0, \ldots, t_j) \right) \right]. 
\]

By Lemma A.1 (see Appendix A.1) it is easy to see that

\[
\left[ \exists [0,T] t_0 : J_0(t_0) \right] \land \left[ \forall [0,T] t_0, \exists [0,T] t_1 : J_0(t_0) \rightarrow J_1(t_0, t_1) \right] \Rightarrow 
\left[ \exists [0,T] t_0, \exists [0,T] t_1 : J_0(t_0) \land J_1(t_0, t_1) \right]. 
\]

Applying the reasoning above recursively (\( n \) times) to \( \bigwedge_{j=0}^{n} \neg \text{fail}_j(\pi, p) \) and reverting
the notations the following holds:

\[
\exists^{[0,T]}t_0 : J_0(t_0) \land \left[ \forall^{[0,T]}t_0, \exists^{[0,T]}t_1 : J_0(t_0) \rightarrow J_1(t_0, t_1) \right] \land \\
\bigwedge_{j=2}^{n} \left[ \forall^{[0,T]}t_0, \ldots, \forall^{[0,T]}t_{j-1}, \exists^{[0,T]}t_j : \left( \bigwedge_{i=0}^{j-1} J_i(t_0, \ldots, t_i) \rightarrow J_j(t_0, \ldots, t_j) \right) \Rightarrow \\
\exists^{[0,T]}t_0, \exists^{[0,T]}t_1 : J_0(t_0) \land J_1(t_0, t_1) \right] \land \\
\bigwedge_{j=2}^{n} \left[ \forall^{[0,T]}t_0, \ldots, \forall^{[0,T]}t_{j-1}, \exists^{[0,T]}t_j : \left( \bigwedge_{i=0}^{j-1} J_i(t_0, \ldots, t_i) \rightarrow J_j(t_0, \ldots, t_j) \right) \Rightarrow \\
\exists^{[0,T]}t_0, \ldots, \exists^{[0,T]}t_{j-1}, \exists^{[0,T]}t_j : \left( \bigwedge_{i=0}^{j} J_i(t_0, \ldots, t_i) \right) \right] \iff \text{reach}(\pi, p).
\]

Therefore, Proposition 2.2 allows defining a procedure that can be used instead of Algorithm 1 for verifying bounded reachability in PHSs without invariants, and that can be implemented using the existing SMT solvers.

2.4.2 Implementation

Let \textbf{Reach*} be the bounded \(L_\pi\)-sentence defined as the following:

\[
\textbf{Reach*}(H, l, B) := \exists^B p : \bigwedge_{\pi \in \text{Paths}(H, l)} \left[ \bigvee_{j=0}^{|\pi|-1} \text{fail}_j(\pi, p) \right].
\]

The following holds by Proposition 2.2:

\[
\neg(\textbf{Reach*}(H, l, B)) := \neg \left( \exists^B p, \bigwedge_{\pi \in \text{Paths}(H, l)} \left[ \bigvee_{j=0}^{|\pi|-1} \text{fail}_j(\pi, p) \right] \right) \iff \\
\neg \left( \exists^B p, \forall \pi \in \text{Paths}(H, l) : \bigvee_{j=0}^{|\pi|-1} \text{fail}_j(\pi, p) \right) \iff \tag{2.4} \\
\forall^B p, \exists \pi \in \text{Paths}(H, l) : \bigwedge_{j=0}^{|\pi|-1} \neg \text{fail}_j(\pi, p) \Rightarrow \\
\forall^B p, \exists \pi \in \text{Paths}(H, l) : \text{reach}(\pi, p) \iff \textbf{Reach*}(H, l, B).
\]

It can be seen that \textbf{Reach*} contains at most one universally quantified variable per mode, and therefore, both \textbf{Reach} and \textbf{Reach*} can be verified using an SMT solver.
The modified version of Algorithm 1 is presented in procedure compute (Algorithm 2). Note that Algorithm 2 utilises solver (e.g., dReal, iSAT-ODE) – the implementation of the theoretical $\delta$-decision procedure used by Algorithm 1.

**Algorithm 2: compute($H, l, B, \delta$)**

**Input**
- $H$: PHS,
- $l \in \mathbb{N}$: reachability depth,
- $B \subseteq P$: subset of the system’s parameter space,
- $\delta > 0$: precision.

**Output:** sat / unsat / undet.

1. if $\text{solver}(\text{Reach}(H, l, B), \delta) == \delta$-sat then
2.   if $\text{solver}(\text{Reach}^*(H, l, B), \delta) == \delta$-sat then
3.     return undet;
4.   return sat;
5. return unsat;

The following proposition establishes connection between the procedures evaluate and compute.

**Proposition 2.3.** Given an invariant-free parametric hybrid system $H$, a reachability depth $l$, a subset $B$ of the parameter space of $H$, a positive $\delta$ and procedures evaluate and compute defined in Algorithm 1 and Algorithm 2 respectively, the following holds:

\[
\text{(compute}(H, l, B, \delta) == \text{unsat}) \iff \text{(evaluate}(H, l, B, \delta) == \text{unsat}), \\
\text{(compute}(H, l, B, \delta) == \text{sat}) \implies \text{(evaluate}(H, l, B, \delta) == \text{sat}).
\]

**Proof.** The equivalence holds because the unsat outcome of $\text{solver}(\text{Reach}(H, l, B), \delta)$ is equivalent to $\neg\text{Reach}(H, l, B)$ by definition of the SMT solver implementing the $\delta$-complete decision procedure.

Likewise, as $[\text{solver}(\text{Reach}^*(H, l, B), \delta) == \text{unsat}] \iff \neg(\text{Reach}^*(H, l, B)) \implies \text{Reach}^*(H, l, B)$ and by (2.4) the implication holds too.

It can be seen that Proposition 2.3 does not establish equivalence between evaluate and compute (which can be generally done only for $l = 0$ as it introduces only a single universally quantified variable to formula $\text{Reach}^*$) due to the implication introduced by Proposition 2.2 (see also Example 2.5 below).
This does not affect the correctness of the answer (in a sense that compute identifies sat and unsat boxes correctly) but it might affect the accuracy of the result, i.e., by reducing the number of sat boxes and increasing the size of the undet region instead.

**Example 2.5. (Nondeterministic Cannonball)** The cannonball model from Example 2.1 is defined as a PHS with a deterministic jump. However, it can be easily modified to feature a nondeterministic jump by changing the jump condition from \((t > 0) \land (S_y = 0)\) to \((S_y = 0)\). This introduces a second time point \(t = 0\) where the transition can be enabled. Algorithm 1 returns sat for the deterministic version of the cannonball model and the parameter box \(B_2 = \{0.7854\} \times [0.8, 0.9] \times \{25\}\) from Example 2.4. However, compute returns undet for \(B_2\) when the jump is nondeterministic.

For the given reachability depth \(l = 1\) there is a single path \(\pi = \{q_0, q_0\}\) between the initial and the goal modes, and formulae fail\(_0\) and fail\(_1\) are defined as:

\[
\begin{align*}
\text{fail}_0(\pi, \alpha, K, v_0) &:= \forall^{(0,10)}t_0 : (S_x(0) := 0) \land (S_y(0) := 0) \land (v(0) = v_0) \land \\
&\left(\frac{dS_x(0)}{dt}_0 = v(0) \cdot \cos(\alpha)\right) \land \left(\frac{dS_y(0)}{dt}_0 = v(0)(t_0) \cdot \sin(\alpha) - 9.8 \cdot t_0 \right) \land \left(\frac{dv(0)}{dt}_0 = 0\right) \land \\
& (S_y(t_0) \neq 0), \\
\text{fail}_1(\pi, \alpha, K, v_0) &:= \exists^{(0,10)}t_0, \forall^{(0,10)}t_1 : \\
&\left(\frac{dS_x(0)}{dt}_0 = v(0) \cdot \cos(\alpha)\right) \land \left(\frac{dS_y(0)}{dt}_0 = v(0)(t_0) \cdot \sin(\alpha) - 9.8 \cdot t_0 \right) \land \left(\frac{dv(0)}{dt}_0 = 0\right) \land \\
&(S_x(0) := 0) \land (S_y(0) := 0) \land (v(0)(0) = v_0) \land (S_y(0)(t_0) = 0) \land \\
&(\frac{dS_x(1)}{dt}_1 = v(1)(t_1) \cdot \cos(\alpha)\right) \land \left(\frac{dS_y(1)}{dt}_1 = v(1)(t_1) \cdot \sin(\alpha) - 9.8 \cdot t_1 \right) \land \left(\frac{dv(1)}{dt}_1 = 0\right) \land \\
&(S_x(1)(t_1) := S_x^{(0)}(t_0)) \land (S_y(1)(0) := 0) \land (v(1)(0) := K \cdot v(0)(t_0)) \land \\
&\left((S_x(1)(t_1) < 100) \lor (S_y(1)(t_1) \neq 0)\right).
\end{align*}
\]

Now fail\(_0\) is unsatisfiable for any parameter value from \(B_2\), but fail\(_1\) holds for \(\alpha = 0.7854, K = 0.8, v_0 = 25\) and \(t_0 = 0\) and any \(t_1 \in [0, 10]\), as the predicate \((S_x(1)(t_1) < 100) \lor (S_y(1)(t_1) \neq 0)\) is satisfied for all \(t_1 \in [0, 10]\). This is because there are only two time points where \(S_y^{(1)}(t_1) = 0\), but the distance travelled by the ball is \(S_x(1) = 0\) or \(S_x(1) = \frac{2v^2 \cos(\alpha) \sin(\alpha) K^2}{9.8} \approx 40.816\) (in both cases \(S_x(1) < 100\)). Thus, formula Reach\(^*\)(H, 1, B\(_2\)) is satisfiable and, as a result, compute returns undet for the parameter box \(B_2\) which should be sat (even in the nondeterministic version). At the same time boxes \(B_1\) and
B_3 from Example 2.4 remain **unsat** and **undet**, respectively.

### 2.4.3 PHS with Deterministic Jumps

Despite providing correct **sat** and **unsat** answers, procedure **compute** is not equivalent to the theoretical **evaluate**. However, for PHSs featuring only deterministic jumps the implication in Proposition 2.2 can be turned into equivalence. Intuitively, a deterministic jump can be described as a discrete transition that can be enabled only once (for a single time point of the time domain \([0, T]\)) within the corresponding mode for any initial value of the continuous flow. Formally, this can be defined as the following.

**Definition 2.5. (Deterministic Jump)** A jump between modes \(q\) and \(q'\) is deterministic iff for any \(x_0 \in X\) and \(p \in P\) the following holds:

\[
\exists [0,T] t : \text{jump}_{(q,q')} (\text{flow}(x_0, p, t), p, t) \rightarrow \exists [0,T] !t : \text{jump}_{(q,q')} (\text{flow}(x_0, p, t), p, t).
\]

The following proposition can be proven now for the PHSs with deterministic jumps.

**Proposition 2.4.** With the definitions in (2.1), (2.2) and (2.3), and the assumption of deterministic jumps (Definition 2.5) the following holds:

\[
|\pi| \land \bigwedge_{j=0}^{\lceil |\pi| - 1 \rceil} \neg \text{fail}_j (\pi, p) \iff \text{reach}(\pi, p).
\]

*Proof.* This proposition can be proven by applying Lemma A.2 (see Appendix A.1) instead of Lemma A.1 to the proof of Proposition 2.2. \(\square\)

The following proposition establishes equivalence between the procedures **evaluate** and **compute** for PHSs with deterministic jumps.

**Proposition 2.5.** Given an invariant-free parametric hybrid system \(H\) with deterministic jumps, a reachability depth \(l\), a subset \(B\) of the parameter space of \(H\), a positive \(\delta\) and procedures **evaluate** and **compute** defined in Algorithm 1 and Algorithm 2 respectively, the following holds:

\[
(\text{compute}(H, l, B, \delta) == \text{unsat}) \iff (\text{evaluate}(H, l, B, \delta) == \text{unsat}),
\]

\[
(\text{compute}(H, l, B, \delta) == \text{sat}) \iff (\text{evaluate}(H, l, B, \delta) == \text{sat}).
\]
Proof. The first equivalence holds by Proposition 2.3.

Likewise, as \([\text{solver}(\text{Reach}^*(H, l, B), \delta) == \text{unsat}] \iff \neg(\text{Reach}^*(H, l, B))\). The latter is equivalent to \(\text{Reach}^\forall(H, l, B)\) by applying Proposition 2.4 to formula (2.4).

Proposition 2.5 demonstrates that procedure \texttt{compute} can be used equivalently to \texttt{evaluate} for reasoning about nonempty subsets of the parameter space of a parametric hybrid system with deterministic jumps.

2.4.4 Complexity

Studying the computational complexity of procedures \texttt{evaluate} and \texttt{compute} is outside the scope of this thesis. However, some upper bounds can be deduced from the complexity of the \(\delta\)-complete decision problems and SMT-based techniques in general. The \(\delta\)-decision problem for a bounded \(L_\infty\)-sentence with Lipschitz-continuous ODEs is PSPACE-complete \cite[Corollary 39]{35}. Moreover, the algorithmic complexity of a \(\delta\)-complete decision procedure is exponential in the number of the quantified variables (artefact of SMT solving \cite{6}) and depends on the chosen precision \(\delta\) (in the worst case with \(n\) variables, an ICP algorithm would need to examine \((\frac{1}{\delta})^n = 2^{n \log(\frac{1}{\delta})}\) boxes \cite{34}). In case of bounded reachability the quantified variables are introduced by the system parameters and the time variables. Thus, the computational complexity of procedure \texttt{evaluate} is exponential as well as it uses a \(\delta\)-decision procedure at most twice. Likewise, procedure \texttt{compute} also features exponential complexity as it can use a \(\delta\)-decision procedure up to \(l + 1\) times.

2.5 Discussion

In this chapter I presented a technique for bounded reachability analysis of parametric hybrid systems.

Namely, I utilized \(\delta\)-complete decision procedures to introduce an algorithm (procedure \texttt{evaluate}) which, given a parametric hybrid system, a reachability depth, a subset of the system’s parameter space and some positive \(\delta\), correctly decides a weakened bounded reachability property for the given parameter subset. In particular, my algorithm returns \texttt{sat} if for all parameter values in the given subset the goal state is
reachable, **unsat** if none of the parameter values lead the system to the goal state, or **undet** if none of the above can be concluded.

Then it was shown that **evaluate** cannot be implemented due to the current limitations of existing SMT solvers, which allow only one universally quantified variable per predicate. Accordingly, I restricted the usage of invariants in the considered PHSs and modified Algorithm 1. As a result, I developed procedure **compute** (Algorithm 2) which uses $\mathcal{L}_R$-sentences that can be handled by existing implementations of $\delta$-complete decision procedures. The technique introduced in Algorithm 2 can solve the same problem as Algorithm 1, but produces an answer of poorer quality: in general, **compute** returns more **undet** verdicts than **evaluate**.

Finally, I also demonstrated that the theoretical procedure **evaluate** and its implementation **compute** are equivalent if the verified PHS features only deterministic jumps – each jump condition can be satisfied only once within the corresponding mode.
Chapter 3

Bounded Reachability Probability in Stochastic Parametric Hybrid Systems

3.1 Introduction

Hybrid systems with probabilistic behaviour cannot be modelled as PHSs, which feature only nondeterministic parameters. By introducing random parameters into PHS it is possible to compute a probability of reaching the goal state in a finite number of steps. I call such parametric hybrid systems stochastic.

In this chapter I give a formal definition of stochastic parametric hybrid system (SPHS), introduce the notion of a goal set and define the bounded reachability probability function. Then I introduce an algorithm for computing the range of the reachability probability function, and demonstrate that it can also be used in the absence of random parameters. Finally, I present several sub-routines incorporated in the presented algorithm and discuss its computational complexity.

3.2 Stochastic Parametric Hybrid Systems

Stochastic parametric hybrid systems (SPHS) are a generalization of parametric hybrid systems featuring continuous and/or discrete random parameters whose probability measure is defined by a set of probability density functions and probability mass functions, respectively.
Definition 3.1. (Stochastic Parametric Hybrid System) A stochastic parametric hybrid system is a pair \((H, \mathcal{P})\), where \(H\) is a parametric hybrid system (as per Definition 2.1) and \(\mathcal{P}\) is a probability measure over a subset of the parameters of \(H\) which will be denoted as random.

Example 3.1. (Stochastic Cannonball (SCB)) A stochastic version of the cannonball model from Example 2.1 can defined as an SPHS \((H, \mathcal{P})\) with

\[
H = \langle Q, X, P, T, \text{init}, \text{param}, \text{flow}, \text{invt}, \text{jump}, \text{reset}, \text{goal} \rangle,
\]

where

- \(Q := \{q_0\}\),
- \(P := \{\{0.7854, 1.0472, 0.5236\}, [0.5, 0.9], (-\infty, \infty)\}\),
- \(T := 10\),
- \(\text{init} := \{\text{init}_{q_0}(\alpha, K, \upsilon_0) := \{\alpha, 0, \upsilon_0, 0\}\}\),
- \(\text{param} := \{\alpha, K, \upsilon_0\}\),
- \(\text{flow} := \{\text{flow}_{q_0}(S_x, S_y, \upsilon, t) := \{\frac{dS_x}{dt} = \upsilon \cdot \cos(\alpha), \frac{dS_y}{dt} = \upsilon \cdot \sin(\alpha) - 9.8 \cdot t, \frac{d\upsilon}{dt} = 0\}\}\),
- \(\text{invt} := \emptyset\),
- \(\text{jump} := \{\text{jump}_{(p_0, q_0)}(S_x, S_y, \upsilon, t) := (t > 0) \land (S_y = 0)\}\),
- \(\text{reset} := \{\text{reset}_{(p_0, q_0)}(S_x, S_y, \upsilon, t) = \{S_x, 0, K \cdot \upsilon, 0\}\}\),
- \(\text{goal} := \{\text{goal}_{g_0}(S_x, S_y, \upsilon, t) := (S_y = 0) \land (S_x \geq 100)\}\),

and \(\mathcal{P} := \{f_{\upsilon_0}, f_{\alpha}\}\), where

- \(f_{\upsilon_0}(x) := \frac{1}{\sigma \sqrt{2\pi}} e^{-(x-\mu)^2/2\sigma^2}\) - probability density function of a normal distribution with \(\mu = 25\) and \(\sigma = 3\),

- \(f_{\alpha}(x) := \begin{cases} 0.9, & \text{if } x = 0.7854, \\ 0.09, & \text{if } x = 1.0472, \\ 0.01, & \text{if } x = 0.5236, \\ 0, & \text{if } x \notin \{0.7854, 1.0472, 0.5236\}. \end{cases}\)
The defined SPHS features a continuous nondeterministic parameter $K$, a continuous random parameter $\nu_0$ and a discrete random parameter $\alpha$.

### 3.3 Bounded Reachability Probability in SPHS

The extension of a PHS with random parameters allows computing the probability of reaching the goal state in a finite number of steps. This entails integrating the probability measure of the random parameters over the set of the random parameter values satisfying the bounded reachability property. The set of parameter (both random and nondeterministic) values satisfying the bounded reachability property comprise the goal set of the system. In this work I assume that all random parameters are independent.

**Definition 3.2. (Goal Set)** The goal set $G \subseteq P$ of a parametric hybrid system $H$ for the reachability depth $l$ is a subset of the parameter space of $H$ such that:

$$G = \{ p \in P : \text{Reach}(H, l, \{ p \}) \}.$$ 

$G^C$ is the complement of $G$ in $P$ (i.e. $G^C = P \setminus G$).

**Example 3.2. (Goal Set for CB)** Consider the cannonball model from Example 2.1. It features two parameters: discrete parameter $\alpha$ and continuous parameter $K$. The goal set for this model with reachability depth value $l = 1$ can be obtained analytically as:

$$G = \bigcup_{i=1}^{3} \{ \alpha_i \} \times \left( \left[ \frac{9.8 \cdot S_{goal}^{goal}}{2 \cdot \nu_0^2 \cos(\alpha_i) \sin(\alpha_i)} - 1, \infty \right] \right) \cap [0.5, 0.9] \times \{ \nu_0 \}.$$ 

As $\alpha \in \{0.7854, 1.0472, 0.5236\}$, $K \in [0.5, 0.9]$, $\nu_0 \in \{25\}$ and the goal distance $S_{goal}^{goal} \geq 100$,

$$G = \{0.7854\} \times \left( \left[ \frac{980}{1250 \cdot \cos(0.7854) \sin(0.7854)} - 1, \infty \right] \right) \cap [0.5, 0.9] \times \{25\} \cup \{1.0472\} \times \left( \left[ \frac{980}{1250 \cdot \cos(1.0472) \sin(1.0472)} - 1, \infty \right] \right) \cap [0.5, 0.9] \times \{25\} \cup \{0.5236\} \times \left( \left[ \frac{980}{1250 \cdot \cos(0.5236) \sin(0.5236)} - 1, \infty \right] \right) \cap [0.5, 0.9] \times \{25\} \approx \{0.7854\} \times [0.7537, 0.9] \times \{25\} \cup \{1.0472\} \times \emptyset \times \{25\} \cup \{0.5236\} \times \emptyset \times \{25\}.$$ 
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Thus, the goal set is approximately equal to $G = \{0.7854\} \times [0.7537, 0.9] \times \{25\}$.

### 3.3.1 Bounded Reachability Probability Function

In this section I formally define the notion of reachability probability for SPHS. Borel measurability is a technical condition for well-definedness of probabilities.

**Lemma 3.1. (Borel Measurability)** Finite $\mathcal{L}_R$-formulae define Borel sets.

**Proof.** It is necessary to show that the set of points satisfying a (finite) $\mathcal{L}_R$-formula is Borel. Any $\mathcal{L}_R$-formula is a composition of terms, using computable functions, by comparisons, disjunctions, conjunctions, and quantifications. Computable real functions are continuous, hence, Borel measurable, and therefore, by definition of measurable function (see Definition A.4 in Appendix A.2), comparisons define Borel sets. Disjunction and conjunction correspond to set union and intersection, respectively, so result in Borel sets.

For existential quantification the proof proceeds as follows: let $\varphi(x, y)$ be a $\mathcal{L}_R$-formula and suppose the set $\Phi = \{x, y : \varphi(x, y)\}$ is Borel. Without loss of generality, it needs to be shown that $Y = \{y : \exists x \varphi(x, y)\}$ is Borel. It is easy to see that $Y = \{y : \exists x (x, y) \in \Phi\}$, i.e., it is the image of $\Phi$ under a continuous function (the projection), and thus, $Y$ is analytic (see Definition A.5 in Appendix A.2). An analytic set is Borel if and only if its complement is analytic (see Corollary 8.3.3 [17]), so it is necessary to show that $Y^c = \{y : \forall x \neg \varphi(x, y)\}$ is analytic. (Negation of $\mathcal{L}_R$-formulae is easily obtained by inverting comparisons and set complementation.) Note that the set $\{y : \exists x \neg \varphi(x, y)\}$ is analytic (because it can be written as $\{y : \exists x (x, y) \not\in \Phi\}$). For $n \in \mathbb{N}^+$ we define the sets

$$B^n = \bigcup_{i=1}^{m} B^n_i,$$

where each $B^n_i$ is defined as

$$B^n_i = \{y : \exists x \in I_i^n \neg \varphi(x, y)\},$$

and the sets $I_i^n$'s form a disjoint finite covering of the compact domain $X$ of variables $x, y$ (we assume the same domain for simplicity), i.e., $\cup_{i=1}^{m} I_i^n = X$, $\forall i \neq j I_i^n \cap I_j^n = \emptyset$, and each $I_i^n$ has Lebesgue measure bounded above by $\frac{1}{n}$. Now, each $B^n$ is analytic,
since it is a finite union of analytic sets. Finally, it is easy to see that
\[ Y^c = \{ y : \forall x \neg \varphi(x, y) \} = \bigcap_{n=1}^{\infty} \bigcup_{i=1}^{m} B^n_i = \bigcap_{n=1}^{\infty} B^n, \]
which is again analytic, since it is a countable intersection of analytic sets. So both \( Y \) and \( Y^c \) are analytic hence Borel, and this concludes the proof.

The parameter space \( P \) of an SPHS can be divided into two compartments: the domain of random parameters \( P_R \) (those for which there is an associated probability measure in \( \mathbb{P} \)), and the domain of nondeterministic parameters \( P_N \) (those without probability measure). Hence, \( P = P_R \times P_N \), and a vector \( p \in P \) can be written as \( p = \{ p_R, p_N \} \), where \( p_R \in P_R \) and \( p_N \in P_N \). It is always assumed that \( P_R \) is bounded (\( P_N \) is bounded by definition of PHS), and later it will be shown how to choose the bounds for \( P_R \) if the system features continuous random parameters with unbounded support (e.g., normal or exponential).

As the system’s parameters may also be nondeterministic, it follows that in general the bounded reachability probability is a function of the nondeterministic parameters.

**Definition 3.3. (Bounded Reachability Probability Function)** Given a stochastic parametric hybrid system \( \{ H, \mathbb{P} \} \) and a reachability depth \( l \), the bounded reachability probability is the function \( \text{Pr} : P_N \to [0, 1] \) such that for each \( p_N \in P_N \):
\[
\text{Pr}(p_N) = \int_{G(p_N)} d\mathbb{P},
\]
where \( G(p_N) \) is the projection of the goal set \( G \) (see Definition 3.2) onto the random parameter space \( P_R \) for the given \( p_N \).

**Proposition 3.1. (Well-definedness of Probability Function)** Function \( \text{Pr} : P_N \to [0, 1] \) defines a probability.

*Proof.* It is sufficient to show that \( G(p_N) \) is Borel for any \( p_N \in P_N \). Note that \( G(p_N) = \left\{ p_R \in P_R : \exists y = p_N : \text{Reach}(H, l, \{ p_R, y \}) \right\} \). Thus, by Proposition 3.1, \( G(p_N) \) is Borel. 

**Example 3.3. (Bounded Reachability Probability Function for SCB)** The bounded reachability probability function \( \text{Pr} \) for the SCB from Example 3.1 and reach-
ability depth \( l = 1 \) can be obtained analytically as:

\[
\Pr(K) = \sum_{i=1}^{3} \left[ f_{\alpha_i} \cdot \int_{\sqrt{\frac{980}{\sin(2\alpha_i)(K^2+1)}}}^{\infty} f_{v_0}(x) dx \right],
\]

The plot of the function \( \Pr(K) \) generated in MATLAB is shown in Figure 3.1.

![Graph of the bounded reachability probability function](image)

Figure 3.1: Graph of the bounded reachability probability function \( \Pr(K) \) obtained analytically for the SCB (Example 3.1) with the reachability depth value \( l = 1 \).

Note that, if \( \Pr \) does not depend on \( p_N \), then it is constant. Also, \( \Pr \) needs not to be a continuous function like in Example 3.3. In fact, \( \Pr \) can have discontinuities (i.e., points for which the right and left limits differ) because of hybrid dynamics and discrete randomness as shown in the example below.

**Example 3.4. (Discontinuous Probability Function)** Consider a version of SCB model with \( v_0 = 25 \). The goal set \( G = \{0.7854\} \times \left[ \sqrt{\frac{980}{1250-\cos(0.7854)\sin(0.7854)}} - 1, 0.9 \right] \times \{25\} \) for the reachability depth \( l = 1 \) was obtained in Example 3.2. As the goal state is only reachable for \( \alpha_1 = 0.7854 \) and \( f_{\alpha}(0.7854) = 0.9 \), the reachability probability function can be found as:

\[
\Pr(K) = \begin{cases} 
0.9, & \text{if } K \in \left[ \sqrt{\frac{980}{1250-\cos(0.7854)\sin(0.7854)}} - 1, 0.9 \right], \\
0, & \text{otherwise.}
\end{cases}
\]
Thus, the obtained probability function is discontinuous at
\[ K = \sqrt{\frac{980}{1250 \cdot \cos(0.7854) \sin(0.7854)}} - 1 \approx 0.7537. \]

This chapter presents an algorithm for computing enclosures for the range of function \( \text{Pr} \).

**Definition 3.4. (Probability Enclosure)** Given a subset of the nondeterministic parameter space \( B \subseteq P_N \), a probability enclosure for the range of function \( \text{Pr} \) on \( B \) is an interval \([a, b]\) such that \( \forall p_N \in B : \text{Pr}(p_N) \in [a, b] \).

Note that the enclosures depend on the given nondeterministic parameter set, and it is easy to build examples for which probability enclosures are necessarily the full \([0, 1]\) interval, and \( \text{Pr} \) takes any value in \([0, 1]\). Also, it is fair to say that \([0, 1]\) is a valid probability enclosure for any \( B \subseteq P_N \). However, by reducing the nondeterministic parameter set it is sometimes possible to reduce the size of the enclosure, and in some cases (e.g., if \( \text{Pr} \) is continuous) the enclosure can be made arbitrarily tight. In other words, it is possible to obtain such \( B \subseteq P_N \) for which the size of the interval \([a, b]\) is not greater than some given \( \epsilon > 0 \).

The rest of the chapter works with parameter subsets represented by boxes (hyper-boxes), which can be defined as the following.

**Definition 3.5. (Parameter Box)** A parameter box (hyper-box) is a subset of the parameter space represented by the Cartesian product of closed intervals (possibly of length 0) from the domains of the corresponding parameters. The parameter boxes from \( P_R \) and \( P_N \) are called random and nondeterministic parameter boxes, respectively.

### 3.4 Algorithm for Computing Probability Enclosures

The technique presented in Algorithm 3 computes probability enclosures for the range of the bounded reachability probability function \( \text{Pr} \). The algorithm takes

- an SPHS \((H, P)\),
- a reachability depth \( l \in \mathbb{N} \),
• a precision $\epsilon > 0$ for the size of probability enclosures,

• a constant $\kappa \in (0, \epsilon)$ for bounding the domain of continuous random parameters with the unbounded support,

• a precision vector $\rho$ for nondeterministic parameter boxes, and

• a parameter $\eta$ controlling the precision of procedure evaluate

as input and returns a list of probability enclosures as per Definition 3.4. Such list is indexed by a finite set of disjoint nondeterministic parameter boxes that will cover $P_N$ (i.e., to each nondeterministic parameter box there will be associated a probability enclosure). The main idea behind the algorithm is first partitioning the domain of nondeterministic parameters with boxes and then obtaining a probability enclosure for each such box. The latter is computed by refining the under-approximation and the over-approximation of the definite integral over the random parameter space for the corresponding nondeterministic box. The proof of correctness of Algorithm 3 is given in Proposition 3.2.

If an SPHS does not feature nondeterministic parameters, only one enclosure is returned, and its size is bounded above by the $\epsilon$ input if the given system generates robust bounded $\mathcal{L}_R$-sentences (see Theorem 3.1). In general, if nondeterministic parameters are present, the size of the enclosure(s) cannot be controlled by $\epsilon$. This is because the reachability probability function $\Pr$ might be discontinuous (see Example 3.4) meaning that the enclosure’s size cannot be reduced by refining the nondeterministic parameters box. Thus, the precision vector $\rho$ limits the size of the smallest nondeterministic parameter box that will be analysed, allowing termination of the algorithm in the most general case.

Remark 3.1. (Algorithm Notations) The following operators are applied to lists (queues) and parameter boxes in Algorithm 3:

• $Q \rightarrow B$ - assigns to $B$ the value of the element at the front of the queue $Q$, and removes that element from $Q$.

• $Q \leftarrow B$ - pushes the value of $B$ at the back of the queue $Q$. If $B$ is a list of boxes, then the elements of $B$ are appended at the back of $Q$ one by one.
• $Q$.clear() - removes all elements from the list $Q$.

• $|Q|$ - returns the number of elements in the queue $Q$. When applied to a hyper-box, the result of operation is a vector where each element is the width of the corresponding edge.

It is also assumed that relation $p_1 \circ p_2$ (where $p_1$ and $p_2$ are real-valued vectors and $\circ \in \{\geq, >, =, <, \leq\}$) evaluates to true when $\circ$ holds for every pair of corresponding elements of the given vectors.

Algorithm 3 starts by initialising the queue $Q$ (lines 1-5) consisting of triplets $(B_N, [a,b], \Pi_R)$ where $B_N$ is a nondeterministic parameter box, $[a,b]$ is a probability enclosure and $\Pi_R$ is a list of random parameter boxes.

It is assumed that all types of parameters (random and nondeterministic) are present in the system (line 2). However, the algorithm can still be applied to systems lacking any of the parameter types by introducing “dummy” parameters (lines 3, 4 and 5). These parameters do not affect the system’s dynamics, and they are only used for the correct initialisation of the queue $Q$.

In the outer loop (line 6) the algorithm iterates through a finite set of triplets $(B_N, [a,b], \Pi_R)$ of the queue $Q$ (line 7) and computes the probability enclosures in the inner loop (line 8). Here the algorithm goes through all random parameter boxes $B_R$ from $\Pi_R$ (line 9) and calculates the probability value associated with each $B_R$ using procedure $\text{measure}$ (line 10) defined in Algorithm 5 in Section 3.5.2. The $\text{measure}$ procedure computes the probability values for continuous and discrete random parameter boxes, and it returns 1 in case no probability measure is defined, i.e., $\mathbb{P} = \emptyset$. Note that function $\mu^+(B_R)$ returns the product of the lengths of all positively-sized edges of box $B_R$. It is also assumed that if $B_R$ is a singleton (this happens when the system features only discrete random parameters), then $\mu^+(B_R) = 1$. Each pair of boxes $(B_N, B_R)$ is evaluated using procedure $\text{evaluate}$ (line 12). The precision value $\delta$ passed to the decision procedure is calculated as a product of the user-defined parameter $\eta$ and the width of the shortest positively-sized edge of $B_R$ (line 11). It can be seen that $\delta$ always decreases with the size of the analysed random parameter box $B_R$. (Note that $\eta = \delta$ for SPHS with only discrete random parameters). This is crucial as it allows applying Lemma 3.3 where a special case (when the probability enclosures can be reduced to an arbitrary $\epsilon > 0$) is discussed.
Algorithm 3: Algorithm for Computing Probability Enclosures

**Input:**
- \((H, \mathbb{P})\): stochastic parametric hybrid system,
- \(l \in \mathbb{N}\): reachability depth,
- \(\epsilon \in \mathbb{Q}^+\): enclosure precision,
- \(\kappa \in (0, \epsilon)\): constant for distributions with unbounded support,
- \(\rho \in \mathbb{Q}^+\): precision for nondeterministic parameter box,
- \(\eta \in \mathbb{Q}^+\): multiplier for controlling precision of \(\delta\)-decision procedure.

**Output:** \(L\): list of pairs (nondet. parameter box, probability enclosure).

```
switch \((P_N, P_R)\) do
  case \(((P_N \neq \emptyset) \land (P_R \neq \emptyset))\) do \(Q \leftarrow (P_N, [0,1], \{P_R\});\)
  case \(((P_N = \emptyset) \land (P_R \neq \emptyset))\) do \(Q \leftarrow (\emptyset, [0,1], \{P_R\});\)
  case \(((P_N \neq \emptyset) \land (P_R = \emptyset))\) do \(Q \leftarrow (P_N, [0,1], \{0\});\)
  case \(((P_N = \emptyset) \land (P_R = \emptyset))\) do \(Q \leftarrow (\emptyset, [0,1], \{0\});\)

repeat
  \(Q \rightarrow (B_N, [a,b], \Pi_R);\)
  repeat
    \(\Pi_R \rightarrow B_R;\)
    \([c,d] := \text{measure}(B_R, \mathbb{P}, (\epsilon - \kappa)\mu^+(B_R));\)
    \(\delta := \eta \cdot \min(|B_R|);\)
    switch (evaluate\((H, l, B_R \times B_N, \delta)\)) do
      case unsat: do \(b := b - c;\)
      case sat: do \(a := a + c;\)
      case undet: do
        if \((P_R \neq \emptyset)\) then \(Q_R \leftarrow \text{bisect}(B_R)\) else \(Q_R \leftarrow \{B_R\};\)

  until \((|\Pi_R| = 0)\)

if \((|a,b| \leq \epsilon) \lor (|B_N| \leq \rho)\) then
  \(L \leftarrow (B_N, [a,b]);\)
else
  if \((P_N \neq \emptyset)\) then \(Q_N \leftarrow \text{bisect}(B_N)\) else \(Q_N \leftarrow \{B_N\};\)
  for \((B \in Q_N)\) do \(Q \leftarrow (B, [a,b], Q_R);\)
  \(Q_N\).clear(); \(Q_R\).clear();
until \((|Q| = 0)\)
return \(L;\)
```

Now, if \texttt{evaluate} returns \texttt{unsat} then there is no value in \(B_N \times B_R\) for which the goal state is reachable, and the upper bound of the probability enclosure \([a,b]\) can
be reduced (line 13). If \texttt{evaluate} returns \texttt{sat} then for every value in \( B_N \times B_R \) it is possible to reach the goal and the lower bound of the probability enclosure \([a, b]\) can be increased (line 14). Note that the answers returned by the \texttt{evaluate} procedure are formally correct because they rely on the \texttt{unsat} answer from the \( \delta \)-complete decision procedure, which can be trusted to be actually correct. Also, note that only the lower bound of the probability interval \([c, d]\) is used for modifying the probability enclosure because it is guaranteed that the true probability value for the given \( B_R \) is greater or equal to \( c \).

If \texttt{evaluate} returns \texttt{undet} it means that \( B_N \times B_R \) is a mixed box (i.e., it contains some parameter values for which bounded reachability is true, and values for which it is false), or the value of \( \delta \) is too large. If a “dummy” random parameter was not introduced, \( B_R \) is partitioned (line 16) using procedure \texttt{bisect}, and each obtained sub-box is pushed to the queue \( Q_R \) to be analysed in the next iteration of the outer loop.

Upon exiting the inner loop, the algorithm checks whether the size of the enclosure \([a, b]\) is smaller or equal to \( \epsilon \), or each edge of \( B_N \) is smaller or equal to the corresponding element of precision vector \( \rho \) (line 18). If the condition above is satisfied, then the resulting probability list \( L \) is appended with a pair \((B_N, [a, b])\) (line 19). Otherwise, if a dummy nondeterministic parameter was not introduced, box \( B_N \) is partitioned (line 21), and for each obtained sub-box \( B \) a triplet containing \( B \), probability enclosure \([a, b]\) and a list of partitioned undetermined boxes \( Q_R \) is pushed to the back of the queue \( Q \) (line 22).

The algorithm exits the outer loop and terminates when the queue \( Q \) is empty. As it was discussed above, this happens if each triplet satisfies the condition in line 18. The proposition below formally proves correctness of Algorithm 3 when both types of parameters (random and nondeterministic) are present.

**Proposition 3.2.** Given a stochastic parametric hybrid system \((H, \mathbb{P})\) featuring random and nondeterministic parameters, a reachability depth \( l \in \mathbb{N} \), a probability enclosure precision \( \epsilon \in (0, 1) \), a constant \( \kappa \in (0, \epsilon) \) for bounding the domain of continuous random parameters with unbounded support, a precision for nondeterministic parameter boxes represented by a vector \( \rho \) with positive elements and a parameter \( \eta > 0 \) controlling the precision of procedure \texttt{evaluate}, Algorithm 3 returns a list of probability enclosures
as per Definition 3.4.

Proof. It is obvious that for any non-empty subset of the domain of nondeterministic parameters $P_N$ the interval $[0, 1]$ is a valid probability enclosure.

A probability enclosure is only modified if the procedure evaluate returns unsat or sat (lines 13 and 14 respectively) for the given nondeterministic and random parameter boxes. Thus, every probability enclosure $[a, b]$ in the intermediate queue $Q$ or in the resulting list $L$ complies with Definition 3.4.

The condition in line 18 is always satisfied as the nondeterministic parameter boxes are always (remember, no dummy nondeterministic parameters are present here) partitioned (line 21) every time the algorithm completes the inner loop (line 8) which iterates over a finite set of boxes. This is sufficient to show that Algorithm 3 always exits the outer loop (line 6) and, thus, terminates.

Thus, for each computed probability enclosure it is guaranteed that either its size is smaller than or equal to $\epsilon$, or the size of the corresponding nondeterministic parameter box is smaller than or equal to $\rho$.

Example 3.5. (Probability Enclosures for SCB) In this example Algorithm 3 was applied to the stochastic cannonball model from Example 3.1 with $l = 1$, $\epsilon = 10^{-3}$, $\kappa = 10^{-4}$ and $\eta = 10^{-3}$. The algorithm was executed twice with different values of $\rho$ ($\{5 \cdot 10^{-2}\}$ and $\{10^{-2}\}$, respectively), and it produced 14 probability enclosures in the first case and 64 in the second one. (The algorithm produced 14 enclosures instead of 8 in the first execution due to the floating-point numbers representation). Both outputs were visualised in Figure 3.2.

Every rectangle in Figure 3.2 is formed by a nondeterministic parameter box (horizontal edge) and a corresponding probability enclosure (vertical edge). It can be seen that the graph of reachability probability function $\Pr(K)$ from Example 3.3 is fully contained inside the computed probability enclosures, thus, certifying correctness of the result. Also, reducing the value of precision vector $\rho$ from $\{5 \cdot 10^{-2}\}$ to $\{10^{-2}\}$ resulted into obtaining tighter probability enclosures.

In the example above the size of each enclosure is greater than $\epsilon = 10^{-3}$ implying that Algorithm 3 terminated because every nondeterministic parameter box reached
Figure 3.2: Probability enclosures returned by Algorithm 3 for the stochastic cannonball model (Example 3.1), where red boxes – probability enclosures computed for \( \rho = 5 \cdot 10^{-2} \), blue boxes – probability enclosures computed for \( \rho = 10^{-2} \) and black line – graph of the reachability probability function obtained analytically (Example 3.3).

The quality of the output of Algorithm 3 depends on three input arguments: probability enclosure precision \( \epsilon \), precision value \( \rho \) for nondeterministic parameter boxes and \( \eta \) – argument for controlling precision of the procedure evaluate. The first one defines the main objective – decreasing the sizes of probability enclosures to the arbitrarily small value. Taking into account that this cannot be done in general (due to possible discontinuities in function \( \text{Pr} \)), reducing the values of the second and the third arguments can sometimes (but not always) improve the quality of the output (i.e., reducing the enclosures size). In Chapter 6, Algorithm 3 is applied to several case studies where it is shown how changing \( \epsilon, \rho \) and \( \eta \) affects the results.
3.5 Auxiliary Procedures

This section introduces the auxiliary procedures utilized by Algorithm 3 for computing the probability values of the parameter boxes and partitioning the parameter space.

3.5.1 Partitioning Parameter Boxes

Algorithm 4 defines procedure \texttt{bisect} for partitioning parameter boxes. It is applied in line 16 of Algorithm 3 when a random parameter box is deemed undetermined (procedure \texttt{evaluate} returned \texttt{undet}) and in line 21 of Algorithm 3 when the size of a nondeterministic parameter box is greater than the specified \( \rho \).

\begin{algorithm}
\caption{\texttt{bisect}(B)}
\begin{algorithmic}[1]
\tiny
\Input \( B := [p_1, q_1] \times \cdots \times [p_n, q_n] \): parameter box.
\Output \( Q_B \): list of parameter boxes.
\For \((1 \leq i \leq n)\) do
  \If \((p_i \neq q_i)\) then
    \State \( Q_i := [p_i, p_i + \frac{q_i - p_i}{2}]; \)
    \State \( Q_i := [p_i + \frac{q_i - p_i}{2}, q_i]; \)
  \Else
    \State \( Q_i := [p_i, q_i]; \)
  \EndIf
\EndFor
\State \( Q_B := Q_1 \times \cdots \times Q_n; \)
\Return \( Q_B; \)
\end{algorithmic}
\end{algorithm}

Algorithm 4 takes a parameter box \( B \) with \( n \) edges as input and returns a list \( Q_B \) containing at most \( 2^n \) equally-sized (in terms of the length of the corresponding edges) boxes comprising \( B \). The algorithm iterates through the edges of box \( B \) (line 1) and bisects them (splits in halves) if their sizes are greater than zero (lines 3 and 4) and ignores them otherwise (line 6). All newly obtained intervals are pushed to the corresponding lists \( Q_i \). Thus, after exiting the loop each such list will contain one or two intervals.

The final step (line 7) of the algorithm is computing the resulting list \( Q_B \) containing all possible unique combinations of \( n \) intervals from the lists \( Q_i \). Each such combination is a parameter box obtained as the Cartesian product of \( n \) intervals, where only one interval at a time is picked from the corresponding \( Q_i \).
3.5.2 Computing Probability Values of Parameter Boxes

Algorithm 5 introduces procedure measure for computing the probability value for a given random parameter box with the specified precision. Given a random parameter box \( B_R \) with \( k \) continuous and \( j \) discrete random parameters, a probability measure of random parameters \( \mathbb{P} \) and a precision value \( \zeta > 0 \), the algorithm returns an interval \([c, d]\) of size smaller than or equal to \( \zeta \) containing the value of the integral \( \int_{B_R} d\mathbb{P} \).

Algorithm 5: measure\((B_R, \mathbb{P}, \zeta)\)

<table>
<thead>
<tr>
<th>Input</th>
<th>Output</th>
</tr>
</thead>
<tbody>
<tr>
<td>( B_R := [p_1, q_1] \times \cdots \times [p_k, q_k] \times {p_{k+1}} \times \cdots {p_{k+j}} ): parameter box, ( \mathbb{P} := {f_1, \ldots, f_{k+j}} ): probability measure, ( \zeta &gt; 0 ): precision.</td>
<td>([c, d]): probability value interval.</td>
</tr>
<tr>
<td>if ( \mathbb{P} \neq \emptyset ) then</td>
<td></td>
</tr>
<tr>
<td>[ c, d ] := [1, 1];</td>
<td></td>
</tr>
<tr>
<td>for ( 1 \leq i \leq k ) do</td>
<td></td>
</tr>
<tr>
<td>[ a, b ] := \text{integral}(f_i, [p_i, q_i], \zeta); [ c, d ] := [ c \cdot a, d \cdot b ];</td>
<td></td>
</tr>
<tr>
<td>for ( 1 \leq i \leq j ) do</td>
<td></td>
</tr>
<tr>
<td>[ c, d ] := [ f_{k+i}(p_{k+i}) \cdot c, f_{k+i}(p_{k+i}) \cdot d ];</td>
<td></td>
</tr>
<tr>
<td>return ([c, d]);</td>
<td></td>
</tr>
</tbody>
</table>

Algorithm 5 returns interval \([1, 1]\) if there is no probability measure associated with the given box (line 2). This happens when the given SPHS does not feature any random parameters and, as a result, Algorithm 3 introduces a dummy random parameter box. The probability value for the continuous parameters is obtained as a product (as all system’s parameters are independent) of the integrals (line 4) of their probability density functions over the corresponding intervals. The value of each such integral is calculated using a verified integration procedure introduced in Algorithm 6 (see Section 3.5.3). The precision value \( \xi \) (line 3) for computing one dimensional integrals (line 4) is chosen in such a way that \( ((1 + \xi)^k - 1) \leq \zeta \) (see Section 3.5.4 for explanation). Finally, the resulting interval is multiplied by the value of the probability mass function (line 5) for each discrete parameter value in \( B_R \).

3.5.3 Verified Integration Procedure

The main aim of the verified integration procedure integral is computing an interval (or enclosure) which size is not larger than some precision \( \xi > 0 \) and that contains
the value of the definite integral \( F([c,d]) = \int_c^d f(x) \, dx \) of some function \( f(x) \) over an interval \([c,d]\) where \( f \) is integrable. The integrands used in Algorithm 3 are probability density functions, which are integrable. The verified integration procedure is a standard adaptive quadrature procedure employing the \((1/3)\) Simpson rule [52]:

\[
\int_c^d f(x) \, dx = \frac{|d-c|}{6} (f(c) + 4f\left(\frac{c+d}{2}\right) + f(d)) - \frac{|d-c|^5}{2880} f^{(4)}(\gamma) \tag{3.1}
\]

where \( \gamma \in [c,d] \) and \( f^{(4)} \) is the fourth derivative of \( f \). Note the equality sign in (3.1), i.e., the Simpson rule gives a precise way to compute \( F([c,d]) \), assuming knowledge of \( \gamma \in [c,d] \).

An interval extension of function \( f : X \to Y \) is an operator \([f]\) such that for any interval \([c,d] \subset X\):

\[
\forall x \in [c,d] : f(x) \in [f]([c,d]) \subseteq Y
\]

An interval version of Simpson’s rule can be obtained simply by replacing in (3.1) the occurrences of \( f \) and \( f^{(4)} \) with their interval extension \([f]\), and by replacing \( \gamma \) with the entire interval \([c,d] \):

\[
[F]([c,d]) = \frac{|d-c|}{6} ([f](c) + 4[f]\left(\frac{c+d}{2}\right) + [f](d)) - \frac{|d-c|^5}{2880} [f]^{(4)}([c,d])
\]

and thus \( F([c,d]) \in [F]([c,d]) \). Furthermore, by the definition of integral:

\[
F([c,d]) \in \Sigma_{i=1}^n [F](\Pi_i) \tag{3.2}
\]

where the collection of \( \Pi_i \)'s is a partition of \([c,d] \). (The intersections of the intervals in partition \( \Pi_i \) may have (Lebesgue) measure 0, since these have no effect on integration.)

In order to guarantee integration with precision \( \xi \) it is sufficient to divide \([c,d]\) into \( n \) intervals \( \Pi_i \) such that for each \( \Pi_i \) we have \( ||[F](\Pi_i)|| < \frac{\xi ||\Pi_i||}{d-c} \). Then, the exact value of the integral will belong to an interval (3.2) of width smaller than \( \xi \). Algorithm 6 features the pseudo-code for a standard adaptive quadrature procedure that computes integral (3.1) up to an arbitrary \( \xi > 0 \) [40].

### 3.5.4 Multiple Continuous Random Parameters

Assuming that the system’s parameter are independent, the verified integration procedure from Algorithm 6 can be used for calculating \( \int_{B_R} d\mathbb{P} \) with arbitrary positive precision (where \( B_R \subseteq P_R \) is a multidimensional parameter box). The proposition below states that the precision \( \xi \) for integrating each parameter must be stricter than
Algorithm 6: integral($f,[c,d],\xi$)

Input : $f \in C^5[c,d]$: integrand function, 
        $[c,d]$: integration domain, 
        $\xi \in \mathbb{Q}^+$: precision.

Output: interval $I$.

1. $I = [0,0]$; $\Pi = \emptyset$;
2. $Q \leftarrow [c,d]$;
3. while $|Q| > 0$ do
4.   $Q \rightarrow [x,y]$;
5.   if $|[F](x)| \geq \xi \cdot \frac{y-x}{d-c}$ then
6.      $Q \leftarrow [x,\frac{x+y}{2}]$; $Q \leftarrow [\frac{x+y}{2},y]$;
7.   else
8.      $I = I + [F]([x,y])$; \hspace{1cm} // add partial sum to the integral value
9.      $\Pi \leftarrow [x,y]$;
10. return $I$;

the given $\zeta$ for calculating the multidimensional integral value.

Proposition 3.3. To compute with precision $\zeta > 0$ the value of the integral $\int_{B_R} d\mathbb{P}$, where $B_R = [c_1,d_1] \times \ldots \times [c_n,d_n]$ it is sufficient to apply Algorithm 6 to each $[c_i,d_i]$ with a precision $\xi_i$ such that $\zeta \geq (1 + \xi_i)^n - 1$.

Proof. As all the parameters are independent then $\int_{B_R} d\mathbb{P} = \int_{B_R} \prod_{i=1}^n f_i(x) \, dx$ (where $f_i$ is the probability function of the $i$-th continuous random parameter in $B_R$), which by Fubini’s theorem can be calculated as $\prod_{i=1}^n \int_{c_i}^{d_i} f_i(x) \, dx$.

Now, using Algorithm 6 it is possible to compute an interval of length $\xi_i$ containing the exact value of each integral $\int_{c_i}^{d_i} f_i(x) \, dx$, and let $[e_i,e_i + \xi_i]$ denote such interval. It is thus sufficient to demonstrate how the values $\xi_i$’s should be chosen in order for the integral to be contained in an interval of length $\zeta$.

According to the rules of interval arithmetics, the product of the intervals is contained in the interval:

$$[e_1,e_1 + \xi_1] \cdot [e_2,e_2 + \xi_2] \cdots [e_n,e_n + \xi_n] \subseteq \prod_{i=1}^n e_i, \prod_{i=1}^n (e_i + \xi_i) \quad (3.3)$$

Therefore, the $\xi_i$’s should be chosen such that the interval at the RHS of inclusion
(3.3) has length smaller than $\zeta$, i.e., the following should hold:

$$\prod_{i=1}^{n}(e_i + \xi_i) - \prod_{i=1}^{n} e_i \leq \zeta \quad (3.4)$$

Choosing $\xi_i$ in such a way that (3.4) holds will guarantee that the exact value of the product of $n$ integrals is contained in an interval of size $\zeta$. Requiring all the $\xi_i$’s to be equal to the same value $\xi$, formula (3.4) can be satisfied by assuming the worst case $e_i = 1$ for all $i$, which gives: $\zeta \geq \prod_{i=1}^{n}(1 + \xi) - 1 = (1 + \xi)^n - 1$. \qed

### 3.5.5 Unbounded Random Parameters

A random parameter with unbounded domain (e.g., Gaussian) cannot be directly used, since it would define an unbounded $\mathcal{L}_\mathbb{R}$-formula. Also, Algorithm 6 can be applied only to bounded continuous random parameters. However, for any $\kappa$ such that $0 < \kappa < 1$ it is possible to find a bounded region of every random parameter domain over which the integral with respect to the probability measure is larger than $1 - \kappa$. Parameter $\kappa$ characterizes the error due to bounding the domain of random parameters. Starting with some initial $c$ and $d$ one can apply Algorithm 6 to obtain the value of the integral $\int_{c}^{d} f_i(x) \, dx$ by enlarging the bounds (decreasing $c$ and increasing $d$) until the lower bound of integral $\int_{c}^{d} f_i(x) \, dx$ computed by procedure integral is greater or equal to $1 - \kappa$ (i.e., $\int_{c}^{d} f_i(x) \, dx \geq 1 - \kappa$). This can always be done as probability density functions are always positive.

It easy to see that if the system features $n$ independent continuous random parameters and it is required to bound the parameter space in such a way that $\int_{P_\mathbb{R}} dP \geq 1 - \kappa$, each parameter with unbounded support should be bounded by $[c_i, d_i]$ such that $\int_{c_i}^{d_i} f_i(x) \, dx \geq (1 - \kappa)^{\frac{1}{n}}$.

### 3.6 Algorithm Guarantees

It was proven in Proposition 3.2 that Algorithm 3 always terminates returning a list of valid probability enclosures, which are guaranteed to contain the range of the reachability probability function. Depending on the absence or presence of certain parameter types in the considered SPHS and assumptions about the reachability probability function, Algorithm 3 can also provide guarantees on the size of the computed probability
enclosures. In particular, with the \( \epsilon \)-guarantee all computed enclosures are tighter than some user-defined \( \epsilon > 0 \).

### 3.6.1 Goal Set Synthesis in PHSs

Algorithm 3 can be applied to parametric hybrid systems i.e., with no random parameters. In this case it does not return probability enclosures, but a list of intervals from the set \( \{ [0,0], [1,1], [0,1] \} \). The proposition below defines the meaning of the computed intervals.

**Proposition 3.4.** Given a parametric hybrid system \( H \), a reachability depth \( l \in \mathbb{N} \), a probability enclosure precision \( \epsilon \in (0,1) \), a precision for nondeterministic parameter boxes represented by a vector \( \rho \) with positive elements and a parameter \( \eta > 0 \) controlling the precision of the decision procedure \( \text{evaluate} \), Algorithm 3 returns a list of intervals \( L \) such that for each nondeterministic parameter box \( B_N \) indexing \( L \):

\[
\begin{align*}
(L[B_N] = [1,1]) & \iff (\text{evaluate}(H,l,B_N,\eta) = \text{sat}), \\
(L[B_N] = [0,0]) & \iff (\text{evaluate}(H,l,B_N,\eta) = \text{unsat}), \\
(L[B_N] = [0,1]) & \iff (\text{evaluate}(H,l,B_N,\eta) = \text{undet}).
\end{align*}
\]

**Proof.** In the inner loop (line 8) the algorithm iterates through a list containing random parameter boxes (line 9). Such list always contains a single box, as a dummy random parameter is introduced (line 4), and it is never partitioned (line 16). Thus, every line of the inner loop is executed only once.

The procedure \( \text{measure} \) returns the interval \( [c,d] = [1,1] \) for \( B_R \), as \( \mathbb{P} = \emptyset \) (line 10). The precision value \( \delta \) for the procedure \( \text{evaluate} \) is equal to \( \eta \) as \( B_R \) is a singleton for which \( \min(\mu^+(B_R)) = 1 \) (line 11). As the parameter box \( B_R \) is dummy, \( \text{evaluate}(H,l,B_R \times B_N,\eta) \) (line 12) is equivalent to \( \text{evaluate}(H,l,B_N,\eta) \). Now, if \( \text{evaluate}(H,l,B_N,\eta) = \text{unsat} \) then the upper bound of the interval \([a,b]\) (which is initially equal to \([0,1]\)) is reduced by \( c = 1 \) (line 13) resulting into \([a,b] = [0,0]\). If \( \text{evaluate}(H,l,B_N,\eta) = \text{sat} \) then the lower bound of \([a,b]\) is increased by \( c = 1 \) producing \([a,b] = [1,1]\). When \( \text{evaluate}(H,l,B_N,\eta) = \text{undet} \) the enclosure \([a,b]\) is not refined, and thus, \([a,b] = [0,1]\). Also, the condition in line 18 of Algorithm 3 guarantees that the size of each such box (for which interval \([0,1]\) is returned) is smaller than or equal to \( \rho \). \( \square \)
Remark 3.2. The returned intervals $[0,0]$ and $[1,1]$ in Proposition 3.4 are not meant to be probability enclosures $[0,0]$ and $[1,1]$, since this proposition applies to PHS. Also, for an event to have zero probability does not necessarily mean that such event cannot absolutely occur. This is because (Lebesgue) integration cannot “see” sets with countable numbers of points — they all integrate to zero. That is, if a system reaches the goal state for no value of the random parameters but one, then it cannot be said that the system is absolutely safe. On the other hand, when no continuous random parameters are present, the returned enclosures imply that a given event never $([0,0])$ or always $([1,1])$ happens.

From Proposition 3.4 it is clear that for each interval in $I$ the following holds: if $L[B_N] = [1,1]$ then $B_N \subseteq G$, if $L[B_N] = [0,0]$ then $B_N \subseteq G^C$ and $L[B_N] = [0,1]$ implies that $B_N$ contains values from both sets ($G$ and its complement $G^C$) or it is due to a false alarm (see Example 3.6). Thus, Algorithm 3 can be applied to parameter set synthesis: finding a subset of the system’s parameter space for which the system reaches the goal state. In this setting Algorithm 3 will partition the parameter space of the system and obtain under-approximations for sets $G$ and $G^C$.

Example 3.6. (Goal Set Synthesis for CB) The goal of this experiment is to perform goal set synthesis for the cannonball model from Example 2.1 with $\alpha = 0.7854$. Algorithm 3 was applied to the described model with $\rho = \{10^{-5}\}$ and different values of $\eta$ ($10^{-3}$ and $10^{-6}$, respectively). The obtained results are presented in Figures 3.3 and 3.4.

It can be seen that the computed under-approximations of the goal set $G = [K_{\text{border}}, 0.9]$ (where $K_{\text{border}} \approx 0.753657747263689$) and its complement $G^C = [0.5, K_{\text{border}}]$ are correct.

Also, in the first case ($\rho = 10^{-3}$) Algorithm 3 returned two undetermined boxes, and in the second case ($\rho = 10^{-6}$) their number reduced to one. This is a false alarm: the parameter box $B_N = [0.753649902, 0.753656006]$ should be in fact unsatisfiable ($L[B_N]$ must be $[0,0]$).

3.6.2 $\epsilon$-guarantee

The size of the returned probability enclosures can be reduced to an arbitrarily small positive $\epsilon$ for SPHS with at least one continuous random parameter and without non-
Let set ample 3.6 with from a product space onto one of its components is also closed in it. The following proposition proves a supporting claim that projection of a closed set be the projection of \( X \times Y \) on \( X \). Then for any closed \( F \subset X \times Y \) the set \( \pi_X(F) \) is closed in \( X \).

**Proposition 3.5. (Corollary to the Tube Lemma)** Let \( Y \) be compact and \( \pi_X : X \times Y \to X \) be the projection of \( X \times Y \) on \( X \). Then for any closed \( F \subset X \times Y \) the set \( \pi_X(F) \) is closed in \( X \).

**Proof.** Let \( x \not\in \pi_X(F) \) (note that in case \( \pi_X(F) = X \), \( \pi_X(F) \) it is closed in \( X \), and thus, the proposition holds). This implies that \( \{x\} \times Y \) is contained in the open subset deterministic parameters, and in which the formulae verified in procedure \texttt{evaluate} are robust. It is required demonstrating the following: the goal set and its complement can be approximated arbitrarily well by parameter boxes; all such boxes can be correctly detected by procedure \texttt{evaluate}, and the corresponding definite integrals can be computed with the adequate precision.

The following proposition proves a supporting claim that projection of a closed set from a product space onto one of its components is also closed in it.

<table>
<thead>
<tr>
<th>( B_N )</th>
<th>( L[B_N] )</th>
<th>( B_N )</th>
<th>( L[B_N] )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0.5000000000, 0.7000000000]</td>
<td>[0, 0]</td>
<td>[0.5000000000, 0.7000000000]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.7000000000, 0.7500000000]</td>
<td>[0, 0]</td>
<td>[0.7000000000, 0.7500000000]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.7500000000, 0.7531250000]</td>
<td>[0, 0]</td>
<td>[0.7500000000, 0.7531250000]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.7531250000, 0.753515625]</td>
<td>[0, 0]</td>
<td>[0.7531250000, 0.753515625]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.753515625, 0.75613281]</td>
<td>[0, 0]</td>
<td>[0.753515625, 0.75613281]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.75613281, 0.75637695]</td>
<td>[0, 0]</td>
<td>[0.75613281, 0.75637695]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.75637695, 0.75649902]</td>
<td>[0, 0]</td>
<td>[0.75637695, 0.75649902]</td>
<td>[0, 0]</td>
</tr>
<tr>
<td>[0.753649902, 0.753656006]</td>
<td>[0, 1]</td>
<td>[0.753656006, 0.753662109]</td>
<td>[0, 1]</td>
</tr>
</tbody>
</table>

Figure 3.3: Algorithm 3 output for Example 3.6 with \( \rho = \{10^{-5}\} \) and \( \eta = 10^{-3} \).

Figure 3.4: Algorithm 3 output for Example 3.6 with \( \rho = \{10^{-5}\} \) and \( \eta = 10^{-6} \).
(X \times Y) \setminus F (open in X \times Y). Then by the Tube Lemma [63, Lemma 26.8] there exists an open subset V_x \subset X such that x \in V_x and V_x \times Y \subset (X \times Y) \setminus F. The latter means that the open set V_x \subset X lies in the complement of \pi_X(F). As the choice of x was arbitrary then the complement of \pi_X(F) can be obtained as a union of such open sets V_x, which is open (this is because the union of an arbitrary number of open sets is open). Thus, \pi_X(F) is closed in X (as its complement is open in X).

The following lemma states that in a PHS featuring only continuous parameters any parameter box B \subseteq P with positively-sized edges is either fully inside the goal set G or contains a smaller box B' \subseteq B with positively-sized edges from the goal set complement G^C.

Lemma 3.2. (Goal Set Shape) Given an invariant-free PHS H featuring only continuous parameters and a reachability depth l \in \mathbb{N} the following holds:
\[ \forall B \subseteq P : (B \subseteq G) \oplus (\exists B' \subseteq B : B' \subseteq G^C), \]
where both B and B' are parameter boxes with positively sized edges, and G is the goal set for depth l.

Proof. In order to prove this lemma it is necessary to show that for any hyper-box B = [p_1, q_1] \times \cdots \times [p_n, q_n] \subseteq P (where \forall i \in \{1, \ldots, n\} : |q_i - p_i| > 0) only one of the following outcomes is possible:

1) B \subseteq G,

2) \exists B' \subseteq B : B' \subseteq G^C,

where B' = [c'_1, d'_1] \times \cdots \times [c'_n, d'_n] such that \forall i \in \{1, \ldots, n\} : |d'_i - c'_i| > 0.

Clearly, given an arbitrary box B \subseteq P with positively-sized edges one of the following is true:

a) B \subseteq G,

b) B \subseteq G^C,

c) (B \cap G \neq \emptyset) \land (B \cap G^C \neq \emptyset).
Obviously, a) is equivalent to 1), and b) implies 2) for any \( B' \subseteq B \). Consider now case c). Let \( \hat{G}^c = B \cap G^c \neq \emptyset \) and \( \hat{G} = B \cap G \neq \emptyset \). We want to show that \( \hat{G}^c \) contains an open ball \( \text{Ball}(p, r) \) of radius \( r > 0 \) centred at some point \( p \in \hat{G}^c \). Suppose that it is not true. Then,

\[
\forall p \in \hat{G}^c, \forall r > 0 : \text{Ball}(p, r) \not\subseteq \hat{G}^c. \quad (3.5)
\]

This implies that the interior of \( \hat{G}^c \) is empty, making \( \hat{G}^c \) a boundary set, which must be closed in \( B \).

Note that \( \text{Reach} \) is a bounded \( \mathcal{L}_R \)-formula which can be presented in the following form by [34] Lemma 2.1:

\[
\text{Reach}(H, l, B) = \exists^B p, \exists^{[0,T]^{m-m}} t_{i,j} : \bigvee_{i=0}^{m-k_i} \left( \bigwedge_{j=0}^{k_j} [f_{i,j}(p, t_{i,j}) = 0] \right), \quad (3.6)
\]

where each \( f_{i,j} : P_R \times [0,T]^{m-m} \to \mathbb{R} \) is a computable (hence continuous) function.

Therefore, set \( \hat{G} \) can be written in the form:

\[
\hat{G} = \left\{ p \in B \mid \exists^{[0,T]^{m}} t_{i,j} : \bigvee_{i=0}^{m-k_i} \left( \bigwedge_{j=0}^{k_j} [f_{i,j}(p, t_{i,j}) = 0] \right) \right\}. \quad (3.7)
\]

Let \( D_{i,j} = \{ p \in B, t_{i,j} \in [0,T]^{m-m} \mid f_{i,j}(p, t_{i,j}) = 0 \} \). As \( \{0\} \) is closed in the range of continuous function \( f_{i,j} \) then by [73] Corollary to Theorem 4.8 \( f_{i,j}^{-1}(0) = D_{i,j} \) is closed in \( B \times [0,T]^{m-m} \). As each \( D_{i,j} \) is closed in \( B \times [0,T]^{m-m} \) then by [73] Theorem 2.24 the sets \( \bigcap_{j=0}^{k_j} D_{i,j} \) and \( D = \bigcup_{i=0}^m \left( \bigcap_{j=0}^{k_j} D_{i,j} \right) \) are closed in \( B \times [0,T]^{m-m} \).

Set \( \hat{G} \) can be obtained as a projection of set \( D \) onto \( B \). Let \( \pi_B : B \times [0,T]^{m-m} \to B \) be the projection function. Thus, \( \hat{G} = \pi_B(D) \), and as \( D \) is closed in \( B \times [0,T]^{m-m} \), \( [0,T]^{m-m} \) is compact then by Proposition 3.5, \( \pi_B(D) \) is closed in \( B \). Hence, \( G^c \) cannot be closed in \( B \) as a complement of a closed set \( \hat{G} \) in \( B \). This contradicts the conclusion made above about \( \hat{G}^c \) being closed. Therefore, (3.5) is not true, which means that \( \hat{G}^c \) must contain an open ball \( \text{Ball}(p, r) \) of some positive radius \( r \).

Now it is possible to derive a hypercube \( B' = [p_1 - \frac{r}{\sqrt{n}}, p_1 + \frac{r}{\sqrt{n}}] \times \cdots \times [p_n - \frac{r}{\sqrt{n}}, p_n + \frac{r}{\sqrt{n}}] \subset \text{Ball}(p, r) \). Thus, there exists a box \( B' \subset G^c \) (as \( G^c \subseteq G^c \) with positively-sized edges. Therefore, c) implies 2).

\[ \square \]

**Remark 3.3.** Lemma 3.2 describes the shape of the goal set and its complement, and allows obtaining their under-approximation with an arbitrary positive precision. It entails that neither the goal set (nor its complement) can be dense in the parameter.
However, it is not guaranteed that given a box from the system’s goal set or its complement there exists a positive $\delta > 0$ for which procedure $\text{evaluate}$ returns $\text{sat}$ or $\text{unsat}$, respectively. In other words, a false alarm may occur for the given box regardless of how small the value of $\delta$ is ($\text{evaluate}$ returns $\text{undet}$). However, if the formulae used in procedure $\text{evaluate}$ are robust for some positive $\delta$, then it is possible to decide whether the given box belongs to the goal set or its complement.

**Definition 3.6. ($\delta$-Robustness [35])** A bounded $\mathcal{L}_\mathbb{R}$-sentence $\phi$ is called $\delta$-robust if $\phi^\delta \Rightarrow \phi$ for a given $\delta > 0$. Also, $\phi$ is called robust if it is $\delta$-robust for some $\delta > 0$.

In other words, if a bounded $\mathcal{L}_\mathbb{R}$-sentence is robust then it is true or comfortably false. Corollary 24 from [35] states that robustness implies decidability, in the sense that a $\delta$-decision procedure can correctly decide whether a robust bounded $\mathcal{L}_\mathbb{R}$-sentence is true or false for some $\delta > 0$.

The following lemma establishes the connection between sets $G$ and $G^C$, and procedure $\text{evaluate}$ with the robustness assumption about formulae $\text{Reach}$ and $\neg \text{Reach}^\forall$.

**Lemma 3.3. (Adaptive $\delta$)** Given a PHS $H$, a reachability depth $l$, a nonempty subset $B$ of the parameter space of $H$, and assuming that sentences $\text{Reach}(H,l,B)$ and $\neg \text{Reach}^\forall(H,l,B)$ are robust, the following hold:

1. $B \subseteq G \iff \exists \delta > 0 : \text{evaluate}(H,l,B,\delta) = \text{sat}$,
2. $B \subseteq G^C \iff \exists \delta > 0 : \text{evaluate}(H,l,B,\delta) = \text{unsat}$,

where $G$ is the goal set for depth $l$.

**Proof.** Consider 1). If $B \subseteq G$ then by Definition 3.2 formula $\text{Reach}^\forall(H,l,B)$ is true, and equivalently, $\neg \text{Reach}^\forall(H,l,B)$ is false. As $\neg \text{Reach}^\forall(H,l,B)$ is robust for some $\delta > 0$ then by [35] Corollary 24] a $\delta$-complete decision procedure with precision $\delta$ will return $\text{unsat}$ for $\neg \text{Reach}^\forall(H,l,B)$. The latter is equivalent to the $\text{sat}$ outcome of procedure $\text{evaluate}$. The implication $B \subseteq G \iff \exists \delta : \text{evaluate}(H,l,B,\delta) = \text{sat}$ holds by the definition of $\text{evaluate}$ procedure.

Similarly, consider 2). If $B \subseteq G^C$ then by Definition 3.2 formula $\text{Reach}(H,l,B)$ is false. Again, as $\text{Reach}(H,l,B)$ is robust for some $\delta > 0$ then by [35] Corollary 24] a
δ-complete decision procedure returns unsat for \( \text{Reach}(H, l, B) \), which is equivalent to unsat returned by evaluate. The implication \( B \subseteq G^C \iff \exists \delta : \text{evaluate}(H, l, B, \delta) = \text{unsat} \) holds by the definition of the evaluate procedure.

Lemma 3.3 states that a nonempty parameter box \( B \) belongs to the goal set \( G \) or its complement \( G^C \) if and only if there exists a positive \( \delta \) for which evaluate with robust sentences Reach and \( \neg \text{Reach}^\forall \) returns sat or unsat respectively. At the same time if \( B \) intersects the border of the goal set \( G \) then evaluate returns undet for all \( \delta > 0 \) even if both Reach and \( \neg \text{Reach}^\forall \) are robust for all parameter values in \( B \). Note that Lemma 3.3 also holds for PHs with invariants.

The following theorem proves that Algorithm 3 provides \( \epsilon \)-guarantee for SPHSs featuring only continuous random parameters.

**Theorem 3.1. (Continuous Random Parameters)** Given an invariant-free stochastic parametric hybrid system \( (H, \mathcal{P}) \) featuring only continuous random parameters, a reachability depth \( l \in \mathbb{N} \), a probability enclosure precision \( \epsilon \in (0, 1) \), a constant \( \kappa \in (0, \epsilon) \) for bounding the domain of continuous random parameters with unbounded support, and \( \eta > 0 \) controlling precision of procedure evaluate with sentences Reach\((H, l, \{p\})\) and \( \neg \text{Reach}^\forall(H, l, \{p\}) \) robust for all \( p \in \mathcal{P} \), Algorithm 3 returns a probability enclosure of size smaller than \( \epsilon \).

**Proof.** According to Definition 3.3, calculating the bounded reachability probability amounts to calculating the integral \( \int_G d\mathbb{P} \), where \( G \subseteq P_R \) (remember no nondeterministic parameters are featured in this case) is the goal set as per Definition 3.2 and \( \mathbb{P} \) is the probability measure of the random parameters. The termination of the algorithm (with the returned probability enclosure satisfying Definition 3.3) was proven in Proposition 3.2.

As no nondeterministic parameters are present, the bounded reachability probability function is constant. Also, Algorithm 3 introduces a dummy nondeterministic parameter box which is never bisected, and therefore, condition \( |B_N| \leq \rho \) in line 18 is never satisfied. Thus, it is necessary to show that the size of the computed probability enclosure can be reduced up to the given \( \epsilon \) in order to prove termination of Algorithm 3.

Let \( \Pi_0 \) be the partition of \( P_R \) containing only one parameter box comprising the entire random parameter space \( P_R \). Now, for any \( i \in \mathbb{N}^+ \) let \( \Pi_i \) be the partition
obtained by bisecting every hyper-box in $\Pi_{i-1}$. Thus, $\Pi_i$ consists of $2^{n_i}$ boxes (where $n$ is the number of random continuous parameters), and each box in $\Pi_i$ has volume $\frac{\mu^+(P_R)}{2^{n_i}}$ (where $\mu^+(P_R)$ is the volume of the hyper-box $P_R$ computed as the product of the lengths of its edges).

Let $P_R$ be bounded in such a way that $\int_{P_R} d\mathbb{P} \geq 1 - \kappa$ as shown in Section 3.5.5, and let $\Pi_i = \{\Pi_i^G, \Pi_i^{GC}, \Pi_i^X\}$ be a partition of $P_R$ such that $\forall B \in \Pi_i^G : B \subseteq G$, $\forall B \in \Pi_i^{GC} : B \subseteq G^C$ and $\forall B \in \Pi_i^X : (B \cap G \neq \emptyset) \land (B \cap G^C \neq \emptyset)$. For a given $i \in \mathbb{N}$ the probability enclosure for the reachability probability is computed as

$$[a, b] = \left[ \sum_{B \in \Pi_i^G} \int_B d\mathbb{P}, 1 - \sum_{B \in \Pi_i^{GC}} \int_B d\mathbb{P} \right].$$

Now, in order to provide $\epsilon$-guarantee it is necessary to find a partition $\Pi_i$ such that:

$$\sum_{B \in (\Pi_i^G \cup \Pi_i^{GC})} \int_B d\mathbb{P} \geq 1 - \epsilon$$

(3.8)

(this way it can be guaranteed that $|[a, b]| \leq \epsilon$).

Lemma 3.2 defines the shape of the goal set and its complement, and it suggests that $G$ and $G^C$ can be under-approximated by boxes from $\Pi_i^G$ and $\Pi_i^{GC}$ arbitrarily well. Thus, there exists a finite partition such that (3.8) holds by Remark 3.3. However, in order to show that $[a, b]$ can be computed by Algorithm 3 it is necessary to show that

1. boxes from $\Pi_i^G$ and $\Pi_i^{GC}$ can always be correctly identified, and

2. the values of the corresponding integrals are computed with sufficient precision (as choosing a very coarse precision can lead to “discarding too much information” from the interval returned by procedure $\text{measure}$).

Point 1) is addressed by Lemma 3.3 which requires both sentences $\text{Reach}$ and $\neg \text{Reach}^\forall$ to be robust on all boxes in $\Pi_i^G$ and $\Pi_i^{GC}$. In other words, given a box $B$ from the goal set or its complement the following must be true:

$$\exists \delta > 0 : \left( \text{Reach}^\delta(H, l, B) \rightarrow \text{Reach}(H, l, B) \right) \land$$
$$\left( \neg \text{Reach}^\forall \right)^\delta(H, l, B) \rightarrow \neg \text{Reach}^\forall(H, l, B)$$

Suppose that the above does not hold. Hence,

$$\forall \delta > 0 : \left( \text{Reach}^\delta(H, l, B) \land \neg \text{Reach}(H, l, B) \right) \lor$$
$$\left( \neg \text{Reach}^\forall \right)^\delta(H, l, B) \land \text{Reach}^\forall(H, l, B)$$

(3.9)
Let $B \in \Pi_i^G$, which means that $\text{Reach}(H, l, B)$ is true. Hence, the left-hand side of the disjunction above evaluates to false, and (3.9) becomes equivalent to $\forall \delta > 0 : ((\neg \text{Reach}^\{H\})(H, l, B) \land \text{Reach}^\{\{p\}\}(H, l, B))$, which can be rewritten as $\forall \delta > 0, \forall p \in B : ((\neg \text{Reach}^\{H\})(H, l, \{p\}) \land \text{Reach}^\{\{p\}\}(H, l, \{p\}))$, or $\forall p \in B, \forall \delta > 0 : ((\neg \text{Reach}^\{H\})(H, l, \{p\}) \land \text{Reach}^\{\{p\}\}(H, l, \{p\}))$. The latter states that sentence $\neg \text{Reach}^\{\{p\}\}$ is not robust for all parameter values in $B$. However, this contradicts the assumption of the theorem that both sentences must be robust for all parameter values. Therefore, both $\text{Reach}$ and $\neg \text{Reach}^\{\{p\}\}$ are robust on $B$, and consequently, on every box in $\Pi_i^G$. The proof for the boxes from $\Pi_i^{G\bar{C}}$ follows the same steps.

Since the precision value $\delta = \eta \frac{\mu^+(P_R)}{2n}$ is always positive and decreases as $i$ increases (line 11 in Algorithm 3), then Algorithm 3 can always find such $\delta$ for which $\text{Reach}$ and $\neg \text{Reach}^\{\{p\}\}$ are robust on all boxes of partition $\Pi_i$ satisfying $|[a, b]| \leq \epsilon$.

Finally, 2) is guaranteed by the precision value passed to procedure $\text{measure}$ for computing the value of integrals in line 10 of Algorithm 3. From the way the bounds for $P_R$ are chosen it follows that the value of the sum in (3.8) is always bounded by $1 - \kappa$. Therefore, the error of computing the sum of integrals cannot be greater than $\epsilon - \kappa$. Computing each integral with precision $(\epsilon - \kappa) \frac{\mu^+(B)}{\mu^+(P_R)}$ guarantees that the total error when computing the sum of integrals over partition $\Pi_i$ is equal to

$$\sum_{B \in (\Pi_i^G \cup \Pi_i^{G\bar{C}})} (\epsilon - \kappa) \frac{\mu^+(B)}{\mu^+(P_R)}$$

which is smaller than or equal to $\epsilon - \kappa$. \hfill \Box

**Remark 3.4.** The robustness assumption must be analogously applied to the formulae in procedure $\text{compute}$ in order to provide $\epsilon$-guarantee in the implementation of Algorithm 3.

**Example 3.7. (Robustness is Important)** This example shows that if $\text{Reach}$ and $\neg \text{Reach}^\{\{p\}\}$ are not robust for some parameter values then the size of the probability enclosure cannot be refined to an arbitrarily small $\epsilon > 0$.

Suppose that $\text{Reach}(H, 0, B) := \exists B, \exists [0, 1] : -pt > 0$, $\neg \text{Reach}^\{\{p\}\}(H, 0, B) := \exists B, \forall [0, 1] : pt \geq 0$, and $p \sim \mathcal{U}(-1, 1)$ is a uniform random parameter. It is easy to see that $\delta$-weakenings of the sentences above ($\exists B, \exists [0, 1] : -pt > -\delta$ and $\exists B, \forall [0, 1] : pt \geq -\delta$, respectively) are always satisfiable for any $\delta > 0$ if $p \geq 0$. (In other words, $\text{Reach}$ and $\neg \text{Reach}^\{\{p\}\}$ are not robust for $p \in [0, 1]$.) That means that $\text{evaluate}$ returns $\text{undet}$ for any parameter box in $[0, 1]$ and any $\delta > 0$. At the same time it is possible to find $\delta > 0$ for which $\text{evaluate}$ returns $\text{sat}$ for any box in $[-1, 0)$. This implies that
Algorithm 3 will always return a probability enclosure \([c, 1]\) (where \(c < 0.5\)) for any given \(\epsilon > 0\). Therefore, the size of the computed probability enclosure will never be smaller than 0.5, although all remaining requirements of Theorem 3.1 are met.

So far it has been proven that Algorithm 3 provides \(\epsilon\)-guarantee for SPHSs featuring only continuous random parameters. The proposition below demonstrates that introducing discrete random parameters does not affect the size of the computed probability enclosures.

**Proposition 3.6. (Introducing Discrete Random Parameters)** With the same assumptions of Theorem 3.1 and given an SPHS \((H, P)\) with both continuous and discrete random parameters, Algorithm 3 returns a probability enclosure of size smaller than \(\epsilon\).

**Proof.** Let \(D\) be the domain of the discrete random parameters, their probability measure \(P_D = \{f_1, \ldots, f_n\}\) be the product of their probability mass functions, and \(C\) – the domain of continuous random parameters and \(P_C\) their probability measure. Thus, \(P_R = D \times C\) and \(P = \{P_D, P_C\}\).

For every \(p \in D\) a stochastic parametric hybrid system \((H_p, P_C)\) can be defined by substituting all discrete random parameters in \(H\) with \(p\). Now, each \((H_p, P_C)\) is featuring only continuous random parameters.

As all random parameters are independent, the bounded reachability probability for \((H, P)\) can be obtained as \(\Pr = \sum_{p \in D} (\prod_{i=1}^n f_i(p_i) \cdot \Pr_p)\) where \(\Pr_p\) is the probability of reaching the goal state by \((H_p, P_C)\).

The probability enclosure \([a, b]\) for \((H, P)\) (such that \(\Pr \in [a, b]\)) can be computed as \([a, b] = \sum_{p \in D} (\prod_{i=1}^n f_i(p_i) \cdot [a, b]_p)\) where each \([a, b]_p\) is a probability enclosure for \((H_p, P_C)\).

By Theorem 3.1, the size of each such \([a, b]_p\) can be reduced to some arbitrarily small \(\epsilon > 0\). Thus, the size of \([a, b]\) can be obtained as:

\[
||[a, b]|| = \sum_{p \in D} (\prod_{i=1}^n f_i(p_i) \cdot ||[a, b]_p||) \leq \sum_{p \in D} (\prod_{i=1}^n f_i(p_i) \cdot \epsilon) \leq \epsilon \cdot \sum_{p \in D} \prod_{i=1}^n f_i(p_i) \leq \epsilon.
\]

(as each \(f_i\) is a probability mass function, then \(\sum_{p \in D} \prod_{i=1}^n f_i(p_i) = 1\)). \(\square\)

In Theorem 3.1 and Proposition 3.6 it was proven that the bounded reachability probability function for SPHSs featuring at least one continuous random parameter
and procedure \texttt{evaluate} with robust formulae is computable. In other words, there is a procedure (Algorithm 3) which given a nondeterministic parameter value and some positive \( \epsilon \), computes a value which is at most \( \epsilon \)-far from the \textbf{exact} value of the bounded reachability probability (as any value from the interval returned by Algorithm 3 satisfies this property).

**Example 3.8. (\( \epsilon \)-guarantee for Constant Reachability Probability)** In this example Algorithm 3 was applied to the SCB with \( K = 0.7 \) and reachability depth \( l = 1 \) for computing probability enclosure of the desired length \( \epsilon \). The algorithm returns enclosures \([0.392681179, 0.393270279]\) for \( \epsilon = 10^{-3} \) and \([0.392956194, 0.392963577]\) for \( \epsilon = 10^{-5} \), which both contain the reachability probability value \( \Pr(0.7) = \sum_{i=1}^{3} f_\alpha(\alpha_i) \cdot \int_{\sqrt{2}}^{\infty} \sqrt{980 + 49\sin(2\alpha_i)} f_\upsilon_0(x) dx \approx 0.392964374383292 \) obtained analytically in Example 3.3.

**Remark 3.5.** Using the reasoning from the proofs of Theorem 3.1 and Proposition 3.6 it is possible to show that Algorithm 3 can compute probability enclosures of size \( \epsilon \) for a given nondeterministic parameter box \( B_N \) if the range of \( \Pr \) on \( B_N \) is smaller than \( \epsilon \) and given that \texttt{evaluate} features robust formulae.

The above suggests that condition \( |B_N| \leq \rho \) in line 18 of Algorithm 3 can be ignored if \( \Pr \) is continuous on \( P_N \). In this case the algorithm will continue partitioning the nondeterministic parameter space and refining the probability enclosures until the size of each enclosure is smaller than or equal to \( \epsilon \).

**Example 3.9. (\( \epsilon \)-guarantee for Continuous Reachability Probability)** In Example 3.5 it was concluded that in both cases Algorithm 3 terminated upon reaching the condition \( |B_N| \leq \rho \) on each nondeterministic parameter box. However, from Example 3.3 it can be seen that the reachability probability function is continuous. Thus, the condition \( |B_N| \leq \rho \) can be ignored. Algorithm 3 was applied with \( \epsilon = 10^{-2} \), and the computed probability enclosures are visualised in Figure 3.5. It can be seen that the probability function obtained analytically is fully contained inside the computed probability enclosures (thus, the result is correct), and the size of each such enclosure is smaller than \( \epsilon \) (thus, \( \epsilon \)-guarantee is provided).
Figure 3.5: Probability enclosures returned by Algorithm 3 for the SCB model, where blue boxes – probability enclosures computed for $\epsilon = 10^{-2}$ and black line – graph of the reachability probability function obtained analytically (Example 3.3).

### 3.7 Discussion

In this Chapter I presented an SMT-based technique (Algorithm 3) for computing bounded reachability probability in stochastic parametric hybrid systems. The introduced algorithm computes probability enclosures for the range of the bounded reachability probability function.

In some cases such enclosures can be arbitrarily tight. In particular, for systems featuring at least one continuous random parameter and no nondeterministic parameters (see Proposition 3.6) or when the reachability probability function is continuous and under the assumption that the formulae in procedure `evaluate` are robust.

I also demonstrated that the presented technique can be applied to systems without random parameters. In this case Algorithm 3 performs goal set synthesis (see Proposition 3.4).

All of the above was formally proven and demonstrated on a running example of the stochastic cannonball featuring random (initial speed and angle to the horizon) and nondeterministic (drag coefficient) parameters.
3.7.1 Computational Complexity

It is clear that the search space (the number of evaluated parameter boxes) of Algorithm 3 grows exponentially with the number of system parameters. This is due to the fact that the partitioning procedure \texttt{bisect} produces $2^n$ boxes for each parameter box with $n$ positive edges if the required precision $\epsilon$ is not reached. Now each such box is checked by procedure \texttt{evaluate}, whose worst case complexity depends exponentially on the number of quantified variables - positively sized edges of the verified box and $l$ time variables. Thus, the overall computational complexity of Algorithm 3 grows exponentially with the number of system parameters and the reachability depth.

Chapter 4 presents an approach for computing bounded reachability probability using statistical model checking techniques. The approach is based on random sampling, which is not negatively influenced by the number of system parameters. Moreover, it takes advantage of the fact that \texttt{evaluate} depends only on the reachability depth $l$ as the evaluated parameter boxes are singletons. Unfortunately, the guarantees provided by this approach are statistical, while Algorithm 3 provides absolute numerical guarantees.

3.7.2 Future Work

Algorithm 3 and all auxiliary routines it incorporates could be improved. Firstly, when a parameter box does not fully lie in the goal set or its complement, it is bisected – each positively sized edge of a parameter box is split in halves (Algorithm 4). Thus, deriving an optimal partitioning technique based on the system’s behaviour can significantly speed up convergence of the size of probability enclosures to the desired one. Namely, Algorithm 4 can benefit from sensitivity analysis – finding how much each parameter contributes to changes in the system’s dynamics.

Also, alterations between partitioning the continuous random and continuous nondeterministic parameter boxes are important, as unnecessary partitioning affects the performance of Algorithm 3. This happens when a nondeterministic parameter box is bisected but the probability enclosure is not improved. For example, some unnecessary partitioning can be found in Example 3.9, where the nondeterministic precision is ignored (see Figure 3.5). At the same time the algorithm can suffer from insufficient partitioning of the domain of random parameters which can result in returning
excessively large probability enclosures. Both problems can be partially tackled by pre-partitioning the parameter space prior to the algorithm execution. In other words, Algorithm 4 can be recursively applied to the parameters space until the size of every box in the obtained partition is smaller than or equal to $\rho$ (in case of nondeterministic parameter boxes) or until the corresponding probability value (in case of random parameter boxes) is smaller than or equal to some fraction of $\epsilon$.

Furthermore, the performance of the solver implementing procedure evaluate often depends on the size of the evaluated box. Thus, decreasing the size of the boxes can potentially speed up Algorithm 3 (this is another advantage of statistical model checking which operates on singletons) but this will increase the number of parameter boxes. Thus, finding a compromise between the number of parameter boxes and their size is crucial. A further improvement could be an introduction of an adaptive procedure that would not partition a nondeterministic box until no considerable progress can be made on the probability enclosure.

Finally, analysing the system’s dynamics and choosing an appropriate precision $\delta$ as a result, can be useful for avoiding false alarms.
Chapter 4

Bounded Reachability Probability via Monte Carlo

4.1 Introduction

This chapter presents techniques combining statistical (Monte Carlo) methods and numerically sound procedures to estimate the bounded reachability probability in SPHSs [78].

A statistical approach to probabilistic reachability is important because it trades correctness guarantees with efficiency, and so can scale much better with system size than other approaches. For example, statistical model checking [92] can be faster than probabilistic model checking, which is based on exhaustive state space search [91].

The algorithms presented in this chapter compute statistically guaranteed probability enclosures, while Algorithm 3 (Chapter 3) provides absolute numerical guarantees. However, the number of samples evaluated by the statistical methods does not grow with the number of system parameters, unlike Algorithm 3 featuring exponential growth of the search space.

Monte Carlo techniques for probability estimation assume that one can sample the random variable representing the true system behaviour. However, this is impossible since bounded reachability is undecidable. A novel aspect of the techniques presented in this chapter is that they explicitly take into account undecidability and numerical precision by employing procedure evaluate (see Chapter 2) that allows bounding the
value of the desired random variable.

In this chapter I define the bounded reachability probability in terms of Bernoulli random variables and introduce two algorithms for computing confidence intervals for the bounded reachability probability in SPHSs featuring only random parameters. Then I present an algorithm for computing an approximation of the maximum/minimum bounded reachability probability in systems featuring all types of parameters.

4.2 Computing Confidence Intervals

Bounded reachability in SPHS \((H, P)\) can be defined as a Bernoulli random variable

\[
X(p_N, p_R) = \begin{cases} 
1 & \text{if system } H \text{ reaches the goal in } l \text{ steps for } p_N \in P_N, p_R \in P_R, \\
0 & \text{otherwise.} 
\end{cases}
\] (4.1)

Thus, the bounded reachability probability is equal to the expected value of \(X\), i.e., \(\Pr(p_N) = \mathbb{E}[X(p_N)]\). However, samples of variable \(X\) cannot be directly evaluated due to the undecidability of bounded reachability in hybrid systems.

The solution proposed in this section introduces two Bernoulli random variables \(X_{\text{sat}}\) and \(X_{\text{usat}}\) that can be used for bounding the range of \(X\), and whose values can be computed. For any given \(\delta > 0\), \(p_N \in P_N\) and \(p_R \in P_R\), \(X_{\text{sat}}\) and \(X_{\text{usat}}\) are defined as the following:

\[
X_{\text{sat}}(p_N, p_R, \delta) = \begin{cases} 
1 & \text{if } \text{evaluate}(H, l, \{p_N, p_R\}, \delta) = \text{sat}, \\
0 & \text{otherwise}, 
\end{cases}
\]

\[
X_{\text{usat}}(p_N, p_R, \delta) = \begin{cases} 
0 & \text{if } \text{evaluate}(H, l, \{p_N, p_R\}, \delta) = \text{unsat}, \\
1 & \text{otherwise.} 
\end{cases}
\]

Therefore, \(X_{\text{sat}}(p_N, p_R, \delta)\) is 1 if it is possible to conclude that \(H\) reaches the goal state for the given \(p_N\) and \(p_R\), while \(X_{\text{usat}}(p_N, p_R, \delta)\) is 0 if it can be decided that \(H\) does not reach the goal state for these \(p_N\) and \(p_R\). If no decision can be made (because of the precision \(\delta\) being used or of the nature of the reachability question), \(X_{\text{sat}}(p_N, p_R, \delta)\) and \(X_{\text{usat}}(p_N, p_R, \delta)\) take 0 and 1, respectively. Thus, by definition of
procedure **evaluate** the following holds for any $\delta > 0$:

$$X_{\text{sat}}(p_N, p_R, \delta) \leq X(p_N, p_R) \leq X_{\text{usat}}(p_N, p_R, \delta).$$  \hspace{1cm} (4.2)

For $n$ random variables iid (independent and identically distributed) as $X_{\text{sat}}$ and $X_{\text{usat}}$, the following two random variables are defined:

$$\hat{S}_n = \frac{\sum_{i=1}^n X_{\text{sat}}(p_N, p_i, \delta)}{n}, \quad \hat{U}_n = \frac{\sum_{i=1}^n X_{\text{usat}}(p_N, p_i, \delta)}{n},$$  \hspace{1cm} (4.3)

where $p_i \in P_R$ is the $i$-th random sample.

The estimates (4.3) can be used for producing confidence intervals for the bounded reachability probability. The remainder of this section proposes two such techniques: the Chernoff-Hoeffding bound algorithm and the Bayesian estimation algorithm. Also, in this section it is assumed that considered SPHSs feature only random parameters, i.e., random variable $X$ is a function of the random parameters only.

### 4.2.1 Chernoff-Hoeffding Bound Algorithm

The Chernoff-Hoeffding bound algorithm (see Algorithm 7) produces an interval that contains the probability $\Pr$ with a desired confidence (coverage probability). Given a stochastic parametric hybrid system $(H, P)$, a reachability depth $l$, a positive $\delta$, an accuracy value $\xi > 0$ and a confidence $c \in (0, 1)$, the algorithm utilises the Chernoff-Hoeffding inequality [43] to compute an interval of length *not smaller* than $2\xi$ containing the value of the reachability probability $\Pr$ with confidence $c$. An upper bound on the interval length cannot be achieved in general, as for example, the formulae in **evaluate** might not be robust for the given $\delta$.

The following proposition can be used for obtaining the sample size guaranteeing the confidence $c$ for the returned interval. It also shows that the sample size grows quadratically as the the value of $\xi$ decreases, and logarithmically with respect to the increasing confidence value $c$.

**Proposition 4.1.** Let $\Pr = \mathbb{E}[X]$, where $X$ is defined by (4.1). For $\xi > 0$ and $n$ samples of $X_{\text{sat}}$ and $X_{\text{usat}}$, the following holds:

$$P(\Pr \in [\hat{S}_n - \xi, \hat{U}_n + \xi]) \geq 1 - 2e^{-2n\xi^2},$$

where $\hat{S}_n$ and $\hat{U}_n$ are defined by (4.3).

**Proof.** Applying the Chernoff-Hoeffding inequality to the $X_{\text{sat}}$ and $X_{\text{usat}}$ samples and
denoting $\Pr_l = \mathbb{E}[X_{\text{sat}}]$ and $\Pr_u = \mathbb{E}[X_{\text{usat}}]$:

$$P(\Pr_l - \hat{S}_n \geq \xi) = P(\Pr_l \leq \hat{S}_n - \xi) \leq e^{-2n\xi^2},$$

$$P(\Pr_u - \hat{U}_n \geq \xi) = P(\Pr_u \geq \hat{U}_n + \xi) \leq e^{-2n\xi^2}.$$ 

By (4.2) it can be concluded that $\Pr_l \leq \Pr \leq \Pr_u$, and therefore,

$$P(\Pr \leq \hat{S}_n - \xi) \leq P(\Pr_l \leq \hat{S}_n - \xi) \leq e^{-2n\xi^2},$$

$$P(\Pr \geq \hat{U}_n + \xi) \leq P(\Pr_u \geq \hat{U}_n + \xi) \leq e^{-2n\xi^2}.$$ 

Finally,

$$P(\Pr \notin [\hat{S}_n - \xi, \hat{U}_n + \xi]) = P(\Pr \leq \hat{S}_n - \xi) + P(\Pr \geq \hat{U}_n + \xi) \leq 2e^{-2n\xi^2},$$

and therefore,

$$P(\Pr \in [\hat{S}_n - \xi, \hat{U}_n + \xi]) = 1 - P(\Pr \notin [\hat{S}_n - \xi, \hat{U}_n + \xi]) \geq 1 - 2e^{-2n\xi^2}.$$ 

\[ \square \]

The Chernoff-Hoeffding bound algorithm starts by calculating the sample size (Algorithm 7, line 1) guaranteeing the confidence $c$ by inverting the inequality of Proposition 4.1, and initialising the values of the counters $s$ and $u$ (line 2). Then the algorithm enters the loop (line 3) where it draws random samples according to the parameter distributions $\mathbb{P}$ (line 4). Note that differently from [12], it is impossible to sample $X$, and hence, $X_{\text{sat}}$ and $X_{\text{usat}}$ are sampled via $\delta$-complete simulation instead. The drawn sample is evaluated using the procedure $\text{evaluate}$ (line 5), and the counter $s$ is incremented if $\text{evaluate}$ returns $\text{sat}$ (line 6) or the counter $u$ is decremented if $\text{unsat}$ is returned (line 7). Algorithm 7 returns an interval with the left bound obtained as $\frac{s}{n} - \xi$ if it is positive and 0 otherwise, and the right bound calculated as the minimum between $\frac{u}{n} + \xi$ and 1 (line 8). Note that it can happen that the length of the returned interval is greater than $2\xi$. This means that for some samples the reachability question could not be correctly decided, because of non-robustness issues or insufficient precision.

**Example 4.1. (Chernoff-Hoeffding Bound for SCB)** Consider Example 3.8 from the previous chapter, where the presented stochastic parametric hybrid system does not feature nondeterministic parameters (as $K = 0.7$). In this experiment Algorithm 7 was applied with different settings, and the obtained results are presented in Table 4.1. It can be seen that the returned confidence intervals are correct as they contain the exact probability value $\Pr(0.7) \approx 0.392964374383292$ (see Example 3.3). The size of
Algorithm 7: chernoff\((H, l, \delta, \xi, c)\)

**Input**: \((H, \mathbb{P})\): SPHS,
- \(l \in \mathbb{N}\): reachability depth,
- \(\delta > 0\): solver precision,
- \(c \in (0, 1)\): confidence (coverage probability),
- \(\xi \in (0, 1)\): accuracy.

**Output**: confidence interval with coverage not smaller than \(c\)

1. \(n := \lceil \frac{1}{2\xi} \log \left( \frac{2}{1 - c} \right) \rceil\);
2. \(s := 0\); \(u := n\);
3. for \(i = 1 : n\) do
   4. \(p := \text{sample}(P_R, \mathbb{P})\);
   5. switch \((\text{evaluate}(H, l, \{p\}, \delta))\) do
      6. case sat do \(s := s + 1\);
      7. case unsat do \(u := u - 1\);
8. return \([\max(0, \frac{s}{n} - \xi), \min(1, \frac{u}{n} + \xi)]\);

| \(\delta\) | \(2\xi\) | \(c\) | \(CI\) | \(|CI|\) | \(n\) |
|---|---|---|---|---|---|
| \(10^{-3}\) | \(10^{-2}\) | 0.99 | \([0.389241, 0.399306]\) | \(1.0065 \times 10^{-2}\) | 119,780 |
| \(10^{-6}\) | \(10^{-2}\) | 0.99 | \([0.387235, 0.397235]\) | \(10^{-2}\) | 119,780 |
| \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.99 | \([0.389857, 0.394857]\) | \(5 \times 10^{-3}\) | 479,117 |
| \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.390762, 0.395762]\) | \(5 \times 10^{-3}\) | 663,504 |

Table 4.1: Application of Algorithm 7 to SCB model with reachability depth \(l = 1\), where \(\delta\) - precision for the \(\delta\)-complete decision procedure, \(2\xi\) - desired size of the confidence interval, \(c\) - confidence value, \(CI\) - confidence interval, \(|CI|\) - size of the obtained confidence interval, \(n\) - number of verified samples.

The confidence interval for \(\delta = 10^{-3}\) is greater than the desired \(2\xi\). This suggests that formulae \(\text{Reach}\) and \(\neg \text{Reach}^\forall\) in the procedure \(\text{evaluate}\) were not robust for several samples with the given \(\delta\). Reducing the value of \(\delta\) to \(10^{-6}\) solves this problem. This, however, does not mean that \(\text{Reach}\) and \(\neg \text{Reach}^\forall\) are robust for all parameter values in the system’s parameter space with this \(\delta\).

The presented results also demonstrate quadratic growth of the sample size with respect to the decreasing accuracy: halving the value of \(\xi\) results into a four-fold increase of the number of drawn samples. Increasing the target confidence value \(c\) also increases the sample size.
The technique presented in Algorithm 7 allows bounding the sample size to guarantee the desired confidence. However, there are methods requiring fewer samples, in general, to provide results with similar accuracy and confidence. One such approach based on Bayesian estimation is discussed in the following section.

4.2.2 Bayesian Sequential Estimation

The Bayesian approach assumes that the (unknown) reachability probability $P_r$ is itself a random quantity \[95\]. Bayes’ theorem enables computing the posterior distribution of the unknown quantity given its prior distribution and the likelihood of the data (i.e., samples of $X$). The posterior distribution of $P_r$ can be directly used to build Bayesian confidence (credibility) intervals. As the random variable $X$ cannot be sampled directly, the technique presented below bounds the posterior of $P_r$ by the posteriors built from $X_{sat}$ and $X_{usat}$.

The introduced approach uses Beta distribution priors since they are conjugate to the Bernoulli likelihood; the cumulative distribution function (CDF) of a Beta with parameters $\alpha, \beta > 0$ is denoted $F_{(\alpha, \beta)}(\cdot)$. The following lemma establishes some technical properties of the Beta CDF.

**Lemma 4.1.** For any $n > 0$, $s \leq x \leq u \leq n$, $\alpha, \beta > 0$ ($n, s, x, u \in \mathbb{N}$), $t \in [0, 1]$ the following holds:

$$F_{(s+\alpha, n-u+\beta)}(t) \leq F_{(x+\alpha, n-x+\beta)}(t) \leq F_{(s+\alpha, n-s+\beta)}(t). \quad (4.4)$$

**Proof.** Consider the LHS inequality of (4.4). When $s = x$ the inequality holds trivially. Consider the case $s < x$. By definition of the Beta distribution function:

$$F_{(s+\alpha, n-s+\beta)}(t) = \int_0^t B_{(s+\alpha, n-s+\beta)}(s+\alpha, n-s+\beta)\,dv. \quad (4.5)$$

The following are the formulae 8.17.1, 8.17.2 and 8.17.18 from \[65\], respectively:

$$B_{y}(a,b) = \int_0^y t^{a-1}(1-t)^{b-1} \,dt, \quad (4.6)$$

$$I_{y}(a,b) = \frac{B_{y}(a,b)}{B(a,b)}, \quad (4.7)$$

$$I_{y}(a+1, b-1) = I_{y}(a,b) - \frac{y^a(1-y)^{b-1}}{aB(a,b)}. \quad (4.8)$$
By (4.6) and (4.7) the Beta distribution function (4.5) can be presented as an incomplete Beta function $I_t(s + \alpha, n - s + \beta)$ (the Beta distribution functions for the variables $x$ and $u$ can be written in the same form). Now it will be shown by induction that the following holds:

$$I_t(s + \alpha, n - s + \beta) \geq I_t(x + \alpha, n - x + \beta).$$

(4.9)

As $s < x$, $s, x \in \mathbb{N}$ and $s, x > 0$ the base case is $s = 0$ and $x = 1$. Thus, it should be proven that $I_t(\alpha, n + \beta) \geq I_t(\alpha + 1, (n + \beta) - 1)$. By (4.8):

$$I_t((\alpha) + 1, (n + \beta) - 1) = I_t(\alpha, n + \beta) - \frac{t^\alpha(1 - t)^{n+\beta-1}}{\alpha B(\alpha, n + \beta)}.$$

It is easy to see that $\frac{t^\alpha(1 - t)^{n+\beta-1}}{\alpha B(\alpha, n + \beta)} \geq 0$, and therefore, the base case holds.

Suppose now that $x = s + 1$. By the same formula (4.8):

$$I_t(s + \alpha + 1, (n - s + \beta) - 1) = I_t(s + \alpha, n - s + \beta) - \frac{t^{s+\alpha}(1 - t)^{n-s+\beta-1}}{(s + \alpha)B(s + \alpha, n - s + \beta)}.$$

As $\frac{t^{s+\alpha}(1 - t)^{n-s+\beta-1}}{(s + \alpha)B(s + \alpha, n - s + \beta)} \geq 0$ the induction step holds as well. Hence, for any $s \leq x$ and $s, x > 0$ the LHS inequality of (4.4) holds, and the proof is complete. The proof of the RHS follows similar steps. \qed

Proposition 4.2 below states how to bound the posterior distribution of the unknown probability $Pr$, by using the posteriors built from $X_{sat}$ and $X_{usat}$. Given $n$ samples of $X_{sat}, X_{usat}$ and a Beta prior with parameters $\alpha, \beta > 0$ it is easy to show [71] that the posterior means are:

$$p_{sat} = \frac{s + \alpha}{n + \alpha + \beta}, \quad p_{usat} = \frac{u + \alpha}{n + \alpha + \beta},$$

(4.10)

where $s = \sum_{i=1}^{n} X_{sat}(p_i, \delta)$ and $u = \sum_{i=1}^{n} X_{usat}(p_i, \delta)$, $p_i \in P_R$ is the $i$-th random sample and $\delta > 0$ is the precision of the evaluate procedure. Note that this section considers SPHSs without nondeterministic parameters, and thus, variables $X_{sat}$ and $X_{usat}$ depend only on the random parameters and precision $\delta$. For clarity the dependence on $\delta$ is omitted.

Proposition 4.2. Given $\xi > 0$, the posterior probability with respect to $n$ samples of
$X$ of the interval $[p_{sat} - \xi, p_{usat} + \xi]$ is bounded below as follows

$$P(\Pr \in [p_{sat} - \xi, p_{usat} + \xi]|X_1, \ldots, X_n) \geq F_{(u+\alpha,n-u+\beta)}(p_{usat} + \xi) - F_{(s+\alpha,n-s+\beta)}(p_{sat} - \xi),$$

where $X_1, \ldots, X_n$ are iid as $X$, and $p_{sat}$ and $p_{usat}$ are the posterior means (4.10).

**Proof.** By definition of posterior CDF and Lemma 4.1:

$$P(\Pr \leq p_{sat} - \xi|X_1, \ldots, X_n) \leq F_{(s+\alpha,n-s+\beta)}(p_{sat} - \xi),$$
$$P(\Pr \geq p_{usat} + \xi|X_1, \ldots, X_n) \leq 1 - F_{(u+\alpha,n-u+\beta)}(p_{usat} + \xi),$$

and therefore,

$$P(\Pr \in [p_{sat} - \xi, p_{usat} + \xi]|X_1, \ldots, X_n) =$$
$$1 - P(\Pr \leq p_{sat} - \xi|X_1, \ldots, X_n) - P(\Pr \geq p_{usat} + \xi|X_1, \ldots, X_n) \geq$$
$$1 - F_{(s+\alpha,n-s+\beta)}(p_{sat} - \xi) - 1 + F_{(u+\alpha,n-u+\beta)}(p_{usat} + \xi) =$$
$$F_{(u+\alpha,n-u+\beta)}(p_{usat} + \xi) - F_{(s+\alpha,n-s+\beta)}(p_{sat} - \xi).$$

The described technique is shown in Algorithm 8. It solves the same problem as Algorithm 7 but the sample size is not known in advance. Another feature of this algorithm is that it utilizes different number of samples depending on the (unknown) probability value $\Pr$. Namely, it requires significantly fewer samples for computing confidence intervals in cases when the probability value is close to 0 or 1. Thus, the difference between the algorithms is particularly vivid in estimating rare event or large probabilities.

Along with the same input parameters as Algorithm 7, Algorithm 8 also requires parameters for the Beta distribution $\alpha$ and $\beta$. The algorithm starts by initializing the counters $s$, $u$ and $v$ and the sample size $n$ (line 1). The counter $v$ is introduced because the sample size $n$ changes dynamically (line 4).

The samples are drawn inside the loop (line 3) and evaluated using the procedure `evaluate` (line 5). Counters $s$ and $v$ are incremented when `sat` (line 6) and `unsat` (line 7) are returned, respectively, and the `undet` samples are ignored. The values of $s$ and newly calculated $u$ (line 8) are utilized for updating the posterior means (line 9), and current confidence value $\hat{c}$ (line 11) is obtained using the adjusted values of the posterior means (line 10). Algorithm 8 exits the loop and returns the computed
confidence interval when the confidence value \( \hat{c} \) reaches (or exceeds) the desired value \( c \) (line 12). The following proposition demonstrates the probabilistic termination of the presented algorithm.

**Proposition 4.3.** Algorithm 8 terminates almost surely.

**Proof.** Recall that Algorithm 8 generates two sequences of random variables \( \{X_{\text{sat},n}\}_{n \in \mathbb{N}} \) and \( \{X_{\text{usat},n}\}_{n \in \mathbb{N}} \). From [95, Theorem 1] it follows that \( X_{\text{sat},n} \) (\( X_{\text{usat},n} \)) converges a.s., for \( n \to \infty \), to the constant random variable \( \mathbb{E}[X_{\text{sat}}] (\mathbb{E}[X_{\text{usat}}]) \). In particular, the posterior probability of any open interval containing the posterior mean (4.10) must converge to 1. Therefore, the posterior probability of any interval not including the posterior mean must converge to 0.

Now, the interval \((0,p_{\text{usat}} + \xi)\) contains the posterior mean \( p_{\text{usat}} \) of \( X_{\text{usat},n} \) and therefore the posterior probability \( F_{(u+\alpha,n-u+\beta)}(p_{\text{usat}} + \xi) \) converges to 1. Also, the interval \((0,p_{\text{sat}} - \xi)\) does not contain the mean \( (p_{\text{sat}}) \) of \( X_{\text{sat},n} \), so \( F_{(s+\alpha,n-s+\beta)}(p_{\text{sat}} - \xi) \) tends to 0, and this concludes the proof. \( \square \)

**Example 4.2. (Bayesian Estimation for SCB)** In this example Algorithm 8 was applied to SCB model from Example 3.8. The obtained results with the different input settings and the values of \( K \) are featured in Table 4.2.

It can be seen that the computed confidence intervals are correct as they contain the corresponding probability values \( \Pr(0.7) \approx 0.3929643743 \), \( \Pr(0.5) \approx 0.14728404068 \) and \( \Pr(0.9) \approx 0.6961960101 \) (these three values were obtained with MATLAB using the bounded reachability probability function from Example 3.3).

Similarly to Example 4.1, the precision \( \delta = 10^{-3} \) was not enough for obtaining the confidence intervals of the desired length. Differently from Algorithm 7, Algorithm 8 requires almost half as many samples for computing confidence intervals of the same length and with the same confidence.

The solver precision \( \delta \) had to be reduced from \( 10^{-6} \) to \( 10^{-12} \) for \( K = 0.5 \) in order to obtain the confidence interval of the desired length \( 2\xi \). It also can be seen that the sample size varies depending on the reachability probability value. Namely, the probability values closer to 0.5 required more samples than the ones closer to 0 or 1 (412,977 vs. 215,742 and 366,947, respectively).

Finally, the presented results demonstrate a similar sample size growth with respect to the given accuracy and confidence values as Algorithm 7.
Algorithm 8: bayes\((H, l, \delta, \xi, c, \alpha, \beta)\)

**Input**: \((H, \mathcal{P})\): SPHS,
- \(l \in \mathbb{N}\): reachability depth,
- \(\delta > 0\): solver precision,
- \(c \in (0, 1)\): confidence (coverage probability),
- \(\xi \in (0, 1)\): accuracy,
- \(\alpha, \beta\): Beta distribution parameters.

**Output**: confidence interval with posterior probability not smaller than \(c\).

1. \(n = 0; s = 0; u = 0; v = 0;\)
2. repeat
   3. \(p = \text{sample}(PR, \mathcal{P});\)
   4. \(n = n + 1;\)
   5. switch evaluate\((H, l, \{p\}, \delta)\) do
      6. case sat do \(s = s + 1;\)
      7. case unsat do \(v = v + 1;\)
      8. \(u = n - v;\)
      9. \(p_{sat} = \frac{s + \alpha}{n + \alpha + \beta}; p_{usat} = \frac{u + \alpha}{n + \alpha + \beta};\)
     10. \(p_{sat} = \max(\xi, p_{sat}); p_{usat} = \min(1 - \xi, p_{usat});\)
     11. \(\hat{c} = F_{u, n, u - s + \beta}(p_{usat} + \xi) - F_{s, n - u, \alpha + \beta}(p_{sat} - \xi);\)
   12. until \(\hat{c} \geq c;\)
3. return \([p_{sat} - \xi, p_{usat} + \xi];\)

| \(K\) | \(\delta\) | \(2\xi\) | \(c\) | \(CI\) | \(|CI|\) | \(n\) |
|---|---|---|---|---|---|---|
| 0.7 | \(10^{-3}\) | \(10^{-2}\) | 0.99 | \([0.384350, 0.394413]\) | \(1.0063 \times 10^{-2}\) | 63,098 |
| 0.7 | \(10^{-6}\) | \(10^{-2}\) | 0.99 | \([0.388787, 0.398787]\) | \(10^{-2}\) | 63,352 |
| 0.7 | \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.391046, 0.396046]\) | \(5 \times 10^{-3}\) | 253,363 |
| 0.7 | \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.389728, 0.394728]\) | \(5 \times 10^{-3}\) | 412,977 |
| 0.9 | \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.692939, 0.697939]\) | \(5 \times 10^{-3}\) | 366,947 |
| 0.5 | \(10^{-6}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.145017, 0.150021]\) | \(5.004 \times 10^{-3}\) | 217,898 |
| 0.5 | \(10^{-12}\) | \(5 \times 10^{-3}\) | 0.999 | \([0.143237, 0.148237]\) | \(5 \times 10^{-3}\) | 215,742 |

Table 4.2: Application of Algorithm 8 to SCB model with reachability depth \(l = 1\), where \(K\) - drag coefficient value in SCB model, \(\delta\) - precision for the \(\delta\)-complete decision procedure, \(2\xi\) - desired size of the confidence interval, \(c\) - confidence value, \(CI\) - confidence interval, \(|CI|\) - size of the obtained confidence interval, \(n\) - number of verified samples.
Remark 4.1. Note that if procedure `evaluate` features formulae which are robust for the given $\delta$ and all parameter values, the size of the confidence interval returned by Algorithms 7 and 8 can be guaranteed to be of size not larger than $2\xi$. This is because both algorithms use procedure `evaluate` to verify the singletons drawn from the parameter space. Each such singleton belongs either to the goal set or its complement. Therefore, if both formulae in procedure `evaluate` are robust for the given $\delta$, then `evaluate` returns either `sat` or `unsat`.

4.3 Handling Nondeterminism

The introduction of nondeterministic parameters defines a bounded reachability function (see Chapter 3). Analogously to Algorithm 3, the nondeterministic parameter space can be partitioned into boxes, and for each such box a confidence interval containing the entire range of the bounded reachability probability function on the corresponding parameter box can be computed using one the algorithms from Section 4.2. However, this does not solve the problem of exponential complexity growth as the nondeterministic parameter boxes will introduce quantified variables into the formulae in procedure `evaluate`. In order to tackle this issue there are methods for solving optimization problem (that is finding the minimum/maximum reachability probability) based on sampling such as Monte Carlo and Quasi-Monte Carlo techniques [11, 56].

This chapter presents an adaptation of the Cross-Entropy (CE) algorithm [72] – a Monte Carlo approach for handling SPHSs featuring nondeterministic parameters, and Quasi-Monte Carlo methods will be considered for future work.

The CE is a powerful stochastic technique that solves approximately the problem of finding a value $p^* \in P_N$ for the nondeterministic parameters that minimises (maximises) the reachability probability function $Pr$ on $P_N$. In other words, it returns an estimate $\hat{p}$ for $p^*$ and a confidence interval $[a, b]$ containing $Pr(\hat{p})$ with specified confidence $c \in (0, 1)$. However, it cannot be guaranteed that $\hat{p}$ is a global optimum (i.e., $\hat{p} \neq p^*$ in general).

4.3.1 Cross-Entropy Algorithm

The probabilistic reachability analysis for SPHS featuring both random and nondeterministic parameters is performed by solving an optimisation problem aimed at finding
the nondeterministic parameter values for which the system achieves the maximum (minimum) bounded reachability probability. Algorithm 9 presents a technique based on the Cross-Entropy method.

The main idea behind the CE method is obtaining the optimal parameter distribution by minimizing the distance between two probability density functions. The cross-entropy (or Kullback-Leibler divergence) between two probability density functions \( g \) and \( f \) is equal to:

\[
\Theta(g, f) = \int g(p) \ln \frac{g(p)}{f(p)} dp .
\]

The CE is non-negative and \( \Theta(g, f) = 0 \) iff \( g = f \), but it is not symmetric (i.e., \( \Theta(g, f) \neq \Theta(f, g) \)), so it is not a distance in the formal sense.

The optimisation problem solved by the CE method can be formulated as the following: given a family of densities \( \{ f(\cdot; v) \}_{v \in V} \) find the value \( v \in V \) that minimizes \( \Theta(g^*, f(\cdot; v)) \) (where \( g^* \) is the optimal density). Essentially, the CE method performs a randomised search in the nondeterministic parameter space \( P_N \), “guided” by the Kullback-Leibler divergence. The CE comprises two general steps:

1. generating random samples from some initial distribution and computing the confidence intervals for each sample using one of the algorithms from Section 4.2,

2. updating the distribution based on a portion of the best samples (also called elite) in order to draw better samples in the next iteration.

Figure 4.1 provides visual aid for explaining the intuition behind the algorithm. It can be seen that the distribution’s mean \( (\mu_1, \mu_2, \mu_3) \) is moving towards the optimal value \( \mu^* \) while the distribution’s variance is decreasing.

Note that for solving optimisation problems it is necessary that the family \( \{ f(\cdot; v) \}_{v \in V} \) contains distributions that can approximate arbitrarily well single-point distributions. Also, the formulae for updating the distribution parameters \( v \) based on the elite samples must satisfy the following stochastic program:

\[
\frac{1}{k} \sum_{i=1}^{k} P(p_i) \frac{d}{d\nu} \ln f(p_i; v) = 0 , \tag{4.11}
\]

where \( k \) is the number of elite samples, \( p_i \) is the \( i \)-th elite sample drawn from \( P_N \), \( P(p_i) \) is the sample performance which is equal to 1 if \( p_i \) is elite, \( \nu \) is the parameter of
Figure 4.1: Explanation of the principles of the Cross-Entropy algorithm using an example of a family of normal distributions, where $\mu_1$, $\mu_2$ and $\mu_3$ – the means of the PDFs $f(\cdot; \mathbf{v})$ used for at the first, the second and the third iterations of the algorithm and $\mu^*$ – the mean of the optimal density $g^*$.

the distribution for the next iteration of the algorithm, and $f$ is the probability density function of the chosen distribution.

The described technique is presented in Algorithm 9. The algorithm starts by initializing the distribution parameter $\mathbf{v}$ (line 1) with the user-defined value $\mathbf{v}_0$ and calculating the elite sample size $k = \lceil \lambda s \rceil$ (line 2), where $s > 0$ is the chosen sample size and $\lambda \in (0, 1)$ is the fraction of the sample size defining the number of elite samples.

In the outer loop (line 4) the current distribution variance is computed, and the main queue is initialised (line 5). Then in the inner loop (line 6) it draws $s$ random samples from the distribution $f(\cdot; \mathbf{v})$ (line 7) and evaluates performance of each sample $p_i$ using Algorithm 8 (line 10), where $H(p_i)$ is a SPHS obtained by substituting all nondeterministic parameters in the given system $H$ with the drawn value $p_i$. The Chernoff-Hoeffding bound algorithm (Algorithm 7) can also be used for the same purpose. However, as it was discussed in the previous section, it requires more samples for estimating the bounded reachability probability with the same precision.

The evaluated samples and the corresponding confidence intervals are pushed to the main queue (line 11). Note that the distribution $f(\cdot, \mathbf{v})$ can have unbounded support. Therefore, it is necessary to check whether the drawn samples are inside the domain of nondeterministic parameters $P_N$ (line 8) as the system might not be well-defined.

75
Algorithm 9: \( \text{CE}(H, l, \delta, c, \xi, \alpha, \beta, s, \lambda, \hat{\sigma}^2, v_0, f(\cdot; \cdot)) \)

**Input**: 
- \((H, \mathcal{P})\): SPHS, 
- \(l \in \mathbb{N}\): reachability depth, 
- \(\delta > 0\): solver precision, 
- \(c \in (0, 1)\): confidence (coverage probability), 
- \(\xi \in (0, 1)\): accuracy, 
- \(\alpha, \beta\): Beta distribution parameters, 
- \(s\): sample size, 
- \(\lambda\): elite samples ratio, 
- \(\hat{\sigma}^2\): maximum variance, 
- \(v_0\): initial parameters of the distribution, 
- \(f(\cdot; \cdot)\): parametric distribution family, 
- \(N\): maximum number of iterations.

**Output**: parameter value, maximum probability

1. \(v = v_0;\)
2. \(k = \lceil \lambda s \rceil;\)
3. \(\text{counter} := 0;\)
4. **repeat**
5. \(\sigma^2 = \text{Var}(f(\cdot; v)); \ Q = \emptyset;\)
6. **for** \(i = 1 : s\) **do**
7. \(p_i = \text{sample}(f(\cdot; v));\)
8. \(\text{if } p_i \notin P_N \text{ then } [a, b] = [\infty, \infty]; \)
9. \(\text{else}\)
10. \([a, b] = \text{bayes}(H(p_i), l, \delta, c, \xi, \alpha, \beta);\)
11. \(Q \leftarrow \{p_i, \text{mid}([a, b])\};\)
12. \(\text{sort}(Q);\)
13. \(E = \{Q[1], \ldots, Q[k]\};\)
14. \(\text{res} = E[1];\)
15. \(v = \text{update}(E);\)
16. \(\text{counter} := \text{counter} + 1;\)
17. **until** \((\max_{1 \leq j \leq n} \sigma^2_j \leq \hat{\sigma}^2) \lor (\text{counter} > N);\)
18. **return** \(\text{res};\)

outside \(P_N\). Also, when solving a probability minimization problem the value assigned to \([a, b]\) in line 8 should be changed to \([\infty, \infty]\).

After all samples are evaluated they are sorted (line 12) by the midpoint of their confidence intervals in descending order (ascending in the case of probability minimiza-
tion), and first $k$ of them are identified as elite (line 13). The set of elite samples $E$ is then used for updating the distribution parameters $v$ (line 15).

The formulae for updating the distribution parameters (i.e., procedure update) depend on the type of the distribution. The following sections discuss the application of normal and Beta distributions to update in Algorithm 9. If the termination condition (line 17) is not met then the algorithm repeats the previous step with the updated distribution parameters.

The algorithm terminates when the largest element of variance vector $\sigma^2$ reaches a user-defined precision $\hat{\sigma}^2$, or when the maximum number of iterations is reached, and it outputs the estimated maximum (minimum) confidence interval $[a, b]$ for the bounded reachability probability and the (nondeterministic) parameter value $p_i$ for which $\Pr(p_i) \in [a, b]$.

There are several factors affecting the quality of Algorithm 9. First of all, using more samples per iteration and choosing appropriate initial parameters of the utilised distribution increases the coverage of the nondeterministic parameter space and prevents from falling into local extrema. An example of potential converging to a local maximum can be found in Section 6.2.5. Secondly, reducing the terminal variance can provide better “fine-tuning” – obtaining a more accurate estimate. Finally, the accuracy of evaluating the sample performance and the solver precision used for computing confidence intervals for the drawn nondeterministic samples is an equally important factor.

4.3.2 Normal Distribution for CE

This section considers a parametrized family of normal distributions $f(\cdot; v)$ with $v = \{\mu, \sigma\}$, where the first element of $v$ is the mean and the second element is the standard deviation. Note that initially the standard deviation should be relatively large in order to cover a larger space on the first iteration of the algorithm. Thus, $\mu_0$ is chosen to be in the centre of $P_N$, and each element of $\sigma_0$ is a half-size of the corresponding parameter domain:

$$\mu_0 = \{\frac{c_1 + d_1}{2}, \cdots, \frac{c_n + d_n}{2}\}, \quad \sigma_0 = \{\frac{d_1 - c_1}{2}, \cdots, \frac{d_n - c_n}{2}\},$$

where $[c_i, d_i]$ is the domain of the $i$-th nondeterministic system parameter.
The distribution parameters \( \mu_i \) and \( \sigma_i \) on the \( i \)-th iteration of the outer loop of Algorithm 9 are updated using the formulae from [72] Chapter 8.7:

\[
\mu_i = \frac{1}{k} \sum_{j=1}^{k} E[j], \quad \sigma_i = \sqrt{\frac{1}{k} \sum_{j=1}^{k} (E[j] - \mu_i)^2},
\]

where \( E \) is a set of elite samples.

Also, as the normal distribution has unbounded support then, given the desired number of nondeterministic samples \( s^* \), it is easy to see that as the number of nondeterministic parameters increases, the more difficult it becomes to draw samples lying inside of \( P_N \). In fact, given \( n \) nondeterministic parameters the probability that a sample \( p_i \) belongs to \( P_N \) is equal to:

\[
P(p_i \in P_N) = \prod_{j=1}^{n} \int_{c_j}^{d_j} f(x_j|\mu_j, \sigma_j) \, dx_j
\]

(4.12)

Hence, in order to increase the likelihood that \( s^* \) samples lie in \( P_N \) it is sufficient to generate \( s = \lceil \frac{s^*}{\eta} \rceil \) samples, where \( \eta = P(p_i \in P_N) \) is obtained using (4.12). Using distributions with bounded support (e.g. Beta distribution) allows avoiding this issue.

**Example 4.3. (Maximum Reachability Probability in SCB)**

Algorithm 9 was applied to computing the maximum reachability probability for SCB model using a parametrised family of normal distributions with reachability depth \( l = 1 \), precision \( \delta = 10^{-12} \), accuracy \( 2\xi = 10^{-2} \), confidence \( c = 0.99 \), and terminal variance \( \hat{\sigma}^2 = 10^{-2} \).

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>( s )</th>
<th>( K^* )</th>
<th>( CI )</th>
<th>( Pr(K^*) )</th>
<th>( s_N )</th>
<th>( i )</th>
<th>( s_{out} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-1} )</td>
<td>10</td>
<td>0.89301</td>
<td>[0.68238, 0.69238]</td>
<td>0.68677</td>
<td>26</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>( 10^{-1} )</td>
<td>20</td>
<td>0.88407</td>
<td>[0.67208, 0.68208]</td>
<td>0.6745</td>
<td>51</td>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>( 5 \times 10^{-1} )</td>
<td>10</td>
<td>0.8819</td>
<td>[0.66715, 0.67715]</td>
<td>0.67148</td>
<td>26</td>
<td>2</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 4.3: Results of applying Algorithm 9 in Example 4.3, where \( \lambda \) - elite ratio, \( s \) - number of nondeterministic samples per iteration of Algorithm 9, \( K^* \) - nondeterministic parameter estimate resulting into the maximum probability reachability, \( CI \) - corresponding confidence interval, \( Pr(K^*) \) - approximate value of the probability function obtained analytically for the given \( K^* \), \( s_N \) - total number of nondeterministic samples, \( i \) - number of iterations of Algorithm 9, \( s_{out} \) - number of nondeterministic samples drawn from outside \( P_N \).
The computed confidence intervals (see Table 4.3) contain the reachability probability values calculated analytically (see Example 3.3) for the corresponding nondeterministic estimates, and the point of maximum is at $K_{\text{max}} = 0.9$, where $\Pr(K_{\text{max}}) \approx 0.69617$.

At the same time, the obtained results are rather counter-intuitive as increasing the nondeterministic sample size ($s$) and the elite samples ratio ($\lambda$) did not result into better maximum reachability probability estimates.

The sample size correction prevented Algorithm 9 from under-sampling the nondeterministic parameter space, as inequality $s \leq \frac{s_{\text{in}}}{s_{\text{out}}}$ holds for all three cases. In other words, Algorithm 9 drew more nondeterministic samples per iteration than the desired value $s$.

### 4.3.3 Beta Distribution for CE

This section presents a parametrized family of Beta distributions $f(\cdot; \mathbf{v})$ with $\mathbf{v} = \{\alpha, \beta\}$, where $\alpha \geq 1$ and $\beta \geq 1$ are the parameters of a Beta distribution. As there are no analytic formulas for updating $\alpha$ and $\beta$ in the literature, I have directly derived the updating formulae through solving the following stochastic program (4.11).

$$\frac{1}{k} \sum_{i=1}^{k} P(p_i) \frac{d}{d\mathbf{v}} \ln f(p_i; \mathbf{v}) = 0.$$  

The probability density function of Beta distribution is a function:

$$f(x, \alpha, \beta) = \frac{x^{\alpha-1}(1-x)^{\beta-1}}{B(\alpha, \beta)},$$

where $B(\alpha, \beta)$ – Beta function.

The derivative of the logarithm of $f$ with respect to $\alpha$ and $\beta$ are:

$$\frac{d}{d\alpha} \ln f(p_i, \alpha, \beta) = \ln p_i - \frac{d}{d\alpha} B(\alpha, \beta) \frac{1}{B(\alpha, \beta)} = \ln(p_i) - \psi(\alpha) + \psi(\alpha + \beta),$$

$$\frac{d}{d\beta} \ln f(p_i, \alpha, \beta) = \ln(1-p_i) - \frac{d}{d\beta} B(\alpha, \beta) \frac{1}{B(\alpha, \beta)} = \ln(1-p_i) - \psi(\beta) + \psi(\alpha + \beta),$$

where $\psi(\alpha) = \frac{\Gamma'(\alpha)}{\Gamma(\alpha)}$ – digamma function, and $\Gamma(\alpha) = \int_0^\infty z^{\alpha-1} e^{-z} dz$ – gamma function.

Hence, the values $\alpha$ and $\beta$ satisfying the stochastic program (4.11) are the solution
for the system of equations:

$$\frac{1}{k} \sum_{i=1}^{k} P(p_i)(\ln(p_i) - \psi(\alpha + \beta)) = 0,$$

$$\frac{1}{k} \sum_{i=1}^{k} P(p_i)(\ln(1 - p_i) - \psi(\beta) + \psi(\alpha + \beta)) = 0.$$

Let now $E$ be a set of elite samples. Thus, for each $p_i$ its performance $P(p_i) = 1$ (by definition of the elite samples and the sample performance). Hence,

$$\frac{1}{k} \sum_{i=1}^{k} (\ln(E[i]) - \psi(\alpha + \beta)) = 0,$$

$$\frac{1}{k} \sum_{i=1}^{k} (\ln(1 - E[i]) - \psi(\beta) + \psi(\alpha + \beta)) = 0,$$

or equivalently,

$$\psi(\alpha) - \psi(\alpha + \beta) - c_1(E) = 0,$$

$$\psi(\beta) - \psi(\alpha + \beta) - c_2(E) = 0,$$

where $c_1(E) = \frac{\sum_{i=1}^{k} \ln(E[i])}{|E|}$ and $c_2(E) = \frac{\sum_{i=1}^{k} \ln(1-E[i])}{|E|}$.

Function $\psi$ can be approximated as $\psi = \psi^* + O\left(\frac{1}{\alpha^6}\right)$, where $\psi^* = \ln(\alpha) - \frac{1}{2\alpha} - \frac{1}{12\alpha^2} + \frac{1}{120\alpha^4} - \frac{1}{292\alpha^6} + \frac{1}{240\alpha^8} - \frac{5}{660\alpha^{10}} + \frac{691}{32760\alpha^{12}} - \frac{1}{12\alpha^4}$. Therefore, the values of $\alpha$ and $\beta$ for the next iteration of the Cross-Entropy algorithm can be obtained as the solution of the system below.

$$\psi^*(\alpha) - \psi^*(\alpha + \beta) - c_1(E) = 0, \quad \psi^*(\beta) - \psi^*(\alpha + \beta) - c_2(E) = 0.$$

**Example 4.4. (Minimum Reachability Probability in SCB)**

Algorithm 9 was applied to computing the minimum reachability probability for SCB model using normal and Beta distributions with reachability depth $l = 1$, precision $\delta = 10^{-12}$, accuracy $2\xi = 10^{-2}$, confidence $c = 0.99$, elite sample ratio $\lambda = 10^{-1}$, and nondeterministic sample size $s = 10$.

The computed confidence intervals (see Table 4.4) contain the reachability probability values calculated analytically (see Example 3.3) for the corresponding nondeterministic estimates, and the point of minimum is at $K_{\text{min}} = 0.5$, where $\Pr(K_{\text{min}}) \approx 0.147284$.

It can also be seen that the Cross-Entropy algorithm with normal distribution drew more samples from the domain of nondeterministic parameters than with Beta distribution (25 against 20 samples) for the same terminal variance value $\hat{\sigma}^2 = 10^{-2}$. However,
Table 4.4: Results of applying Algorithm 9 in Example 4.4, where \( \hat{\sigma}^2 \) - terminal variance, \( K^* \) - nondeterministic parameter estimate resulting into the minimum probability reachability, \( CI \) - corresponding confidence interval, \( \Pr(K^*) \) - approximate value of the probability function obtained analytically for the given \( K^* \), \( s_N \) - total number of nondeterministic samples, \( i \) - number of iterations of Algorithm 9, \( s_{out} \) - number of nondeterministic samples drawn from outside \( P_N \), \( f(\cdot;\cdot) \) - distribution used by Algorithm 9, \( N \) - normal distribution, \( B \) - Beta distribution.

<table>
<thead>
<tr>
<th>( \hat{\sigma}^2 )</th>
<th>( K^* )</th>
<th>( CI )</th>
<th>( \Pr(K^*) )</th>
<th>( s_N )</th>
<th>( i )</th>
<th>( s_{out} )</th>
<th>( f(\cdot;\cdot) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 10^{-2} )</td>
<td>0.52182</td>
<td>[0.16223, 0.17223]</td>
<td>0.1668</td>
<td>20</td>
<td>2</td>
<td>0</td>
<td>B</td>
</tr>
<tr>
<td>( 10^{-2} )</td>
<td>0.50425</td>
<td>[0.14464, 0.15464]</td>
<td>0.15093</td>
<td>26</td>
<td>2</td>
<td>1</td>
<td>N</td>
</tr>
<tr>
<td>( 10^{-6} )</td>
<td>0.52766</td>
<td>[0.17117, 0.18117]</td>
<td>0.17235</td>
<td>40</td>
<td>4</td>
<td>0</td>
<td>B</td>
</tr>
</tbody>
</table>

the former variation of Algorithm 9 produced a better estimate of the minimum reachability probability.

Also decreasing terminal variance from \( 10^{-2} \) to \( 10^{-6} \) increased the number of iterations of Algorithm 9 from 2 to 4, but it did not result into producing better probability estimates.

Example 4.4 demonstrates that using distributions with bounded support can improve performance of Algorithm 9, as there is no oversampling that can happen due to the sample size correction. At the same time, the normal distribution provided a better probability estimate than the Beta distribution. A possible explanation to this phenomenon could be that distributions with bounded support perform worse when the minimum/maximum reachability probability resides at the border of the nondeterministic parameter space. This way the probability of drawing a sample closer to the border is smaller than for distributions with unbounded support.

4.4 Discussion

In this chapter I introduced novel statistical techniques for computing the bounded reachability probability in SPHSs. The presented algorithms provide numerically and statistically rigorous confidence intervals by combining the numerically guaranteed procedure evaluate and Monte Carlo techniques such as the Chernoff-Hoeffding bound, Bayesian estimation, and the Cross-Entropy algorithm. The presented algorithms help
reducing the computational cost with respect to the number of system parameters in comparison to Algorithm 3. Now the number of evaluated parameter boxes remains constant with respect to the number of random parameters. However, the CE algorithm (Algorithm 9) might still require more samples when the number of nondeterministic parameters increases.

The Chernoff-Hoeffding bound and the Bayesian estimation algorithm are used for computing confidence intervals containing the bounded reachability probability value for the systems featuring only random parameters. The latter was demonstrated to be more efficient than the former for obtaining results with similar accuracy and confidence values.

The Cross-Entropy algorithm can handle SPHSs with all types of parameters. It navigates through the nondeterministic parameter space for obtaining an estimate for the minimum (maximum) probability value. Such estimate is not guaranteed to be the value where the exact minimum (maximum) probability resides. However, the confidence interval obtained for this value is statistically and numerically guaranteed.

Algorithm 9 can incorporate different distributions from the exponential family (e.g. normal and Beta distributions). Distributions with unbounded support require increasing the number of samples in order to guarantee sufficient coverage of the nondeterministic domain, which, however, can result in oversampling. Nevertheless, they provide better sampling around the borders of the nondeterministic parameter space than distributions with bounded support.

4.4.1 Future Work

The future direction of this work is studying statistical methods with better convergence rate (e.g., randomised Quasi-Monte Carlo techniques) for computing confidence intervals, analysing the system’s dynamics for obtaining the optimal precision for the $\delta$-complete decision procedure, and incorporating different distributions for every iteration of the Cross-Entropy algorithm depending on the current probability estimate.
Chapter 5

ProbReach: A Software Tool for Computing Bounded Reachability Probability in SPHS

5.1 Introduction

In this chapter I present ProbReach, a tool that I developed for computing bounded reachability probability in stochastic parametric hybrid systems \[77\]. It provides a C++ implementation (about 10,000 lines of code) of the algorithms introduced in the previous chapters. ProbReach uses publicly available libraries, and it is distributed under the GNU General Public License\(^1\) (GPL). This chapter discusses the architecture of ProbReach, its implementation details, and presents several usage scenarios.

5.2 Input format

ProbReach uses the Probabilistic Delta-Reachability (PDRH) format for PHSs and SPHSs encoding. PDRH extends Delta-Reachability (DRH) format utilised by dReach \[51\] with random parameters. Figure 5.1 shows the PDRH encoding of SCB model from Example 3.1. The full description of the PDRH format can be found in the ProbReach

\[\text{http://www.gnu.org/licenses/gpl.html}\]
documentation¹.

```plaintext
#define g 9.8
[0, 10000] Sx; // horizontal distance (m)
[0, 1000] Sy; // vertical distance (m)
[0, 10] tau; // local time
[0, 10] time; // local time (required)
[0, 500] v; // speed of the ball (m/s)
[0.5, 0.9] K; // drag coefficient
dist_normal(25,3) v0; // initial speed of the ball (m)
dist_discrete(0.7854:0.9,
    1.0472:0.09,
    0.5236:0.01) alpha; // angle to horizon (rad)
{
    mode 1;
    flow:
        d/dt[Sx] = v * cos(alpha);
        d/dt[Sy] = v * sin(alpha) - g * tau;
        d/dt[tau] = 1.0;
        d/dt[v] = 0.0;
    jump:
        (and (tau > 1e-3) (Sy <= 0) (Sy >= 0)) ==> @1(and (Sx’ = Sx)
                (Sy’ = 0)
                (tau’ = 0)
                (v’ = K * v)
                (v0’ = v0)
                (alpha’ = alpha)
                (K’ = K));
}
init:
    @1(and (Sx = 0) (Sy = 0) (tau = 0) (v = v0));
goal:
    @1(and (tau = 0) (Sx >= 100));
```

Figure 5.1: SCB model encoded in PDRH format.

¹https://github.com/dreal/probreach/blob/master/doc/usage.md
5.3 ProbReach Architecture

ProbReach consists of several components (Figure 5.2): *PDRH Parser, Evaluation Procedure, Utility Package and Algorithms*.

---

**Figure 5.2: The ProbReach Architecture.**

---

5.3.1 PDRH Parser

*PDRH Parser* incorporates two components: a C preprocessor and a PDRH model parser implemented using Flex and Bison \[57\]. The former is used for resolving constants and functions defined with C `#define` macro and removing comments. Note that the C preprocessor is not a required component as comments are not necessary.
for the correct model specification, and constants can be defined by a means of PDRH syntax. The PDRH model parser translates the input model specified in PDRH format into its program representation.

5.3.2 Utility Package

This package implements the algorithms from Section 3.5, the methods for sampling the system’s parameter space used in Algorithms 7, 8 and 9, and some auxiliary methods for parameter boxes.

- **Box Factory** implements the procedure `bisect` (Algorithm 4) for partitioning parameter boxes, the methods for computing their volumes, sorting and checking their intersection. All calculations are performed using the interval library CAPD\(^1\). Box Factory also uses native C++11 methods for sorting the lists of boxes.

- **Measure.** Firstly, it implements the procedure `measure` (Algorithm 5) which is used by Formal Engine for computing the probability values for the random parameter boxes. CAPD is utilised here for computing the fourth derivative of the integrands in Algorithm 6. Secondly, it implements the procedure for bounding the support of continuous random parameters with unbounded support, and it uses the IBEX library\(^2\) for computing the probability precision value \(\epsilon\) for multiple continuous random parameters. Finally, it implements the methods used by the Cross-Entropy Algorithm for sorting the parameter boxes by the mid-value of the corresponding probability enclosures.

- **Random Boxes Generator** generates random samples from all supported distributions using the GNU Scientific Library (GSL) [32]. It is used by the Statistical Engine for drawing random samples.

5.3.3 Evaluation Procedure

**Evaluation Procedure** implements the procedure `compute` (Algorithm 2). It is used by both engines of the Algorithms package for evaluating the parameter boxes, and it

\(^1\)http://capd.ii.uj.edu.pl/
\(^2\)http://www.ibex-lib.org/
incorporates: *Formula Generator*, which produces the formulae in the format required by the solver and *Solver Wrapper*, implementing the methods for executing the utilised SMT solver and parsing the solver output. Currently, *ProbReach* supports two solvers: *dReal* [36] and *iSAT-ODE* [22].

- **Formula Generator.** *dReal* uses an extended version of the SMT2 format for specifying the input files. The extension is made to support ODEs. *Formula Generator* produces up to $l+1$ formulae for the given reachability depth $l$ (formula $\text{reach}$ and $l$ formulae $\text{fail}_j$). The formulae are not generated in advance. They are created as they are evaluated by *dReal*. Also, it does not generate a formula if the set *Paths* is empty.

  *iSAT-ODE* is a standalone tool for verification of hybrid systems and it accepts models specified in its own HYS format. This language allows defining a PHS without random parameters which can be further evaluated by *iSAT-ODE*. The reachability depth can be passed as a command line argument to the solver. Thus, the task of unrolling the reachability formula is delegated entirely to *iSAT-ODE*.

- **Solver Wrapper.** *ProbReach* treats solvers as standalone applications. The solver execution is performed via a system call. During the system call the standard output is redirected to a file which is then parsed upon the solver’s termination. As multiple solvers are supported by *ProbReach*, *Solver Wrapper* also detects the solver type automatically.

*Evaluation Procedure* is the most computationally consuming component of the tool, as it solves a PSPACE-complete problem. The reason for employing multiple solvers is that they perform differently depending on the evaluated formula. In particular, it was observed that sometimes *iSAT-ODE* takes less time for verifying satisfiable formulae, while *dReal* is faster for unsatisfiable formulae.

### 5.3.4 Algorithms

The *Algorithms* package combines *Formal Engine* and *Statistical Engine* implementing the algorithms for computing the bounded reachability probability. Also, all implemented algorithms are parallelised using OpenMP [66].
• **Formal Engine** implements Algorithm 3. It uses **Evaluation Procedure** for evaluating the parameter boxes, **Box Factory** for the parameter space partitioning, and **Measure** for calculating the probability values for the random parameter boxes.

• **Statistical Engine** implements Algorithms 7, 8 and 9. It uses **Random Boxes Generator** for sampling the parameter boxes (both random and nondeterministic), and **Evaluation Procedure** for evaluating the obtained samples. **Cross-Entropy Algorithm** also uses **Box Factory** to determine whether the generated sample belongs to the nondeterministic parameter space of the system.

### 5.4 Usage

**ProbReach** can be executed by running the following command:

```
ProbReach <options> <file.pdrh/file.drh> <solver-options>
```

The examples below demonstrate application of both verification approaches to SCB model. The full list of command line arguments available in **ProbReach** can be found in the tool documentation\(^1\).

**Example 5.1. (Applying Formal Engine to SCB)**

```
ProbReach -k 2 --solver dReal -e 1e-3 --partition-prob
           --precision-nondet K 5e-2 cannon-ball-nondet.pdrh
```

where

- `-k 2` - specifies the reachability depth \( l = 2 \).

- `--solver dReal` - specifies the full path to the solver executable. In this example it is assumed that the directory containing `dReal` is added to the path or defined as a symbolic link.

- `-e 1e-3` - specifies the desired probability enclosure length \( \epsilon = 10^{-3} \).

- `--partition-prob` - instructs **ProbReach** to partition the domain of continuous random parameters before executing Algorithm 3.

--precision-nondet K 5e-2 - defines the precision vector for nondeterministic parameters $\rho = \{5 \cdot 10^{-2}\}$.

cannon-ball-nondet.pdrh - specifies the full path to the file containing the PDRH model from Figure 5.1. In this case it is assumed that the model file and the ProbReach executable are located in the same directory.

ProbReach produces the following output:

K: [5.00000000e-01,5.25000000e-01]; | [1.43947855e-01,1.71953293e-01]
K: [5.25000000e-01,5.50000000e-01]; | [1.64279428e-01,1.99103247e-01]
K: [5.50000000e-01,5.75000000e-01]; | [1.91010615e-01,2.28597883e-01]
K: [5.75000000e-01,6.00000000e-01]; | [2.18452654e-01,2.60842941e-01]
K: [6.00000000e-01,6.25000000e-01]; | [2.49595461e-01,2.87977794e-01]
K: [6.25000000e-01,6.50000000e-01]; | [2.71572266e-01,3.03073351e-01]
K: [6.50000000e-01,6.75000000e-01]; | [3.11157581e-01,4.26417024e-01]
K: [6.75000000e-01,7.00000000e-01]; | [3.91849026e-01,5.39056684e-01]
K: [7.00000000e-01,7.25000000e-01]; | [4.17414938e-01,4.78222884e-01]
K: [7.25000000e-01,7.50000000e-01]; | [4.56227071e-01,5.39123450e-01]
K: [7.50000000e-01,7.75000000e-01]; | [5.04066525e-01,5.77470467e-01]
K: [7.75000000e-01,8.00000000e-01]; | [5.42726540e-01,6.02637703e-01]
K: [8.00000000e-01,8.25000000e-01]; | [5.81089501e-01,6.39373616e-01]
K: [8.25000000e-01,8.50000000e-01]; | [6.05282091e-01,6.96839371e-01]

These probability enclosures were visualised in Figure 3.2 (the red boxes).

Example 5.2. (Applying Statistical Engine to SCB)

```
./ProbReach -k 2 --solver isat-ode --bayesian-acc 5e-3
     --bayesian-conf 0.99 --cross-entropy
     --cross-entropy-term-arg 1e-2 cannon-ball-nondet.pdrh
```

where

--bayesian-acc 5e-3 - specifies the half-size of the confidence interval to be computed by Algorithm 8.

--bayesian-conf 0.99 - specifies the confidence value for Algorithm 8.
--cross-entropy - instructs ProbReach to use Algorithm 9.

--cross-entropy-term-arg 1e-2 - specifies the terminal variance value for Algorithm 9.

**ProbReach** produces the following output:

K: [8.87191917e-01, 8.87191917e-01]; | [6.72533921e-01, 6.82551161e-01]

All results for the running example in this thesis were obtained using **ProbReach**.

## 5.5 Discussion

In this chapter I presented **ProbReach**, a tool that I developed for computing bounded reachability probability in SPHSs. **ProbReach** provides C++ implementation of the algorithms from Chapters 2, 3 and 4, and it does not require any proprietary software. Also, **ProbReach** supports multiple SMT solvers (i.e., iSAT-ODE and dReal), and can utilise any SMT solver supporting nonlinear ODEs and providing δ-decisions once the corresponding **Formula Generator** and **Solver Wrapper** are implemented. The implemented algorithms were parallelised using OpenMP for increasing the tool performance.

### 5.5.1 Future Work

There are several directions for future work. First of all, a more efficient parallelisation strategy should be implemented. This will require developing a sophisticated parallelisation manager monitoring the CPUs availability and dynamically distributing the load equally between the threads, in order to reduce CPU idle. This improvement can significantly increase the **ProbReach** performance.

Secondly, although formal model checking is a crucial problem, model simulation is also very important for the design process. Generally, simulation requires fewer computational resources than verification, and it can provide visual aid for better understanding the model’s behaviour and potentially reduce the search space for the verification tools. Thus, another improvement could be an implementation of a translator from **ProbReach** input format into Stateflow/Simulink [18] – a state-of-art tool for model specification and simulation.
Moreover, investigating and benchmarking available SMT solvers and their further incorporation within ProbReach could also be beneficial.

Finally, improvement of sorting techniques, the procedure for verified integral computation, and general code enhancement can greatly contribute to increasing the performance of ProbReach.
Chapter 6

Case Studies

6.1 Introduction

This chapter demonstrates the application of ProbReach to several case studies. Section 6.2 features simple models, while Sections 6.3 and 6.4 present more complex case studies such as the automated synthesis of safe and robust PID controllers for the artificial pancreas, and UVB irradiation therapy for treating psoriasis.

All experiments were conducted on a 32-core (2.9 GHz) Ubuntu 16.04 machine.

6.2 Exploring ProbReach Settings

This section features several relatively simple nonlinear hybrid (and non-hybrid) models. The ProbReach settings and computation details are presented in Table 6.1. The main aim of the experiments conducted in this section is to study how different tool settings and model complexity (i.e., the number of system’s parameters) affect the computation result, and the ProbReach performance.

6.2.1 Good and Bad

This section presents a simple introductory example considering a single mode non-hybrid system with constant flow dynamics ($\frac{dx}{dt} = 0$). The initial state of the system is defined by the predicate $(x(0) = r) \land (n \in [0, 1])$, where $r$ is uniformly distributed over $[0,1]$, and $n$ is a continuous nondeterministic parameter on $[0, 1]$. ProbReach was used
Table 6.1: ProbReach settings and computation details for the case studies from Section 6.2, where Model - name of the model, $\epsilon$ - precision on the size of the probability enclosures, $\rho$ - nondeterministic parameters precision vector, $\eta$ - multiplier setting the precision for the solver, $|L|$ - number of computed probability enclosures, Time - CPU time in seconds, $\{-\}$ denotes that the precision on the nondeterministic parameters is ignored, and ProbReach terminates when all probability enclosures are of size smaller than or equal to $\epsilon$, and N/A indicates that the model does not feature nondeterministic parameters.

for computing 0-step bounded reachability probability for two different goals: a good goal defined by the predicate $(x \leq 0.9n + 0.1) \land (x \geq 0.9n)$, and a bad one represented by $(x \leq 2(n - 0.5)^2 + 0.5) \land (x \geq -2(n - 0.5)^2 + 0.5)$.

The projections of the goal set $G$ on the domain of continuous random parameters $P_R = [0, 1]$ for each $n$ are the intervals $[0.9n, 0.9n + 0.1]$ and $[-2(n - 0.5)^2 + 0.5, 2(n - 0.5)^2 + 0.5]$ for the good and the bad cases, respectively. As the random parameter $r$ is distributed uniformly and $x$ is a constant, the probability of reaching the goal can be obtained as the difference of the right-hand side and the left-hand side of these intervals. Thus, in the good case the probability function is constant $\Pr(n) = 0.1$, and in the bad case it is equal to $\Pr(n) = 4n^2 - 4n + 1$, which reaches its minimum value of 0 at $n = 0.5$ and the maximum value of 1 at $n = 0$ and $n = 1$. Figure 6.1 demonstrates that the graphs of the reachability probability functions obtained analytically are fully
contained within the computed probability enclosures.

### 6.2.2 Car Deceleration Scenario

This case study considers a car deceleration scenario represented by a 2-step bounded reachability problem in a three-mode SPHS (Figure 6.2).

In the initial mode the car accelerates from 0 to 27.78 m/s (0 to 100 km/h). During this stage its velocity changes as \( \frac{dv(t)}{dt} = \alpha \exp(-\alpha t + \beta) - c_d v^2(t) \), where \( \alpha = 0.05776 \) and \( \beta \sim N(4, 0.1) \) are coefficients modelling the acceleration properties of the car, and \( c_d = 3.028 \cdot 10^{-4} \) m\(^{-1}\) is the drag coefficient. When the target velocity 27.78 m/s is reached, the driver takes \( t_{react} = 1.2 \) seconds to react and to start decelerating. In the “reaction” mode the car is not accelerating, and its velocity is governed by the equation \( \frac{dv(t)}{dt} = -c_d v^2(t) \). In the final (braking) mode the car is decelerating according to the equation \( \frac{dv(t)}{dt} = \mu a_d - c_d v^2(t) \) where \( a_d \in [4.0, 6.0] \) is the car’s deceleration (a nondeterministic parameter), and \( \mu = 1 \) is the coefficient modelling the road properties (e.g., slope, friction). Throughout the modes the distance \( s(t) \) travelled by the car is governed by \( \frac{ds(t)}{dt} = \upsilon(t) \). {ProbReach} was applied to the described model for computing the probability of stopping within 400 metres. The obtained probability enclosures are shown in Figure 6.3, and the {ProbReach} settings are given in Table 6.1.

### 6.2.3 Cars Collision Scenario

This case study considers a cars collision scenario represented by a 2-step bounded reachability problem in a three mode SPHS (Figure 6.4).

Two cars (Car1 and Car2) are moving on the same lane, starting at \( s_1(0) = 0 \) and \( s_2(0) = \upsilon_1 \cdot t_{safe} \) respectively (where \( t_{safe} \) is a time interval for maintaining a safe distance between the cars). The initial speed of both cars is 11.12 m/sec. In the initial mode Car1 changes lanes and starts accelerating at \( a_{a1} = 3 \) m/sec\(^2\), while Car2 is moving with the constant speed \( \upsilon_2 \). Car1 keeps speeding up until it gets ahead of Car1 by the distance \( \upsilon_2 \cdot t_{safe} \). Then the system switches to the next mode where Car1 returns to the initial lane and starts decelerating at \( a_{a1} \). The driver of Car2 takes \( t_{react} \) seconds to react before braking. Then the system switches to the final mode where Car2 decelerates as well with acceleration \( a_{d2} \) until it stops. {ProbReach} was used for computing a set of enclosures for the probability of the cars colliding for three different versions
of this model: **Basic** - featuring one random and one nondeterministic parameter, **Extended** - with two random and one nondeterministic parameter, and **Advanced** - containing two random and two nondeterministic parameters. The parameter values and distributions used in these models are given in Table 6.2. This case study also shows how the parameters $\epsilon$, $\rho$ and $\eta$ affect the quality of the returned answer and the performance of Algorithm 3. The **ProbReach** settings are presented in Table 6.1.

<table>
<thead>
<tr>
<th>Model</th>
<th>$a_{d1}$</th>
<th>$a_{d2}$</th>
<th>$t_{safe}$</th>
<th>$t_{react}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic</td>
<td>$N(-2.0, 0.2)$</td>
<td>$[-0.7, -0.3]$</td>
<td>1.0</td>
<td>1.5</td>
</tr>
<tr>
<td>Extended</td>
<td>$N(-2.0, 0.2)$</td>
<td>$N(-0.5, 0.1)$</td>
<td>[1.0, 2.0]</td>
<td>1.5</td>
</tr>
<tr>
<td>Advanced</td>
<td>$N(-2.0, 0.2)$</td>
<td>$N(-0.5, 0.1)$</td>
<td>[1.0, 2.0]</td>
<td>[0.5, 1.5]</td>
</tr>
</tbody>
</table>

Table 6.2: Parameter values and distributions for the cars collision model, where **Model** - name of the model, $a_{d1}$ - deceleration of Car1, $a_{d2}$ - deceleration of Car2, $t_{safe}$ - time for maintaining safe distance, $t_{react}$ - reaction time of the driver in Car2, $N(\mu, \sigma)$ - represents the normal distribution with mean $\mu$ and standard deviation $\sigma$.

**Basic Model** Figure 6.5 demonstrates that $\rho$ can greatly affect the size of the resulting probability enclosures. As a result of changing $\rho$ from $\{10^{-1}\}$ to $\{10^{-2}\}$, the number of probability enclosures and the computation time increased (see Table 6.1) but the returned probability enclosures decreased in size.

Finally, when $\rho$ was ignored, **ProbReach** produced 1,349 probability enclosures, and the size of each of them was smaller or equal to $\epsilon$. This demonstrates that if the probability function is continuous, then Algorithm 3 can provide $\epsilon$-guarantees. This, of course, cannot be guaranteed in general, due to the use of **compute** instead of **evaluate**.

**Extended Model** The results obtained for the **Extended** model (Figure 6.6) demonstrate that $\rho$ is not the only factor affecting the quality of the results. It can be seen that reducing $\rho$ from $\{5 \cdot 10^{-2}\}$ to $\{10^{-2}\}$ and using the same $\eta$ did not result into tighter probability enclosures and required more computation time (1,080 and 3,420 seconds, respectively).

At the same time changing $\eta$ from $10^3$ to $10^2$ decreased the size of each probability enclosure almost thrice at a cost of an increase in computation time by a factor of 120
Advanced Model  Figure 6.7 demonstrates the results obtained for the Advanced model where the surfaces on the left-hand side represent the lower bounds of the probability enclosures returned by ProbReach, and the ones on the right-hand side are the upper bounds on the probability enclosures. Therefore, the bounded reachability probability function lies between the two surfaces. Reducing $\epsilon$ from $10^{-3}$ to $10^{-4}$ resulted into obtaining tighter probability enclosures. This happened due to a finer pre-partitioning of the domain of continuous random parameters (i.e., the random parameter space was partitioned according to the specified $\epsilon$ prior to the algorithm execution).

6.2.4 Pharmocokinetics Model for Anaesthesia Delivery

The aim of this experiment is to apply the formal engine of ProbReach to a model featuring more than two continuous random parameters. This case study considers a pharmacokinetics model for anaesthesia delivery which tracks how the drug concentration changes as it is being metabolised by the body \cite{33}. The model features three species: $c_p$ - concentration of the drug in the plasma, $c_1$ - concentration of the drug in the fast peripheral compartment, and $c_2$ - concentration of the drug in the slow peripheral compartment. The dynamics of the system are governed by a set of differential equations (6.1), and the parameter values are given in Table 6.3.

\[
\begin{align*}
\frac{dc_p(t)}{dt} &= -(k_{10} + k_{12} + k_{13})c_p(t) + k_{12}c_1(t) + k_{13}c_2(t) + \frac{u(t)}{V_1}, \\
\frac{dc_1(t)}{dt} &= k_{21}c_p(t) - k_{21}c_1(t), \\
\frac{dc_2(t)}{dt} &= k_{31}c_p(t) - k_{31}c_2(t), \\
\frac{du(t)}{dt} &= p \cos\left(\frac{2t\pi}{T_j}\right).
\end{align*}
\]

(6.1)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{10}$</td>
<td>$0.1527 \cdot M^{-0.4}$</td>
<td>$k_{12}$</td>
<td>0.114</td>
<td>$k_{13}$</td>
<td>0.0419</td>
<td>$k_{21}$</td>
<td>0.055</td>
</tr>
<tr>
<td>$k_{31}$</td>
<td>0.0033</td>
<td>$V_1$</td>
<td>458.4 \cdot M</td>
<td>$M$</td>
<td>35</td>
<td>$p$</td>
<td>100</td>
</tr>
<tr>
<td>$c_p(0)$</td>
<td>3.0</td>
<td>$c_1(0)$</td>
<td>3.0</td>
<td>$c_2(0)$</td>
<td>3.0</td>
<td>$u(0)$</td>
<td>7000</td>
</tr>
<tr>
<td>$\Delta u_i$</td>
<td>$N(0, 210)$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.3: Parameter values and initial conditions for the anaesthesia delivery model.
The scenario investigated here assumes that every 15 minutes, starting at time 0, the drug infusion rate \( u(t) \) can change by \( \Delta u \sim N(0, 210) \) (see Figure 6.8). \texttt{ProbReach} computes the probability of reaching the unsafe state \( (c_p(t) \geq 6) \lor (c_p(t) \leq 1) \lor (c_1(t) \geq 10) \lor (c_1(t) \leq 0) \lor (c_2(t) \geq 10) \lor (c_2(t) \leq 0) \) in 3 jumps within 60 minutes. Hence, the model features 4 continuous random parameters \( \Delta u_i \) (one in the initial state and one per each jump). As there are no nondeterministic parameters, \texttt{ProbReach} returns only one probability enclosure of the required length \( \epsilon \).

Initially, the experiment was conducted with \( \epsilon = 10^{-2} \). However, \texttt{ProbReach} did not reach the required precision with 360 hours requiring almost 10 Gigabytes of RAM for storing the parameter boxes partitioning the parameter space. This demonstrates that the computation time grows dramatically with the number of parameters. Increasing the value of \( \epsilon \) to \( 5 \times 10^{-2} \) resulted in obtaining probability enclosure \([0.009769, 0.042274]\) of length 0.032505 within 80,823 seconds.

The statistical method of \texttt{ProbReach} was also used for sensitivity analysis of the parameters from Table 6.3. The aim of this experiment is to conclude how small changes in the parameter values affect the reachability probability. This was done by introducing intervals around the parameter values, thus, making the corresponding parameters nondeterministic (see Table 6.4). Now, obtaining confidence intervals for the minimum and the maximum reachability probabilities allows assessing how much the changes in the parameter values affect the value of the reachability probability. \texttt{ProbReach} computed confidence intervals \([0, 0.00568004]\) and \([0.207575, 0.217575]\) for the minimum and the maximum reachability probabilities, respectively. Therefore, the range of the reachability probability function on the considered parameter domain is guaranteed to be at least \([0, 0.217575]\) with confidence \( c \geq 0.99 \). This, however, does not guarantee that the range of the reachability probability function cannot be greater than the obtained interval, as the Cross-Entropy algorithm used by the statistical engine provides only an approximate value of the maximum/minimum. In order to provide stronger guarantees the formal method should be used, but its application is limited due to its inefficiency for problems with large number of parameters.
Table 6.4: Parameter intervals for sensitivity analysis in the anaesthesia delivery model.

<table>
<thead>
<tr>
<th>Param.</th>
<th>Interval</th>
<th>Param.</th>
<th>Interval</th>
<th>Param.</th>
<th>Interval</th>
<th>Param.</th>
<th>Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k_{31}$</td>
<td>[0.003, 0.004]</td>
<td>$k_{12}$</td>
<td>[0.1, 0.2]</td>
<td>$k_{13}$</td>
<td>[0.04, 0.05]</td>
<td>$k_{21}$</td>
<td>[0.05, 0.06]</td>
</tr>
<tr>
<td>$M$</td>
<td>[30, 40]</td>
<td>$p$</td>
<td>[90, 110]</td>
<td>$c_p(0)$</td>
<td>[2.9, 3.1]</td>
<td>$c_1(0)$</td>
<td>[2.9, 3.1]</td>
</tr>
<tr>
<td>$c_2(0)$</td>
<td>[2.9, 3.1]</td>
<td>$u(0)$</td>
<td>[6900, 7100]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

6.2.5 Applying the Statistical Engine

The statistical engine of ProbReach was applied to computing the minimum and the maximum reachability probabilities in the case studies presented above. All experiments were conducted using the Cross-Entropy algorithm (Algorithm 9) with the default values: sample size $s = 10$, terminal variance $\sigma^2 = 10^{-2}$ and elite samples ratio $\lambda = 10^{-1}$, and initial parameter of Beta distribution $\alpha = \beta = 1$ for the Bayesian estimations algorithm (Algorithm 8). The obtained results are shown in Table 6.5.
Figure 6.1: Probability enclosures with respect to nondeterministic parameter $n$ for the \textit{good} and the \textit{bad} cases of the introductory model, where \textbf{black} boxes - probability enclosures computed by \texttt{ProbReach} and \textbf{red} line - graph of the reachability probability function $\text{Pr}$ obtained analytically.
Figure 6.2: SPHS modelling car deceleration scenario.

Figure 6.3: Probability enclosures with respect to nondeterministic parameter $a_d$ for the car deceleration scenario.
Car1 accelerates
Car2 moves
$t' := 0$;

$s_2 - s_1 = v_2 \cdot t_{safe}$

Car1 brakes
Car2 reacts
$t' := 0$;

$t = t_{react}$

Car1 brakes
Car2 brakes

Figure 6.4: SPHS modelling the cars collision scenario.
Figure 6.5: Probability enclosures with respect to nondeterministic parameter $a_{d2}$ for the Basic model of the cars collision scenario (Section 6.2.3) with $\eta = 10^{-1}$ and different values of $\rho$ and $\epsilon$, where the black boxes are obtained with $\rho = \{10^{-1}\}$ and $\epsilon = 10^{-3}$, the blue boxes – with $\rho = \{10^{-2}\}$ and $\epsilon = 10^{-3}$, and the red boxes represent the setting where $\epsilon = 10^{-2}$ and $\rho$ is ignored and ProbReach terminates when the size of each probability enclosure reaches $\epsilon$. The bottom of the figure features a magnified image of the region where $a_{d2} \in [-0.6, -0.55]$. 
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Figure 6.6: Probability enclosures with respect to nondeterministic parameter $t_{safe}$ for the Extended model of the cars collision scenario (Section 6.2.3) with $\epsilon = 10^{-5}$ and different values of $\rho$ and $\eta$, where the black boxes are obtained with $\rho = \{5 \cdot 10^{-2}\}$ and $\eta = 10^3$, the blue boxes - with $\rho = \{10^{-2}\}$ and $\eta = 10^3$, and the red boxes represent the setting where $\rho = \{5 \cdot 10^{-2}\}$ and $\eta = 10^2$. The bottom of the figure features a magnified image of the region where $t_{safe} \in [1, 1.2]$. 
a) Results obtained with $\epsilon = 10^{-3}$, $\rho = \{10^{-1}, 10^{-1}\}$ and $\eta = 10^3$ and visualised from two different angles.

b) Results obtained with $\epsilon = 10^{-4}$, $\rho = \{10^{-1}, 10^{-1}\}$ and $\eta = 10^3$ and visualised from two different angles.

Figure 6.7: Probability enclosures with respect to nondeterministic parameters $t_{safe}$ and $t_{react}$ for the Advanced model of the cars collision scenario (Section 6.2.3), where the red surface - lower bound of the probability enclosures and the blue surface - upper bound of the probability enclosures.
Figure 6.8: SPHS modelling anaesthesia delivery.
Table 6.5: Results of applying the statistical engine of ProbReach to the case studies from Section 6.2, where **Model** - name of the model, **Type** - type of the extremum (minimum or maximum), **l** - reachability depth, **ξ** - half size of the confidence interval, **c** - desired confidence, **δ** - solver precision, **p_N** - nondeterministic parameter vector for which the minimum/maximum probability is obtained, **CI** - confidence interval containing the minimum/maximum probability with the confidence **c**, **Time** - CPU time in seconds, and **N/A** indicates that the corresponding option is not applicable.
The obtained results are consistent with those computed by the formal engine, as all the confidence intervals intersect with the corresponding probability enclosures.

It can be seen that ProbReach obtained two different estimates for the maximum probability in the bad model. This suggests that the Cross-Entropy algorithm can fall into local extrema if the input parameters (e.g., the number of samples per iteration, the terminal variance, the elite sample ratio) are not chosen carefully.

The minimum probability estimate for the car deceleration scenario is not very accurate ($a_d = 5.69707$ is quite far from the point of minimum at $a_d = 6$) due to the chosen accuracy value being too large for the small minimum probability value.

As for the cars collision case study, in the Advanced version of the model $t_{safe}$ influences the probability value more than $t_{react}$. Therefore, the estimate for the former is worse than the latter in both the minimum and the maximum reachability probability estimates. Also, Table 6.5 indicates that introducing more parameters to the system did not change the computation time significantly (the model with more parameters took the least time), while the time taken by the formal engine was increasing dramatically with every added parameter.

Finally, the formal approach can take less computation time than the statistical one for a small number of parameters (one or two). However, the anaesthesia delivery model demonstrated that the statistical technique completely outperforms the formal one when the number of parameters grows.

### 6.3 Artificial Pancreas

This case study presents an approach for the automated synthesis of safe and robust PID controllers for the closed-loop control of insulin treatment for Type 1 diabetes (T1D), also known as the artificial pancreas (AP) [44].

The main requirement for the AP is to keep the blood glucose (BG) level within the healthy range, typically between 70-180 mg/dL, in order to avoid hyperglycemia (BG above the healthy range) and hypoglycemia (BG below the healthy range). While some temporary hyperglycemia is allowed, hypoglycemia leads to severe health consequences, and thus, it should be avoided.

The AP consists of a continuous glucose monitor that provides measurements to a control algorithm running inside an insulin pump injecting insulin into the body. The
pump administers both basal insulin, a low and continuous dose that covers insulin needs outside the meals, and bolus insulin, a single, high dose for covering the meals.

Currently, state-of-art commercial systems can only regulate basal insulin and still require manual computation of bolus insulin. The latter is dealt with by applying PID control (one of the main control techniques for the AP [46, 82, 83]) whose purpose is minimising the difference between the measured system output and the desired value (set-point) in the presence of external disturbances. A PID controller is a sum of three components: proportional, integral and derivative, and its output is represented by:

\[ u(t) = K_p e(t) + K_i \int_0^t e(\tau) d\tau + K_d \frac{de(t)}{dt}, \]

where \( e(t) = sp - y(t) \) is the difference between the set-point \( sp \) and the measured system’s output \( y(t) \).

The goal of this experiment is finding the values of constants \( K_p \), \( K_i \) and \( K_d \) (gains) for which the corresponding PID controller satisfy safety and robustness criteria. Safety means that some unsafe state – blood glucose level outside 70-180 mg/dL bounds – should never be reached or reached with a small probability, while robustness requires the measured system output to be close to the desired set-point, and convergence to a steady state. The robustness criteria are captured by performance indices [59] such as the fundamental index (\( FI \)) and the weighted fundamental index (\( FI_w \)) defined in (6.3).

\[ FI(t) = \int_0^t (e(\tau))^2 d\tau, \quad FI_w(t) = \int_0^t \tau^2 \cdot (e(\tau))^2 d\tau. \]  

\( FI \) defines the total accumulated error, and thus, indicates how far the system output is from the set-point, while \( FI_w \) prioritises the error towards the end of the continuous flow, and therefore, demonstrates how well the system converges to its steady state.

### 6.3.1 Plant Model

The continuous system dynamics (e.g., glucose and insulin concentrations) are defined by the well-established nonlinear ODE model (6.4) of Hovorka et al. [45]. The model
parameters are given in Table 6.6.

\[
\frac{dQ_1(t)}{dt} = -F_0 - x_1 Q_1 + k_{12} Q_2 - F_R + EGP_0 (1 - x_3) + 0.18 U_G,
\]

\[
\frac{dQ_2(t)}{dt} = x_1 Q_1 - (k_{12} + x_2) Q_2, \quad U_G(t) = \frac{D_G A_G}{0.18 t_{\text{max}G}} t e^{-\frac{t}{t_{\text{max}G}}},
\]

\[
G(t) = \frac{Q_1(t)}{V_G}, \quad \frac{dS_1(t)}{dt} = u(t) + u_b - \frac{S_1}{t_{\text{max}I}}, \quad \frac{dS_2(t)}{dt} = \frac{S_1 - S_2}{t_{\text{max}I}},
\]

\[
\frac{dI(t)}{dt} = \frac{S_2}{t_{\text{max}I} V_I} - k_e I, \quad \frac{dx_i(t)}{dt} = -k_{ai} x_i + k_{bi} I, \quad (i = 1, 2, 3).
\] (6.4)

The model consists of three subsystems:

- **Glucose Subsystem**: it tracks the mass of glucose (in mmol) in the accessible \(Q_1(t)\) and non-accessible \(Q_2(t)\) compartments, \(G(t)\) (mmol/L) represents the glucose concentration in plasma, \(EGP_0\) (mmol/min) is the endogenous glucose production rate and \(U_G(t)\) (mmol/min) defines the glucose absorption rate after consuming \(D_G\) grams of carbohydrates. \(D_G\) represents the main external disturbance of the system.

- **Insulin Subsystem**: it represents absorption of subcutaneously administered insulin. It is defined by a two-compartment chain, \(S_1(t)\) and \(S_2(t)\) measured in U (units of insulin), where \(u(t)\) (U/min) is the administration of insulin computed by the PID controller, \(u_b\) (U/min) is the basal insulin infusion rate and \(I(t)\) (U/L) indicates the insulin concentration in plasma.

- **Insulin Action Subsystem**: it models the action of insulin on glucose distribution/transport, \(x_1(t)\), glucose disposal, \(x_2(t)\), and endogenous glucose production, \(x_3(t)\) (unitless).

The error function is defined as \(e(t) = sp - Q_1(t)\) with the constant set-point \(sp = \frac{110 V_G}{18}\), which corresponds to the plasma glucose concentration of \(G(t) = 110 \text{mg/dL}\).

The format of the model specification in **ProbReach** does not allow defining integrals explicitly. Thus, the integrals in (6.2) and (6.3) are encoded by introducing three ODEs (6.5) whose solutions are the corresponding integrals:

\[
\frac{de_{\text{int}}(t)}{dt} = sp - Q_1(t), \quad \frac{dF_I(t)}{dt} = e^2(t), \quad \frac{dF_{Iw}(t)}{dt} = t^2 e^2(t),
\] (6.5)
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$w$</td>
<td>100</td>
<td>$k_e$</td>
<td>0.138</td>
<td>$k_{12}$</td>
<td>0.066</td>
</tr>
<tr>
<td>$k_{a_1}$</td>
<td>0.006</td>
<td>$k_{a_2}$</td>
<td>0.06</td>
<td>$k_{a_3}$</td>
<td>0.03</td>
</tr>
<tr>
<td>$k_{b_1}$</td>
<td>0.0034</td>
<td>$k_{b_2}$</td>
<td>0.056</td>
<td>$k_{b_3}$</td>
<td>0.024</td>
</tr>
<tr>
<td>$t_{\text{max}I}$</td>
<td>55</td>
<td>$V_I$</td>
<td>0.12 · $w$</td>
<td>$V_G$</td>
<td>0.16 · $w$</td>
</tr>
<tr>
<td>$F_{0_1}$</td>
<td>0.0097 · $w$</td>
<td>$t_{\text{max}G}$</td>
<td>40</td>
<td>$F_R$</td>
<td>0</td>
</tr>
<tr>
<td>$E GP_0$</td>
<td>0.0161 · $w$</td>
<td>$A_G$</td>
<td>0.8</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.6: Parameter values for the glucose-insulin regulatory model ($w$ (kg) is the body weight).

and the PID control (6.2) can now be encoded as

$$u(t) = K_p e(t) + K_i e_{\text{int}}(t) + K_d \frac{de(t)}{dt}.$$  

In this case study the formal and the statistical methods of ProbReach were applied to synthesize the basal insulin infusion rate $u_b$, the controller parameters $K_p$, $K_d$ and $K_i$ and the maximum disturbance $D_G$.

### 6.3.2 Basal Insulin Rate Synthesis

The basal insulin rate $u_b$ is a constant rate at which insulin is administered in the absence of external disturbances, and for which the system (6.4) reaches the steady state determined by the equation $Q_1(t) = sp$.

The aim of this experiment is two-fold: 1) synthesis of the basal rate value $u_b$ for which the system of ODEs (6.4) reaches the approximate steady state and 2) computing the steady state.

Starting with $Q_1(0) = sp$ and 0 for the remaining differential equations, the formal approach of ProbReach is applied to synthesize a value for $u_b$ such that the output glucose $Q_1$ reaches the interval $[sp - 0.5, sp + 0.5]$ in 2,000 minutes and remains there for the following 1,000 minutes. Since any reasonable basal rate cannot exceed 1 unit of insulin per minute, the parameter set synthesis is performed on the interval $[0, 1]$. As a result, ProbReach returned the interval $[0.0553359375, 0.055640625]$. Due to the absolute guarantees provided by Algorithm 3 for the synthesised parameter sets, the property above is satisfied for any value in the obtained interval, and $u_b = 0.0555$ is used for all further experiments.
Given the basal infusion rate $u_b = 0.0555$, the system’s approximate steady state was obtained as the value of the system dynamics at $t = 3,000$ minutes (see Table 6.7). The system steady state is used as the initial state in all further experiments.

<table>
<thead>
<tr>
<th>Var.</th>
<th>Value</th>
<th>Var.</th>
<th>Value</th>
<th>Var.</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_1$</td>
<td>$sp$</td>
<td>$Q_2$</td>
<td>19.08024</td>
<td>$S_1$</td>
<td>3.0525</td>
</tr>
<tr>
<td>$S_2$</td>
<td>3.0525</td>
<td>$I$</td>
<td>0.03351</td>
<td>$x_1$</td>
<td>0.01899</td>
</tr>
<tr>
<td>$x_2$</td>
<td>0.03128</td>
<td>$x_3$</td>
<td>0.02681</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6.7: Approximate value of the steady state of the ODE system (6.4) for the given set-point $sp$.

### 6.3.3 PID Controller Synthesis

Typical healthy glucose levels vary between 4 and 10 mmol/L. Since avoiding hypoglycemia ($G(t) < 4$ mmol/L) is the main safety requirement of the artificial pancreas, while temporary hyperglycemia is allowed and it is inevitable after meals, the interval [4, 16] is considered safe. In this way, protection against both hypoglycemia and very severe levels of hyperglycemia is ensured.

Although insulin infusion at the basal rate $u_b = 0.0555$ helps preventing hypoglycemia ($G(t) < 4$ mmol/L), the patient is likely to experience a severe hyperglycemia ($G(t) > 16$ mmol/L) when a large meal is consumed ($D_G > 80$) or when the glucose level is not sufficiently low before the following meal is consumed (see controller $C_0$ in Figure 6.10 of Section 6.3.5).

The aim of this experiment is to synthesize PID controllers considering a one-day scenario consisting of three meals (breakfast, lunch and dinner) occurring at random times and with random sizes. This scenario can be expressed in terms of probabilistic bounded reachability in the SPHS defined in Figure 6.9.

The model features five random, normally-distributed parameters: the amount of carbohydrates of each meal, $D_{G1}$, $D_{G2}$ and $D_{G3}$, and the waiting times between meals, $T_1$ and $T_2$, where $T_1 \sim N(300, 10)$ and $T_2 \sim N(300, 10)$, and the distributions for $D_{G1}$, $D_{G2}$ and $D_{G3}$ differ depending of the experiment (see Table 6.8).

The initial state of the continuous dynamics in mode Meal 1 is the system steady state from Table 6.7. A meal containing $D_{G1}$ grams of carbohydrates is consumed
at time 0. When the time in the first mode reaches $T_1$ minutes the system makes a transition to the next mode Meal 2 where the value of the variable $D_G$ is set to $D_{G_2}$ and the time is reset to 0. Analogously, the system makes a transition between modes Meal 2 and Meal 3, resetting variables $D_G$ and $t$ to $D_{G_3}$ and 0, respectively. It is assumed that all remaining variables do not reset their values when a discrete transition takes place.

The statistical engine of ProbReach was applied to synthesise safe controllers $C_1$, $C_2$ by obtaining the values for $K_p$, $K_i$ and $K_d$ minimising the probability of reaching the goal state $G(t) \not\in [4, 16]$ at some time point within $[0, T_1]$, $[0, T_2]$ and $[0, 1440 - T_1 - T_2]$ in mode Meal 1, Meal 2 and Meal 3, respectively (reachability depth $l = 0, 1$ or 2).

The obtained results are presented in Table 6.8. Controller $C_1$ was obtained when the sizes of all three meals were assumed to be distributed normally with $N(60, 20)$, while $C_2$ was obtained considering a more realistic daily meal profile with meal sizes being distributed as $N(40, 10)$, $N(90, 10)$ and $N(60, 10)$, respectively. Controller $C_3$ was synthesized using the same realistic daily meal profile and a modified goal predicate that takes into account the performance criteria through the fundamental indices $FI$ and $FI_w$, $((FI > 3.5) \lor (FI_w > 70)) \lor (G(t) \not\in [4, 16])$. Controller $C_0$ represents the case when $K_p$, $K_i$ and $K_d$ are equal to zero, meaning that insulin is administered at a constant basal rate $u_b$. 
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Figure 6.9: SPHS modelling the scenario of 3 meals consumed over 24 hours for the artificial pancreas model.

Table 6.8: Results of controller synthesis where: # – name of the synthesized controller, \(D_G\) – meal size distributions, \(K_d\), \(K_i\) and \(K_p\) – synthesized values of the gain constants characterizing the corresponding controller, \(CI\) – confidence interval containing the probability of reaching the unsafe state with the confidence 0.99, \(CPU_s\) – time in seconds spent on finding the parameter values with the accuracy \(2\xi = 10^{-1}\), \(CPU_{CI}\) – time in seconds spent on finding the confidence intervals with higher accuracy \((2 \times 10^{-2} \text{ and } 10^{-2})\) for the obtained parameter values, and \(\Delta D_G\) – range of meal sizes for which the system never reaches the unsafe state.

<table>
<thead>
<tr>
<th>#</th>
<th>(D_{G_1})</th>
<th>(D_{G_2})</th>
<th>(D_{G_3})</th>
<th>(K_d \times 10^{-2})</th>
<th>(K_i \times 10^{-7})</th>
<th>(K_p \times 10^{-4})</th>
<th>(CI)</th>
<th>(CPU_s)</th>
<th>(CPU_{CI})</th>
<th>(\Delta D_{G_1})</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_0)</td>
<td>N(60, 20)</td>
<td>N(60, 20)</td>
<td>N(60, 20)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>[0.86956, 0.88956]</td>
<td>-</td>
<td>1,700</td>
<td>[0, 75]</td>
</tr>
<tr>
<td>(C_0)</td>
<td>N(40, 10)</td>
<td>N(90, 10)</td>
<td>N(60, 10)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>[0.98861, 1]</td>
<td>-</td>
<td>449</td>
<td>[0, 75]</td>
</tr>
<tr>
<td>(C_1)</td>
<td>N(60, 20)</td>
<td>N(60, 20)</td>
<td>N(60, 20)</td>
<td>-6.06855</td>
<td>-5.61901</td>
<td>-5.979</td>
<td>[0.09946, 0.10946]</td>
<td>124,351</td>
<td>90,931</td>
<td>[0, 88.1]</td>
</tr>
<tr>
<td>(C_2)</td>
<td>N(40, 10)</td>
<td>N(90, 10)</td>
<td>N(60, 10)</td>
<td>-6.02376</td>
<td>-3.53308</td>
<td>-6.166</td>
<td>[0.20711, 0.21711]</td>
<td>92,999</td>
<td>180,484</td>
<td>[0, 88.07]</td>
</tr>
<tr>
<td>(C_3)</td>
<td>N(40, 10)</td>
<td>N(90, 10)</td>
<td>N(60, 10)</td>
<td>-5.7284</td>
<td>-3.00283</td>
<td>-6.39023</td>
<td>[0.3324, 0.3524]</td>
<td>152,135</td>
<td>200,094</td>
<td>[0, 87.68]</td>
</tr>
</tbody>
</table>
The controller synthesis was performed applying the statistical engine of ProbReach, with the following domains for the controller parameters: $K_d \in [-10^{-1}, 0]$, $K_i \in [-10^{-5}, 0]$ and $K_p \in [-10^{-3}, 0]$. The controller parameters were found using the accuracy value $10^{-1}$, and then the tighter confidence intervals were computed with higher accuracy ($2 \times 10^{-2}$ and $10^{-2}$) for the obtained controllers. Note that performing the parameter search with higher precision is more beneficial as it may result into obtaining a better nondeterministic estimate. However, this will significantly increase computation time.

The results in Table 6.8 suggest that introducing PID controllers $C_1$ and $C_2$ significantly decreases the risk of reaching the unsafe state from $[0.86956, 0.88956]$ and $[0.98861, 1]$ for the basal controller $C_0$, to $[0.09946, 0.10946]$ and $[0.20711, 0.21711]$ for $C_1$ and $C_2$, respectively. Inspecting the confidence intervals returned for $C_1, C_2$ and $C_3$ indicates that it is slightly easier to find a controller satisfying only the safety property than both the safety and the robustness criteria ($[0.09946, 0.10946]$ and $[0.20711, 0.21711]$, as opposed to $[0.3324, 0.3524]$).

Note that controllers $C_1$, $C_2$ and $C_3$ can fail to maintain the safe state with the corresponding probability defined by the confidence intervals $CI$. Thus, the synthesized controllers can be sometimes unsafe as it will be show in Section 6.3.5.

### 6.3.4 Maximum Disturbance Synthesis

The aim of this experiment is to calculate the maximum initial disturbance for which the obtained controllers do not violate the safety requirements within 12 hours. This was done by performing the parameter set synthesis on the interval $[0, 120]$ with precision $\rho = \{10^{-3}\}$.

The obtained results (Table 6.8) indicate that applying a PID controller increases the size of the allowed meal from 75 for the basal controller $C_0$ to about 88 grams, and at the same time, the difference between $C_1$, $C_2$ and $C_3$ is negligibly small.

Although introducing a controller does not increase the maximum disturbance dramatically in comparison to the basal case, a PID control decreases the glucose level sufficiently enough so that a subsequent meal of similar size can be consumed without the risk of experiencing severe hyperglycemia. In contrast, $C_0$ does not bring the glucose level low enough before the following meal.
Also, note that the maximum meal size was computed based on the fact that the meal is consumed when the system (6.4) is in its steady state. Thus, the same controllers are capable of covering larger “second” meals, as will be shown next.

### 6.3.5 Performance and Safety Evaluation

The aim of this experiment is to verify safety and compute value of $FI$ and $FI_w$ for each of the synthesised controllers using a deterministic version of the SPHS from Figure 6.9, with $D_{G_1} = 50$, $D_{G_2} = 100$, $D_{G_3} = 70$, $T_1 = 300$ and $T_2 = 300$. The evaluation results are presented in Table 6.9, and the graphs of the glucose level and the insulin infusion rate ($u_b + u(t)$) are shown in Figure 6.10.

It can be seen that all three synthesised controllers perform dramatically better than $C_0$. The absence of a PID controller causes a long-term severe hyperglycemia, as shown in Figure 6.10. Also, the values of $FI$ and $FI_w$ for $C_0$ are significantly larger than those for the synthesised controllers $C_1$, $C_2$ and $C_3$.

Table 6.9 indicates that $C_2$ fails the safety requirement for the given meal profile and reaches a short-term severe hyperglycemia (see Figure 6.10), while the remaining two controllers keep the glucose level within the safe range.

Despite featuring similar values of $FI$, meaning that all three controller maintain the glucose level equally far from the set-point on average, the values of the weighted fundamental index ($FI_w$) vary. For example, controller $C_1$ is worse than $C_2$ at keeping the glucose level close to the set-point towards the end of the considered time interval. Controller $C_3$ demonstrates the best performance in this aspect, implying that it has the best steady-state accuracy (thanks to the constraints on $FI_w$ in the corresponding synthesis property). This is also confirmed by the plot in Figure 6.10.

<table>
<thead>
<tr>
<th>#</th>
<th>Safety</th>
<th>$FI \times 10^{-6}$</th>
<th>$FI_w \times 10^{-9}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_0$</td>
<td>Unsafe</td>
<td>26.2335</td>
<td>847.5063</td>
</tr>
<tr>
<td>$C_1$</td>
<td>Safe</td>
<td>3.89437</td>
<td>114.49821</td>
</tr>
<tr>
<td>$C_2$</td>
<td>Unsafe</td>
<td>3.95773</td>
<td>81.61823</td>
</tr>
<tr>
<td>$C_3$</td>
<td>Safe</td>
<td>3.96117</td>
<td>74.90655</td>
</tr>
</tbody>
</table>

Table 6.9: Evaluation of the synthesized PID controllers on three meals of 50, 100 and 70 grams consumed in 300-minute intervals over 24 hours.
6.4 UVB Irradiation Therapy for Treating Psoriasis

This case study considers a simplified version of a UVB irradiation therapy model [93] used for treating psoriasis, an immune system-mediated chronic skin condition which
is characterised by overproduction of keratinocytes.

The model comprises of three (six in the original model) categories of normal and three (five in the original model) categories of psoriatic keratinocytes whose dynamics are presented by nonlinear ODEs (6.6). The parameter values and the initial conditions used in this model are given in Table 6.10.

The therapy consists of several episodes of UVB irradiation, which is simulated in the model by increasing the apoptosis rate constants ($\beta_1$ and $\beta_2$) for stem cells (SC) and transit amplifying (TA) cells by $In_A$ times. Every such episode lasts for 48 hours and is followed by 8 hours of rest ($In_A = 1$) before starting the next irradiation. The SPHS modelling the described therapy is given in Figure 6.11.

\[
\begin{align*}
dSC &= \gamma_1 \left(\omega \left(1 - \frac{SC + \lambda SC_d}{SC_{\text{max},t}}\right)SC - \frac{k_{11} \omega}{1 + (\omega - 1)(TA + TA_d)^n + \gamma_2 GA - \beta_2 In_A TA - k_2 TA - k_1 TA}\right) \frac{SC}{1 + (\omega - 1)(TA + TA_d)^n + \gamma_2 GA - \beta_2 In_A TA - k_2 TA - k_1 TA}, \\
dTA &= k_{11a,s} \omega SC \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \gamma_2 GA - \beta_2 In_A TA - k_2 TA - k_1 TA, \\
dGA &= \gamma_2 \left(\frac{k_{2a,s} TA - k_2 GA - k_3 GA - \beta_3 GA}{SC_{\text{max},t}} - \frac{k_{p,SC}^2 + k_1d TA_d}{k_a^2 + SC_d^2 + k_1d TA_d}\right). \\
\end{align*}
\]

\[dSC\]

\[
\begin{align*}
dSC &= \gamma_1 \left(1 - \frac{SC + SC_d}{SC_{\text{max},t}}\right)SC - \beta_1 In_A SC - \frac{k_{11} \omega}{1 + (\omega - 1)(TA + TA_d)^n SC + k_1 TA}, \\
dTA &= k_{11a,s} \omega SC \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \gamma_2 GA - \beta_2 In_A TA - k_2 TA - k_1 TA, \\
dGA &= \gamma_2 \left(\frac{k_{2a,s} TA - k_2 GA - k_3 GA - \beta_3 GA}{SC_{\text{max},t}} - \frac{k_{p,SC}^2 + k_1d TA_d}{k_a^2 + SC_d^2 + k_1d TA_d}\right). \\
\end{align*}
\]

\[dSC\]

\[
\begin{align*}
\frac{dSC}{dt} &= \gamma_1 \omega \left(1 - \frac{SC + \lambda SC_d}{SC_{\text{max},t}}\right)SC - \beta_1 In_A SC - \frac{k_{11} \omega}{1 + (\omega - 1)(TA + TA_d)^n SC + k_1 TA}, \\
\frac{dTA}{dt} &= k_{11a,s} \omega SC \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \frac{k_{11a,s} \omega SC}{2k_{11a,s}^2} + \gamma_2 GA - \beta_2 In_A TA - k_2 TA - k_1 TA, \\
\frac{dGA}{dt} &= \gamma_2 \left(\frac{k_{2a,s} TA - k_2 GA - k_3 GA - \beta_3 GA}{SC_{\text{max},t}} - \frac{k_{p,SC}^2 + k_1d TA_d}{k_a^2 + SC_d^2 + k_1d TA_d}\right). \\
\end{align*}
\]

Figure 6.11: SPHS modelling the UVB irradiation therapy.

The efficiency of the therapy depends on the number of alternations between the irradiation and rest stages. An insufficient number of treatment episodes can result
into early psoriasis relapse: the deterministic version of this model predicts psoriasis relapse for the number of therapy episodes less than seven [93].

\textbf{ProbReach} was applied to different configurations of the described model depending on the values of parameters \( I_n A \) and \( \lambda \). Namely, the following two sections feature the computation of bounded reachability probability (using both formal and statistical approaches) and parameter set synthesis.

### 6.4.1 Bounded Reachability Probability

For this experiment the parameter characterising the strength of UVB irradiation \( I_n A \sim N(6 \times 10^4, 10^4) \) is set to be random, and \( \lambda \in [0.2, 0.5] \) characterising the strength of psoriatic stem cells is considered nondeterministic. \textbf{ProbReach} was used for computing the probability of psoriasis relapse within 2,000 days after the last therapy episode for nine alternations (\( l = 9 \)) between the ON and OFF therapy modes (five therapy cycles) with respect to the nondeterministic parameter \( \lambda \).

The formal engine of \textbf{ProbReach} was applied with \( \epsilon = 10^{-3} \), \( \rho = \{10^{-2}\} \) and \( \eta = 1 \), and it computed 32 probability enclosures (Figure 6.12) in 251,380 seconds. It can
be seen that the range of reachability probability values spans over the interval [0, 1],
starting with the value close to 0 for \( \lambda = 0.2 \) and finishing with the value close to 1 for
\( \lambda > 0.45 \).

The statistical engine of ProbReach was applied with accuracy \( \xi = 5 \times 10^{-2} \), con-
fidence \( c = 0.99 \) and solver precision \( \delta = 1 \). The computation results (see Table 6.11)
demonstrate that the obtained estimates for the minimum and the maximum reach-
ability probabilities are quite accurate (\( \lambda = 0.21586 \) and \( \lambda = 0.42272 \) respectively)
despite the large accuracy value \( \xi = 5 \times 10^{-2} \).

Regarding the computation times, the statistical engine required less time (about
four times less) for computing both probability estimates than the formal engine. How-
ever, the formal method obtained the maximum and the minimum probabilities with
better precision than the statistical approach. Providing a result with the same accu-
tracy using the statistical approach would take considerably more time.

![Figure 6.12: Probability enclosures with respect to the nondeterministic parameter \( \lambda \)
for the UVB irradiation therapy model.](image-url)
<table>
<thead>
<tr>
<th>Type</th>
<th>λ</th>
<th>CI</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>max</td>
<td>{0.42272}</td>
<td>[0.94628, 1]</td>
<td>19,356</td>
</tr>
<tr>
<td>min</td>
<td>{0.21586}</td>
<td>[0, 0.05371]</td>
<td>41,835</td>
</tr>
</tbody>
</table>

Table 6.11: Results of applying the Cross-Entropy algorithm to the UVB irradiation therapy model, where **Type** - type of the extremum (minimum or maximum), λ - nondeterministic parameter value for which the minimum/maximum probability is obtained, **CI** - corresponding confidence interval, **Time** - CPU time in seconds.

### 6.4.2 Parameter Set Synthesis

Parameter set synthesis was performed for the nondeterministic parameters $In_A$ and $\lambda$ over the intervals $[55000, 65000]$ and $[0.2, 0.4]$, respectively, with nondeterministic precision $\rho = \{1000, 0.1\}$ using synthetic data containing 65 time points. These were obtained by simulating the model in MATLAB with $In_A = 6 \times 10^4$ and $\lambda = 0.28571$. Each $i$-th time point is, thus, defined by a vector $\{t_i, SC_i, TA_i, GA_i, SC_d,i, TA_d,i, GA_d,i\}$, where $t_i$ is the time value, and the rest of the vector are the measured values of the corresponding system variables.

The main aim of parameter set synthesis is finding parameter subsets for which the system dynamics satisfy the time series data. In other words, for each parameter value in the obtained subsets the value of the system dynamics must be equal to the given data values at the corresponding time points. However, this problem might not be feasible in general due to the strictness of the formulated requirements. Therefore, this experiment features a relaxed version of parameter set synthesis, where it is sufficient for the value of a system variable to be in a small interval around the measured value at the given time point. As a result, for each $i$-th time point the goal state is defined as (6.7).

\[
\text{goal}_i(SC, TA, GA, SC_d, TA_d, GA_d, t) := \left( (t = t_i) \land \\
(SC \in [SC_i - 10, SC_i + 10]) \land (TA \in [TA_i - 10, TA_i + 10]) \land \\
(GA \in [GA_i - 10, GA_i + 10]) \land (SC_d \in [SC_d,i - 10^2, SC_d,i + 10^2]) \land \\
(TA_d \in [TA_d,i - 10^2, TA_d,i + 10^2]) \land (GA_d \in [GA_d,i - 10^2, GA_d,i + 10^2]) \right).
\]  

(6.7)
The computation took 195 minutes of CPU time, and ProbReach returned 276 parameter boxes (see Figure 6.13) satisfying the goal predicate for all 65 time points. From the obtained result it can be seen that the computed \textit{sat} boxes contain the parameter values $I n_A = 6 \times 10^4$ and $\lambda = 0.28571$ used for generating the time series data.

![Figure 6.13: Parameter set synthesis result for the UVB irradiation model. The parameter values satisfying the time series data are highlighted with black colour, boxes for which the synthesis problem was undecidable for the last time point are highlighted with grey, and the white area represents the parameter values which do not satisfy the first time point.](image)

6.5 Discussion

This chapter presented several case studies which were evaluated using ProbReach. It was demonstrated that all three types of precision parameters (i.e., $\epsilon$, $\rho$ and $\eta$) can greatly affect the size of the computed probability enclosures.

The artificial pancreas and psoriasis treatment case studies suggest ProbReach can be applied to complex systems featuring nonlinear ODEs and nontrivial control.
Also, the implemented approaches (statistical and formal) showed consistent outputs. Their comparison confirmed that the statistical method is more efficient when the number of system parameters is large (e.g., PID controller synthesis). However, sometimes it can fall into a local extremum. Besides, the formal approach demonstrated its applicability to parameter set synthesis, which cannot be performed using the statistical technique.
Chapter 7

Conclusions and Future work

7.1 Conclusions

In this thesis I presented my work on verification of stochastic parametric hybrid systems (SPHS). It contains both theoretical and implementation contributions, and demonstrates applicability of the devised methods and techniques to real-world case studies.

Chapter 2 features procedure \texttt{evaluate} for deciding bounded reachability on subsets of the parameter space of parametric hybrid systems. It is based on a $\delta$-complete decision procedure and utilises the procedure output which is guaranteed to be correct (\textit{i.e.}, the \texttt{unsat} answer). Given an arbitrary subset of the system parameter space \texttt{evaluate} may decide whether bounded reachability holds for all parameter values in the specified subset, for none of them or for some of them, returning \texttt{sat}, \texttt{unsat} and \texttt{undet}, respectively. However, while the answers are sound, the \texttt{evaluate} procedure cannot be complete. This can happen due to the insufficient precision $\delta$ or because the formulae generated by the \texttt{evaluate} procedure are non-robust for any positive $\delta$ (and deciding whether an arbitrary bounded $\mathcal{L}_R$-sentence is robust is, of course, undecidable \cite{28, 35}).

Also, Chapter 2 discusses the issues related to the implementation of $\delta$-decision procedures. Namely, none of the existing SMT solvers (\textit{e.g.}, \texttt{dReal}, \texttt{iSAT-ODE}) fully implement a $\delta$-decision procedure, as currently they do not allow arbitrary combinations of existential and universal quantifiers (\textit{i.e.}, only a single innermost universal
quantifier is allowed). As a result, I introduced procedure compute that can be implemented using existing solvers, and which sat and unsat answers are correct in the sense that they are consistent with sat and unsat outcomes of the evaluate procedure.

Finally, Chapter 2 shows that the two procedures are equivalent for PHSs with deterministic jumps – discrete transitions that can be enabled only once within the corresponding mode. The computational complexity of the presented algorithms grows exponentially with the number of quantified variables. Therefore, the main factors affecting the complexity are the number of system parameters and the reachability depth.

Chapter 3 presents an algorithm for computing ranges of the bounded reachability probability function in stochastic parametric hybrid systems (SPHS). Its main advantage is that it provides absolute numerical guarantees on the obtained results. It can also be applied to parameter set synthesis in SPHSs without random parameters (i.e., general PHSs discussed in Chapter 2), which amounts to finding parameter subsets where the system reaches the goal state or a set of goal sets represented by time series data. Also, the size of the probability enclosures returned by this algorithm can sometimes be made arbitrarily small in some special cases. Namely, this can be done when the considered SPHS features at least one continuous random parameter, the reachability probability function is continuous (or constant), and the formulae generated by procedure evaluate are robust. The main disadvantage of the presented technique is that its computational complexity grows exponentially with the number of system parameters.

Chapter 4 features techniques solving the same problem and reducing the computational complexity at a cost of providing weaker (i.e., statistical) guarantees. There are two algorithms (i.e., Chernoff-Hoeffding Bound and Bayesian Estimation) for computing confidence intervals for the reachability probability function in systems featuring only random parameters. Systems featuring all types of parameters are handled using the Cross-Entropy algorithm (CE). It computes an approximation of the maximum (minimum) of the reachability probability function on the nondeterministic parameter space. Thus, the nondeterministic parameter value returned by the CE is not guaranteed to be the global optimum, however, the confidence interval returned for this value is guaranteed to contain the corresponding reachability probability value with the required confidence.
Chapter 5 introduces **ProbReach**, a tool for computing bounded reachability probability in SPHSs. It provides a C++ implementation for all of the algorithms presented in this thesis, and some of them (i.e., Algorithms 3, 7, 8 and 9) were parallelised using OpenMP. Also, **ProbReach** currently supports two SMT solvers – `dReal` and `iSAT-ODE` – and it can be extended to supporting any SMT solver implementing a $\delta$-complete decision procedure. **ProbReach** is publicly available and does not require any commercial software.

Finally, **ProbReach** was successfully applied to several complex case studies (as shown in Chapter 6) such as automated synthesis of safe PID controllers and devising UVB irradiation therapy for treating psoriasis.

### 7.2 Future Work

Future work can be undertaken in the following directions.

- Determining a more efficient way (perhaps one based on sensitivity analysis) of partitioning parameter boxes in Algorithm 3 from Chapter 3.

- Employing Quasi Monte Carlo techniques in the statistical algorithms presented in Chapter 4.

- Providing support for hybrid systems whose dynamics are defined by stochastic differential equations.

- Developing a more efficient parallelisation technique in order to decrease CPU idle.

- Providing support for more SMT solvers and performing static analysis of the input model in order to determine the most suitable solver for the task.

- Implementing a simulation engine in **ProbReach** for analysing the system’s behaviour.

- Undertaking extensive benchmarking of **ProbReach** and applying it to several more complex case studies.
Appendix A

A.1 Supporting Claims

Lemma A.1. The following implication holds:
\[
\exists x : A(x) \land \forall x, \exists y : A(x) \rightarrow B(x, y) \Rightarrow \exists x, \exists y : A(x) \land B(x, y)
\] (A.1)

Proof. By the assumption of implication (A.1) there is a point \( x \) such that \( A(x) \) is true, and whenever \( A(x) \) is true then there exists \( y \) such that \( B(x, y) \) is also true. Suppose, \( \forall x, \forall y : \neg A(x) \lor \neg B(x, y) \) which means that one of the following holds:

(a) \( \forall x, \forall y : \neg A(x) \land \neg B(x, y) \),
(b) \( \forall x, \forall y : \neg A(x) \land B(x, y) \),
(c) \( \forall x, \forall y : A(x) \land \neg B(x, y) \).

It is easy to see that cases (a) and (b) contradict the assumption that \( \exists x : A(x) \), and case (c) contradicts the assumption that \( \forall x, \exists y : A(x) \rightarrow B(x, y) \). Therefore, (A.1) holds.

Lemma A.2. The following equivalence holds:
\[
\exists! x : A(x) \land \forall x, \exists y : A(x) \rightarrow B(x, y) \iff [ (\exists x, \exists y : A(x) \land B(x, y)) \land (\exists x : A(x) \rightarrow \exists ! t : A(t)) ]
\]

Proof. The following implication holds by Lemma A.1:
\[
\exists x : A(x) \land \forall x, \exists y : A(x) \rightarrow B(x, y) \Rightarrow [ (\exists x, \exists y : A(x) \land B(x, y)) \land (\exists x : A(x) \rightarrow \exists ! x : A(x)) ]
\]
Now suppose that \( \exists x, \exists y : A(x) \land B(x, y) \land \exists! x : A(x) \) (which is equivalent to \( \exists x, \exists y : A(x) \land B(x, y) \land \exists! x : A(x) \) as \( \exists x, \exists y : A(x) \land B(x, y) \) means that \( \exists x : A(x) \) is true but \( \exists! x : A(x) \land \forall x, \exists y : A(x) \to B(x, y) \) does not hold. Thus, one of the three cases below must hold:

(a) \( \neg (\exists! x : A(x)) \land \forall x, \exists y : A(x) \to B(x, y) \),

(b) \( \neg (\exists! x : A(x)) \land \neg (\forall x, \exists y : A(x) \to B(x, y)) \),

(c) \( \exists! x : A(x) \land \neg (\forall x, \exists y : A(x) \to B(x, y)) \).

Cases (a) and (b) contradict the assumption that \( \exists! x : A(x) \). Consider case (c) now:

\( \exists! x : A(x) \land \neg (\forall x, \exists y : A(x) \to B(x, y)) \leftrightarrow \exists! x : A(x) \land (\exists x, \forall y : A(x) \land \neg B(x, y)) \).

Let \( z \) be the only value for which \( A(z) \) evaluates to true. Then the above formula can be rewritten as \( A(z) \land \forall y : A(z) \land \neg B(z, y) \). However, this contradicts the assumption that \( \exists x, \exists y : A(x) \land B(x, y) \land \exists! x : A(x) \) (which is equivalent to \( A(z) \land \exists y : B(z, y) \)). Therefore,

\[
\begin{align*}
& \left[ \exists x, \exists y : A(x) \land B(x, y) \land (\exists x : A(x) \to \exists! x : A(x)) \right] \Rightarrow \\
& \left[ \exists! x : A(x) \land \forall x, \exists y : A(x) \to B(x, y) \right] \\
\end{align*}
\]

\( \square \)

### A.2 Definitions

**Definition A.1. (Computable Real Number [9, Definition 3.1])** A real number \( x \) is computable if there exists a computable sequence of rational numbers \( (q_n)_{n \in \mathbb{N}} \) that converges to \( x \) (i.e., \( \forall i : |x - q_i| < 2^{-i} \)).

**Definition A.2. (Computable Real Function [9, Definition 4.1])** A function \( f : \mathbb{R}^n \to \mathbb{R} \) is computable if there is an oracle Turing machine \( M \) that, given any precision \( k \in \mathbb{N} \) and input \( x \in \text{dom}(f) \),quires another procedure for an arbitrarily good rational approximation \( q_i \) of \( x \) satisfying \( |x - q_i| < 2^{-i} \), and produces a rational number \( M(q_i) \) such that \( |f(x) - M(q_i)| < 2^{-k} \).
Definition A.3. (σ-algebra [17]) A σ-algebra on some arbitrary set $X$ is a collection $\mathcal{A}$ of subsets of $X$ such that: $\mathcal{A}$ contains $X$, a complement of any set from $\mathcal{A}$ belongs to $\mathcal{A}$, and sets $\bigcup_{i=1}^{\infty} A_i$ and $\bigcap_{i=1}^{\infty} A_i$ (where each $A_i \in \mathcal{A}$) are also in $\mathcal{A}$.

Definition A.4. (Measurable Function [17]) Let $(X, \mathcal{A})$ be a measurable space (i.e., $\mathcal{A}$ is a σ-algebra on set $X$) and $A$ be a subset of $X$ that belongs to $\mathcal{A}$. A function $f : A \to \mathbb{R}$ is measurable (with respect to $\mathcal{A}$) if for any $c \in \mathbb{R}$ the set $\{x \in A : f(x) \leq c\}$ belongs to $\mathcal{A}$.

Definition A.5. (Analytic Set [17]) A set $X \subseteq \mathbb{R}^n$ is analytic if there is a set $Y \subseteq \mathbb{R}^n$ and a continuous function $f : Y \to X$ such that $f(Y) = X$. 
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